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#### Abstract

The Fokker-Planck equation, or forward Kolmogorov equation, describes the evolution of the probability density for a stochastic process associated with an Ito stochastic differential equation. It pertains to a wide variety of time-dependent systems in which randomness plays a role. In this paper, we are concerned with Fokker-Planck equations for which the drift term is given by the gradient of a potential. For a broad class of potentials, we construct a time discrete, iterative variational scheme whose solutions converge to the solution of the Fokker-Planck equation. The major novelty of this iterative scheme is that the time-step is governed by the Wasserstein metric on probability measures. This formulation enables us to reveal an appealing, and previously unexplored, relationship between the Fokker-Planck equation and the associated free energy functional. Namely, we demonstrate that the dynamics may be regarded as a gradient flux, or a steepest descent, for the free energy with respect to the Wasserstein metric.
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1. Introduction and overview. The Fokker-Planck equation plays a central role in statistical physics and in the study of fluctuations in physical and biological systems [7, 22, 23]. It is intimately connected with the theory of stochastic differential equations: a (normalized) solution to a given Fokker-Planck equation represents the probability density for the position (or velocity) of a particle whose motion is described by a corresponding Ito stochastic differential equation (or Langevin equation). We shall restrict our attention in this paper to the case where the drift coefficient is a gradient. The simplest relevant physical setting is that of a particle undergoing diffusion in a potential field [23].

It is known that, under certain conditions on the drift and diffusion coefficients, the stationary solution of a Fokker-Planck equation of the type that we consider here satisfies a variational principle. It minimizes a certain convex free energy functional over an appropriate admissible class of probability densities [12]. This free energy functional satisfies an H-theorem: it decreases in time for any solution of the Fokker-Planck equation [22]. In this work, we shall establish a deeper, and apparently previously unexplored, connection between the free energy functional and the Fokker-Planck dynamics. Specifically, we shall demonstrate that the solution of the

[^0]Fokker-Planck equation follows, at each instant in time, the direction of steepest descent of the associated free energy functional.

The notion of a steepest descent, or a gradient flux, makes sense only in context with an appropriate metric. We shall show that the required metric in the case of the Fokker-Planck equation is the Wasserstein metric (defined in section 3) on probability densities. As far as we know, the Wasserstein metric cannot be written as an induced metric for a metric tensor (the space of probability measures with the Wasserstein metric is not a Riemannian manifold). Thus, in order to give meaning to the assertion that the Fokker-Planck equation may be regarded as a steepest descent, or gradient flux, of the free energy functional with respect to this metric, we switch to a discrete time formulation. We develop a discrete, iterative variational scheme whose solutions converge, in a sense to be made precise below, to the solution of the Fokker-Planck equation. The time-step in this iterative scheme is associated with the Wasserstein metric. For a different view on the use of implicit schemes for measures, see $[6,16]$.

For the purpose of comparison, let us consider the classical diffusion (or heat) equation

$$
\frac{\partial \rho(t, x)}{\partial t}=\Delta \rho(t, x), \quad t \in(0, \infty), \quad x \in \mathbb{R}^{n}
$$

which is the Fokker-Planck equation associated with a standard $n$-dimensional Brownian motion. It is well known (see, for example, [5, 24]) that this equation is the gradient flux of the Dirichlet integral $\frac{1}{2} \int_{R^{n}}|\nabla \rho|^{2} d x$ with respect to the $L^{2}\left(\mathbb{R}^{n}\right)$ metric. The classical discretization is given by the scheme

$$
\left.\begin{array}{l}
\text { Determine } \rho^{(k)} \text { that minimizes } \\
\qquad \frac{1}{2}\left\|\rho^{(k-1)}-\rho\right\|_{L^{2}\left(R^{n}\right)}^{2}+\frac{h}{2} \int_{R^{n}}|\nabla \rho|^{2} d x
\end{array}\right\}
$$

over an appropriate class of densities $\rho$. Here, $h$ is the time step size. On the other hand, we derive as a special case of our results below that the scheme

$$
\left.\begin{array}{l}
\text { Determine } \rho^{(k)} \text { that minimizes }  \tag{1}\\
\qquad \frac{1}{2} d\left(\rho^{(k-1)}, \rho\right)^{2}+h \int_{\mathbb{R}^{n}} \rho \log \rho d x \\
\text { over all } \rho \in K,
\end{array}\right\}
$$

where $K$ is the set of all probability densities on $\mathbb{R}^{n}$ having finite second moments, is also a discretization of the diffusion equation when $d$ is the Wasserstein metric. In particular, this allows us to regard the diffusion equation as a steepest descent of the functional $\int_{\mathbb{R}^{n}} \rho \log \rho d x$ with respect to the Wasserstein metric. This reveals a novel link between the diffusion equation and the Gibbs-Boltzmann entropy $\left(-\int_{R^{n}} \rho \log \rho d x\right)$ of the density $\rho$. Furthermore, this formulation allows us to attach a precise interpretation to the conventional notion that diffusion arises from the tendency of the system to maximize entropy.

The connection between the Wasserstein metric and dynamical problems involving dissipation or diffusion (such as strongly overdamped fluid flow or nonlinear diffusion equations) seems to have first been recognized by Otto in [19]. The results in [19] together with our recent research on variational principles of entropy and free energy type for measures $[12,11,15]$ provide the impetus for the present investigation. The work in [12] was motivated by the desire to model and characterize metastability
and hysteresis in physical systems. We plan to explore in subsequent research the relevance of the developments in the present paper to the study of such phenomena. Some preliminary results in this direction may be found in $[13,14]$.

The paper is organized as follows. In section 2, we first introduce the FokkerPlanck equation and briefly discuss its relationship to stochastic differential equations. We then give the precise form of the associated stationary solution and of the free energy functional that this density minimizes. In section 3, the Wasserstein metric is defined, and a brief review of its properties and interpretations is given. The iterative variational scheme is formulated in section 4 , and the existence and uniqueness of its solutions are established. The main result of this paper-namely, the convergence of solutions of this scheme (after interpolation) to the solution of the Fokker-Planck equation-is the topic of section 5 . There, we state and prove the relevant convergence theorem.
2. The Fokker-Planck equation, stationary solutions, and the free energy functional. We are concerned with Fokker-Planck equations having the form

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\operatorname{div}(\nabla \Psi(x) \rho)+\beta^{-1} \Delta \rho, \quad \rho(x, 0)=\rho^{0}(x) \tag{2}
\end{equation*}
$$

where the potential $\Psi(x): \mathbb{R}^{n} \rightarrow[0, \infty)$ is a smooth function, $\beta>0$ is a given constant, and $\rho^{0}(x)$ is a probability density on $\mathbb{R}^{n}$. The solution $\rho(t, x)$ of (2) must, therefore, be a probability density on $\mathbb{R}^{n}$ for almost every fixed time $t$. That is, $\rho(t, x) \geq 0$ for almost every $(t, x) \in(0, \infty) \times \mathbb{R}^{n}$, and $\int_{\mathbb{R}^{n}} \rho(t, x) d x=1$ for almost every $t \in(0, \infty)$.

It is well known that the Fokker-Planck equation (2) is inherently related to the Ito stochastic differential equation [7, 22, 23]

$$
\begin{equation*}
d X(t)=-\nabla \Psi(X(t)) d t+\sqrt{2 \beta^{-1}} d W(t), \quad X(0)=X^{0} \tag{3}
\end{equation*}
$$

Here, $W(t)$ is a standard $n$-dimensional Wiener process, and $X^{0}$ is an $n$-dimensional random vector with probability density $\rho^{0}$. Equation (3) is a model for the motion of a particle undergoing diffusion in the potential field $\Psi . X(t) \in \mathbb{R}^{n}$ then represents the position of the particle, and the positive parameter $\beta$ is proportional to the inverse temperature. This stochastic differential equation arises, for example, as the Smoluchowski-Kramers approximation to the Langevin equation for the motion of a chemically bound particle $[23,4,17]$. In that case, the function $\Psi$ describes the chemical bonding forces, and the term $\sqrt{2 \beta^{-1}} d W(t)$ represents white noise forces resulting from molecular collisions [23]. The solution $\rho(t, x)$ of the Fokker-Planck equation (2) furnishes the probability density at time $t$ for finding the particle at position $x$.

If the potential $\Psi$ satisfies appropriate growth conditions, then there is a unique stationary solution $\rho_{s}(x)$ of the Fokker-Planck equation, and it takes the form of the Gibbs distribution [7, 22]

$$
\begin{equation*}
\rho_{s}(x)=Z^{-1} \exp (-\beta \Psi(x)) \tag{4}
\end{equation*}
$$

where the partition function $Z$ is given by the expression

$$
Z=\int_{\mathbb{R}^{n}} \exp (-\beta \Psi(x)) d x
$$

Note that, in order for equation (4) to make sense, $\Psi$ must grow rapidly enough to ensure that $Z$ is finite. The probability measure $\rho_{s}(x) d x$, when it exists, is the unique
invariant measure for the Markov process $X(t)$ defined by the stochastic differential equation (3).

It is readily verified (see, for example, [12]) that the Gibbs distribution $\rho_{s}$ satisfies a variational principle - it minimizes over all probability densities on $\mathbb{R}^{n}$ the free energy functional

$$
\begin{equation*}
F(\rho)=E(\rho)+\beta^{-1} S(\rho) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
E(\rho):=\int_{\mathbb{R}^{n}} \Psi \rho d x \tag{6}
\end{equation*}
$$

plays the role of an energy functional, and

$$
\begin{equation*}
S(\rho):=\int_{\mathbb{R}^{n}} \rho \log \rho d x \tag{7}
\end{equation*}
$$

is the negative of the Gibbs-Boltzmann entropy functional.
Even when the Gibbs measure is not defined, the free energy (5) of a density $\rho(t, x)$ satisfying the Fokker-Planck equation (2) may be defined, provided that $F\left(\rho^{0}\right)$ is finite. This free energy functional then serves as a Lyapunov function for the FokkerPlanck equation: if $\rho(t, x)$ satisfies (2), then $F(\rho(t, x))$ can only decrease with time $[22,14]$. Thus, the free energy functional is an H-function for the dynamics. The developments that follow will enable us to regard the Fokker-Planck dynamics as a gradient flux, or a steepest descent, of the free energy with respect to a particular metric on an appropriate class of probability measures. The requisite metric is the Wasserstein metric on the set of probability measures having finite second moments. We now proceed to define this metric.
3. The Wasserstein metric. The Wasserstein distance of order two, $d\left(\mu_{1}, \mu_{2}\right)$, between two (Borel) probability measures $\mu_{1}$ and $\mu_{2}$ on $\mathbb{R}^{n}$ is defined by the formula

$$
\begin{equation*}
d\left(\mu_{1}, \mu_{2}\right)^{2}=\inf _{p \in \mathcal{P}\left(\mu_{1}, \mu_{2}\right)} \int_{R^{n} \times R^{n}}|x-y|^{2} p(d x d y) \tag{8}
\end{equation*}
$$

where $\mathcal{P}\left(\mu_{1}, \mu_{2}\right)$ is the set of all probability measures on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ with first marginal $\mu_{1}$ and second marginal $\mu_{2}$, and the symbol $|\cdot|$ denotes the usual Euclidean norm on $\mathbb{R}^{n}$. More precisely, a probability measure $p$ is in $\mathcal{P}\left(\mu_{1}, \mu_{2}\right)$ if and only if for each Borel subset $A \subset \mathbb{R}^{n}$ there holds

$$
p\left(A \times \mathbb{R}^{n}\right)=\mu_{1}(A), \quad p\left(\mathbb{R}^{n} \times A\right)=\mu_{2}(A)
$$

Wasserstein distances of order $q$ with $q$ different from 2 may be analogously defined [10]. Since no confusion should arise in doing so, we shall refer to $d$ in what follows as simply the Wasserstein distance.

It is well known that $d$ defines a metric on the set of probability measures $\mu$ on $R^{n}$ having finite second moments: $\int_{\mathbb{R}^{n}}|x|^{2} \mu(d x)<\infty$ [10, 21]. In particular, $d$ satisfies the triangle inequality on this set. That is, if $\mu_{1}, \mu_{2}$, and $\mu_{3}$ are probability measures on $\mathbb{R}^{n}$ with finite second moments, then

$$
\begin{equation*}
d\left(\mu_{1}, \mu_{3}\right) \leq d\left(\mu_{1}, \mu_{2}\right)+d\left(\mu_{2}, \mu_{3}\right) \tag{9}
\end{equation*}
$$

We shall make use of this property at several points later on.

We note that the Wasserstein metric may be equivalently defined by [21]

$$
\begin{equation*}
d\left(\mu_{1}, \mu_{2}\right)^{2}=\inf \mathbf{E}|X-Y|^{2} \tag{10}
\end{equation*}
$$

where $\mathbf{E}(U)$ denotes the expectation of the random variable $U$, and the infimum is taken over all random variables $X$ and $Y$ such that $X$ has distribution $\mu_{1}$ and $Y$ has distribution $\mu_{2}$. In other words, the infimum is over all possible couplings of the random variables $X$ and $Y$. Convergence in the metric $d$ is equivalent to the usual weak convergence plus convergence of second moments. This latter assertion may be demonstrated by appealing to the representation (10) and applying the well-known Skorohod theorem from probability theory (see Theorem 29.6 of [1]). We omit the details.

The variational problem (8) is an example of a Monge-Kantorovich mass transference problem with the particular cost function $c(x, y)=|x-y|^{2}$ [21]. In that context, an infimizer $p^{*} \in \mathcal{P}\left(\mu_{1}, \mu_{2}\right)$ is referred to as an optimal transference plan. When $\mu_{1}$ and $\mu_{2}$ have finite second moments, the existence of such a $p^{*}$ for (8) is readily verified by a simple adaptation of our arguments in section 4 . For a probabilistic proof that the infimum in (8) is attained when $\mu_{1}$ and $\mu_{2}$ have finite second moments, see [10]. Brenier [2] has established the existence of a one-to-one optimal transference plan in the case that the measures $\mu_{1}$ and $\mu_{2}$ have bounded support and are absolutely continuous with respect to Lebesgue measure. Caffarelli [3] and Gangbo and McCann $[8,9]$ have recently extended Brenier's results to more general cost functions $c$ and to cases in which the measures do not have bounded support.

If the measures $\mu_{1}$ and $\mu_{2}$ are absolutely continuous with respect to the Lebesgue measure, with densities $\rho_{1}$ and $\rho_{2}$, respectively, we will write $\mathcal{P}\left(\rho_{1}, \rho_{2}\right)$ for the set of probability measures having first marginal $\mu_{1}$ and second marginal $\mu_{2}$. Correspondingly, we will denote by $d\left(\rho_{1}, \rho_{2}\right)$ the Wasserstein distance between $\mu_{1}$ and $\mu_{2}$. This is the situation that we will be concerned with in what follows.
4. The discrete scheme. We shall now construct a time-discrete scheme that is designed to converge in an appropriate sense (to be made precise in the next section) to a solution of the Fokker-Planck equation. The scheme that we shall describe was motivated by a similar scheme developed by Otto in an investigation of pattern formation in magnetic fluids [19]. We shall make the following assumptions concerning the potential $\Psi$ introduced in section 2 :

$$
\begin{gather*}
\Psi \in C^{\infty}\left(\mathbb{R}^{n}\right) \\
\Psi(x) \geq 0 \text { for all } x \in \mathbb{R}^{n}  \tag{11}\\
|\nabla \Psi(x)| \leq C(\Psi(x)+1) \text { for all } x \in \mathbb{R}^{n} \tag{12}
\end{gather*}
$$

for some constant $C<\infty$. Notice that our assumptions on $\Psi$ allow for cases in which $\int_{R^{n}} \exp (-\beta \Psi) d x$ is not defined, so the stationary density $\rho_{s}$ given by (4) does not exist. These assumptions allow us to treat a wide class of Fokker-Planck equations. In particular, the classical diffusion equation $\frac{\partial \rho}{\partial t}=\beta^{-1} \Delta \rho$, for which $\Psi \equiv$ const., falls into this category. We also introduce the set $K$ of admissible probability densities:

$$
K:=\left\{\rho: \mathbb{R}^{n} \rightarrow[0, \infty) \text { measurable } \mid \int_{\mathbb{R}^{n}} \rho(x) d x=1, M(\rho)<\infty\right\}
$$

where

$$
M(\rho)=\int_{\mathbb{R}^{n}}|x|^{2} \rho(x) d x
$$

With these conventions in hand, we now formulate the iterative discrete scheme:

$$
\left.\begin{array}{l}
\text { Determine } \rho^{(k)} \text { that minimizes } \\
\frac{1}{2} d\left(\rho^{(k-1)}, \rho\right)^{2}+h F(\rho)  \tag{13}\\
\text { over all } \rho \in K \text {. }
\end{array}\right\}
$$

Here we use the notation $\rho^{(0)}=\rho^{0}$. The scheme (13) is the obvious generalization of the scheme (1) set forth in the Introduction for the diffusion equation. We shall now establish existence and uniqueness of the solution to (13).

Proposition 4.1. Given $\rho^{0} \in K$, there exists a unique solution of the scheme (13).

Proof. Let us first demonstrate that $S$ is well defined as a functional on $K$ with values in $(-\infty,+\infty]$ and that, in addition, there exist $\alpha<1$ and $C<\infty$ depending only on $n$ such that

$$
\begin{equation*}
S(\rho) \geq-C(M(\rho)+1)^{\alpha} \quad \text { for all } \rho \in K \tag{14}
\end{equation*}
$$

Actually, we shall show that (14) is valid for any $\alpha \in\left(\frac{n}{n+2}, 1\right)$. For future reference, we prove a somewhat finer estimate. Namely, we demonstrate that there exists a $C<\infty$, depending only on $n$ and $\alpha$, such that for all $R \geq 0$, and for each $\rho \in K$, there holds

$$
\begin{equation*}
\int_{R^{n}-B_{R}}|\min \{\rho \log \rho, 0\}| d x \leq C\left(\frac{1}{R^{2}+1}\right)^{\frac{(2+n) \alpha-n}{2}}(M(\rho)+1)^{\alpha} \tag{15}
\end{equation*}
$$

where $B_{R}$ denotes the ball of radius $R$ centered at the origin in $\mathbb{R}^{n}$. Indeed, for $\alpha<1$ there holds

$$
|\min \{z \log z, 0\}| \leq C z^{\alpha} \quad \text { for all } z \geq 0
$$

Hence by Hölder's inequality, we obtain

$$
\begin{aligned}
& \int_{R^{n}-B_{R}}|\min \{\rho \log \rho, 0\}| d x \\
& \leq C \int_{R^{n}-B_{R}} \rho^{\alpha} d x \\
& \leq C\left(\int_{R^{n}-B_{R}}\left(\frac{1}{|x|^{2}+1}\right)^{\frac{\alpha}{1-\alpha}} d x\right)^{1-\alpha}(M(\rho)+1)^{\alpha}
\end{aligned}
$$

On the other hand, for $\frac{\alpha}{1-\alpha}>\frac{n}{2}$, we have

$$
\int_{R^{n}-B_{R}}\left(\frac{1}{|x|^{2}+1}\right)^{\frac{\alpha}{1-\alpha}} d x \leq C\left(\frac{1}{R^{2}+1}\right)^{\frac{\alpha}{1-\alpha}-\frac{n}{2}}
$$

Let us now prove that for given $\rho^{(k-1)} \in K$, there exists a minimizer $\rho \in K$ of the functional

$$
\begin{equation*}
K \ni \rho \mapsto \frac{1}{2} d\left(\rho^{(k-1)}, \rho\right)^{2}+h F(\rho) . \tag{16}
\end{equation*}
$$

Observe that $S$ is not bounded below on $K$ and hence $F$ is not bounded below on $K$ either. Nevertheless, using the inequality

$$
\begin{equation*}
M\left(\rho_{1}\right) \leq 2 M\left(\rho_{0}\right)+2 d\left(\rho_{0}, \rho_{1}\right)^{2} \quad \text { for all } \rho_{0}, \rho_{1} \in K \tag{17}
\end{equation*}
$$

(which immediately follows from the inequality $|y|^{2} \leq 2|x|^{2}+2|x-y|^{2}$ and from the definition of $d$ ) together with (14) we obtain

$$
\begin{align*}
& \frac{1}{2} d\left(\rho^{(k-1)}, \rho\right)^{2}+h F(\rho) \\
& \stackrel{(17)}{\geq} \frac{1}{4} M(\rho)-\frac{1}{2} M\left(\rho^{(k-1)}\right)+h S(\rho)  \tag{18}\\
& \stackrel{(14)}{\geq} \frac{1}{4} M(\rho)-C(M(\rho)+1)^{\alpha}-\frac{1}{2} M\left(\rho^{(k-1)}\right) \quad \text { for all } \rho \in K,
\end{align*}
$$

which ensures that (16) is bounded below. Now, let $\left\{\rho_{\nu}\right\}$ be a minimizing sequence for (16). Obviously, we have that

$$
\begin{equation*}
\left\{S\left(\rho_{\nu}\right)\right\}_{\nu} \quad \text { is bounded above } \tag{19}
\end{equation*}
$$

and according to (18),

$$
\begin{equation*}
\left\{M\left(\rho_{\nu}\right)\right\}_{\nu} \quad \text { is bounded. } \tag{20}
\end{equation*}
$$

The latter result, together with (15), implies that

$$
\left\{\int_{\mathbb{R}^{n}}\left|\min \left\{\rho_{\nu} \log \rho_{\nu}, 0\right\}\right| d x\right\}_{\nu} \quad \text { is bounded }
$$

which combined with (19) yields that

$$
\left\{\int_{\mathbb{R}^{n}} \max \left\{\rho_{\nu} \log \rho_{\nu}, 0\right\} d x\right\}_{\nu} \quad \text { is bounded }
$$

As $z \mapsto \max \{z \log z, 0\}, z \in[0, \infty)$, has superlinear growth, this result, in conjunction with (20), guarantees the existence of a $\rho^{(k)} \in K$ such that (at least for a subsequence)

$$
\begin{equation*}
\rho_{\nu} \stackrel{w}{\rightharpoonup} \rho^{(k)} \quad \text { in } L^{1}\left(\mathbb{R}^{n}\right) . \tag{21}
\end{equation*}
$$

Let us now show that

$$
\begin{equation*}
S\left(\rho^{(k)}\right) \leq \liminf _{\nu \uparrow \infty} S\left(\rho_{\nu}\right) \tag{22}
\end{equation*}
$$

As $[0, \infty) \ni z \mapsto z \log z$ is convex and $[0, \infty) \ni z \mapsto \max \{z \log z, 0\}$ is convex and nonnegative, (21) implies that for any $R<\infty$,

$$
\begin{align*}
\int_{B_{R}} \rho^{(k)} \log \rho^{(k)} d x & \leq \liminf _{\nu \uparrow \infty} \int_{B_{R}} \rho_{\nu} \log \rho_{\nu} d x  \tag{23}\\
\int_{\mathbb{R}^{n}-B_{R}} \max \left\{\rho^{(k)} \log \rho^{(k)}, 0\right\} d x & \leq \liminf _{\nu \uparrow \infty} \int_{\mathbb{R}^{n}-B_{R}} \max \left\{\rho_{\nu} \log \rho_{\nu}, 0\right\} d x . \tag{24}
\end{align*}
$$

On the other hand we have according to (15) and (20)

$$
\begin{equation*}
\lim _{R \uparrow \infty} \sup _{\nu \in \mathbb{N}} \int_{\mathbb{R}^{n}-B_{R}}\left|\min \left\{\rho_{\nu} \log \rho_{\nu}, 0\right\}\right| d x=0 \tag{25}
\end{equation*}
$$

Now observe that for any $R<\infty$, there holds

$$
S\left(\rho^{(k)}\right) \leq \int_{B_{R}} \rho^{(k)} \log \rho^{(k)} d x+\int_{R^{n}-B_{R}} \max \left\{\rho^{(k)} \log \rho^{(k)}, 0\right\} d x
$$

which together with (23), (24), and (25) yields (22).
It remains for us to show that

$$
\begin{align*}
E\left(\rho^{(k)}\right) & \leq \liminf _{\nu \uparrow \infty} E\left(\rho_{\nu}\right)  \tag{26}\\
d\left(\rho^{(k-1)}, \rho^{(k)}\right)^{2} & \leq \liminf _{\nu \uparrow \infty} d\left(\rho^{(k-1)}, \rho_{\nu}\right)^{2} . \tag{27}
\end{align*}
$$

Equation (26) follows immediately from (21) and Fatou's lemma. As for (27), we choose $p_{\nu} \in \mathcal{P}\left(\rho^{(k-1)}, \rho_{\nu}\right)$ satisfying

$$
\int_{R^{n} \times R^{n}}|x-y|^{2} p_{\nu}(d x d y) \leq d\left(\rho^{(k-1)}, \rho_{\nu}\right)^{2}+\frac{1}{\nu}
$$

By (20) the sequence of probability measures $\left\{\rho_{\nu} d x\right\}_{\nu \uparrow \infty}$ is tight, or relatively compact with respect to the usual weak convergence in the space of probability measures on $\mathbb{R}^{n}$ (i.e., convergence tested against bounded continuous functions) [1]. This, together with the fact that the density $\rho^{(k-1)}$ has finite second moment, guarantees that the sequence $\left\{p_{\nu}\right\}_{\nu \uparrow \infty}$ of probability measures on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ is tight. Hence, there is a subsequence of $\left\{p_{\nu}\right\}_{\nu \uparrow \infty}$ that converges weakly to some probability measure $p$. From (21) we deduce that $p \in \mathcal{P}\left(\rho^{(k-1)}, \rho^{(k)}\right)$. We now could invoke the Skorohod theorem [1] and Fatou's lemma to infer (27) from this weak convergence, but we prefer here to give a more analytic proof. For $R<\infty$ let us select a continuous function $\eta_{R}: \mathbb{R}^{n} \rightarrow[0,1]$ such that

$$
\eta_{R}=1 \text { inside of } B_{R} \quad \text { and } \quad \eta_{R}=0 \text { outside of } B_{2 R}
$$

We then have

$$
\left.\begin{array}{rl} 
& \int_{R^{n} \times R^{n}} \eta_{R}(x) \eta_{R}(y)|x-y|^{2} p(d x d y) \\
\quad=\lim _{\nu \uparrow \infty} \int_{R^{n} \times R^{n}} \eta_{R}(x) \eta_{R}(y)|x-y|^{2} p_{\nu}(d x d y)  \tag{28}\\
\quad \leq \liminf _{\nu \uparrow \infty} d\left(\rho^{(k-1)}, \rho_{\nu}\right)^{2}
\end{array}\right\}
$$

for each fixed $R<\infty$. On the other hand, using the monotone convergence theorem, we deduce that

$$
\begin{aligned}
d\left(\rho^{(k-1)}, \rho^{(k)}\right)^{2} & \leq \int_{R^{n} \times R^{n}}|x-y|^{2} p(d x d y) \\
& =\lim _{R \uparrow \infty} \int_{R^{n} \times R^{n}} \eta_{R}(x) \eta_{R}(y)|x-y|^{2} p(d x d y)
\end{aligned}
$$

which combined with (28) yields (27).
To conclude the proof of the proposition we establish that the functional (16) has at most one minimizer. This follows from the convexity of $K$ and the strict convexity of (16). The strict convexity of (16) follows from the strict convexity of $S$, the linearity of $E$, and the (obvious) convexity over $K$ of the functional $\rho \mapsto d\left(\rho^{(k-1)}, \rho\right)^{2}$.

Remark. One of the referees has communicated to us the following simple estimate that could be used in place of (14)-(15) in the previous and subsequent analysis: for any $\Omega \subset \mathbb{R}^{n}$ (in particular, for $\Omega=\mathbb{R}^{n}-B_{R}$ ) and for all $\rho \in K$ there holds

$$
\begin{equation*}
\int_{\Omega}|\min \{\rho \log \rho, 0\}| d x \leq C \int_{\Omega} \mathrm{e}^{-\frac{|x|}{2}} d x+\epsilon M(\rho)+\frac{1}{4 \epsilon} \int_{\Omega} \rho d x \tag{29}
\end{equation*}
$$

for any $\epsilon>0$. To obtain the inequality (29), select $C>0$ such that for all $z \in[0,1]$, we have $z|\log z| \leq C \sqrt{z}$. Then, defining the sets $\Omega_{0}=\Omega \cap\{\rho \leq \exp (-|x|)\}$ and $\Omega_{1}=\Omega \cap\{\exp (-|x|)<\rho \leq 1\}$, we have

$$
\begin{aligned}
\int_{\Omega}|\min \{\rho \log \rho, 0\}| d x & =\int_{\Omega_{0}} \rho\left|(\log \rho)_{-}\right| d x+\int_{\Omega_{1}} \rho\left|(\log \rho)_{-}\right| d x \\
& \leq C \int_{\Omega} \mathrm{e}^{-\frac{|x|}{2}} d x+\int_{\Omega}|x| \rho d x
\end{aligned}
$$

The desired result (29) then follows from the inequality $|x| \leq \epsilon|x|^{2}+1 /(4 \epsilon)$ for $\epsilon>0$.
5. Convergence to the solution of the Fokker-Planck equation. We come now to our main result. We shall demonstrate that an appropriate interpolation of the solution to the scheme (13) converges to the unique solution of the Fokker-Planck equation. Specifically, the convergence result that we will prove here is as follows.

THEOREM 5.1. Let $\rho^{0} \in K$ satisfy $F\left(\rho^{0}\right)<\infty$, and for given $h>0$, let $\left\{\rho_{h}^{(k)}\right\}_{k \in \mathbb{N}}$ be the solution of (13). Define the interpolation $\rho_{h}:(0, \infty) \times \mathbb{R}^{n} \rightarrow[0, \infty)$ by

$$
\rho_{h}(t)=\rho_{h}^{(k)} \quad \text { for } t \in[k h,(k+1) h) \text { and } k \in \mathbb{N} \cup\{0\}
$$

Then as $h \downarrow 0$,

$$
\begin{equation*}
\rho_{h}(t) \rightharpoonup \rho(t) \quad \text { weakly in } L^{1}\left(\mathbb{R}^{n}\right) \quad \text { for all } t \in(0, \infty) \tag{30}
\end{equation*}
$$

where $\rho \in C^{\infty}\left((0, \infty) \times \mathbb{R}^{n}\right)$ is the unique solution of

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\operatorname{div}(\rho \nabla \Psi)+\beta^{-1} \Delta \rho \tag{31}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
\rho(t) \rightarrow \rho^{0} \quad \text { strongly in } L^{1}\left(\mathbb{R}^{n}\right) \quad \text { for } \quad t \downarrow 0 \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
M(\rho), E(\rho) \in L^{\infty}((0, T)) \quad \text { for all } T<\infty \tag{33}
\end{equation*}
$$

Remark. A finer analysis reveals that

$$
\rho_{h} \rightarrow \rho \quad \text { strongly in } L^{1}\left((0, T) \times \mathbb{R}^{n}\right) \quad \text { for all } T<\infty .
$$

Proof. The proof basically follows along the lines of [19, Proposition 2, Theorem 3]. The crucial step is to recognize that the first variation of (16) with respect to the independent variables indeed yields a time-discrete scheme for (31), as will now be demonstrated. For notational convenience only, we shall set $\beta \equiv 1$ from here on in. As will be evident from the ensuing arguments, our proof works for any positive $\beta$. In
fact, it is not difficult to see that, with appropriate modifications to the scheme (13), we can establish an analogous convergence result for time-dependent $\beta$.

Let a smooth vector field with bounded support, $\xi \in C_{0}^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$, be given, and define the corresponding flux $\left\{\Phi_{\tau}\right\}_{\tau \in R}$ by

$$
\partial_{\tau} \Phi_{\tau}=\xi \circ \Phi_{\tau} \text { for all } \tau \in \mathbb{R} \quad \text { and } \quad \Phi_{0}=\text { id }
$$

For any $\tau \in \mathbb{R}$, let the measure $\rho_{\tau}(y) d y$ be the push forward of $\rho^{(k)}(y) d y$ under $\Phi_{\tau}$. This means that

$$
\begin{equation*}
\int_{R^{n}} \rho_{\tau}(y) \zeta(y) d y=\int_{R^{n}} \rho^{(k)}(y) \zeta\left(\Phi_{\tau}(y)\right) d y \quad \text { for all } \zeta \in C_{0}^{0}\left(\mathbb{R}^{n}\right) \tag{34}
\end{equation*}
$$

As $\Phi_{\tau}$ is invertible, (34) is equivalent to the following relation for the densities:

$$
\begin{equation*}
\operatorname{det} \nabla \Phi_{\tau} \rho_{\tau} \circ \Phi_{\tau}=\rho^{(k)} \tag{35}
\end{equation*}
$$

By (16), we have for each $\tau>0$

$$
\begin{equation*}
\frac{1}{\tau}\left(\left(\frac{1}{2} d\left(\rho^{(k-1)}, \rho_{\tau}\right)^{2}+h F\left(\rho_{\tau}\right)\right)-\left(\frac{1}{2} d\left(\rho^{(k-1)}, \rho^{(k)}\right)^{2}+h F\left(\rho^{(k)}\right)\right)\right) \geq 0 \tag{36}
\end{equation*}
$$

which we now investigate in the limit $\tau \downarrow 0$. Because $\Psi$ is nonnegative, equation (34) also holds for $\zeta=\Psi$, i.e.,

$$
\int_{R^{n}} \rho_{\tau}(y) \Psi(y) d y=\int_{R^{n}} \rho^{(k)}(y) \Psi\left(\Phi_{\tau}(y)\right) d y
$$

This yields

$$
\frac{1}{\tau}\left(E\left(\rho_{\tau}\right)-E\left(\rho^{(k)}\right)\right)=\int_{R^{n}} \frac{1}{\tau}\left(\Psi\left(\Phi_{\tau}(y)\right)-\Psi(y)\right) \rho^{(k)}(y) d y
$$

Observe that the difference quotient under the integral converges uniformly to $\nabla \Psi(y) \cdot \xi(y)$, hence implying that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[E\left(\rho_{\tau}\right)\right]_{\tau=0}=\int_{R^{n}} \nabla \Psi(y) \cdot \xi(y) \rho^{(k)}(y) d y \tag{37}
\end{equation*}
$$

Next, we calculate $\frac{\mathrm{d}}{\mathrm{d} \tau}\left[S\left(\rho_{\tau}\right)\right]_{\tau=0}$. Invoking an appropriate approximation argument (for instance approximating log by some function that is bounded below), we obtain

$$
\begin{aligned}
& \int_{R^{n}} \rho_{\tau}(y) \log \left(\rho_{\tau}(y)\right) d y \\
& \stackrel{(34)}{=} \int_{R^{n}} \rho^{(k)}(y) \log \left(\rho_{\tau}\left(\Phi_{\tau}(y)\right)\right) d y \\
& \stackrel{(35)}{=} \int_{R^{n}} \rho^{(k)}(y) \log \left(\frac{\rho^{(k)}(y)}{\operatorname{det} \nabla \Phi_{\tau}(y)}\right) d y
\end{aligned}
$$

Therefore, we have

$$
\frac{1}{\tau}\left(S\left(\rho_{\tau}\right)-S\left(\rho^{(k)}\right)\right)=-\int_{R^{n}} \rho^{(k)}(y) \frac{1}{\tau} \log \left(\operatorname{det} \nabla \Phi_{\tau}(y)\right) d y
$$

Now using

$$
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\operatorname{det} \nabla \Phi_{\tau}(y)\right]_{\tau=0}=\operatorname{div} \xi(y),
$$

together with the fact that $\Phi_{0}=\mathrm{id}$, we see that the difference quotient under the integral converges uniformly to div $\xi$, hence implying that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[S\left(\rho_{\tau}\right)\right]_{\tau=0}=-\int_{\mathbb{R}^{n}} \rho^{(k)} \operatorname{div} \xi d y . \tag{38}
\end{equation*}
$$

Now, let $p$ be optimal in the definition of $d\left(\rho^{(k-1)}, \rho^{(k)}\right)^{2}$ (see section 3). The formula

$$
\int_{R^{n} \times R^{n}} \zeta(x, y) p_{\tau}(d x d y)=\int_{R^{n} \times R^{n}} \zeta\left(x, \Phi_{\tau}(y)\right) p(d x d y), \zeta \in C_{0}^{0}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right)
$$

then defines a $p_{\tau} \in \mathcal{P}\left(\rho^{(k-1)}, \rho_{\tau}\right)$. Consequently, there holds

$$
\begin{aligned}
& \frac{1}{\tau}\left(\frac{1}{2} d\left(\rho^{(k-1)}, \rho_{\tau}\right)^{2}-\frac{1}{2} d\left(\rho^{(k-1)}, \rho^{(k)}\right)^{2}\right) \\
& \leq \int_{R^{n} \times R^{n}} \frac{1}{\tau}\left(\frac{1}{2}\left|\Phi_{\tau}(y)-x\right|^{2}-\frac{1}{2}|y-x|^{2}\right) p(d x d y),
\end{aligned}
$$

which implies that

$$
\begin{align*}
& \underset{\tau \downarrow 0}{\limsup } \frac{1}{\tau}\left(\frac{1}{2} d\left(\rho^{(k-1)}, \rho_{\tau}\right)^{2}-\frac{1}{2} d\left(\rho^{(k-1)}, \rho^{(k)}\right)^{2}\right) \\
& \leq \int_{R^{n} \times R^{n}}(y-x) \cdot \xi(y) p(d x d y) . \tag{39}
\end{align*}
$$

We now infer from (36), (37), (38), and (39) (and the symmetry in $\xi \rightarrow-\xi$ ) that

$$
\left.\begin{array}{l}
\int_{R^{n} \times R^{n}}(y-x) \cdot \xi(y) p(d x d y)+h \int_{R^{n}}(\nabla \Psi \cdot \xi-\operatorname{div} \xi) \rho^{(k)} d y=0  \tag{40}\\
\text { for all } \xi \in C_{0}^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right) .
\end{array}\right\}
$$

Observe that because $p \in \mathcal{P}\left(\rho^{(k-1)}, \rho^{(k)}\right)$, there holds

$$
\begin{aligned}
& \left|\int_{R^{n}}\left(\rho^{(k)}-\rho^{(k-1)}\right) \zeta d y-\int_{R^{n} \times R^{n}}(y-x) \cdot \nabla \zeta(y) p(d x d y)\right| \\
& =\left|\int_{R^{n} \times R^{n}}(\zeta(y)-\zeta(x)+(x-y) \cdot \nabla \zeta(y)) p(d x d y)\right| \\
& \leq \frac{1}{2} \sup _{R^{n}}\left|\nabla^{2} \zeta\right| \int_{R^{n} \times R^{n}}|y-x|^{2} p(d x d y) \\
& =\frac{1}{2} \sup _{R^{n}}\left|\nabla^{2} \zeta\right| d\left(\rho^{(k-1)}, \rho^{(k)}\right)^{2}
\end{aligned}
$$

for all $\zeta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Choosing $\xi=\nabla \zeta$ in (40) then gives

$$
\begin{align*}
& \left|\int_{R^{n}}\left\{\frac{1}{h}\left(\rho^{(k)}-\rho^{(k-1)}\right) \zeta+(\nabla \Psi \cdot \nabla \zeta-\Delta \zeta) \rho^{(k)}\right\} d y\right|  \tag{41}\\
& \quad \leq \frac{1}{2} \sup _{R^{n}}\left|\nabla^{2} \zeta\right| \frac{1}{h} d\left(\rho^{(k-1)}, \rho^{(k)}\right)^{2} \text { for all } \zeta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) .
\end{align*}
$$

We wish now to pass to the limit $h \downarrow 0$. In order to do so we will first establish the following a priori estimates: for any $T<\infty$, there exists a constant $C<\infty$ such that for all $N \in \mathbb{N}$ and all $h \in[0,1]$ with $N h \leq T$, there holds

$$
\begin{align*}
M\left(\rho_{h}^{(N)}\right) & \leq C  \tag{42}\\
\int_{R^{n}} \max \left\{\rho_{h}^{(N)} \log \rho_{h}^{(N)}, 0\right\} d x & \leq C  \tag{43}\\
E\left(\rho_{h}^{(N)}\right) & \leq C,  \tag{44}\\
\sum_{k=1}^{N} d\left(\rho_{h}^{(k-1)}, \rho_{h}^{(k)}\right)^{2} & \leq C h . \tag{45}
\end{align*}
$$

Let us verify that the estimate (42) holds. Since $\rho_{h}^{(k-1)}$ is admissible in the variational principle (13), we have that

$$
\frac{1}{2} d\left(\rho_{h}^{(k-1)}, \rho_{h}^{(k)}\right)^{2}+h F\left(\rho_{h}^{(k)}\right) \leq h F\left(\rho_{h}^{(k-1)}\right)
$$

which may be summed over $k$ to give

$$
\begin{equation*}
\sum_{k=1}^{N} \frac{1}{2 h} d\left(\rho_{h}^{(k-1)}, \rho_{h}^{(k)}\right)^{2}+F\left(\rho_{h}^{(N)}\right) \leq F\left(\rho^{0}\right) \tag{46}
\end{equation*}
$$

As in Proposition 4.1, we must confront the technical difficulty that $F$ is not bounded below. The inequality (42) is established via the following calculations:

$$
\begin{aligned}
M\left(\rho_{h}^{(N)}\right) & \stackrel{(17)}{\leq} 2 d\left(\rho^{0}, \rho_{h}^{(N)}\right)^{2}+2 M\left(\rho^{0}\right) \\
& \leq 2 N \sum_{k=1}^{N} d\left(\rho_{h}^{(k-1)}, \rho_{h}^{(k)}\right)^{2}+2 M\left(\rho^{0}\right) \\
& \stackrel{(46)}{\leq} 4 h N\left(F\left(\rho^{0}\right)-F\left(\rho_{h}^{(N)}\right)\right)+2 M\left(\rho^{0}\right) \\
& \stackrel{(14)}{\leq} 4 T\left(F\left(\rho^{0}\right)+C\left(M\left(\rho_{h}^{(N)}\right)+1\right)^{\alpha}\right)+2 M\left(\rho^{0}\right)
\end{aligned}
$$

which clearly gives (42). To obtain the second line of the above display, we have made use of the triangle inequality for the Wasserstein metric (see equation (9)) and the Cauchy-Schwarz inequality. The estimates (43), (44), and (45) now follow readily from the bounds (14) and (15), the estimate (42), and the inequality (46), as follows:

$$
\begin{aligned}
& \int_{R^{n}} \max \left\{\rho_{h}^{(N)} \log \rho_{h}^{(N)}, 0\right\} d x \leq S\left(\rho_{h}^{(N)}\right)+\int_{R^{n}}\left|\min \left\{\rho_{h}^{(N)} \log \rho_{h}^{(N)}, 0\right\}\right| d x \\
& \stackrel{(15)}{\leq} S\left(\rho_{h}^{(N)}\right)+C\left(M\left(\rho_{h}^{(N)}\right)+1\right)^{\alpha} \\
& \leq F\left(\rho_{h}^{(N)}\right)+C\left(M\left(\rho_{h}^{(N)}\right)+1\right)^{\alpha} \\
& \stackrel{(46)}{\leq} F\left(\rho^{0}\right)+C\left(M\left(\rho_{h}^{(N)}\right)+1\right)^{\alpha} \\
& \\
& E\left(\rho_{h}^{(N)}\right)=F\left(\rho_{h}^{(N)}\right)-S\left(\rho_{h}^{(N)}\right) \\
& \stackrel{(14)}{\leq} F\left(\rho_{h}^{(N)}\right)+C\left(M\left(\rho_{h}^{(N)}\right)+1\right)^{\alpha} \\
& \stackrel{(46)}{\leq} F\left(\rho^{0}\right)+C\left(M\left(\rho_{h}^{(N)}\right)+1\right)^{\alpha}
\end{aligned}
$$

$$
\begin{aligned}
\sum_{k=1}^{N} d\left(\rho_{h}^{(k-1)}, \rho_{h}^{(k)}\right)^{2} & \stackrel{(46)}{\leq} 2 h\left(F\left(\rho^{0}\right)-F\left(\rho_{h}^{(N)}\right)\right) \\
& \stackrel{(14)}{\leq} 2 h\left(F\left(\rho^{0}\right)+C\left(M\left(\rho_{h}^{(N)}\right)+1\right)^{\alpha}\right)
\end{aligned}
$$

Now, owing to the estimates (42) and (43), we may conclude that there exists a measurable $\rho(t, x)$ such that, after extraction of a subsequence,

$$
\begin{equation*}
\rho_{h} \rightharpoonup \rho \quad \text { weakly in } L^{1}\left((0, T) \times \mathbb{R}^{n}\right) \quad \text { for all } T<\infty \tag{47}
\end{equation*}
$$

A straightforward analysis reveals that (42), (43), and (44) guarantee that

$$
\begin{align*}
& \rho(t) \in K \quad \text { for a.e. } t \in(0, \infty)  \tag{48}\\
& M(\rho), E(\rho) \in L^{\infty}((0, T)) \quad \text { for all } T<\infty
\end{align*}
$$

Let us now improve upon the convergence in (47) by showing that (30) holds. For a given finite time horizon $T<\infty$, there exists a constant $C<\infty$ such that for all $N, N^{\prime} \in \mathbb{N}$ and all $h \in[0,1]$ with $N h \leq T$, and $N^{\prime} h \leq T$, we have

$$
d\left(\rho_{h}^{\left(N^{\prime}\right)}, \rho_{h}^{(N)}\right)^{2} \leq C\left|N^{\prime} h-N h\right|
$$

This result is obtained from (45) by use of the triangle inequality (9) for $d$ and the Cauchy-Schwarz inequality. Furthermore, for all $\rho, \rho^{\prime} \in K, p \in \mathcal{P}\left(\rho, \rho^{\prime}\right)$, and $\zeta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, there holds

$$
\begin{aligned}
\left|\int_{R^{n}} \zeta \rho^{\prime} d x-\int_{R^{n}} \zeta \rho d x\right| & =\left|\int_{R^{n} \times R^{n}}(\zeta(x)-\zeta(y)) p(d x d y)\right| \\
& \leq \sup _{R^{n}}|\nabla \zeta| \int_{R^{n} \times R^{n}}|x-y| p(d x d y) \\
& \leq \sup _{R^{n}}|\nabla \zeta|\left(\int_{R^{n} \times R^{n}}|x-y|^{2} p(d x d y)\right)^{\frac{1}{2}}
\end{aligned}
$$

so from the definition of $d$ we obtain

$$
\left|\int_{R^{n}} \zeta \rho^{\prime} d x-\int_{R^{n}} \zeta \rho d x\right| \leq \sup _{R^{n}}|\nabla \zeta| d\left(\rho, \rho^{\prime}\right) \text { for } \rho, \rho^{\prime} \in K \text { and } \zeta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)
$$

Hence, it follows that

$$
\left.\begin{array}{l}
\left|\int_{R^{n}} \zeta \rho_{h}\left(t^{\prime}\right) d x-\int_{R^{n}} \zeta \rho_{h}(t) d x\right| \leq C \sup _{R^{n}}|\nabla \zeta|\left(\left|t^{\prime}-t\right|+h\right)^{\frac{1}{2}}  \tag{49}\\
\text { for all } t, t^{\prime} \in(0, T), \text { and } \zeta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) .
\end{array}\right\}
$$

Let $t \in(0, T)$ and $\zeta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ be given, and notice that for any $\delta>0$, we have

$$
\begin{aligned}
& \left|\int_{R^{n}} \zeta \rho_{h}(t) d x-\int_{R^{n}} \zeta \rho(t) d x\right| \\
& \leq\left|\int_{R^{n}} \zeta \rho_{h}(t) d x-\frac{1}{2 \delta} \int_{t-\delta}^{t+\delta} \int_{R^{n}} \zeta \rho_{h}(\tau) d x d \tau\right| \\
& +\left|\frac{1}{2 \delta} \int_{t-\delta}^{t+\delta} \int_{R^{n}} \zeta \rho_{h}(\tau) d x d \tau-\frac{1}{2 \delta} \int_{t-\delta}^{t+\delta} \int_{R^{n}} \zeta \rho(\tau) d x d \tau\right| \\
& +\left|\frac{1}{2 \delta} \int_{t-\delta}^{t+\delta} \int_{R^{n}} \zeta \rho(\tau) d x d \tau-\int_{R^{n}} \zeta \rho(t) d x\right|
\end{aligned}
$$

According to (49), the first term on the right-hand side of this equation is bounded by

$$
C \sup _{R^{n}}|\nabla \zeta|(\delta+h)^{\frac{1}{2}},
$$

and owing to (47), the second term converges to zero as $h \downarrow 0$ for any fixed $\delta>0$. At this point, let us remark that from the result (47) we may deduce that $\rho$ is smooth on $(0, \infty) \times \mathbb{R}^{n}$. This is the conclusion of assertion (a) below, which will be proved later. From this smoothness property, we ascertain that the final term on the right-hand side of the above display converges to zero as $\delta \downarrow 0$. Therefore, we have established that

$$
\begin{equation*}
\int_{R^{n}} \zeta \rho_{h}(t) d x \rightarrow \int_{R^{n}} \zeta \rho(t) d x \quad \text { for all } \zeta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \tag{50}
\end{equation*}
$$

However, the estimate (42) guarantees that $M\left(\rho_{h}(t)\right)$ is bounded for $h \downarrow 0$. Consequently, (50) holds for any $\zeta \in L^{\infty}\left(\mathbb{R}^{n}\right)$, and therefore, the convergence result (30) does indeed hold.

It now follows immediately from (41), (45), and (47) that $\rho$ satisfies

$$
\left.\begin{array}{l}
-\int_{(0, \infty) \times R^{n}} \rho\left(\partial_{t} \zeta-\nabla \Psi \cdot \nabla \zeta+\Delta \zeta\right) d x d t=\int_{R^{n}} \rho^{0} \zeta(0) d x  \tag{51}\\
\text { for all } \zeta \in C_{0}^{\infty}\left(\mathbb{R} \times \mathbb{R}^{n}\right)
\end{array}\right\}
$$

In addition, we know that $\rho$ satisfies (33). We now show that
(a) any solution of (51) is smooth on $(0, \infty) \times \mathbb{R}^{n}$ and satisfies equation (31);
(b) any solution of (51) for which (33) holds satisfies the initial condition (32);
(c) there is at most one smooth solution of (31) which satisfies (32) and (33).

The corresponding arguments are, for the most part, fairly classical.
Let us sketch the proof of the regularity part (a). First observe that (51) implies

$$
\begin{align*}
& \int_{R^{n}} \rho\left(t_{1}\right) \zeta\left(t_{1}\right) d x-\int_{\left(t_{0}, t_{1}\right) \times R^{n}} \rho\left(\partial_{t} \zeta-\right.\nabla \Psi \cdot \nabla \zeta+\Delta \zeta) d x d t \\
&=\int_{R^{n}} \rho\left(t_{0}\right) \zeta\left(t_{0}\right) d x  \tag{52}\\
& \text { for all } \zeta \in C_{0}^{\infty}\left(\mathbb{R} \times \mathbb{R}^{n}\right) \text { and a.e. } 0 \leq t_{0}<t_{1}
\end{align*}
$$

We fix a function $\eta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ to serve as a cutoff in the spatial variables. It then follows directly from (52) that for each $\zeta \in C_{0}^{\infty}\left(\mathbb{R} \times \mathbb{R}^{n}\right)$ and for almost every $0 \leq t_{0}<t_{1}$, there holds

$$
\begin{align*}
\int_{R^{n}} \eta \rho\left(t_{1}\right) \zeta\left(t_{1}\right) d x & -\int_{\left(t_{0}, t_{1}\right) \times R^{n}} \eta \rho\left(\partial_{t} \zeta+\Delta \zeta\right) d x d t \\
& =\int_{\left(t_{0}, t_{1}\right) \times R^{n}} \rho(\Delta \eta-\nabla \Psi \cdot \nabla \eta) \zeta d x d t  \tag{53}\\
& +\int_{\left(t_{0}, t_{1}\right) \times R^{n}} \rho(2 \nabla \eta-\eta \nabla \Psi) \cdot \nabla \zeta d x d t \\
& +\int_{R^{n}} \eta \rho\left(t_{0}\right) \zeta\left(t_{0}\right) d x
\end{align*}
$$

Notice that for fixed $\left(t_{1}, x_{1}\right) \in(0, \infty) \times \mathbb{R}^{n}$ and for each $\delta>0$, the function

$$
\zeta_{\delta}(t, x)=G\left(t_{1}+\delta-t, x-x_{1}\right)
$$

is an admissible test function in (53). Here $G$ is the heat kernel

$$
\begin{equation*}
G(t, x)=t^{-\frac{n}{2}} g\left(t^{-\frac{1}{2}} x\right) \quad \text { with } \quad g(x)=(2 \pi)^{-\frac{n}{2}} \exp \left(-\frac{1}{2}|x|^{2}\right) \tag{54}
\end{equation*}
$$

Inserting $\zeta_{\delta}$ into (53) and taking the limit $\delta \downarrow 0$, we obtain the equation

$$
\left.\begin{array}{rl}
(\rho \eta)\left(t_{1}\right) & =\quad \int_{t_{0}}^{t_{1}}[\rho(t)(\Delta \eta-\nabla \Psi \cdot \nabla \eta)] * G\left(t_{1}-t\right) d t \\
& +\quad \int_{t_{0}}^{t_{1}}[\rho(t)(2 \nabla \eta-\eta \nabla \Psi)] * \nabla G\left(t_{1}-t\right) d t  \tag{55}\\
& +(\rho \eta)\left(t_{0}\right) * G\left(t_{1}-t_{0}\right) \quad \text { for a.e. } 0 \leq t_{0}<t_{1}
\end{array}\right\}
$$

where $*$ denotes convolution in the $x$-variables. From (55), we extract the following estimate in the $L^{p}$-norm:

$$
\begin{aligned}
\left\|(\rho \eta)\left(t_{1}\right)\right\|_{L^{p}} & =\quad \int_{t_{0}}^{t_{1}}\|\rho(t)(\Delta \eta-\nabla \Psi \cdot \nabla \eta)\|_{L^{1}}\left\|G\left(t_{1}-t\right)\right\|_{L^{p}} d t \\
& +\quad \int_{t_{0}}^{t_{1}}\|\rho(t)(2 \nabla \eta-\eta \nabla \Psi)\|_{L^{1}}\left\|\nabla G\left(t_{1}-t\right)\right\|_{L^{p}} d t \\
& +\left\|(\rho \eta)\left(t_{0}\right)\right\|_{L^{1}}\left\|G\left(t_{1}-t_{0}\right)\right\|_{L^{p}} \quad \text { for a.e. } 0 \leq t_{0}<t_{1}
\end{aligned}
$$

Now observe that

$$
\begin{aligned}
\|G(t)\|_{L^{p}} & =t^{\left(\frac{1}{p}-1\right) \frac{n}{2}}\|g\|_{L^{p}} \\
\|\nabla G(t)\|_{L^{p}} & =t^{\frac{1}{p} \frac{n}{2}-\frac{n+1}{2}}\|\nabla g\|_{L^{p}}
\end{aligned}
$$

which leads to

$$
\begin{aligned}
& \left\|(\rho \eta)\left(t_{1}\right)\right\|_{L^{p}} \\
& =\operatorname{ess} \sup _{t \in\left(t_{0}, t_{1}\right)}\|\rho(t)(\Delta \eta-\nabla \Psi \cdot \nabla \eta)\|_{L^{1}} \int_{0}^{t_{1}-t_{0}} t^{\left(\frac{1}{p}-1\right) \frac{n}{2}}\|g\|_{L^{p}} d t \\
& +\operatorname{ess} \sup _{t \in\left(t_{0}, t_{1}\right)}\|\rho(t)(2 \nabla \eta-\eta \nabla \Psi)\|_{L^{1}} \int_{0}^{t_{1}-t_{0}} t^{\frac{1}{p} \frac{n}{2}-\frac{n+1}{2}}\|\nabla g\|_{L^{p}} d t \\
& +\left\|(\rho \eta)\left(t_{0}\right)\right\|_{L^{1}}\left\|G\left(t_{1}-t_{0}\right)\right\|_{L^{p}} \quad \text { for a.e. } 0 \leq t_{0}<t_{1} .
\end{aligned}
$$

For $p<\frac{n}{n-1}$ the $t$-integrals are finite, from which we deduce that

$$
\rho \in L_{\mathrm{loc}}^{p}\left((0, \infty) \times \mathbb{R}^{n}\right)
$$

We now appeal to the $L^{p}$-estimates [18, section 3, (3.1), and (3.2)] for the potentials in (55) to conclude by the usual bootstrap arguments that any derivative of $\rho$ is in $L_{\text {loc }}^{p}\left((0, \infty) \times \mathbb{R}^{n}\right)$, from which we obtain the stated regularity condition (a).

We now prove assertion (b). Using (55) with $t_{0}=0$, and proceeding as above, we obtain

$$
\begin{aligned}
& \left\|(\rho \eta)\left(t_{1}\right)-\left(\rho^{0} \eta\right) * G\left(t_{1}\right)\right\|_{L^{1}} \\
& =\operatorname{ess} \sup _{t \in\left(0, t_{1}\right)}\|\rho(t)(\Delta \eta-\nabla \Psi \cdot \nabla \eta)\|_{L^{1}} \int_{0}^{t_{1}}\|g\|_{L^{1}} d t \\
& +\operatorname{ess} \sup _{t \in\left(0, t_{1}\right)}\|\rho(t)(2 \nabla \eta-\eta \nabla \Psi)\|_{L^{1}} \int_{0}^{t_{1}} t^{-\frac{1}{2}}\|\nabla g\|_{L^{1}} d t \quad \text { for all } t_{1}>0
\end{aligned}
$$

and therefore,

$$
(\rho \eta)(t)-\left(\rho^{0} \eta\right) * G(t) \rightarrow 0 \quad \text { in } L^{1}\left(\mathbb{R}^{n}\right) \quad \text { for } t \downarrow 0
$$

On the other hand, we have

$$
\left(\rho^{0} \eta\right) * G(t) \rightarrow \rho^{0} \eta \quad \text { in } L^{1}\left(\mathbb{R}^{n}\right) \quad \text { for } t \downarrow 0
$$

which leads to

$$
(\rho \eta)(t) \rightarrow \rho^{0} \eta \quad \text { in } L^{1}\left(\mathbb{R}^{n}\right) \quad \text { for } t \downarrow 0
$$

From this result, together with the boundedness of $\{M(\rho(t))\}_{t \downarrow 0}$, we infer that (32) is satisfied.

Finally, we prove the uniqueness result (c) using a well-known method from the theory of elliptic-parabolic equations (see, for instance, [20]). Let $\rho_{1}, \rho_{2}$ be solutions of (32) which are smooth on $(0, \infty) \times \mathbb{R}^{n}$ and satisfy (32), (33). Their difference $\rho$ satisfies the equation

$$
\frac{\partial \rho}{\partial t}-\operatorname{div}[\rho \nabla \Psi+\nabla \rho]=0
$$

We multiply this equation for $\rho$ by $\phi_{\delta}^{\prime}(\rho)$, where the family $\left\{\phi_{\delta}\right\}_{\delta \downarrow 0}$ is a convex and smooth approximation to the modulus function. For example, we could take

$$
\phi_{\delta}(z)=\left(z^{2}+\delta^{2}\right)^{\frac{1}{2}}
$$

This procedure yields the inequality

$$
\begin{aligned}
& \partial_{t}\left[\phi_{\delta}(\rho)\right]-\operatorname{div}\left[\phi_{\delta}(\rho) \nabla \Psi+\nabla\left[\phi_{\delta}(\rho)\right]\right] \\
& =-\phi_{\delta}^{\prime \prime}(\rho)|\nabla \rho|^{2}+\left(\phi_{\delta}^{\prime}(\rho) \rho-\phi_{\delta}(\rho)\right) \Delta \Psi \\
& \leq\left(\phi_{\delta}^{\prime}(\rho) \rho-\phi_{\delta}(\rho)\right) \Delta \Psi
\end{aligned}
$$

which we then multiply by a nonnegative spatial cutoff function $\eta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and integrate over $\mathbb{R}^{n}$ to obtain

$$
\begin{aligned}
\frac{d}{d t}\left[\int_{R^{n}} \phi_{\delta}(\rho(t)) \eta d x\right] & +\int_{R^{n}} \phi_{\delta}(\rho(t))(\nabla \Psi \cdot \nabla \eta-\Delta \eta) d x \\
& \leq \int_{R^{n}}\left(\phi_{\delta}^{\prime}(\rho) \rho-\phi_{\delta}(\rho)\right) \Delta \Psi \eta d x
\end{aligned}
$$

Integrating over $(0, t)$ for given $t \in(0, \infty)$, we obtain with help of (32)

$$
\begin{aligned}
\int_{R^{n}} \phi_{\delta}(\rho(t)) \eta d x & +\int_{(0, t) \times R^{n}} \phi_{\delta}(\rho(t))(\nabla \Psi \cdot \nabla \eta-\Delta \eta) d x d t \\
& \leq \int_{(0, t) \times R^{n}}\left(\phi_{\delta}^{\prime}(\rho) \rho-\phi_{\delta}(\rho)\right) \Delta \Psi \eta d x d t
\end{aligned}
$$

Letting $\delta$ tend to zero yields

$$
\begin{equation*}
\int_{R^{n}}|\rho(t)| \eta d x+\int_{(0, t) \times R^{n}}|\rho(t)|(\nabla \Psi \cdot \nabla \eta-\Delta \eta) d x d t \leq 0 \tag{56}
\end{equation*}
$$

According to (12) and (33), $\rho$ and $\rho \nabla \Psi$ are integrable on the entire $\mathbb{R}^{n}$. Hence, if we replace $\eta$ in (56) by a function $\eta_{R}$ satisfying

$$
\eta_{R}(x)=\eta_{1}\left(\frac{x}{R}\right), \quad \text { where } \eta_{1}(x)=1 \text { for }|x| \leq 1, \quad \eta_{1}(x)=0 \text { for }|x| \geq 2
$$

and let $R$ tend to infinity, we obtain $\int_{R^{n}}|\rho(t)| d x=0$. This produces the desired uniqueness result.
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#### Abstract

In this paper, we study the nonlinear stability of travelling wave solutions with shock profile for a relaxation model with a nonconvex flux, which is proposed by Jin and Xin [Comm. Pure Appl. Math., 48 (1995), pp. 555-563] to approximate an original hyperbolic system numerically under the subcharacteristic condition introduced by T. P. Liu [Comm. Math. Phys., 108 (1987), pp. 153-175]. The travelling wave solutions with strong shock profile are shown to be asymptotically stable under small disturbances with integral zero using an elementary but technical energy method. Proofs involve detailed study of the error equation for disturbances using the same weight function introduced in [Comm. Math. Phys., 165 (1994), pp. 83-96].
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1. Introduction. Relaxation occurs when the underlying material is in nonequilibrium and usually takes the form of hyperbolic conservation laws with source terms. Relaxation is often stiff when the relaxation rate is much shorter than the scales of other physical quantities.

The relaxation limit for nonlinear systems of the following form was first studied by Liu [4]:

$$
\left\{\begin{align*}
\partial_{t} u+\partial_{x} f(u, v) & =0  \tag{1.0}\\
\partial_{t} v+\partial_{x} g(u, v) & =\frac{v_{*}(u)-v}{\tau(u)}
\end{align*}\right.
$$

provided that the travelling waves are weak and $f\left(u, v_{*}(u)\right)$ is a convex function. And the subcharacteristic condition for stability was formulated in [4]. The dissipative entropy condition was formulated for general nonlinear relaxation systems later by Chen, Levermore, and Liu [1].

Recently, a class of relaxation models were proposed by Jin and Xin [10] to approximate the original conservation laws numerically. The special structure of these relaxation systems enables one to solve them numerically with underresolved stable discretization without using either Riemann solvers spatially or nonlinear systems of algebraic equations solvers temporally.

In this paper, we study the following relaxation model introduced in [10]:

$$
\left\{\begin{array}{l}
u_{t}+v_{x}=0, \quad x \in R^{1},  \tag{1.1}\\
v_{t}+a u_{x}=-\frac{1}{\varepsilon}(v-f(u)),
\end{array}\right.
$$

[^1]with the initial data
\[

$$
\begin{equation*}
(u, v)(x, 0)=\left(u_{0}, v_{0}\right)(x) \rightarrow\left(u_{ \pm}, v_{ \pm}\right) \text {as } x \rightarrow \pm \infty, \quad v_{ \pm}=f\left(u_{ \pm}\right) \tag{1.2}
\end{equation*}
$$

\]

where $a$ is a positive constant satisfying

$$
\begin{equation*}
-\sqrt{a}<f^{\prime}(u)<\sqrt{a} \tag{1.3}
\end{equation*}
$$

for all $u$ under consideration. (1.3) is the subcharacteristic condition introduced by Liu [4]. We will show that the travelling wave solutions are stable as $\epsilon \rightarrow 0$.

In the relaxation limit, $\varepsilon \rightarrow 0^{+}$, the leading order of the relaxation system (1.1) is

$$
\begin{gather*}
v=f(u), \\
u_{t}+f(u)_{x}=0 \tag{1.4}
\end{gather*}
$$

In fact, (1.1) was the prototype of the relaxation model introduced in [10] to solve (1.4) using a local relaxation approximation.

Using Chapman-Enskog expansion [4], the first-order approximation to (1.1) is

$$
\begin{gather*}
v=f(u)-\varepsilon\left(a-f^{\prime}(u)^{2}\right) u_{x} \\
u_{t}+f(u)_{x}=\varepsilon\left(\left(a-f^{\prime}(u)^{2}\right) u_{x}\right)_{x} \tag{1.5}
\end{gather*}
$$

Since (1.5) is dissipative provided that condition (1.3) is satisfied, then similar to the diffusion, the relaxation term has smoothing and dissipative effects for the hyperbolic conservation laws. The stability of the viscous travelling waves with nonconvex flux was investigated by many authors, cf. [2], [5], [7], [8], etc. Using a weight function introduced in [7], we study the stability of strong travelling waves for the relaxation model (1.1) with a nonconvex flux. The behavior of solutions as $\varepsilon \rightarrow 0$ when subcharacteristic condition is violated was investigated by R. Leveque and J. Wang [3] under the assumption that the relaxation term is linear.

Under the scaling $(x, t) \rightarrow(\varepsilon x, \varepsilon t)$, equation (1.1) becomes

$$
\left\{\begin{array}{l}
u_{t}+v_{x}=0, \quad x \in R^{1},  \tag{1.6}\\
v_{t}+a u_{x}=f(u)-v .
\end{array}\right.
$$

The behavior of the solution $(u, v)$ of (1.1) and (1.2) at any fixed time $t$ as $\varepsilon \rightarrow 0^{+}$is equivalent to the long time behavior of $(u, v)$ of $(1.6)$ as $t \rightarrow \infty$.

In section 2, we will show that there exist travelling wave solutions with shock profile for (1.6), i.e.,

$$
(u, v)(x, t)=(U, V)(x-s t) \equiv(U, V)(z), \quad(U, V)(z) \rightarrow\left(u_{ \pm}, v_{ \pm}\right) \text {as } z \rightarrow \pm \infty
$$

if the shock speed $s$ lies between $-\sqrt{a}$ and $\sqrt{a}$ and $\left(u_{-}, u_{+}\right)$is an admissible shock of (1.4), that is, the constants $u_{ \pm}$and $s$ (shock speed) satisfy the Rankine-Hugoniot condition

$$
\begin{equation*}
-s\left(u_{+}-u_{-}\right)+f\left(u_{+}\right)-f\left(u_{-}\right)=0 \tag{1.7}
\end{equation*}
$$

and the entropy condition

$$
Q(u) \equiv f(u)-f\left(u_{ \pm}\right)-s\left(u-u_{ \pm}\right) \begin{cases}<0 & \text { for } u_{+}<u<u_{-}  \tag{1.8}\\ >0 & \text { for } u_{-}<u<u_{+}\end{cases}
$$

Note that the $U$ component of a travelling wave solution of (1.6) is a travelling wave solution of the viscous conservation law

$$
\begin{equation*}
u_{t}+f(u)_{x}=\mu u_{x x} \tag{1.9}
\end{equation*}
$$

with $\mu=a-s^{2}$. This also gives another justification of the dynamic subcharacteristic condition $s^{2}<a[4]$.

The purpose of this paper is to show the stability of the strong travelling wave satisfying $s^{2}<a$ for any nonconvex flux $f$ which satisfies the entropy condition (1.7) and (1.8); our result also gives a justification of relaxation schemes introduced in [4] for the case of scalar nonconvex conservation laws.

Notation. Hereafter, $C$ denotes a generic positive constant. $L^{2}$ denotes the space of square integrable functions on $R$ with the norm

$$
\|f\|=\left(\int_{R}|f|^{2} d x\right)^{1 / 2}
$$

Without any ambiguity, the integral region $R$ will be omitted. $H^{j}(j>0)$ denotes the usual $j$ th-order Sobolev space with the norm

$$
\|f\|_{H_{j}}=\|f\|_{j}=\left(\sum_{k=0}^{j}\left\|\partial_{x}^{k} f\right\|^{2}\right)^{1 / 2}
$$

For a weight function $w>0, L_{w}^{2}$ denotes the space of measurable functions $f$ satisfying $\sqrt{w} f \in L^{2}$ with the norm

$$
|f|_{w}=\left(\int w(x)|f(x)|^{2} d x\right)^{1 / 2}
$$

2. Preliminaries and theorem. We first state the existence of the travelling wave solution with shock profile for the system (1.6). Substituting

$$
(u, v)(x, t)=(U, V)(z), \quad z=x-s t
$$

into (1.6), we have

$$
\left\{\begin{array}{l}
-s U_{z}+V_{z}=0  \tag{2.1}\\
-s V_{z}+a U_{z}=f(U)-V
\end{array}\right.
$$

hence

$$
\begin{equation*}
\left(a-s^{2}\right) U_{z}=f(U)-V \tag{2.2}
\end{equation*}
$$

Integrating the first equation of (2.1) over $( \pm \infty, z)$ and using $(U, V)( \pm \infty)=\left(u_{ \pm}, v_{ \pm}\right)$ and $v_{ \pm}=f\left(u_{ \pm}\right)$yields

$$
\begin{equation*}
-s U+V=-s u_{ \pm}+v_{ \pm}=-s u_{ \pm}+f\left(u_{ \pm}\right) \tag{2.3}
\end{equation*}
$$

Combining (2.2) and (2.3), we obtain

$$
\begin{equation*}
U_{z}=\frac{Q(U)}{a-s^{2}} \tag{2.4}
\end{equation*}
$$

where $Q(U) \equiv f(U)-f\left(u_{ \pm}\right)-s\left(U-u_{ \pm}\right)$and

$$
s=\frac{v_{+}-v_{-}}{u_{+}-u_{-}}=\frac{f\left(u_{+}\right)-f\left(u_{-}\right)}{u_{+}-u_{-}}
$$

Since (2.4) is a scalar ordinary differential equation of $U$, the trajectories satisfying boundary conditions $U( \pm \infty)=u_{ \pm}$necessarily connect adjacent equilibria $u_{-}$and $u_{+}$. It is easy to check that there is a trajectory from $u_{-}$to $u_{+}$if and only if condition $\left(u_{+}-u_{-}\right) \frac{Q(U)}{a-s^{2}}>0$ that holds for $u$ lies strictly between $u_{+}$and $u_{-}$. By virtue of $s^{2}<a$, this implies

$$
Q(u)\left(u_{+}-u_{-}\right)>0
$$

for $u$ that lies strictly between $u_{+}$and $u_{-}$, i.e., if and only if

$$
u=\left\{\begin{array}{l}
u_{-}, x-s t<0 \\
u_{+}, x-s t>0
\end{array}\right.
$$

is an admissible shock for (1.4).
Without loss of generality, we study only the following case:

$$
\begin{equation*}
u_{+}<u_{-} \quad \text { and } U_{z}<0 \tag{2.5}
\end{equation*}
$$

Then the ordinary differential equation (2.4) with boundary condition $U( \pm \infty)=u_{ \pm}$ has a unique smooth solution. Moreover, if $f^{\prime}\left(u_{+}\right)<s<f^{\prime}\left(u_{-}\right)$or $Q^{\prime}\left(u_{ \pm}\right) \neq 0$, then $Q(U) \sim-\left|U-u_{ \pm}\right|$as $U \rightarrow u_{ \pm}$. Hence $\left|\left(U-u_{ \pm}, V-v_{ \pm}\right)(z)\right| \sim \exp \left(-c_{ \pm}|z|\right)$ as $z \rightarrow \pm \infty$ for some constants $c_{ \pm}>0$. While if $s=f^{\prime}\left(u_{+}\right)$or $Q^{\prime}\left(u_{+}\right)=0,\left|\left(U-u_{+}, V-v_{+}\right)(z)\right| \sim$ $z^{-\frac{1}{k_{+}}}$as $z \rightarrow+\infty$ provided $Q(U) \sim-\left|U-u_{+}\right|^{1+k_{+}}$for $k_{+}>0$. Note $k_{+}=n$ if $Q^{\prime}\left(u_{+}\right)=\cdots=Q^{(n)}\left(u_{+}\right)=0$ and $Q^{(n+1)}\left(u_{+}\right) \neq 0$.

Thus we have the existence of travelling wave solutions.
LEMMA 2.1. Assume that $Q(U)<0$ for $U \in\left(u_{+}, u_{-}\right), s=\frac{f\left(u_{+}\right)-f\left(u_{-}\right)}{u_{+}-u_{-}}, v_{ \pm}=$ $f\left(u_{ \pm}\right)$, and $|Q(U)| \sim\left|U-u_{+}\right|^{1+k_{+}}$as $U \rightarrow u_{+}$with $k_{+} \geq 0$. Then there exists a travelling wave solution $(U, V)(x-s t)$ of $(1.1)$ with $(U, V)( \pm \infty)=\left(u_{ \pm}, v_{ \pm}\right)$, which is unique up to a shift and the speed satisfies

$$
\begin{equation*}
s^{2}<a \tag{2.6}
\end{equation*}
$$

Moreover, it holds as $z \rightarrow \pm \infty$

$$
\begin{gathered}
\left|\left(U-u_{ \pm}, V-v_{ \pm}\right)(z)\right| \sim \exp \left(-c_{ \pm}|z|\right) \quad \text { if } f^{\prime}\left(u_{+}\right)<s<f^{\prime}\left(u_{-}\right) \\
\left|\left(U-u_{+}, V-v_{+}\right)(z)\right| \sim z^{-\frac{1}{k_{+}}} \quad \text { if } s=f^{\prime}\left(u_{+}\right)
\end{gathered}
$$

For the initial disturbance, without loss of generality, we assume

$$
\begin{equation*}
\int_{-\infty}^{+\infty}\left(u_{0}-U\right)(x) d x=0 \tag{2.7}
\end{equation*}
$$

For a pair of travelling wave solutions given by Lemma 2.1, we let

$$
\begin{equation*}
\left(\phi_{0}, \psi_{0}\right)(x)=\left(\int_{-\infty}^{x}\left(u_{0}-U\right)(y) d y,\left(v_{0}-V\right)(x)\right) \tag{2.8}
\end{equation*}
$$

Our goal is to show that the solution $(u, v)(x, t)$ of (1.6), (1.2) will approach the travelling wave solution $(U, V)(x-s t)$ as $t \rightarrow \infty$; the main theorem is as follows.

THEOREM 2.2 (stability). Suppose that (1.7)-(1.8) hold and $f^{\prime}(u)^{2}<a$, where $a>0$ is a suitably large constant and $f(u)$ is a smooth function. Let $(U, V)(x-s t)$ be a travelling wave solution determined by (2.7) with speed $s^{2}<a$, and assume that
$u_{0}-U$ is integrable on $R$ and $\phi_{0} \in H^{3}, \psi_{0} \in H^{2}$. Then there exists a constant $\varepsilon_{0}>0$ independent of $\left(u_{ \pm}, v_{ \pm}\right)$such that if

$$
N(0) \equiv\left\|u_{0}-U, v_{0}-V\right\|_{2}+\left\|\phi_{0}, \psi_{0}\right\|<\varepsilon_{0}
$$

the initial value problem (1.6), (1.2) has a unique global solution $(u, v)(x, t)$ satisfying

$$
(u-U, v-V) \in C^{0}\left(0, \infty ; H^{2}\right) \cap L^{2}\left(0, \infty ; H^{2}\right)
$$

Furthermore, the solution satisfies

$$
\begin{equation*}
\sup _{x \in R}|(u, v)(x, t)-(U, V)(x-s t)| \rightarrow 0 \quad \text { as } \quad t \rightarrow+\infty \tag{2.9}
\end{equation*}
$$

3. Reformulation of the problem. The proof of Theorem 2.2 is based on $L^{2}$ energy estimates. We first rewrite the problem (1.6), (1.2) using the moving coordinate $z=x-s t$. Under the assumption of (2.7), we will look for a solution of the following form:

$$
\begin{equation*}
(u, v)(x, t)=(U, V)(z)+\left(\phi_{z}, \psi\right)(z, t) \tag{3.1}
\end{equation*}
$$

where $(\phi, \psi)$ is in some space of integrable functions which will be defined later.
We substitute (3.1) into (1.6), by virtue of (2.1), and integrate the first equation once with respect to $z$; the perturbation $(\phi, \psi)$ satisfies

$$
\left\{\begin{array}{l}
\phi_{t}-s \phi_{z}+\psi=0  \tag{3.2}\\
\psi_{t}-s \psi_{z}+a \phi_{z z}=f\left(U+\phi_{z}\right)-f(U)-\psi
\end{array}\right.
$$

The first equation of (3.2) gives

$$
\begin{equation*}
\psi=-\left(\phi_{t}-s \phi_{z}\right) \tag{3.3}
\end{equation*}
$$

Substituting (3.3) into the second equation of (3.2), we get a closed equation for $\phi$ :

$$
\begin{equation*}
L(\phi) \equiv\left(\phi_{t}-s \phi_{z}\right)_{t}-s\left(\phi_{t}-s \phi_{z}\right)_{z}-a \phi_{z z}+\phi_{t}+\lambda \phi_{z}=-F\left(U, \phi_{z}\right) \tag{3.4}
\end{equation*}
$$

where $F\left(U, \phi_{z}\right)=f\left(U+\phi_{z}\right)-f(U)-f^{\prime}(U) \phi_{z}=O(1)\left(\phi_{z}^{2}\right)$ is a higher order term and $\lambda=Q^{\prime}(U)=f^{\prime}(U)-s$.

The corresponding initial data for (3.4) becomes

$$
\begin{equation*}
\phi(z, 0)=\phi_{0}(z), \quad \phi_{t}(z, 0)=s \phi_{0}^{\prime}(z)-\psi_{0}=\phi_{1}(z) \tag{3.5}
\end{equation*}
$$

The asymptotic stability of the profile $(U, V)$ means that the perturbation $\left(\phi_{z}, \psi\right)$ decays to zero as $t \rightarrow \infty$. The left-hand side of (3.4) contains a first-order term with speed $\lambda$ which plays the essential role of governing the large-time behavior of the solution.

Now, we introduce the solution space of the problem (3.4), (3.5) as follows:

$$
X(0, T)=\left\{\phi(z, t): \quad \phi \in C^{0}\left([0, T) ; H^{3}\right) \cap C^{1}\left(0, T ; H^{2}\right), \quad\left(\phi_{z}, \phi_{t}\right) \in L^{2}\left(0, T ; H^{2}\right)\right\}
$$

with $0<T \leq+\infty$. By virtue of (3.3), we have

$$
\psi \in C^{0}\left([0, T) ; H^{2}\right) \cap L^{2}\left(0, T ; H^{2}\right)
$$

By the Sobolev embedding theorem, if we let

$$
N(t)=\sup _{0 \leq \tau \leq t}\left\{\|\phi(\tau)\|_{3}+\left\|\phi_{t}(\tau)\right\|_{2}\right\}
$$

then

$$
\begin{equation*}
\sup _{z \in R}\left\{|\phi|,\left|\phi_{z}\right|,\left|\phi_{z z},\left|\phi_{t}\right|,\left|\phi_{t z}\right|\right\} \leq C N(t) .\right. \tag{3.6}
\end{equation*}
$$

Thus Theorem 2.2 is a consequence of the following theorem.
THEOREM 3.1. Under the conditions of Theorem 2.2, there exists a positive constant $\delta_{1}$ such that if

$$
\begin{equation*}
N(0)=\left\|\phi_{0}\right\|_{3}+\left\|\phi_{1}\right\|_{2} \leq \delta_{1} \tag{3.7}
\end{equation*}
$$

then the problem (3.4), (3.5) has a unique global solution $\phi \in X(0,+\infty)$ satisfying

$$
\begin{equation*}
\|\phi(t)\|_{3}^{2}+\left\|\phi_{t}\right\|_{2}^{2}+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)(\tau)\right\|_{2}^{2} d \tau \leq C N(0)^{2} \tag{3.8}
\end{equation*}
$$

for $t \in[0,+\infty)$. Furthermore,

$$
\begin{equation*}
\sup _{z \in R}\left|\left(\phi_{z}, \phi_{t}\right)(z, t)\right| \rightarrow 0 \quad \text { as } t \rightarrow \infty . \tag{3.9}
\end{equation*}
$$

For the solution $\phi$ in the above theorem, we define $(\phi, \psi)$ by (3.3). Then it becomes a global solution of the problem (3.2) with $(\phi, \psi)(z, 0)=\left(\phi_{0}, \psi_{0}\right)(z)$, and consequently we have the desired solution of the problem (1.6), (1.2) through the relation (3.1). On the other hand the solution of (1.6) is unique in the space $C^{0}\left(0, T ; H^{2}\right)$. Therefore Theorem 2.2 follows from Theorem 3.1. Global existence for $\phi$ will be derived from the following local existence theorem for $\phi$ combined with an a priori estimate. (3.8) gives

$$
\begin{equation*}
\left\|\phi_{t}, \phi_{z}\right\|_{1}^{2} \rightarrow 0 \quad \text { as } t \rightarrow \infty \tag{3.10}
\end{equation*}
$$

from which we have

$$
\begin{aligned}
\phi_{t}^{2}+\phi_{z}^{2} & =\int_{-\infty}^{z}\left(2 \phi_{t} \phi_{t z}+2 \phi_{z} \phi_{z z}\right)(y, t) d y \\
& \leq\left(\int_{-\infty}^{+\infty}\left(\phi_{t}^{2}+\phi_{z}^{2}\right) d y\right)^{1 / 2}\left(\int_{-\infty}^{+\infty}\left(\phi_{t z}^{2}+\phi_{z z}^{2}\right) d y\right)^{1 / 2} \rightarrow 0, \text { as } t \rightarrow \infty
\end{aligned}
$$

Proposition 3.2 (local existence). For any $\delta_{0}>0$, there exists a positive constant $T_{0}$ depending on $\delta_{0}$ such that if $\phi_{0} \in H^{3}$ and $\phi_{1} \in H^{2}$, with $N(0)<\delta_{0} / 2$, then the problem (3.4), (3.5) has a unique solution $\phi \in X\left(0, T_{0}\right)$ satisfying

$$
\begin{equation*}
N(t)<2 N(0) \tag{3.11}
\end{equation*}
$$

for any $0 \leq t \leq T_{0}$.
PROPOSITION 3.3 (a priori estimate). Let $\phi \in X(0, T)$ be a solution for a positive constant $T$; then there exists a positive constant $\delta_{2}$ independent of $T$ such that if

$$
N(t)<\delta_{2}, \quad t \in[0, T]
$$

then $\phi$ satisfies (3.8) for any $0 \leq t \leq T$.
Proposition 3.2 can be proved in the standard way, so we omit the proof; cf. [9]. To prove Proposition 3.3 is our main task in the following section.

Here we prove Theorem 3.1 by the continuation arguments based on Proposition 3.2 and Proposition 3.3.

Proof of Theorem 3.1. By the definition of $N(t)$, we have

$$
\begin{equation*}
N(t)^{2} \leq 2 \sup _{0 \leq \tau \leq t}\left[\|\phi(\tau)\|_{3}^{2}+\left\|\phi_{t}(\tau)\right\|_{2}^{2}\right] \tag{3.12}
\end{equation*}
$$

Then the inequality (3.8) implies

$$
\begin{equation*}
N(t)<\sqrt{2 C} N(0) \tag{3.13}
\end{equation*}
$$

Choose $\delta_{1}$ such that $\delta_{1}=\min \left\{\frac{\delta_{2}}{2}, \frac{\delta_{2}}{2 \sqrt{2 C}}\right\}$; then the local solution of (3.4) can be continued globally in time, provided the smallness condition $N(0) \leq \delta_{1}$ is satisfied. In fact we have $N(0)<\delta_{1} \leq \delta_{2} / 2$. Therefore, by Proposition 3.2, there is a positive constant $T_{0}=T_{0}\left(\delta_{2}\right)$ such that a solution exists on $\left[0, T_{0}\right]$ and satisfies $N(t)<2 N(0) \leq$ $\delta_{2}$ for $t \in\left[0, T_{0}\right]$.

Hence we can apply Proposition 3.3 with $T=T_{0}$ and get the estimate (3.8), that is, $N(t) \leq \sqrt{2 C} N(0) \leq \frac{\delta_{2}}{2}$ for $t \in\left[0, T_{0}\right]$. Then we apply Proposition 3.2 by taking $t=T_{0}$ as the new initial time. We have a solution on $\left[T_{0}, 2 T_{0}\right]$ with the estimate $N(t) \leq 2 N\left(T_{0}\right) \leq \delta_{2}$ for $t \in\left[T_{0}, 2 T_{0}\right]$. Therefore $N(t) \leq \delta_{2}$ holds on [0, 2T $T_{0}$. Hence this again gives the estimate (3.8) for $t \in\left[0,2 T_{0}\right]$. In the same way we can extend the solution to the interval $\left[0, n T_{0}\right]$ successively, $n=1,2, \ldots$, and get a global solution $\phi$. This completes the proof of Theorem 3.1.
4. Energy estimates. In this section, we will complete the proof of our stability theorem. We establish the basic $L^{2}$ estimate as follows.

LEMMA 4.1. There are positive constants $C$ such that if

$$
-\sqrt{a}<f^{\prime}(u)<\sqrt{a}, \quad u \in\left(u_{+}, u_{-}\right)
$$

and $a$ is sufficiently large, then

$$
\begin{align*}
& \|\phi(t)\|_{1}^{2}+\left\|\phi_{t}(t)\right\|^{2}+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)(\tau)\right\|^{2} d \tau+\int_{0}^{t} \int_{R}\left|U_{z}\right| \phi^{2} d z d \tau \\
& \quad \leq C\left\{\left\|\phi_{0}\right\|_{1}^{2}+\left\|\phi_{1}\right\|^{2}+\int_{0}^{t} \int_{R}|F|\left(|\phi|+\left|\left(\phi_{t}, \phi_{z}\right)\right|\right) d z d \tau\right\} \tag{4.1}
\end{align*}
$$

holds for $t \in[0, T]$.
Proof. When $f$ is a nonconvex function, the standard energy method used in [6] does not work for our problem (3.4), (3.5). To overcome this difficulty, we use a weight function $w(U)$ introduced in [7] depending on the shock profile $U$.

First, by multiplying (3.4) by $2 w(U) \phi$, we obtain

$$
\begin{equation*}
2 w(U) \phi \cdot L(\phi)=-2 F w(U) \phi \tag{4.2}
\end{equation*}
$$

The left-hand side of (4.2) can be reduced to

$$
\begin{align*}
& 2\left[\left(\phi_{t}-s \phi_{z}\right)_{t}-s\left(\phi_{t}-s \phi_{z}\right)_{z}-a \phi_{z z}\right] w \phi+2\left(\phi_{t}+\lambda \phi_{z}\right) w \phi  \tag{4.3}\\
&= {\left[2 w \phi\left(\phi_{t}-s \phi_{z}\right)\right]_{t}-2 w \phi_{t}\left(\phi_{t}-s \phi_{z}\right)-2 s\left[w \phi\left(\phi_{t}-s \phi_{z}\right)\right]_{z} } \\
& \quad+2 s w_{z} \phi\left(\phi_{t}-s \phi_{z}\right)+2 s w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)-2 a\left(w \phi \phi_{z}\right)_{z}+2 a w \phi_{z}^{2} \\
& \quad+\left(a w_{z} \phi^{2}\right)_{z}-a w_{z z} \phi^{2}+\left(w \phi^{2}\right)_{t}+\left(\lambda w \phi^{2}\right)_{z}-\phi^{2}(\lambda w)_{z} \\
&= {\left[w \phi^{2}+2 w \phi\left(\phi_{t}-s \phi_{z}\right)\right]_{t}-2 w\left(\phi_{t}-s \phi_{z}\right)^{2}+2 a w \phi_{z}^{2}-a w_{z z} \phi^{2} } \\
& \quad-(\lambda w)_{z} \phi^{2}+s w_{z}\left(\phi^{2}\right)_{t}-s^{2}\left\{w_{z}\left(\phi^{2}\right)\right\}_{z}+s^{2} w_{z z} \phi^{2} \\
&+\left\{-2 s w \phi\left(\phi_{t}-s \phi_{z}\right)-2 a w \phi \phi_{z}+a w_{z} \phi^{2}+\lambda w \phi^{2}\right\}_{z} \\
&= {\left[w \phi^{2}+2 w \phi\left(\phi_{t}-s \phi_{z}\right)+s w_{z} \phi^{2}\right]_{t}-2 w\left(\phi_{t}-s \phi_{z}\right)^{2}+2 a w \phi_{z}^{2}+A \phi^{2}+\{\cdots\}_{z} }
\end{align*}
$$

here $A=\left(s^{2}-a\right) w_{z z}-(\lambda w)_{z},\{\cdots\}_{z}$ denotes the terms which will disappear after integration with respect to $z \in R$.

Secondly, we calculate

$$
\begin{equation*}
2\left(\phi_{t}-s \phi_{z}\right) w \cdot L(\phi)=-2 F\left(\phi_{t}-s \phi_{z}\right) w \tag{4.4}
\end{equation*}
$$

The left-hand side of (4.4) is

$$
\begin{align*}
2\left[\left(\phi_{t}-\right.\right. & \left.\left.s \phi_{z}\right)_{t}-s\left(\phi_{t}-s \phi_{z}\right)_{z}-a \phi_{z z}\right] w\left(\phi_{t}-s \phi_{z}\right) \\
& \quad+2 w\left(\phi_{t}-s \phi_{z}\right)\left(\phi_{t}-s \phi_{z}+f^{\prime}(U) \phi_{z}\right) \\
= & {\left[w\left(\phi_{t}-s \phi_{z}\right)^{2}\right]_{t}-s\left[w\left(\phi_{t}-s \phi_{z}\right)^{2}\right]_{z}+s w_{z}\left(\phi_{t}-s \phi_{z}\right)^{2} } \\
& \quad-2 a\left[w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)\right]_{z}+2 a w_{z} \phi_{z}\left(\phi_{t}-s \phi_{z}\right)+2 a w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)_{z} \\
\quad & +2 w\left(\phi_{t}-s \phi_{z}\right)^{2}+2 w f^{\prime}(U) \phi_{z}\left(\phi_{t}-s \phi_{z}\right) \\
= & {\left[w\left(\phi_{t}-s \phi_{z}\right)^{2}\right]_{t}+\left(2 w+s w_{z}\right)\left(\phi_{t}-s \phi_{z}\right)^{2}+2 a w_{z} \phi_{z}\left(\phi_{t}-s \phi_{z}\right) }  \tag{4.5}\\
\quad & +2 w f^{\prime}(U) \phi_{z}\left(\phi_{t}-s \phi_{z}\right)+\left[a w \phi_{z}^{2}\right]_{t}-\left[a s w \phi_{z}^{2}\right]_{z}+a s w_{z} \phi_{z}^{2} \\
\quad & \quad-\left[s w\left(\phi_{t}-s \phi_{z}\right)^{2}+2 a w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)\right]_{z} \\
= & {\left[a w \phi_{z}^{2}+w\left(\phi_{t}-s \phi_{z}\right)^{2}\right]_{t}+\left(2 w+s w_{z}\right)\left(\phi_{t}-s \phi_{z}\right)^{2} } \\
& \quad+s a w_{z} \phi_{z}^{2}+2 f^{\prime}(U) w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)+2 a w_{z} \phi_{z}\left(\phi_{t}-s \phi_{z}\right) \\
& \quad-\left[s w\left(\phi_{t}-s \phi_{z}\right)^{2}+2 a w \phi_{z}\left(\phi_{t}-s \phi_{z}\right)+a s w \phi_{z}^{2}\right]_{z} .
\end{align*}
$$

Hence, the combination (4.2) $\times \mu+(4.4)$ with a positive constant $\mu$ yields

$$
\begin{align*}
& \left\{E_{1}\left(\phi,\left(\phi_{t}-s \phi_{z}\right)\right)+E_{3}\left(\phi_{z}\right)\right\}_{t}+E_{2}\left(\phi_{z},\left(\phi_{t}-s \phi_{z}\right)\right)+E_{4}(\phi)+\{\cdots\}_{z}  \tag{4.6}\\
& \quad=-2 F w\left\{\mu \phi+\left(\phi_{t}-s \phi_{z}\right)\right\}
\end{align*}
$$

where

$$
\begin{align*}
E_{1}\left(\phi,\left(\phi_{t}-s \phi_{z}\right)\right)= & w\left(\phi_{t}-s \phi_{z}\right)^{2}+2 \mu w \phi\left(\phi_{t}-s \phi_{z}\right)+\mu\left(w+s w_{z}\right) \phi^{2}  \tag{4.7}\\
E_{3}\left(\phi_{z}\right)= & a w \phi_{z}^{2} \\
E_{2}\left(\phi_{z},\left(\phi_{t}-s \phi_{z}\right)\right)= & \left(2 w+s w_{z}-2 \mu w\right)\left(\phi_{t}-s \phi_{z}\right)^{2} \\
& +2\left(f^{\prime}(U) w+a w_{z}\right) \phi_{z}\left(\phi_{t}-s \phi_{z}\right)+a\left(2 \mu w+s w_{z}\right) \phi_{z}^{2} \\
E_{4}(\phi)= & \mu A \phi^{2}
\end{align*}
$$

Due to $\left(a-s^{2}\right) U_{z}=Q(U)$ and $w=w(U)$, we have

$$
\begin{align*}
A & =-\left\{\left(a-s^{2}\right) w^{\prime}(U) U_{z}+\lambda w\right\}_{z} \\
& =-\left\{w^{\prime}(U) Q(U)+Q^{\prime}(U) w\right\}_{z}  \tag{4.8}\\
& =-\{w Q\}^{\prime \prime} U_{z}
\end{align*}
$$

The monotonicity of the shock profile $U$ implies $U_{z}<0$; thus we need to choose $w \in C^{2}\left[u_{+}, u_{-}\right]$such that

$$
\begin{equation*}
(w Q)^{\prime \prime} \geq \nu>0 \tag{4.9}
\end{equation*}
$$

On the other hand, we need to choose a constant $\mu>0$ and $w$ such that the discriminants of $E_{i}(i=1,2)$ are negative; that is, the inequalities

$$
\begin{equation*}
\sup _{j} D_{j}<0, \quad j=1,2 \tag{4.10}
\end{equation*}
$$

hold uniformly in $\left(u_{ \pm}, v_{ \pm}\right)$, where $D_{j}$ is the discrimant of the functions $E_{j}(j=1,2)$, respectively.

$$
\begin{gathered}
D_{1}=4 \mu w\left[(\mu-1) w-s w_{z}\right] \\
D_{2}=4\left\{\left(f^{\prime} w+a w_{z}\right)^{2}-a\left(2 \mu w+s w_{z}\right)\left(2 w+s w_{z}-2 \mu w\right)\right\},
\end{gathered}
$$

and $2 \mu w+s w_{z}>0$. For this choice of $\mu$ and $w$, there exist positive constants $c$ and $C$ such that

$$
\left\{\begin{array}{l}
c\left\{\phi^{2}+\left(\phi_{t}-s \phi_{z}\right)^{2}\right\} \leq E_{1} \leq C\left\{\phi^{2}+\left(\phi_{t}-s \phi_{z}\right)^{2}\right\}  \tag{4.11}\\
c\left\{\phi_{z}^{2}+\left(\phi_{t}-s \phi_{z}\right)^{2}\right\} \leq E_{2}
\end{array}\right.
$$

On the other hand, (4.8) and $a>0$ gives

$$
\left\{\begin{align*}
0 \leq E_{3} & =a w \phi_{z}^{2}  \tag{4.12}\\
E_{4} & \geq \mu \nu\left|U_{z}\right| \phi^{2} \geq 0
\end{align*}\right.
$$

Thus the equality (4.6) together with the estimates (4.11)-(4.12) give the desired estimate (4.1) after integration with respect to $t$ and $z$.

It remains to check conditions (4.8)-(4.10). First we choose the weight function $w(U)$ introduced in [7] for the scalar viscous conservation laws with nonconvex flux

$$
\begin{equation*}
w(U)=\frac{\left(U-u_{+}\right)\left(U-u_{-}\right)}{Q(U)} \tag{4.13}
\end{equation*}
$$

Then $w \in C^{2}\left[u_{+}, u_{-}\right]$and (4.8) holds, i.e., $(w Q)^{\prime \prime}=\nu=2$. Furthermore, choosing $\mu=\frac{1}{2}$, the two inequalities in (4.10) are equivalent to

$$
\begin{gather*}
1+2 s \frac{w_{z}}{w}>0  \tag{4.14}\\
\left(f^{\prime}+a \frac{w_{z}}{w}\right)^{2}<a\left(1+s \frac{w_{z}}{w}\right)^{2} \tag{4.15}
\end{gather*}
$$

since

$$
\frac{w_{z}}{w}=\frac{w^{\prime}}{w} \frac{Q}{a-s^{2}}=\frac{O(1)}{a-s^{2}}
$$

which is small provided $a$ is suitably large. This fact, together with $f^{\prime 2}<a$, gives us (4.14) and (4.15); thus conditions (4.8) and (4.10) are satisfied. This completes the proof of Lemma 4.1.

Next we estimate the higher derivatives of $\phi$, multiplying the derivative of (3.4) with respect to $z$ by $\phi_{z}$ and $\left(\phi_{t}-s \phi_{z}\right)_{z}$, respectively; we have

$$
\begin{aligned}
2 \partial_{z} L(\phi) \cdot \phi_{z} & =-2 F_{z} \phi_{z} \\
2 \partial_{z} L(\phi) \cdot\left(\phi_{t}-s \phi_{z}\right)_{z} & =-2 F_{z}\left(\phi_{t}-s \phi_{z}\right)_{z}
\end{aligned}
$$

Letting $\phi_{z}=\Phi$, then

$$
\begin{align*}
\partial_{z} L(\phi) & =\left(\phi_{z t}-s \phi_{z z}\right)_{t}-s\left(\phi_{z t}-s \phi_{z z}\right)_{z}-a \phi_{z z z}+\phi_{z t}+\lambda \phi_{z z}+\lambda_{z} \phi_{z} \\
& =L\left(\phi_{z}\right)+\lambda_{z} \phi_{z}=L(\Phi)+\lambda_{z} \Phi \tag{4.16}
\end{align*}
$$

By a similar argument to obtain (4.3) and (4.5) with $w=1$, we have

$$
\begin{align*}
& {\left[\Phi^{2}+2 \Phi\left(\Phi_{t}-s \Phi_{z}\right)\right]_{t}+2 a \Phi_{z}^{2}-2\left(\Phi_{t}-s \Phi_{z}\right)^{2}-\lambda_{z} \Phi^{2}+2 \lambda_{z} \Phi^{2}+\{\cdots\}_{z}}  \tag{4.17}\\
& \quad=-2 F_{z} \Phi
\end{align*}
$$

and

$$
\begin{align*}
{\left[\left(\Phi_{t}-\right.\right.} & \left.\left.s \Phi_{z}\right)^{2}+a \Phi_{z}^{2}\right]_{t}+2\left(\Phi_{t}-s \Phi_{z}\right)^{2}+2 f^{\prime}(U) \Phi_{z}\left(\Phi_{t}-s \Phi_{z}\right) \\
& +2 \lambda_{z} \Phi\left(\Phi_{t}-s \Phi_{z}\right)+\{\cdots\}_{z}  \tag{4.18}\\
= & -2 F_{z}\left(\Phi_{t}-s \Phi_{z}\right)
\end{align*}
$$

The combination $(4.17) \times \frac{1}{2}+(4.18)$ yields

$$
\begin{align*}
& \left\{E_{1}\left(\Phi,\left(\Phi_{t}-s \Phi_{z}\right)\right)+E_{2}\left(\Phi_{z}\right)\right\}_{t}+E_{3}\left(\Phi_{z},\left(\Phi_{t}-s \Phi_{z}\right)\right)+G+\{\cdots\}_{z}  \tag{4.19}\\
& \quad=-F_{z}\left\{\Phi+2\left(\Phi_{t}-s \Phi_{z}\right)\right\}
\end{align*}
$$

where

$$
\begin{align*}
G & =\frac{\lambda_{z}}{2} \Phi^{2}+2 \lambda_{z} \Phi\left(\Phi_{t}-s \Phi_{z}\right) \\
E_{1}\left(\Phi,\left(\Phi_{t}-s \Phi_{z}\right)\right) & =\left(\Phi_{t}-s \Phi_{z}\right)^{2}+\Phi\left(\Phi_{t}-s \Phi_{z}\right)+\frac{1}{2} \Phi^{2}  \tag{4.20}\\
E_{2}\left(\Phi_{z}\right) & =a \Phi_{z}^{2} \\
E_{3}\left(\Phi_{z},\left(\Phi_{t}-s \Phi_{z}\right)\right) & =\left(\Phi_{t}-s \Phi_{z}\right)^{2}+2 f^{\prime}(U) \Phi_{z}\left(\Phi_{t}-s \Phi_{z}\right)+a \Phi_{z}^{2}
\end{align*}
$$

After integration with respect to $t$ and $z$, (4.19) together with (4.20) gives the following estimate:

$$
\begin{align*}
& \|\Phi(t)\|_{1}^{2}+\left\|\Phi_{t}(t)\right\|^{2}+\int_{0}^{t}\left\|\left(\Phi_{t}, \Phi_{z}\right)(\tau)\right\|^{2} d \tau  \tag{4.21}\\
& \quad \leq C\left\{\left\|\Phi_{0}\right\|_{1}^{2}+\left\|\Phi_{1}\right\|^{2}+\int_{0}^{t} \int|G| d z d \tau+\int_{0}^{t} \int_{R}\left|F_{z}\right|\left(|\Phi|+\left|\left(\Phi_{t}, \Phi_{z}\right)\right|\right) d z d \tau\right\}
\end{align*}
$$

here $\Phi_{0}=\phi_{0}^{\prime}$ and $\Phi_{1}=\phi_{1}^{\prime}$.
Using the estimate (4.1), we obtain

$$
\begin{align*}
\int_{0}^{t} \int|G| d z d \tau \leq & \int_{0}^{t} \int\left[\frac{\left|\lambda_{z}\right|}{2} \Phi^{2}+2\left|\lambda_{z}\right|^{2} \Phi^{2}+\frac{1}{2} \Phi_{t}^{2}+2 s^{2}\left|\lambda_{z}\right|^{2} \Phi^{2}+\frac{1}{2} \Phi_{z}^{2}\right] d z d \tau  \tag{4.22}\\
\leq & \frac{1}{2} \int_{0}^{t}\left\|\left(\Phi_{t}, \Phi_{z}\right)(\tau)\right\|^{2} d \tau+C \int_{0}^{t} \int \Phi^{2} d z d \tau \\
\leq & \frac{1}{2} \int_{0}^{t}\left\|\left(\Phi_{t}, \Phi_{z}\right)(\tau)\right\|^{2} d \tau \\
& +C\left\{\left\|\phi_{0}\right\|_{1}^{2}+\left\|\phi_{1}\right\|^{2}+\int_{0}^{t} \int|F|\left(\phi\left|+\left|\left(\phi_{t}, \phi_{z}\right)\right|\right) d z d \tau\right\}\right.
\end{align*}
$$

where we have used Lemma 4.1 and the boundness of $\left|\lambda_{z}\right|$.
Substituting (4.22) into (4.21) and replacing $\Phi$ by $\partial_{z} \phi$, we have the following lemma.

Lemma 4.2. There are positive constants $C$ such that if

$$
-\sqrt{a}<f^{\prime}(u)<\sqrt{a} \text { for } u \in\left(u_{+}, u_{-}\right)
$$

then

$$
\begin{align*}
& \left\|\partial_{z} \phi(t)\right\|_{1}^{2}+\left\|\partial_{z} \phi_{t}\right\|^{2}+\frac{1}{2} \int_{0}^{t}\left\|\left(\partial_{z} \phi_{t}, \partial_{z} \phi_{z}\right)(\tau)\right\|^{2} d \tau \\
& \leq \\
& \quad C\left\{\left\|\phi_{0}\right\|_{2}^{2}+\left\|\phi_{1}\right\|_{1}^{2}+\int_{0}^{t} \int\left|F_{z}\right|\left(\left|\partial_{z} \phi\right|+\left|\left(\partial_{z} \phi_{t}, \partial_{z} \phi_{z}\right)\right|\right) d z d \tau\right.  \tag{4.23}\\
& \left.\quad+\int_{0}^{t} \int|F|\left(|\phi|+\left|\left(\phi_{t}, \phi_{z}\right)\right|\right) d z d \tau\right\}
\end{align*}
$$

holds for $t \in[0, T]$.
Next we calculate the equality

$$
\partial_{z}^{2} \phi \cdot \partial_{z}^{2} L(\phi)+2 \partial_{z}^{2}\left(\phi_{t}-s \phi_{z}\right) \cdot \partial_{z}^{2} L(\phi)=-\partial_{z}^{2} F\left\{\partial_{z}^{2} \phi+2 \partial_{z}^{2}\left(\phi_{t}-s \phi_{z}\right)\right\}
$$

in the same way as for the proof of Lemma 4.2; it is easy to get the following equality for $\Psi=\partial_{z}^{2} \phi$ :

$$
\begin{align*}
& {\left[\left(\Psi_{t}-s \Psi_{z}\right)^{2}+a \Psi_{z}^{2}+\Psi\left(\Psi_{t}-s \Psi_{z}\right)+\frac{1}{2} \Psi^{2}\right]_{t}+\left(\Psi_{t}-s \Psi_{z}\right)^{2}+2 f^{\prime}(U) \Psi_{z}\left(\Psi_{t}-s \Psi_{z}\right)}  \tag{4.24}\\
& \quad+a \Psi_{z}^{2}+4 \lambda_{z} \Psi\left(\Psi_{t}-s \Psi_{z}\right)+\frac{3}{2} \lambda_{z} \Psi^{2}+\lambda_{z z} \Psi \phi_{z}+2 \lambda_{z z} \phi_{z}\left(\Psi_{t}-s \Psi_{z}\right)+\{\cdots\}_{z} \\
& =-
\end{align*}
$$

Thus, noting $\Psi=\phi_{z z}$, we have from (4.24) that

$$
\begin{align*}
& \left\|\partial_{z}^{2} \phi(t)\right\|_{1}^{2}+\left\|\partial_{z}^{2} \phi_{t}\right\|^{2}+\frac{1}{3} \int_{0}^{t}\left\|\left(\partial_{z}^{2} \phi_{t}, \partial_{z}^{2} \phi_{z}\right)(\tau)\right\|^{2} d \tau-C \int_{0}^{t}\left\{\left\|\partial_{z}^{2} \phi\right\|^{2}+\left\|\phi_{z}\right\|^{2}\right\} d \tau  \tag{4.25}\\
& \quad \leq C\left\{\left\|\phi_{0}\right\|_{3}^{2}+\left\|\phi_{1}\right\|_{2}^{2}+\int_{0}^{t} \int\left|F_{z z}\right|\left(\left|\partial_{z}^{2} \phi\right|+\left|\left(\partial_{z}^{2} \phi_{t}, \partial_{z}^{2} \phi_{z}\right)\right|\right) d z d \tau\right\}
\end{align*}
$$

where we have used the fact that $\lambda_{z}, \quad \lambda_{z z}$ are smooth bounded functions and the Young inequality for the terms $4 \lambda_{z} \Psi\left(\Psi_{t}-s \Psi_{z}\right)$ and $2 \lambda_{z z} \phi_{z}\left(\Psi_{t}-s \Psi_{z}\right)$. Combining successively the estimates (4.1), (4.23), and (4.25), we have

$$
\begin{align*}
& \|\phi(t)\|_{3}^{2}+\left\|\phi_{t}(t)\right\|_{2}^{2}+\int_{0}^{t} \int\left|\lambda_{z}\right| \phi^{2} d z d \tau+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)\right\|_{2}^{2} d \tau  \tag{4.26}\\
& \leq C\left\{\left\|\phi_{0}\right\|_{3}^{2}+\left\|\phi_{1}\right\|_{2}^{2}+\int_{0}^{t} \int\left\{|F|\left(|\phi|+\left|\left(\phi_{t}, \phi_{z}\right)\right|\right)+\left|F_{z}\right|\left(\left|\partial_{z} \phi\right|+\left|\left(\partial_{z} \phi_{t}, \partial_{z} \phi_{z}\right)\right|\right)\right.\right. \\
& \left.\left.\quad+\left|F_{z z}\right|\left(\left|\partial_{z}^{2} \phi\right|+\left|\left(\partial_{z}^{2} \phi_{t}, \partial_{z}^{2} \phi_{z}\right)\right|\right)\right\} d z d \tau\right\}
\end{align*}
$$

Since $F=f\left(U+\phi_{z}\right)-f^{\prime}(U) \phi_{z}-f(U)$, we have

$$
\begin{gathered}
|F|=O(1)\left(\phi_{z}^{2}\right), \quad\left|F_{z}\right|=O(1)\left(\phi_{z}^{2}+\phi_{z z}^{2}\right) \\
\left|F_{z z}\right|=O(1)\left(\phi_{z}^{2}+\phi_{z z}^{2}+\left|\phi_{z} \phi_{z z z}\right|\right)
\end{gathered}
$$

By virtue of (3.6), the integral on the right-hand side of (4.26) is majored by

$$
C N(t) \int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)\right\|_{2}^{2} d \tau
$$

then we have

$$
N^{2}(t)+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)\right\|_{2}^{2} d \tau+\int_{0}^{t} \int\left|\lambda_{z}\right| \phi^{2} d z d \tau \leq N(0)^{2}+C N(t) \int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)\right\|_{2}^{2} d \tau
$$

Therefore, by assuming $N(T) \leq \frac{1}{2 C}$, we obtain the desired estimate

$$
N^{2}(t)+\int_{0}^{t}\left\|\left(\phi_{t}, \phi_{z}\right)\right\|_{2}^{2} d \tau \leq C N(0)^{2} \quad \text { for } \quad t \in[0, T]
$$

Thus the proof of Proposition 3.3 is completed.
Remark. When $s=f^{\prime}\left(u_{+}\right)$or $s=f^{\prime}\left(u_{-}\right)$, we need a weight of the order $\langle x\rangle=$ $\sqrt{1+x^{2}}$ as $x \rightarrow+\infty$ or $-\infty$ for a stability theorem. The stability analysis for $\phi$ in this case can be investigated similarly using the weighted function space

$$
\begin{array}{r}
X_{w}(0, T)=\left\{\phi(z, t): \phi \in C^{0}\left([0, T) ; H^{3} \cap L_{w(U)}^{2}\right) \cap C^{1}\left(0, T ; H^{2} \cap L_{w(U)}^{2}\right)\right. \\
\left.\left(\phi_{z}, \phi_{t}\right) \in L^{2}\left(0, T ; H^{2} \cap L_{w(U)}^{2}\right)\right\}
\end{array}
$$

where $w(U(z)) \sim\langle z\rangle$ as $z \rightarrow \pm \infty$ by virtue of Lemma 2.1 and the definition of $w(U)$ in (4.13).
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#### Abstract

A linear Boltzmann model is used for studying a condensation-evaporation problem in a bounded domain. First the time asymptotic limit is derived, which solves the associated stationary problem. Then the Milne problem is discussed for the boundary layer. Finally a fluid approximation is obtained in the small mean free path limit with initial and boundary layers of zeroth order.
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Introduction. The kinetic description of a rarefied gas can be given through the Boltzmann equation for the density function $f(t, x, v)$ of particles with velocity $v$ at position $x$ and time $t$. A coarser theory consists of describing the gas as a continuous fluid with local density $\rho(t, x)$, velocity $u(t, x)$, and temperature $T(t, x)$ satisfying the Euler or Navier-Stokes equations. In the limit of small mean free path, the fluid dynamic equations may be derived from the Boltzmann equation through either a Hilbert or Chapman-Enskog expansion; see, e.g., [2, 8, 9, 12]. However, the fluid dynamic limits fail near shocks and for general indata near spatial or temporal boundaries.

Among the many studies of the boundary layer structure let us mention the following. In [3], the steady nonlinear Boltzmann equation for a gas with zero bulk velocity between two plates at two different temperatures is solved for a small mean free path, using a Chapman-Enskog expansion between the two plates. Here the fluid part of the solution contains Fourier's law for heat conduction which can be made to satisfy different temperature values at the two plates. This is why the boundary layer terms only need to be of first order with respect to the mean free path. An analogous study also including the initial layer is performed in [16] for the linear semiconductor case where further references in the field may also be found. For more results in the area see also $[5,10,13,19]$.

The present paper addresses the added presence of condensation-evaporation on the boundary. In this context a formal analysis and numerical computations are carried out in $[17,18]$ for a rarefied gas with varying temperatures and condensationevaporation on the boundaries. On the basis of the linearized Boltzmann equation for hard sphere molecules, zeroth-order boundary layer terms are needed for solving the problem. Our paper considers the same problem for a rarefied solute in a solvent gas, and with varying temperatures on the boundary. The linear Boltzmann equation is used as a model for the solute. We prove that a fluid approximation in the interior together with initial and boundary layer structures are available to describe the solute

[^2]gas. Here the fluid approximation is derived from the boundary layer analysis. Indeed, like $[17,18]$ this boundary layer structure requires zeroth-order terms with respect to the mean free path.

In the first section an existence and uniqueness result for the initial boundary value problem with given indata in a bounded region is recalled. We then determine the solution to the stationary boundary value problem from the time asymptotics of the initial boundary value solution. The approach is designed for prospective future use in the nonlinear case. For another approach to the nonlinear stationary problem see [1]. Section 2 is devoted to the solution of the Milne problem. For indepth discussions and bibliography see $[4,6]$. Depending on the sign of the normal velocity of the solvent gas, two kinds of solutions are of interest for the following boundary layer analysis. In the last section we perform in the slab case a fluid approximation with respect to the mean free path by splitting the solution into a zeroth-order initial layer term together with a stationary boundary value contribution having a fluid part with zeroth-order boundary layer terms and a first order remainder term.

1. The initial boundary value problem and its time asymptotic behavior. The linear Boltzmann equation models the interaction between a solvent gas and a solute gas. The solute gas is rarefied enough so that collisions with itself are negligible in comparison with collisions with the solvent gas. Both gases are located in a bounded convex domain $\Omega \subset \mathbb{R}^{3}$. The distribution function $f(t, x, v)$ of the solute gas satisfies the linear Boltzmann equation

$$
\begin{equation*}
\partial_{t} f+v \cdot \nabla_{x} f=Q(f) \tag{1.1}
\end{equation*}
$$

where

$$
Q(f)(t, x, v)=\int B(\theta, w)\left(f^{\prime} F_{*}^{\prime}-f F_{*}\right) d v_{*} d \theta d \epsilon=Q^{+}(f)-\nu f
$$

Here

$$
\begin{gathered}
f^{\prime}=f\left(t, x, v^{\prime}\right), \quad F_{*}^{\prime}=F\left(t, x, v_{*}^{\prime}\right), \\
f=f(t, x, v), \quad F_{*}=F\left(t, x, v_{*}\right), \\
w=\left|v-v_{*}\right|, \quad v^{\prime}=v-\frac{2}{1+\kappa}\left(\left(v-v_{*}\right) \cdot e\right) e, \\
v_{*}^{\prime}=v_{*}+\frac{2 \kappa}{1+\kappa}\left(\left(v-v_{*}\right) \cdot e\right) e, \quad e \in S^{2} .
\end{gathered}
$$

$F$ is the solvent distribution function, assumed to be known, and $\kappa$ is the ratio between the solute molecular mass $m$ and the solvent molecular mass $m_{*}$.

Assuming that the collisions between the two gases are governed by a cut-off inverse power law interaction potential $U(\rho)=c \rho^{-k+1}, k>2$ depending on the distance $\rho$ of two colliding particles, the weight function $B$ is $B(\theta, w)=w^{\gamma} b(\theta), 0 \leq \theta<\frac{\pi}{2}$, $w>0$ (cf. [7]), where $\gamma=\frac{k-5}{k-1}$ and $b$ is a nonnegative $L^{1}$-function defined on $\left[0, \frac{\pi}{2}\right]$, with $\int_{0}^{\frac{\pi}{2}} b(\theta) d \theta>0$. We assume hard interactions, i.e., $k>5$ or $0<\gamma<1$. A principle of detailed balance only holds [14], when $F$ is a Maxwellian,

$$
F(v)=\left(\frac{2 \pi T}{m_{*}}\right)^{-\frac{3}{2}} \exp \left(-m_{*} \frac{(v-U)^{2}}{2 T}\right)
$$

This is also assumed throughout the paper.

The collision frequency $\nu(v)$ is bounded from above and below by a positive multiple of $(1+|v|)^{\gamma}$. The choice of the bulk velocity $U=(u, 0,0) \in \mathbb{R}^{3}$ in connection with the given boundary temperature follows from the boundary value problem for the solvent gas. The present study of the solute holds for any $U$ and boundary temperature. The solute Maxwellian with the same bulk velocity $U$ and temperature $T$ is $M(v)=\left(\frac{2 \pi T}{m}\right)^{-\frac{3}{2}} \exp \left(-m \frac{(v-U)^{2}}{2 T}\right)$. It satisfies

$$
\begin{equation*}
F_{*} M=F_{*}^{\prime} M^{\prime} \tag{1.2}
\end{equation*}
$$

(1.1) is complemented with an initial condition

$$
\begin{equation*}
f(0, x, v)=f_{i}(x, v) \tag{1.3}
\end{equation*}
$$

and given indata on the boundary

$$
\begin{equation*}
f(t, x, v)=f_{b}(x, v), \quad x \in \partial \Omega, \quad v \cdot n(x)>0 \tag{1.4}
\end{equation*}
$$

Here $n(x)$ denotes the inward normal at $x$. Let $\left(\partial \Omega \times \mathbb{R}^{3}\right)^{+}$and $\left(\partial \Omega \times \mathbb{R}^{3}\right)^{-}$denote the sets of $(x, v) \in \partial \Omega \times \mathbb{R}^{3}$ such that $v \cdot n(x)>0$ and $v \cdot n(x)<0$, respectively.

For $\partial \Omega$ sufficiently smooth, say $C^{1}$, the existence and uniqueness approach of [15] can be used to prove the following theorem.

THEOREM 1.1. If $(1+|v|)^{\gamma} f_{i}$ and $(1+|v|)^{\gamma} f_{b}$ belong to $L^{1}\left(\Omega \times \mathbb{R}^{3}\right)$ and $L_{v \cdot n(x)}^{1}((\partial \Omega \times$ $\left.\left.\mathbb{R}^{3}\right)^{+}\right)$, respectively, then there exists a unique solution $f$ of (1.1)-(1.3-1.4) with $f(t)(1+|v|)^{\gamma} \in L^{1}\left(\Omega \times \mathbb{R}^{3}\right)$ for $t>0$. Moreover, $f$ is nonnegative whenever $f_{i}$ and $f_{b}$ are nonnegative.

Let us next discuss the collisions and the collision operator in velocity space. The momentum and energy conservations imply

$$
\begin{array}{r}
m v+m_{*} v_{*}=m v^{\prime}+m_{*} v_{*}^{\prime} \\
m|v|^{2}+m_{*}\left|v_{*}\right|^{2}=m\left|v^{\prime}\right|^{2}+m_{*}\left|v_{*}^{\prime}\right|^{2}
\end{array}
$$

A transformation to the equal mass situation $m=m_{*}$ is given by

$$
\tilde{v}=v-\frac{\alpha}{2}\left(v-v_{*}\right), \quad \tilde{v}_{*}=v_{*}-\frac{\alpha}{2}\left(v-v_{*}\right),
$$

where $\alpha=\frac{m_{*}-m}{m_{*}+m}$. Hence

$$
\begin{array}{r}
\tilde{v}+\tilde{v}_{*}=\tilde{v}^{\prime}+\tilde{v}_{*}^{\prime}, \\
|\tilde{v}|^{2}+\left|\tilde{v}_{*}\right|^{2}=\left|\tilde{v}^{\prime}\right|^{2}+\left|\tilde{v}_{*}^{\prime}\right|^{2} .
\end{array}
$$

Denote by $\tilde{f}, \tilde{Q}^{+}(\tilde{f})$, and $\tilde{Q}(\tilde{f})$

$$
\tilde{f}=f \sqrt{\frac{\nu}{M}}, \quad \tilde{Q}^{+}(\tilde{f})=\frac{1}{\sqrt{\nu M}} Q^{+}(f), \quad \tilde{Q}(\tilde{f})=\tilde{Q}^{+}(\tilde{f})-\tilde{f}
$$

By (1.2)

$$
\tilde{Q}^{+}(\tilde{f})=\int B \sqrt{\frac{F_{*}^{\prime} F_{*}}{\nu^{\prime} \nu}} \tilde{f}^{\prime} d v * d \theta d \epsilon
$$

Let $($,$) denote the scalar product in L^{2}\left(\mathbb{R}^{3}\right)$.

Lemma 1.2. Every $\tilde{f} \in L^{2}\left(\mathbb{R}^{3}\right)$ can uniquely be written

$$
\begin{equation*}
\tilde{f}=c_{f} \sqrt{\nu M}+\tilde{w}_{f} \tag{1.5}
\end{equation*}
$$

with $\left(\sqrt{\nu M}, \tilde{w}_{f}\right)=0$. Moreover

$$
\begin{equation*}
\left|\left(\tilde{Q}^{+} \tilde{w}_{f}, \tilde{w}_{f}\right)\right| \leq(1-\sigma)\left\|\tilde{w}_{f}\right\|_{L^{2}}^{2} \tag{1.6}
\end{equation*}
$$

for some constant $\sigma$ such that $0<\sigma<1$.
Proof. $\tilde{Q}^{+}$satisfies Grad's conditions [12], so $\tilde{Q}^{+}$is a compact operator in $L_{s}^{q}:=$ $L^{q}\left(\mathbb{R}^{3}, 1+|v|^{s}\right), 1 \leq q<\infty, s \in \mathbb{R}$. Moreover, $\tilde{Q}^{+}$is symmetric in $L^{2}$. Hence its eigenvector spaces span $L^{2}$ and are finite dimensional for nonzero eigenvalues. Then

$$
\left|\left(\tilde{Q}^{+} \tilde{f}, \tilde{f}\right)\right|=\int B \sqrt{\frac{F_{*}^{\prime}}{\nu^{\prime}}} \tilde{f}^{\prime} \sqrt{\frac{F_{*}}{\nu}} \tilde{f} \leq \int B \frac{F_{*}}{\nu}|\tilde{f}|^{2}=\int|\tilde{f}|^{2}
$$

so $-\tilde{Q}$ is positive $\operatorname{in}_{\tilde{Q} \tilde{f}} L_{\tilde{f}}^{2}$ and $\left\|\tilde{Q}^{+}\right\| \leq 1$. The $\tilde{Q}^{+}$-eigenvalue 1 is simple. Indeed, $\tilde{Q}^{+} \tilde{f}=\tilde{f}$ implies $(\tilde{Q} \tilde{f}, \tilde{f})=0$, which can be written

$$
\int B\left(\sqrt{\frac{F_{*}^{\prime}}{\nu^{\prime}}} \tilde{f}^{\prime}-\sqrt{\frac{F_{*}}{\nu}} \tilde{f}\right)^{2} d v d v_{*} d \theta d \epsilon=0
$$

Hence

$$
\sqrt{\frac{F_{*}^{\prime}}{\nu^{\prime}}} \tilde{f}^{\prime}=\sqrt{\frac{F_{*}}{\nu}} \tilde{f}
$$

or $\frac{f^{\prime}}{M^{\prime}}=\frac{f}{M}$ by (1.2). It follows (see [14]) that $\tilde{f}=c \sqrt{\nu M}$, where $c$ is a constant. Now -1 is not an eigenvalue of $\tilde{Q}^{+}$. Otherwise, $\tilde{Q}^{+} \tilde{f}=-\tilde{f}$ for some $\tilde{f}$ implies

$$
\int B\left(\sqrt{\frac{F^{\prime}}{\nu^{\prime}}} \tilde{f}^{\prime}+\sqrt{\frac{F_{*}}{\nu}} \tilde{f}\right)^{2} d v d v_{*} d \theta d \epsilon=0
$$

so $\frac{f^{\prime}}{M^{\prime}}=-\frac{f}{M}$. Varying $v_{*}$ and the angular coordinate for $v$ fixed gives that $f$ has a constant sign. Hence $\tilde{f}=0$. Since $\tilde{Q}^{+}$is compact and symmetric, $\left\|\tilde{Q}^{+}\right\| \lesssim 1,-1$ is not an eigenvalue, and the eigenspace of 1 is $c \sqrt{\nu M}$, it follows that every $\tilde{f} \in L^{2}$ can be uniquely written as

$$
\tilde{f}=c_{f} \sqrt{\nu M}+\tilde{w}_{f}, \quad \text { with }\left(\sqrt{\nu M}, \tilde{w}_{f}\right)=0
$$

and

$$
\left|\left(\tilde{Q}^{+} \tilde{w}_{f}, \tilde{w}_{f}\right)\right| \leq(1-\sigma)\left\|\tilde{w}_{f}\right\|_{L^{2}}^{2}, \quad 0<\sigma<1
$$

Let us next describe the time asymptotics for the solution of the initial boundary value problem (1.1)-(1.3-1.4).

THEOREM 1.3. Let $f_{i}$ and $f_{b}$ be functions belonging to $L_{\frac{1}{M}}^{2}\left(\Omega \times \mathbb{R}^{3}\right)$ and $L_{\frac{v \cdot n(x)}{M}}^{2}\left(\left(\partial \Omega \times \mathbb{R}^{3}\right)^{+}\right)$. When $t$ tends to infinity, the solution to the initial boundary value problem (1.1)-(1.3-1.4) converges in $L^{1}\left(\Omega \times \mathbb{R}^{3}\right)$ to the unique stationary solution $g$ of the linear stationary Boltzmann equation

$$
\begin{equation*}
v \cdot \nabla_{x} g=Q(g) \tag{1.7}
\end{equation*}
$$

with $\tilde{g} \in L^{2}$, complemented with the boundary condition

$$
\begin{equation*}
g(x, v)=f_{b}(x, v), \quad(x, v) \in\left(\partial \Omega \times \mathbb{R}^{3}\right)^{+} \tag{1.8}
\end{equation*}
$$

Proof. Due to the linearity of (1.1), $f$ can be split into the sum of the solution to (1.1) with initial condition $f_{i}$ and zero boundary condition, and the solution to (1.1) with a zero initial condition and $f_{b}$ boundary condition. Again by linearity it is enough to consider nonnegative initial and boundary values. Let us first prove that the first part tends to zero in $L_{x, v}^{1}$ when $t$ tends to infinity. Let $d \alpha(x)$ denote the measure on the boundary $\partial \Omega$. The Green formula applied to (1.1), together with (1.6), implies

$$
\begin{array}{r}
\int_{\Omega \times \mathbb{R}^{3}} \frac{|\tilde{f}(t, x, v)|^{2}}{\nu(v)} d x d v \\
+\int_{0}^{t} \int_{\left(\partial \Omega \times \mathbb{R}^{3}\right)^{-}} \frac{|v \cdot n(x)|}{\nu(v)}|\tilde{f}(s, x, v)|^{2} d s d \alpha(x) d v \\
+\sigma \int_{0}^{t} \int_{\Omega \times \mathbb{R}^{3}}|\tilde{w}(s, x, v)|^{2} d s d x d v \leq \int_{\Omega \times \mathbb{R}^{3}} \frac{|\tilde{f}(t, x, v)|^{2}}{\nu(v)} d x d v \\
\quad+\int_{0}^{t} \int_{\left(\partial \Omega \times \mathbb{R}^{3}\right)^{-}} \frac{|v \cdot n(x)|}{\nu(v)}|\tilde{f}(s, x, v)|^{2} d s d \alpha(x) d v \\
-\int_{0}^{t} \int_{\Omega}(\tilde{Q} \tilde{w}, \tilde{w})(s, x) d s d x=\int_{\Omega \times \mathbb{R}^{3}} \frac{\left|\tilde{f}_{i}(x, v)\right|^{2}}{\nu(v)} d x d v \tag{1.9}
\end{array}
$$

It follows that $\int_{\Omega \times \mathbb{R}^{3}} \frac{1}{\nu(v)}|\tilde{f}(t, x, v)|^{2} d x d v$ decreases with time. Moreover, there is a sequence $t_{j}$ tending to infinity and a function $\tilde{f}^{\infty}$ such that $\tilde{f}\left(t_{j}+t\right)$ tends weakly to $\tilde{f}^{\infty}$ in $L_{\frac{1}{\nu}}^{2}$, and $\int_{0}^{t} \int_{\Omega \times \mathbb{R}^{3}}\left|\tilde{w}\left(t_{j}+t, x, v\right)\right|^{2} d t d x d v$ and $\left.\int_{0}^{1} \int_{\left(\partial \Omega \times \mathbb{R}^{3}\right)^{-}} \frac{|v \cdot n(x)|}{\nu(v)} \right\rvert\, \tilde{f}\left(t_{j}+\right.$ $t, x, v)\left.\right|^{2} d t d \alpha(x) d v$ tend to zero when $j$ tends to infinity. The function $f^{\infty}$ is a weak solution to the equation (1.1) with zero boundary condition and $\tilde{w}_{f \infty}=0$. It follows that $f^{\infty}=c^{\infty} M$ for some constant $c^{\infty}$. The null boundary conditions imply that $c^{\infty}=0$. Hence $\tilde{f}(t)$ weakly converges to zero in $L_{\frac{1}{v}}^{2}$. Since

$$
\|f(t)\|_{L_{x, v}^{1}}=\int_{\Omega} \int_{\mathbb{R}^{3}} \sqrt{\frac{M(v)}{\nu(v)}} \tilde{f}(t, x, v) d x d v
$$

$f(t)$ tends to zero strongly in $L_{x, v}^{1}$, when $t$ tends to infinity.
Let us prove that the solution to the initial boundary value problem (1.1)-(1.31.4) with null initial condition and boundary condition $f_{b}$ tends to a stationary solution $g$ to (1.7-1.8). In view of possible future applications we prefer not to give a proof based on the existence of stationary solutions being known but instead to deduce their existence from the long time behavior. By translation invariance in time, the solution at time $t+s$ is the sum of the solution at time $t$ and the contribution at time $s$ carried forward with zero boundary values to $t+s$. So $f(t, x, v)$ is increasing with time and converges pointwise in $x, v$ to a measurable function $f^{\infty}$, when $t$ tends to infinity. Let us prove that $\tilde{f}^{\infty}$ belongs to $L^{2}$. For any set $\Gamma \subset \Omega \times \mathbb{R}^{3}$, multiplying (1.1) by $\tilde{f}$ and using Green's formula leads to

$$
\begin{array}{r}
\int_{\Gamma^{c}} \frac{1}{\nu(v)}\left(|\tilde{f}(t+s)|^{2}-|\tilde{f}(t)|^{2}\right) d x d v+\int_{\Gamma} \frac{1}{\nu(v)}|\tilde{f}(t+s)|^{2} d x d v \\
+\sigma \int_{t}^{t+s} \int_{\Omega \times \mathbb{R}^{3}}|\tilde{w}(\tau, x, v)|^{2} d \tau d x d v
\end{array}
$$

$$
\begin{array}{r}
+\int_{t}^{t+s} \int_{\left(\partial \Omega \times \mathbb{R}^{3}\right)^{-}} \frac{|v \cdot n(x)|}{\nu(v)}|\tilde{f}(\tau, x, v)|^{2} d \tau d \alpha(x) d v \\
\leq \int_{\Gamma} \frac{1}{\nu(v)}|\tilde{f}(t)|^{2} d x d v+s c \tag{1.10}
\end{array}
$$

where

$$
c:=\int_{\left(\partial \Omega \times \mathbb{R}^{3}\right)^{+}} \frac{v \cdot n(x)}{\nu(v)}\left|\tilde{f}_{b}(x, v)\right|^{2} d \alpha(x) d v
$$

Let $\Gamma_{s \epsilon} \subset \Omega \times \mathbb{R}^{3}$ be the set of $(y, v)$ such that $|v| \leq \frac{1}{\epsilon}$ and the characteristic starting at $(t, y, v)$, namely, $\{(t+\tau, y+\tau v, v) ; \tau \geq 0\}$, reaches $\left(\partial \Omega \times \mathbb{R}^{3}\right)^{-}$at a time smaller than $t+s$. Then from the exponential form of the equation

$$
\begin{array}{r}
\int_{t}^{t+s} \int_{\left(\partial \Omega \times \mathbb{R}^{3}\right)^{-}} \frac{|v \cdot n(x)|}{\nu(v)}|\tilde{f}(\tau, x, v)|^{2} d \tau d \alpha(x) d v \\
\geq c(s, \epsilon) \int_{\Gamma_{s \epsilon}} \frac{1}{\nu(v)}|\tilde{f}(t, x, v)|^{2} d x d v
\end{array}
$$

for some $c(s, \epsilon) \in(0,1)$. Hence by (1.10)

$$
\int_{\Gamma_{s \epsilon}} \frac{1}{\nu}|\tilde{f}(t+s)|^{2} d x d v \leq(1-c(s, \epsilon)) \int_{\Gamma_{s \epsilon}} \frac{1}{\nu}|\tilde{f}(t)|^{2} d x d v+s c .
$$

It follows that

$$
\sup _{t>0} \int_{\Gamma_{s \epsilon}} \frac{1}{\nu(v)}|\tilde{f}(t, x, v)|^{2} d x d v
$$

is finite. Then by (1.10)

$$
\sup _{t>0} \int_{0}^{\frac{3}{2}} \int_{\Omega \times \mathbb{R}^{3}}|\tilde{w}(t+s, x, v)|^{2} d s d x d v
$$

is finite. Hence, by the previous two lines,

$$
\sup _{t>0} \int_{0}^{\frac{3}{2}} \int_{\Gamma_{s \epsilon}}\left|c_{f}(t+s, x)\right|^{2} M(v) d s d x d v
$$

is bounded. Since $\Omega$ is bounded and convex, it follows that (for $\epsilon$ small)

$$
\inf _{x \in \Omega} \int_{(x, v) \in \Gamma_{\frac{1}{2} \epsilon}} \nu(v) M(v) d v>c \int_{\mathbb{R}^{3}} \nu(v) M(v) d v
$$

This implies that

$$
\sup _{t>0} \int_{\frac{1}{2}}^{\frac{3}{2}} \int_{\Omega \times \mathbb{R}^{3}}\left|c_{f}(t+s, x)\right|^{2} \nu(v) M(v) d s d x d v<\infty
$$

And so

$$
\sup _{t>0} \int_{0}^{1} \int_{\Omega \times \mathbb{R}^{3}}\left|c_{f}(t+s, x)\right|^{2} \nu(v) M(v) d s d x d v
$$

is bounded. Finally

$$
\sup _{t>0} \int_{0}^{1} \int_{\Omega \times \mathbb{R}^{3}}|\tilde{f}(t+s, x, v)|^{2} d s d x d v
$$

and (since $\tilde{f}$ is an increasing function of time)

$$
\sup _{t>0} \int_{\Omega \times \mathbb{R}^{3}}|\tilde{f}(t, x, v)|^{2} d x d v
$$

are bounded. Hence $\tilde{f}^{\infty}$ belongs to $L^{2}\left(\Omega \times \mathbb{R}^{3}\right)$. Moreover, $f^{\infty}$ solves the stationary problem (1.7-1.8), and $\tilde{f}(t)$ tends to $\tilde{f}^{\infty}$ in $L^{2}\left(\Omega \times \mathbb{R}^{3}\right)$, when $t$ tends to infinity. Finally the solution of the stationary problem is unique in the class of functions $g$ such that $\tilde{g} \in L^{2}$. Indeed, let us prove that if a function $g$ such that $\tilde{g} \in L^{2}$ satisfies

$$
\begin{array}{r}
v \cdot \nabla_{x} g=Q(g), \\
g(x, v)=0, \quad(x, v) \in\left(\partial \Omega \times \mathbb{R}^{3}\right)^{+}, \tag{1.12}
\end{array}
$$

then $g=0$. We notice that

$$
\int Q^{+}(g) \operatorname{sign}(g) d v-\int \nu|g| d v \leq \int Q^{+}(|g|) d v-\int \nu|g| d v=0
$$

So, multiplying (1.11) by $\operatorname{sign}(g)$ and integrating implies that

$$
\int_{\left(\partial \Omega \times \mathbb{R}^{3}\right)^{-}} v \cdot n|g|=0
$$

Hence

$$
\begin{equation*}
g(x, v)=0, \quad(x, v) \in \partial \Omega \times \mathbb{R}^{3} \tag{1.13}
\end{equation*}
$$

$\tilde{g}$ belongs to $L^{2}$ and can be expressed by (1.5) as

$$
\begin{equation*}
\tilde{g}=c \sqrt{M \nu}+\tilde{w} \tag{1.14}
\end{equation*}
$$

It satisfies

$$
\begin{equation*}
\frac{1}{\nu(v)} v \cdot \nabla_{x} \tilde{g}=\tilde{Q} \tilde{w} \tag{1.15}
\end{equation*}
$$

Integrating (1.15) with respect to $x$ and $v$ using (1.6) implies by (1.13) that $\tilde{w}$ is equal to zero. Then $\tilde{g}=0$ follows from (1.11-1.12).
2. The Milne problem. Write the velocity as $v=\left(\xi, v^{\prime}\right)$ with $\xi$ the velocity component in the $x$-direction and $v^{\prime}$ the orthogonal velocity component. We consider the Milne problem

$$
\begin{array}{r}
\frac{\xi}{\nu} \partial_{x} \tilde{f}=\tilde{Q} \tilde{f}, \quad x>0, \quad v \in \mathbb{R}^{3}, \\
\tilde{f}(0, v)=\tilde{\varphi}(v), \quad \xi>0 \tag{2.2}
\end{array}
$$

THEOREM 2.1. Let $\tilde{\varphi} \in L_{\frac{\xi}{\nu}}^{2}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right)$. There is a solution to (2.1-2.2) in the set $\left\{\tilde{f} ; \exists c_{\infty} \in \mathbb{R}, \tilde{f}-c_{\infty} \sqrt{\nu M} \in L^{2}\left(\mathbb{R}_{+} \times \mathbb{R}^{3}\right)\right\}$, which satisfies $\int \xi f(x, v) d v=c_{\infty} u$ for all $x \geq 0$. For $u<0$, this holds with $c_{\infty}=0$, i.e., $\int \xi f(x, v) d v=0$ for all $x \geq 0$.

Proof. There is-by the approach of Theorem 1.3-a unique solution $\tilde{f}^{a} \in$ $L^{2}\left([0, a] \times \mathbb{R}^{3}\right)$ of

$$
\frac{\xi}{\nu} \partial_{x} \tilde{f}^{a}=\tilde{Q} \tilde{f}, \quad x \in[0, a], \quad v \in \mathbb{R}^{3}
$$

together with (2.2) and boundary conditions at $x=a$ suitable for our purpose. For $u \geq 0$, we take

$$
\begin{equation*}
\tilde{f}^{a}\left(a, \xi, v^{\prime}\right)=\tilde{f}^{a}\left(a,-\xi+2 u, v^{\prime}\right), \quad \xi<0 \tag{2.3}
\end{equation*}
$$

whereas for $u<0$,

$$
\begin{equation*}
\tilde{f}^{a}(a, v)=\frac{\sqrt{M(v) \nu(v)}}{\int_{\xi<0}|\xi| M(v) d v} \int_{\xi>0} \xi f^{a}(a, v) d v, \quad \xi<0 \tag{2.4}
\end{equation*}
$$

Remark. The boundary condition (2.3) can only be used for $u>0$. A desired nonnegativity (2.9) would not be obtained from the boundary condition (2.4) for $u>0$.

Clearly $\int \xi f^{a}(x, v) d v$ is constant in both cases, moreover equal to zero for $u \leq 0$. Denote by $u c_{a}$ this constant and bound it for $u>0$ from above and below. First

$$
\begin{equation*}
u c_{a}=\int \xi f^{a}(0, v) d v \leq \int_{\xi>0} \xi \varphi(v) d v \tag{2.5}
\end{equation*}
$$

Let $\tilde{f}^{a}(x, v)=c^{a}(x) \sqrt{\nu(v) M(v)}+\tilde{w}^{a}(x, v)$ be the decomposition of $\tilde{f}^{a}$ from section 1 . By orthogonality

$$
\begin{equation*}
-\left(\tilde{Q} \tilde{f}^{a}, \tilde{f}^{a}\right)=-\left(\tilde{Q} \tilde{w}^{a}, \tilde{w}^{a}\right) \geq \sigma\left(\tilde{w}^{a}, \tilde{w}^{a}\right) \tag{2.6}
\end{equation*}
$$

Multiplying (2.1) by $\tilde{f}^{a}$ and integrating over $\mathbb{R}_{v}^{3}$ leads to

$$
\begin{equation*}
\partial_{x} \int \frac{\xi}{\nu}\left|\tilde{f}^{a}\right|^{2}(x, v) d v=2\left(\tilde{Q} \tilde{f}^{a}, \tilde{f}^{a}\right) \leq-2 \sigma\left\|\tilde{w}^{a}\right\|^{2} \leq 0 \tag{2.7}
\end{equation*}
$$

Hence for $u \geq 0$,

$$
\begin{array}{r}
\int \frac{\xi}{\nu}\left|\tilde{f}^{a}\right|^{2}(x, v) d v \geq \int \frac{\xi}{\nu}\left|\tilde{f}^{a}\right|^{2}(a, v) d v  \tag{2.8}\\
\geq \int_{\xi<0} \frac{\xi}{\nu}\left|\tilde{f}^{a}\right|^{2}(a, v) d v+\int_{\xi>2 u} \frac{\xi}{\nu}\left|\tilde{f}^{a}\right|^{2}(a, v) d v \\
=2 u \int_{\xi>2 u} \frac{1}{\nu}\left|\tilde{f}^{a}\right|^{2}(a, v) d v \geq 0
\end{array}
$$

whereas for $u<0$,

$$
\begin{array}{r}
\int \frac{\xi}{\nu}\left|\tilde{f}^{a}\right|^{2}(x, v) d v \geq \int \frac{\xi}{\nu}\left|\tilde{f}^{a}\right|^{2}(a, v) d v  \tag{2.9}\\
\geq\left(1-\frac{\int_{\xi>0} \xi M}{\int_{\xi<0}|\xi| M}\right) \int_{\xi>0} \frac{\xi}{\nu}\left|\tilde{f}^{a}\right|^{2}(a, v) d v \geq 0
\end{array}
$$

Indeed, using (2.4)

$$
\begin{aligned}
& \int_{\xi<0} \frac{|\xi|}{\nu(v)}\left|\tilde{f}^{a}\right|^{2}(a, v) d v=\frac{1}{\int_{\xi<0}|\xi| M}\left(\int_{\xi>0} \xi f^{a}(a, v) d v\right)^{2} \\
& \leq \frac{\int_{\xi>0} \xi M}{\int_{\xi<0}|\xi| M} \int_{\xi>0} \frac{\xi}{\nu(v)}\left|\tilde{f}^{a}\right|^{2}(a, v) d v
\end{aligned}
$$

But $\frac{\int_{\xi>0} \xi M(v) d v}{\int_{\xi<0}|\xi| M(v) d v}<1$ for $u<0$ and so (2.9) follows. Finally by (2.8)

$$
\begin{array}{r}
u c_{a} \geq \int_{\xi<0} \xi f^{a}(0, v) d v \\
=-\int_{\xi<0}|\xi| \sqrt{\frac{M(v)}{\nu(v)}} \tilde{f}^{a}(0, v) d v \\
\geq-\left(\int_{\xi<0}|\xi| M(v) d v \int_{\xi<0} \frac{|\xi|}{\nu}\left|\tilde{f}^{a}\right|^{2}(0, v) d v\right)^{\frac{1}{2}} \\
\geq-\left(\int_{\xi<0}|\xi| M(v) d v \int_{\xi>0} \frac{\xi}{\nu(v)} \tilde{\varphi}^{2}(v) d v\right)^{\frac{1}{2}}
\end{array}
$$

In the case $u=0$ the theorem can from here be derived using, e.g., [2] or [16]. So let us only detail the case when $u \neq 0$. First $\tilde{w}^{a}$ is bounded in $L^{2}\left([0, a] \times \mathbb{R}^{3}\right)$ uniformly with respect to $a$. Indeed by (2.8), (2.9)

$$
\begin{array}{r}
\sigma \int_{0}^{a} \int\left|\tilde{w}^{a}\right|^{2}(x, v) d x d v \\
\leq-\int_{0}^{a}\left(\tilde{Q} \tilde{f}^{a}, \tilde{f}^{a}\right)=-\int_{0}^{a} \int \frac{\xi}{\nu(v)} \tilde{f}^{a} \partial_{x} \tilde{f}^{a} d x d v \\
=\frac{1}{2}\left(\int \frac{\xi}{\nu(v)}\left|\tilde{f}^{a}\right|^{2}(0, v) d v-\int \frac{\xi}{\nu}\left|\tilde{f}^{a}\right|^{2}(a, v) d v\right)  \tag{2.11}\\
\leq \frac{1}{2} \int_{\xi>0} \frac{\xi}{\nu(v)} \tilde{\varphi}^{2}(v) d v
\end{array}
$$

Since $f^{a}(x, v)=c^{a}(x) M(v)+w^{a}(x, v)$,

$$
\begin{array}{r}
\left|c_{a}-c^{a}(x)\right|=\frac{1}{|u|}\left|\int \xi w^{a}(x, v) d v\right| \\
\leq \frac{1}{|u|}\left(\int \xi^{2} \frac{M(v)}{\nu(v)} d v \int\left|\tilde{w}^{a}\right|^{2}(x, v) d v\right)^{\frac{1}{2}}
\end{array}
$$

so that

$$
\begin{equation*}
\int_{0}^{a} \int\left|\tilde{f}^{a}(x, v)-c_{a} \sqrt{M(v) \nu(v)}\right|^{2} d x d v \leq c \int_{0}^{a} \int\left|\tilde{w}^{a}\right|^{2}(x, v) d x d v \tag{2.12}
\end{equation*}
$$

By (2.5), (2.11), and (2.12), there exist a sequence $\left(a_{j}\right)$ tending to infinity, a number $c_{\infty}$, and a function $\tilde{f}$ such that $c_{a_{j}}$ tends to $c_{\infty}$ and $\tilde{f}^{a_{j}}-c_{a_{j}} \sqrt{\nu M}$ converges weakly
in $L^{2}$ to $\tilde{f}-c_{\infty} \sqrt{\nu M}$. One can then check that $\tilde{f}$ is a solution to the Milne problem (2.1-2.2) with the desired properties.

For the boundary layer study in section 3 , some decay of $\tilde{g}:=\tilde{f}-c_{\infty} \sqrt{\nu M}$ is needed.

Proposition 2.2. Assume that

$$
\begin{equation*}
\sup _{v \in \mathbb{R}_{+}^{3}}|\tilde{\varphi}(v)|(1+|v|)^{s}<\infty, \quad s \in \mathbb{R}_{+} \tag{2.13}
\end{equation*}
$$

Then for $s \in \mathbb{R}_{+}, \int \frac{|\xi|}{\nu(v)}|\tilde{g}(x, v)|^{2} d v \leq c x^{-s}, \quad x>0$.
This result can essentially be found in [11]. For the convenience of the reader we give their proof with the differences introduced by the nonzero bulk velocity of the Maxwellian. The proof is based on the entropy method introduced by Bardos, Santos, and Sentis [2], and uses the following decay properties of $\tilde{g}$, pointwise in $v$ and integral in $x$.

Lemma 2.3. Under (2.13) for $s \in \mathbb{R}_{+}$,

$$
\begin{align*}
& \sup _{x>0, v \in \mathbb{R}^{3}}(1+|v|)^{s}|\tilde{g}(x, v)| \leq c_{1}  \tag{2.14}\\
& \int_{0}^{\infty} \int_{\mathbb{R}^{3}} x^{s}|\tilde{g}(x, v)|^{2} d x d v \leq c_{2} \tag{2.15}
\end{align*}
$$

The constants $c_{1}, c_{2}$ depend on $\varphi$ and $s$.
Proof of Proposition 2.2. Write

$$
\begin{array}{r}
\int_{\mathbb{R}^{3}} \frac{|\xi|}{\nu}|\tilde{g}(x, v)|^{2} d v \leq \int_{|\xi| \leq r} \frac{|\xi|}{\nu}|\tilde{g}(x, v)|^{2} d v \\
+\int_{|\xi|>r,|v| \leq \rho} \frac{|\xi|}{\nu}|\tilde{g}(x, v)|^{2} d v+\int_{|v| \geq \rho} \frac{|\xi|}{\nu}|\tilde{g}(x, v)|^{2} d v \\
:=a+b+c
\end{array}
$$

By (2.14), $a(r)$ and $c(\rho)$ satisfy

$$
\begin{gather*}
a(r) \leq c r \int_{|\xi| \leq r}(1+|v|)^{-2 s-\gamma} d v \leq c r \quad \text { for } s>\frac{3}{2}-\frac{\gamma}{2},  \tag{2.16}\\
c(\rho) \leq c \int_{|v| \geq \rho}(1+|v|)^{-2 s+1-\gamma} d v \leq c \rho^{-1} \quad \text { for } s>\frac{5}{2}-\frac{\gamma}{2} . \tag{2.17}
\end{gather*}
$$

Evidently

$$
b(r, \rho) \leq c r^{-1} \rho^{\gamma} \int_{\mathbb{R}^{3}}\left|\frac{\xi \tilde{g}(x, v)}{\nu(v)}\right|^{2} d v
$$

Now

$$
\frac{\xi}{\nu}(\tilde{g}(y, v)-\tilde{g}(x, v))=\int_{x}^{y} \tilde{Q}\left(\tilde{w}_{g}\right)(z, v) d z
$$

and so by (2.15)

$$
\begin{aligned}
& \int_{|\xi|>r,|v| \leq \rho}\left|\frac{\xi}{\nu}(\tilde{g}(y, v)-\tilde{g}(x, v))\right|^{2} d v \leq c\left(\int_{x}^{y}\left(\int_{\mathbb{R}^{3}}\left|\tilde{w}_{g}(z, v)\right|^{2} d v\right)^{\frac{1}{2}} d z\right)^{2} \\
& \leq c x^{-s+1} \int_{x}^{y} \int_{\mathbb{R}^{3}} z^{s}|\tilde{g}(z, v)|^{2} d v d z \leq c x^{-s+1}
\end{aligned}
$$

Since $\tilde{g} \in L^{2}\left(\mathbb{R}_{+} \times \mathbb{R}^{3}\right)$, a sequence $y_{j} \rightarrow \infty$ can be chosen so that $\lim _{j \rightarrow \infty} \tilde{g}\left(y_{j},.\right)=0$ in $L^{2}\left(\mathbb{R}^{3}\right)$. It follows that

$$
\int_{|\xi|>r,|v| \leq \rho}\left|\frac{\xi}{\nu} \tilde{g}(x, v)\right|^{2} d v \leq c x^{-s+1}
$$

and so

$$
b(r, \rho) \leq c r^{-1} \rho^{\gamma} x^{-s+1}
$$

The choice $r=x^{-\frac{s}{3}}, \rho=x^{\frac{s}{3}}$ in (2.16-2.17) gives the desired result.
Proof of (2.14). By [11, Prop. 4.3]

$$
\begin{equation*}
\sup _{x>0}\|\tilde{g}(x, .)\|_{L^{2}\left(\mathbb{R}^{3}\right)} \leq c \tag{2.18}
\end{equation*}
$$

where $c$ depends on $\tilde{\varphi}$ in the $L^{2} \cap L^{\infty}$ sense. Also

$$
\begin{equation*}
\tilde{Q}^{+}(\tilde{g})(x, v)=\int_{\mathbb{R}^{3}} k\left(v, v_{1}\right) \tilde{g}\left(x, v_{1}\right) d v_{1} \tag{2.19}
\end{equation*}
$$

with

$$
\left|k\left(v, v_{1}\right)\right| \leq\left(1+|v|+\left|v_{1}\right|\right)^{-1+\gamma}\left(1+\left|v_{1}\right|\right)^{-\frac{\gamma}{2}} \phi\left(v, v_{1}\right)
$$

and

$$
\int_{\mathbb{R}^{3}} \phi^{2}\left(v, v_{1}\right) d v_{1} \leq c(1+|v|)^{-1-\gamma}
$$

Hence

$$
(1+|v|)^{\frac{3}{2}-\frac{\gamma}{2}}\left|\tilde{Q}^{+} \tilde{g}(x, v)\right| \leq c\|\tilde{g}(x, .)\|_{L^{2}\left(\mathbb{R}^{3}\right)}
$$

The exponential form of (2.1-2.2) gives

$$
\begin{align*}
(1+|v|)^{\frac{3}{2}-\frac{\gamma}{2}}|\tilde{g}(x, v)| \leq & |\tilde{\varphi}(v)|(1+|v|)^{\frac{3}{2}-\frac{\gamma}{2}} \chi_{\xi>0} \\
& +c \sup _{x>0}\|\tilde{g}(x, .)\|_{L^{2}\left(\mathbb{R}^{3}\right)} . \tag{2.20}
\end{align*}
$$

Here $\chi_{\xi>0}$ is the characteristic function of the set $\left\{v \in \mathbb{R}^{3} ; \xi>0\right\}$. By (2.18) the right-hand side is finite. Also

$$
\int_{\mathbb{R}^{3}}(1+|v|)^{s+1}\left(1+\left|v_{1}\right|\right)^{-s} k\left(v, v_{1}\right) d v_{1}<\infty, \quad s \in \mathbb{R}_{+}
$$

Using this together with (2.20), a direct estimate in the exponential form of (2.1-2.2) gives (2.14).

Proof of 2.15. By (2.11), which also holds for $\tilde{w}_{g}$, there is a sequence $y_{j} \rightarrow \infty$ such that

$$
\begin{equation*}
\int\left|\tilde{w}_{g}\left(y_{j}, v\right)\right|^{2} d v \rightarrow 0 \tag{2.21}
\end{equation*}
$$

It follows from Theorem 2.1 that $\int_{\mathbb{R}^{3}} \xi g(x, v) d v=0, x \in \mathbb{R}_{+}$, and so the orthogonal decomposition $\tilde{g}(x, v)=c^{\infty}(x) \sqrt{\nu(v) M(v)}+\tilde{w}_{g}(x, v)$ gives

$$
\begin{array}{r}
\left|u c^{\infty}(x)\right|=\left|\int \xi w_{g}(v) d v\right| \\
\leq\left(\frac{\xi^{2} M(v)}{\nu(v)} d v \int\left|\tilde{w}_{g}(x, v)\right|^{2} d v\right)^{\frac{1}{2}} \tag{2.22}
\end{array}
$$

In particular

$$
\begin{equation*}
\lim _{j \rightarrow \infty} c^{\infty}\left(y_{j}\right)=0 \tag{2.23}
\end{equation*}
$$

Now the proof is based on a study of the entropy flux

$$
H(x)=\int \frac{\xi}{\nu}|\tilde{g}(x, v)|^{2} d v
$$

Using the orthogonal decomposition of $\tilde{g}$ and splitting the domain of integration we get

$$
\begin{array}{r}
\lim _{j \rightarrow \infty} H\left(y_{j}\right) \leq \lim _{j \rightarrow \infty} C c\left(y_{j}\right)^{2}+\lim _{j \rightarrow \infty} C \int_{\mathbb{R}^{3}} \tilde{w}_{g}\left(y_{j}, v\right)^{2} d v \\
+\lim _{j \rightarrow \infty} C \int_{|v| \geq \rho} \frac{\xi}{\nu(v)} \tilde{g}\left(y_{j}, v\right)^{2} d v
\end{array}
$$

By (2.21) and (2.23) the first two of these limits are zero. By (2.14) the third one is bounded by

$$
c \int_{|v| \geq \rho} \frac{|\xi|}{\nu(v)}(1+|v|)^{-5} d v \leq \frac{c}{\rho}
$$

It follows that $\lim _{j \rightarrow \infty} H\left(y_{j}\right)=0$. A multiplication of (2.1) by $\tilde{g}$ and $v$-integration show that $H(x)$ is nonincreasing. And so

$$
\begin{equation*}
0 \leq H(x) \leq H(0) \leq \int_{\xi>0} \frac{\xi}{\nu} \tilde{\varphi}(v)^{2} d v \tag{2.24}
\end{equation*}
$$

Since $\tilde{g} \in L^{2}\left(\mathbb{R}_{+} \times \mathbb{R}^{3}\right)$, it is enough for (2.15) to consider

$$
\int_{1}^{\infty} \int_{\mathbb{R}^{3}} x^{s} \tilde{g}(x, v)^{2} d x d v
$$

A multiplication of (2.1) by $x^{s} \tilde{g}$ and integration gives

$$
\begin{array}{r}
H(y) y^{s}+\int_{1}^{y}\left(x^{s} \int_{\mathbb{R}^{3}} \tilde{w}_{g}(x, v)^{2} d v-s x^{s-1} H(x)\right) d x \\
\leq H(1) \leq \int_{\xi>0} \frac{\xi}{\nu} \tilde{\varphi}(v)^{2} d v \tag{2.25}
\end{array}
$$

The positivity of $H(y)$ implies that

$$
\int_{1}^{y}\left(x^{s} \int_{\mathbb{R}^{3}} \tilde{w}_{g}(x, v)^{2} d v-s x^{s-1} H(x)\right) d x \leq H(1)
$$

Now

$$
\int_{|v| \leq \rho} \frac{|\xi|}{\nu} \tilde{g}(x, v)^{2} d v \leq c \rho^{1-\gamma}\|\tilde{g}(x, .)\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}
$$

and by (2.14), for any $\lambda \in \mathbb{R}_{+}$,

$$
\int_{|v| \geq \rho} \frac{|\xi|}{\nu} \tilde{g}(x, v)^{2} d v \leq c_{\lambda} \rho^{-\lambda} .
$$

This together with (2.22) and (2.25) implies for some $\alpha>0$ that

$$
\int_{1}^{y} x^{s}\left(\int \tilde{g}(x, v)^{2} d v\right)\left(\alpha-\frac{c \rho^{1-\gamma}}{x}\right) d x \leq H(1)+c_{\lambda} \int_{1}^{y} \rho^{-\lambda} s x^{s-1} d x
$$

The choice $\rho(x)=\left(\frac{\alpha x}{2 c}\right)^{\frac{1}{1-\gamma}}, \lambda>s(1-\gamma)$ yields

$$
\int_{1}^{\infty} x^{s} \int \tilde{g}(x, v)^{2} d v d x \leq c_{s}
$$

3. The fluid approximation with initial and boundary layers for nonzero bulk velocity. Introduce the mean free path $\epsilon>0$ and take $u>0$. This section considers the slab problem

$$
\begin{equation*}
\partial_{t} f_{\epsilon}+\frac{1}{\epsilon^{2}} \xi \partial_{x} f_{\epsilon}=\frac{1}{\epsilon^{3}} Q\left(f_{\epsilon}\right), \quad t>0, \quad x \in(0,1), \quad v \in \mathbb{R}^{3} \tag{3.1}
\end{equation*}
$$

together with the initial condition

$$
\begin{equation*}
f_{\epsilon}(0, x, v)=f_{i}(x, v), \quad x \in(0,1), \quad v \in \mathbb{R}^{3} \tag{3.2}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
f_{\epsilon}(t, 0, v)=f_{0}(v), t>0, \xi>0 ; \quad f_{\epsilon}(t, 1, v)=f_{1}(v), \quad t>0, \quad \xi<0 \tag{3.3}
\end{equation*}
$$

After an initial layer, the unique solution satisfies the stationary problem

$$
\begin{equation*}
\xi \partial_{x} g_{\epsilon}=\frac{1}{\epsilon} Q\left(g_{\epsilon}\right), \quad x \in(0,1), \quad v \in \mathbb{R}^{3} \tag{3.4}
\end{equation*}
$$

together with the boundary conditions

$$
\begin{equation*}
g_{\epsilon}(0, v)=f_{0}(v), \quad \xi>0 ; \quad g_{\epsilon}(1, v)=f_{1}(v), \quad \xi<0 \tag{3.5}
\end{equation*}
$$

if one disregards the error term from the initial layer. Moreover, $g_{\epsilon}$ can be split into a fluid part $c M$ in the interior of the domain together with boundary layers and with the error term tending to zero strongly in $L^{1}$, when $\epsilon$ tends to zero.

THEOREM 3.1. Let $f_{i}, f_{0}, f_{1}$ be given with $\tilde{f}_{i} \in L_{\frac{1}{\nu}}^{2}\left((0,1) \times \mathbb{R}^{3}\right), \tilde{f}_{0} \in L_{\frac{\xi}{\nu}}^{2}\left(\mathbb{R}_{+}^{\xi} \times \mathbb{R}^{2}\right)$, $\tilde{f}_{1} \in L_{\frac{|\xi| \mid}{2}}^{2}\left(\mathbb{R}_{-}^{\xi} \times \mathbb{R}^{2}\right)$. Denote by $f_{\epsilon}$ and $g_{\epsilon}$ the unique solutions of $(3.1-3.3)$, respectively, (3.4-3.5) with these given initial and boundary values. Then for $t>0$

$$
\lim _{\epsilon \rightarrow 0} f_{\epsilon}(t, .)-g_{\epsilon}(.)=0
$$

strongly in $L^{1}\left((0,1) \times \mathbb{R}^{3}\right)$.

THEOREM 3.2. Under the same hypotheses there are a constant $c$, boundary layer terms $l_{\epsilon}(x, v)=l^{0}\left(\frac{x}{\epsilon}, v\right)$, and $r_{\epsilon}(x, v)=r^{0}\left(\frac{x-1}{\epsilon}, v\right)$, with $\tilde{l}^{0}$ and $\tilde{r}^{0}$, respectively, belonging to $L^{2}\left(\mathbb{R}_{+} \times \mathbb{R}^{3}\right)$ and $L^{2}\left(\mathbb{R}_{-} \times \mathbb{R}^{3}\right)$ such that

$$
\begin{equation*}
g_{\epsilon}=c M+l_{\epsilon}+r_{\epsilon}+S_{\epsilon} . \tag{3.6}
\end{equation*}
$$

Here the terms $\tilde{l}^{0}$ and $\tilde{r}^{0}$ have the decay properties of Proposition 2.2, and the remainder term $S_{\epsilon}$ tends to 0 in $L^{1}\left((0,1) \times \mathbb{R}_{v}^{3}\right)$, when $\epsilon$ tends to 0 .

The proof of Theorem 3.1 is based on the following lemma.
LEMMA 3.3. Let $f_{i}$ be given with $0 \leq \tilde{f}_{i} \in L_{\frac{1}{\nu}}^{2}\left((0,1) \times \mathbb{R}^{3}\right)$. Denote by $f_{\epsilon}(t, x, v)$ the solution of (3.1-3.3) with $f_{i}$ as initial value and boundary values $f_{0}=f_{1}=0$. For $s>0, f_{\epsilon}(s, .,$.$) converges strongly in L^{1}\left((0,1) \times \mathbb{R}^{3}\right)$ to zero, when $\epsilon$ tends to zero.

Proof. After scaling $t \rightarrow \frac{t}{\epsilon^{2}}$, the solution (still denoted $f_{\epsilon}$ ) satisfies

$$
\begin{array}{r}
\left(\partial_{t}+\xi \partial_{x}\right) f_{\epsilon}=\frac{1}{\epsilon} Q\left(f_{\epsilon}\right), \quad t \in \mathbb{R}_{+}, \quad x \in(0,1), \quad v \in \mathbb{R}^{3} \\
f_{\epsilon}(0, .)=f_{i}(.) \\
f_{\epsilon}(t, 0, v)=0, \quad t>0, \quad \xi>0, \quad f_{\epsilon}(t, 1, v)=0, \quad t>0, \quad \xi<0
\end{array}
$$

Green's formula implies that mass and entropy

$$
\int_{0}^{1} \int_{\mathbb{R}^{3}} f_{\epsilon}(t, x, v) d x d v, \quad \int_{0}^{1} \int_{\mathbb{R}^{3}} \frac{\tilde{f}_{\epsilon}(t, x, v)^{2}}{\nu(v)} d x d v
$$

are decreasing with time. Suppose that the lemma does not hold. Then for some $s>0$, there is a sequence $\left(\epsilon_{j}\right)$ with $\lim _{j \rightarrow \infty} \epsilon_{j}=0$ such that

$$
\inf _{j} \int_{0}^{1} \int_{\mathbb{R}^{3}} f_{\epsilon_{j}}\left(t_{j}, x, v\right) d x d v>0
$$

Here $t_{j}=\frac{s}{\epsilon_{j}^{2}}$. The lemma follows if for a subsequence of $\left(t_{j}\right)$ (still denoted $\left.\left(t_{j}\right)\right)$ there is a sequence $\left(t_{j}^{\prime}\right)$ with $0 \leq t_{j}^{\prime} \leq t_{j}$ such that

$$
\lim _{j \rightarrow \infty} \int_{0}^{1} \int_{\mathbb{R}^{3}} f_{\epsilon_{j}}\left(t_{j}^{\prime}, x, v\right) d x d v=0
$$

With $\tilde{f}_{\epsilon_{j}}:=\tilde{f}_{j}, \tilde{w}_{\epsilon_{j}}:=\tilde{w}_{j},(1.9)$ gives

$$
\begin{aligned}
& \int_{0}^{1} \int_{\mathbb{R}^{3}} \frac{\tilde{f}_{j}\left(t_{j}, x, v\right)^{2}}{\nu(v)} d x d v+\frac{\sigma}{\epsilon_{j}} \int_{0}^{t_{j}} \int_{0}^{1} \int_{\mathbb{R}^{3}} \tilde{w}_{j}(\tau, x, v)^{2} d \tau d x d v \\
& \leq \int_{0}^{1} \int_{\mathbb{R}^{3}} \frac{\tilde{f}_{i}(x, v)^{2}}{\nu(v)} d x d v:=\sigma c_{1}
\end{aligned}
$$

If each of the $s \epsilon_{j}^{-\frac{3}{2}}$ intervals $\left[l \epsilon_{j}^{-\frac{1}{2}},(l+1) \epsilon_{j}^{-\frac{1}{2}}\right]$ of $\left[0, t_{j}\right]$ has

$$
\frac{1}{\epsilon_{j}} \int_{l \epsilon_{j}^{-\frac{1}{2}}}^{(l+1) \epsilon_{j}^{-\frac{1}{2}}} \int_{0}^{1} \int_{\mathbb{R}^{3}} \tilde{w}_{j}(\tau, x, v)^{2} d \tau d x d v>\epsilon_{j}^{\frac{3}{2}} \frac{c_{1}}{s}
$$

then

$$
\frac{\sigma}{\epsilon_{j}} \int_{0}^{t_{j}} \int_{0}^{1} \int_{\mathbb{R}^{3}} \tilde{w}_{j}(\tau, x, v)^{2} d \tau d x d v>c_{1} \sigma
$$

This contradiction implies that for some interval $I_{j} \subset\left[0, t_{j}\right]$ and of length $\epsilon_{j}^{-\frac{1}{2}}$

$$
\frac{1}{\epsilon_{j}} \int_{I_{j}} \int_{0}^{1} \int_{\mathbb{R}^{3}} \tilde{w}_{j}(\tau, x, v)^{2} d \tau d x d v \leq e_{j}^{\frac{3}{2}} \frac{c_{1}}{s}
$$

In particular

$$
\lim _{j \rightarrow \infty} \epsilon_{j}^{-2} \int_{I_{j}} \int_{0}^{1} \int_{\mathbb{R}^{3}} \tilde{w}_{j}(\tau, x, v)^{2} d \tau d x d v=0
$$

With $I_{j}=\left(t_{j}^{\prime}, t_{j}^{\prime \prime}\right)$ it follows that for $t \geq 0$ (and some subsequence of the $j$ 's)

$$
\tilde{f}_{j}\left(t_{j}^{\prime}+t, x, v\right) \rightharpoonup \tilde{f}_{\infty}(t, x, v)
$$

weakly in $L_{\frac{1}{\nu}}^{2}\left((0,1) \times \mathbb{R}^{3}\right)$. Here

$$
\int_{0}^{1} \int_{\mathbb{R}^{3}} \frac{\tilde{f}_{\infty}(t, x, v)^{2}}{\nu(v)} d x d v \leq \sigma c_{1}
$$

By the equicontinuity in $t$, it is enough to prove the above weak $L^{2}$-convergence for rational $t$ 's. Using (1.9) we have for $t$ fixed and $j$ large enough that

$$
\int_{0}^{1} \int_{\mathbb{R}^{3}} \frac{1}{\nu(v)} f_{j}\left(t_{j}^{\prime}+t, x, v\right)^{2} d x d v \leq \sigma c_{1}
$$

So a subsequence of $\tilde{f}_{j}\left(t_{j}^{\prime}+t\right)$ converges weakly when $j \rightarrow 0$. We conclude with a Cantor diagonalization argument.

Also for a.e. $t>0$,

$$
\tilde{w}_{j}\left(t_{j}^{\prime}+t, x, v\right) \rightarrow 0
$$

strongly in $L^{2}\left((0,1) \times \mathbb{R}^{3}\right)$, and so

$$
\tilde{f}_{\infty}(t, x, v)=c_{\infty}(t, x,) \sqrt{\nu(v) M(v)}
$$

But $\tilde{f}_{\infty}$ satisfies

$$
\begin{aligned}
& \left(\partial_{t}+\xi \partial_{x}\right) \tilde{f}_{\infty}=0, \quad t>0, \quad x \in(0,1), \quad v \in \mathbb{R}^{3} \\
& \tilde{f}_{\infty}(t, 0, v)=0, \quad t>0, \quad \xi>0 ; \quad \tilde{f}_{\infty}(t, 1, v)=0, \quad t>0, \quad \xi<0
\end{aligned}
$$

and so $\tilde{f}_{\infty} \equiv 0$. In particular $\lim _{j \rightarrow \infty} \tilde{f}_{j}\left(t_{j}^{\prime}, .,.\right)=0$ weakly in $L_{\frac{1}{\nu}}^{2}\left((0,1) \times \mathbb{R}^{3}\right)$. It follows that

$$
\begin{array}{r}
0 \leq \lim _{j \rightarrow \infty} \int_{0}^{1} \int_{\mathbb{R}^{3}} f_{j}\left(t_{j}, x, v\right) d x d v \\
\leq \lim _{j \rightarrow \infty} \int_{0}^{1} \int_{\mathbb{R}^{3}} f_{j}\left(t_{j}^{\prime}, x, v\right) d x d v=\lim _{j \rightarrow \infty} \int_{0}^{1} \int_{\mathbb{R}^{3}} \sqrt{\frac{M(v)}{\nu(v)}} \tilde{f}_{j}\left(t_{j}^{\prime}, x, v\right) d x d v
\end{array}
$$

$$
=0
$$

This completes the proof of the lemma.

Proof of Theorem 3.1. The function $f_{\epsilon}-g_{\epsilon}$ satisfies (3.1-3.3) with initial value $f_{i}-g_{i}$ and boundary value zero. By linearity it is enough to prove the theorem when the boundary values are zero and $f_{i}-g_{i} \geq 0$, and this case is contained in Lemma 3.3.

Proof of Theorem 3.2. Essentially by section 1 , there is a unique solution $g_{\epsilon}(x, v)$ with $\tilde{g}_{\epsilon} \in L^{2}$ to

$$
\begin{array}{r}
\xi \partial_{x} g_{\epsilon}=\frac{1}{\epsilon} Q\left(g_{\epsilon}\right), \\
g_{\epsilon}(0, v)=f_{0}(v), \quad \xi>0 \\
g_{\epsilon}(1, v)=f_{1}(v), \quad \xi<0
\end{array}
$$

From the results on the Milne problem in Theorem 2.1, there is a constant $c$ such that

$$
\begin{array}{r}
\frac{\xi}{\nu(v)} \partial_{x} \tilde{q}(x, v)=\tilde{Q} \tilde{q}(x, v), \quad x>0, \quad v \in \mathbb{R}^{3}, \\
\tilde{q}(0, v)=\tilde{f}_{0}(v), \quad \xi>0
\end{array}
$$

has a solution $\tilde{q}=c \sqrt{\nu M}+\tilde{l}$, with $\tilde{l} \in L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}_{v}^{3}\right)$. Define $l^{0}$ by

$$
l^{0}(y, v)=\sqrt{\frac{M(v)}{\nu(v)}} \tilde{l}(y, v)
$$

Also by Theorem 2.1 the Milne problem

$$
\begin{array}{r}
\frac{\xi}{\nu(v)} \tilde{r}_{x}(x, v)=\tilde{Q} \tilde{r}(x, v), \quad x<0, \quad v \in \mathbb{R}^{3} \\
\tilde{r}(0, v)=\tilde{f}_{1}(v)-c \sqrt{\nu(v) M(v)}, \quad \xi<0
\end{array}
$$

has a solution $\tilde{r} \in L^{2}\left(\mathbb{R}_{-} \times \mathbb{R}_{v}^{3}\right)$. Indeed for $u>0$, looking for a solution defined in $\mathbb{R}_{-}$corresponds to considering $u<0$ in the $\mathbb{R}_{+}$situation. Define $r^{0}$ by

$$
r^{0}(y, v)=\sqrt{\frac{M(v)}{\nu(v)}} \tilde{r}(y, v)
$$

$S_{\epsilon}:=g_{\epsilon}-c M-l_{\epsilon}-r_{\epsilon}$ satisfies

$$
\begin{array}{r}
\xi \partial_{x} S_{\epsilon}=\frac{1}{\epsilon} Q\left(S_{\epsilon}\right), \quad x \in(0,1), \quad v \in \mathbb{R}^{3}  \tag{3.7}\\
S_{\epsilon}(0, v)=-r^{0}\left(-\frac{1}{\epsilon}, v\right), \quad \xi>0 \\
S_{\epsilon}(1, v)=-l^{0}\left(\frac{1}{\epsilon}, v\right), \quad \xi<0
\end{array}
$$

Introduce as above the orthogonal decomposition

$$
\tilde{S}_{\epsilon}(x, v)=c^{\epsilon}(x) \sqrt{\nu M}+\tilde{w}_{\epsilon}
$$

It follows from (3.4), Green's formula, and (1.6) that

$$
\begin{array}{r}
\int_{\xi<0} \frac{|\xi|}{\nu}\left|\tilde{S}_{\epsilon}(0, v)\right|^{2} d v+\int_{\xi>0} \frac{\xi}{\nu}\left|\tilde{S}_{\epsilon}(1, v)\right|^{2} d v \\
+\frac{\sigma}{\epsilon} \int_{0}^{1} \int_{\mathbb{R}^{3}}\left|\tilde{w}_{\epsilon}(x, v)\right|^{2} d x d v \\
\leq \int_{\xi>0} \frac{\xi}{\nu}\left|\tilde{r}^{0}\left(-\frac{1}{\epsilon}, v\right)\right|^{2} d v+\int_{\xi<0} \frac{|\xi|}{\nu}\left|\tilde{l}^{0}\left(\frac{1}{\epsilon}, v\right)\right|^{2} d v \tag{3.8}
\end{array}
$$

By Proposition 2.2 the right-hand side tends superalgebraically to zero, when $\epsilon$ tends to zero. By (3.4)

$$
u c_{\epsilon}=\int \xi S_{\epsilon}(x, v) d v
$$

is independent of $x$. Multiplying (3.7) with $\operatorname{sign} S_{\epsilon}$ and integrating we get

$$
\begin{array}{r}
\int_{\xi<0}|\xi|\left|S_{\epsilon}(0, v)\right| d v+\int_{\xi>0} \xi\left|S_{\epsilon}(1, v)\right| d v \\
\leq \int_{\xi>0} \xi\left|r^{0}\left(-\frac{1}{\epsilon}, v\right)\right| d v+\int_{\xi<0}\left|\xi l^{0}\left(\frac{1}{\epsilon}, v\right)\right| d v
\end{array}
$$

Thus

$$
\begin{array}{r}
\left|c_{\epsilon}\right| \leq \frac{1}{u} \int|\xi| S_{\epsilon}(0, v) d v \\
\leq \frac{c}{u}\left(\int_{\xi>0} \frac{\xi}{\nu}\left|\tilde{r}^{0}\left(-\frac{1}{\epsilon}, v\right)\right|^{2} d v+\int_{\xi<0} \frac{|\xi|}{\nu}\left|\tilde{l}^{0}\left(\frac{1}{\epsilon}, v\right)\right|^{2} d v\right) \tag{3.9}
\end{array}
$$

which tends to zero superalgebraically, when $\epsilon$ tends to zero. As in (2.12)

$$
\begin{array}{r}
\int_{0}^{1} \int_{\mathbb{R}^{3}}\left|\tilde{S}_{\epsilon}(x, v)-c_{\epsilon} \sqrt{\nu(v) M(v)}\right|^{2} d x d v \\
\leq c \int_{0}^{1} \int_{\mathbb{R}^{3}}\left|\tilde{w}_{\epsilon}(x, v)\right|^{2} d x d v \tag{3.10}
\end{array}
$$

By (3.5-3.7)

$$
\int_{0}^{1} \int_{\mathbb{R}^{3}}\left|\tilde{S}_{\epsilon}(x, v)\right|^{2} d x d v
$$

tends to zero superalgebraically, when $\epsilon$ tends to zero.
Remark. The evaporation at $x=0$ determines the (fluid dynamic) mass flux term $c M$ through the boundary layer analysis. At the condensation boundary $x=1$ this term is removed from the boundary layer correction.

Remark. It follows from this proof that the solution of the Milne problem in Theorem 2.1 is unique. It also follows that the convergence to zero of the error term in Theorem 3.2 is superalgebraic.
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#### Abstract

A variational problem related to the Ginzburg-Landau model of superconductivity with normal impurity inclusion is considered. A standing feature of this problem is the vortex-pinning effect (i.e., the zeros of solutions are attracted to the region occupied by the normal impurities) as some parameters are sufficiently small. Asymptotic behaviors of the solutions of this problem as these parameters tend to zero is studied, and the vortex-pinning effect is proved.
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1. Introduction. Let $\Omega_{n}$ and $\Omega\left(\Omega_{n} \subset \subset \Omega\right)$ be two bounded domains in $\mathbb{R}^{2}$, $g: \partial \Omega \rightarrow S^{1}$ be a smooth map with $\operatorname{deg}(g, \partial \Omega)>0$. Set $\Omega_{s} \equiv \Omega \backslash \overline{\Omega_{n}}$. Consider the following variational problem: find a function $u \in H_{g}^{1}(\Omega)$ such that

$$
\begin{equation*}
E(u, \Omega)=\min _{v \in H_{g}^{1}(\Omega)} E(v, \Omega) \tag{1.1}
\end{equation*}
$$

where

$$
\begin{align*}
E(v, \Omega) & \equiv \frac{1}{2} \int_{\Omega}|\nabla v|^{2}+\frac{1}{4 \varepsilon^{2}} \int_{\Omega_{s}}\left(1-|v|^{2}\right)^{2}+\frac{1}{2 \mu^{2}} \int_{\Omega_{n}}|v|^{2}  \tag{1.2}\\
H_{g}^{1}(\Omega) & \equiv\left\{v: \Omega \rightarrow \mathcal{C} \mid v \in H^{1}(\Omega), \quad v=g \text { on } \partial \Omega\right\} \tag{1.3}
\end{align*}
$$

and $\varepsilon, \mu$ are small positive constants.
This problem is related to the Ginzburg-Landau model of superconductivity with normal impurity inclusion such as superconducting-normal junctions (cf. [1]). $\Omega_{s}$ and $\Omega_{n}$ represent the domains occupied by superconducting materials and normal conducting materials, respectively. The solution $u$ is the Ginzburg-Landau complex order parameter. Zeros of $u$ are known as Ginzburg-Landau vortices which are of significance in the theory of superconductivity. When the vortices move, resistance to the current is produced and causes loss of superconductivity. One way to prevent the movement of the vortices is to add some impurities such as normal conducting materials into the superconducting materials to provide pinning sites for the vortices. In this setting, a simplified Ginzburg-Landau's Gibbs free energy is given by (1.2) (cf. [1], [2]).

This paper is devoted to the study of asymptotic behaviors of the solution $u$ as $\varepsilon, \mu$, and diam $\Omega_{n}$ tend to zero as well as the vortex-pinning effect of (1.1)-(1.3). For simplicity, we shall let $\varepsilon=\mu, \Omega=B_{1}, \Omega_{n}=B_{\rho}$, and $\Omega_{s}=B_{1} \backslash \overline{B_{\rho}}$. Here $0<\rho<\frac{1}{4}$

[^3]and $B_{r}$ is the disc in $\mathbb{R}^{2}$ centered at the origin with radius $r$. Then our problem becomes
\[

$$
\begin{equation*}
E\left(u, B_{1}\right)=\min _{v \in H_{g}^{1}\left(B_{1}\right)} E\left(v, B_{1}\right) \tag{1.4}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
E\left(v, B_{1}\right) \equiv \frac{1}{2} \int_{B_{1}}|\nabla v|^{2}+\frac{1}{4 \varepsilon^{2}} \int_{B_{1} \backslash B_{\rho}}\left(1-|v|^{2}\right)^{2}+\frac{1}{2 \varepsilon^{2}} \int_{B_{\rho}}|v|^{2} \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{g}^{1}\left(B_{1}\right) \equiv\left\{v: B_{1} \rightarrow \mathcal{C} \mid v \in H^{1}\left(B_{1}\right), v=g \text { on } \partial B_{1}\right\} \tag{1.6}
\end{equation*}
$$

Our main result is the following theorem.
THEOREM. Suppose that $g \in C^{2}\left(\partial B_{1}, S^{1}\right)$ and $\operatorname{deg}\left(g, \partial B_{1}\right)=d>0$. Given any sequence $\left\{\varepsilon_{n}, \rho_{n}\right\}_{n=1}^{+\infty}$ satisfying $\varepsilon_{n} \rightarrow 0$ and $\rho_{n} \rightarrow 0$ as $n \rightarrow+\infty$, let $u_{n}$ be $a$ solution of (1.4)-(1.6) with $\varepsilon=\varepsilon_{n}$ and $\rho=\rho_{n}$. Then, by passing to an appropriate subsequence, we have

$$
u_{n} \rightarrow u_{*} \text { in } C_{\mathrm{loc}}^{1}\left(\overline{B_{1}} \backslash \bigcup_{i=0}^{m}\left\{a_{i}\right\}\right) \quad \text { as } n \rightarrow+\infty
$$

where $a_{0}, a_{1}, \ldots, a_{m}$ are $m+1$ distinct points in $B_{1}, a_{0}=0,0 \leq m \leq d$ and $u_{*}$ is a harmonic map in $\overline{B_{1}} \backslash\left(\cup_{j=0}^{m}\left\{a_{j}\right\}\right)$ such that $\operatorname{deg}\left(u_{*}, a_{j}\right)=1(j=1,2, \ldots, m)$, $\operatorname{deg}\left(u_{*}, 0\right)=d-m$, and $u_{*}=g$ on $\partial B_{1}$.

Moreover, there is a constant $\mu \geq 1$ depending only on $g$ such that

$$
\begin{aligned}
& 1^{\circ} \quad \operatorname{deg}\left(u_{*}, 0\right)<k \text { if } \frac{\lim }{n \rightarrow+\infty} \frac{\varepsilon_{n}}{\rho_{n}^{2 k-1}} \geq \mu,(k=2, \ldots, d), \\
& 2^{\circ} \quad \operatorname{deg}\left(u_{*}, 0\right)>k \text { if } \prod_{n \rightarrow+\infty}^{\lim _{n}} \frac{\varepsilon_{n}}{\rho_{n}^{2 k+1}} \leq \frac{1}{\mu},(k=0,1, \ldots, d-1) .
\end{aligned}
$$

In particular, we have the following vortex-pinning effect:

$$
\begin{aligned}
& 3^{\circ} \quad \operatorname{deg}\left(u_{*}, 0\right) \geq 1 \text { if } \lim _{n \rightarrow+\infty} \frac{\varepsilon_{n}}{\rho_{n}}=0 \\
& 4^{\circ} \quad \operatorname{deg}\left(u_{*}, 0\right)=k \text { if } \lim _{n \rightarrow+\infty} \frac{\varepsilon_{n}}{\rho_{n}^{2 k-1}}=0 \text { and } \lim _{n \rightarrow+\infty} \frac{\varepsilon_{n}}{\rho_{n}^{2 k+1}}=+\infty \\
& \quad(k=1,2, \ldots, d-1) \\
& 5^{\circ} \quad \operatorname{deg}\left(u_{*}, 0\right)=d \text { if } \lim _{n \rightarrow+\infty} \frac{\varepsilon_{n}}{\rho_{n}^{2 d-1}}=0 .
\end{aligned}
$$

One can easily see from the arguments in the following sections that, if $\frac{\lim }{n \rightarrow+\infty} \rho_{n}=$ $\rho_{0}>0$, the theorem also holds with $a_{0}$ replaced by $B_{\rho_{0}}$ and $\operatorname{deg}\left(u_{*}, 0\right)$ by $\operatorname{deg}\left(u_{*}, B_{\rho_{0}}\right)$. Hence $5^{\circ}$ implies $\operatorname{deg}\left(u_{*}, B_{\rho_{0}}\right)=d$ and $m=0$. Note that our arguments can be applied for more general domains $\Omega$ and $\Omega_{n}$.

We shall show some energy estimates in section 2 and prove the first part of the theorem above (i.e., the convergence of the solution $u_{n}$ to $u_{*}$ in $C_{\mathrm{loc}}^{1}\left(\overline{B_{1}} \backslash \cup_{j=0}^{m}\left\{a_{j}\right\}\right)$ as $n \rightarrow+\infty$ ) in section 3. In the last section, i.e., section 4 , we shall study the degrees of the singular points $\left\{a_{0}, a_{1}, \ldots, a_{m}\right\}$ and complete the proof of the theorem.

Throughout this paper, $x=\left(x_{1}, x_{2}\right) \equiv x_{1}+i x_{2}$ denotes both a complex number and a point in $\mathbb{R}^{2},(r, \theta)$ is the polar coordinate of $\mathbb{R}^{2}$, and the capital letter "C" denotes various constants which depend only on $g$. Moreover, for any domain $\Omega \subset \mathbb{R}^{2}$, we shall let

$$
\begin{equation*}
E(v, \Omega) \equiv \frac{1}{2} \int_{B_{1} \cap \Omega}|\nabla v|^{2}+\frac{1}{4 \varepsilon^{2}} \int_{\left(B_{1} \backslash B_{\rho}\right) \cap \Omega}\left(1-|v|^{2}\right)^{2}+\frac{1}{2 \varepsilon^{2}} \int_{B_{\rho} \cap \Omega}|v|^{2} \tag{1.7}
\end{equation*}
$$

2. Some energy estimates. By the standard theory of variational problems, (1.4)-(1.6) has at least one solution $u_{\varepsilon, \rho} \in C^{1}\left(\overline{B_{1}}\right) \cap C^{2}\left(\overline{B_{1} \backslash B_{\rho}}\right) \cap C^{2}\left(\overline{B_{\rho}}\right)$ satisfying

$$
\begin{align*}
& -\Delta u=\frac{1}{\varepsilon^{2}} u\left(1-|u|^{2}\right) \quad \text { in } B_{1} \backslash B_{\rho}  \tag{2.1}\\
& -\Delta u=-\frac{1}{\varepsilon^{2}} u \quad \text { in } B_{\rho} \tag{2.2}
\end{align*}
$$

$$
\begin{equation*}
u \text { and } \nabla u \text { are continuous across } \partial B_{\rho} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
u=g \quad \text { on } \partial B_{1} \tag{2.4}
\end{equation*}
$$

It follows from (2.1)-(2.4) that

$$
\begin{equation*}
0 \leq|u| \leq 1 \quad \text { in } B_{1} \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
|\nabla u| \leq \frac{C}{\varepsilon} \quad \text { in } B_{1} \tag{2.6}
\end{equation*}
$$

In fact, (2.5) can be proved by the maximum principle, and the proof of (2.6) can be found in [3] (see the Appendix in [3]).

In this section we shall show some energy estimates for the solution $u$ which will be used in the next section.

LEmma 2.1.

$$
\begin{equation*}
E\left(u, B_{1}\right) \leq \pi j \log \frac{1}{\varepsilon}+\pi(d-j)^{2} \log \frac{1}{\rho}+C\left[1+\frac{\rho}{\varepsilon}\right] \tag{2.7}
\end{equation*}
$$

for $j=0,1, \ldots, d$.
Proof. We can assume $\varepsilon<\frac{1}{4}$ by (2.5) and (2.6). For any integer $j(0 \leq j \leq d)$, choose $j$ disjoint discs in $B_{1} \backslash B_{\frac{1}{2}}:\left\{B_{R_{0}}\left(x_{k}\right)\right\}_{k=0}^{j}$. Here $R_{0}$ is a small constant and $B_{R_{0}}\left(x_{0}\right) \equiv \phi$. Define a comparison function $v(x)$ in $\overline{B_{1}}$ by the following:
$1^{\circ} \quad v$ is the harmonic map in $\left(B_{1} \backslash B_{\frac{1}{2}}\right) \backslash\left(\bigcup_{k=0}^{j} B_{R_{0}}\left(x_{k}\right)\right)$ satisfy

$$
\begin{aligned}
& \left.v\right|_{\partial B_{1}}=g,\left.\quad v\right|_{\partial B_{\frac{1}{2}}}=e^{i(d-j) \theta}, \text { and } \\
& \left.v\right|_{\partial B_{R_{0}}\left(x_{k}\right)}=\frac{x-x_{k}}{\left|x-x_{k}\right|}, \quad k=0,1, \ldots, j
\end{aligned}
$$

$2^{\circ} \quad v=\frac{x-x_{k}}{\left|x-x_{k}\right|}$ in $B_{R_{0}}\left(x_{k}\right) \backslash B_{\varepsilon R_{0}}\left(x_{k}\right), \quad k=0,1, \ldots, j$,
$3^{\circ} \quad v$ is a minimizer of the functional $E\left(v, B_{\varepsilon R_{0}}\left(x_{k}\right)\right)$ in $H^{1}\left(B_{\varepsilon R_{0}}\left(x_{k}\right)\right)$ with the boundary condition

$$
v=\frac{x-x_{k}}{\left|x-x_{k}\right|} \text { on } \partial B_{\varepsilon R_{0}}\left(x_{k}\right), \quad k=0,1, \ldots, j,
$$

where $E\left(v, B_{\varepsilon R_{0}}\left(x_{k}\right)\right)$ is defined in (1.7).
$4^{\circ} v=e^{i(d-j) \theta}$ in $B_{\frac{1}{2}} \backslash B_{\rho+\varepsilon}$,
$5^{\circ} v=\frac{r-\rho}{\varepsilon} e^{i(d-j) \theta}$ in $B_{\rho+\varepsilon} \backslash B_{\rho}$,
$6^{\circ} v \equiv 0$ in $B_{\rho}$.
Obviously, $v \in H_{g}^{1}\left(B_{1}\right)$. So $E\left(u, B_{1}\right) \leq E\left(v, B_{1}\right)$.
It is easy to verify that

$$
\begin{equation*}
E(v, D) \leq \pi j \log \frac{1}{\varepsilon}+C \tag{2.8}
\end{equation*}
$$

where $D \equiv\left(B_{1} \backslash B_{\frac{1}{2}}\right) \backslash\left(\cup_{k=0}^{j} B_{\varepsilon R_{0}}\left(x_{k}\right)\right)$,

$$
\begin{equation*}
E\left(v, B_{\frac{1}{2}} \backslash B_{\rho+\varepsilon}\right) \leq \pi(d-j)^{2} \log \frac{1}{\rho+\varepsilon}+C \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(v, B_{\rho+\varepsilon}\right) \leq \pi(d-j)^{2} \log \frac{\rho+\varepsilon}{\rho}+C\left[\frac{\rho}{\varepsilon}+1\right] . \tag{2.10}
\end{equation*}
$$

Set $x-x_{k}=\varepsilon y$ and $\widehat{v}(y)=v\left(x_{k}+\varepsilon y\right)$. Then

$$
E\left(v, B_{\varepsilon R_{0}}\left(x_{k}\right)\right)=\int_{B_{R_{0}}}\left[\frac{1}{2}|\nabla \widehat{v}|^{2}+\left(1-|\widehat{v}|^{2}\right)^{2}\right] d y
$$

Hence, we have from the minimality of $v$ (see the definition $3^{\circ}$ ) that

$$
\begin{equation*}
E\left(v, B_{\varepsilon R_{0}}\left(x_{k}\right)\right) \leq C, \quad k=0,1, \ldots, j \tag{2.11}
\end{equation*}
$$

Thus (2.7) follows from (2.8)-(2.11).
Lemma 2.2 .

$$
\begin{equation*}
E\left(u, B_{\gamma \rho}\right) \leq \frac{C}{1-\gamma}\left[1+\frac{\varepsilon}{\rho}+\frac{\varepsilon}{\rho} \log \frac{1}{\rho}\right] \quad(0<\gamma<1) . \tag{2.12}
\end{equation*}
$$

Proof. It is easy to see from $(2.7)_{0}$ that there is a constant $\widehat{\gamma} \in(\gamma, 1)$ such that

$$
\begin{equation*}
\int_{0}^{2 \pi}\left[|\nabla u(\widehat{\gamma} \rho, \theta)|^{2}+\frac{1}{2 \varepsilon^{2}}|u(\widehat{\gamma} \rho, \theta)|^{2}\right] d \theta \leq \frac{C}{\rho^{2}\left(1-\gamma^{2}\right)}\left[1+\frac{\rho}{\varepsilon}+\log \frac{1}{\rho}\right] . \tag{2.13}
\end{equation*}
$$

Multiplying (2.2) by $u^{*}$ (the complex conjugate function of $u$ ) and then integrating over $B_{\widehat{\gamma} \rho}$, we find that

$$
\begin{aligned}
& \int_{B_{\hat{\gamma} \rho}}\left[|\nabla u|^{2}+\frac{1}{\varepsilon^{2}}|u|^{2}\right]=\int_{\partial B_{\hat{\gamma} \rho}} \frac{\partial u}{\partial n} u^{*} \\
\leq & \left(\int_{\partial B_{\hat{\gamma} \rho}}|\nabla u|^{2}\right)^{1 / 2}\left(\int_{\partial B_{\hat{\gamma} \rho}}|u|^{2}\right)^{1 / 2} \\
\leq & \frac{C \widehat{\gamma} \rho \varepsilon}{\left(1-\gamma^{2}\right) \rho^{2}}\left[\log \frac{1}{\rho}+\frac{\rho}{\varepsilon}+1\right] \\
\leq & \frac{C}{1-\gamma^{2}}\left[1+\frac{\varepsilon}{\rho}+\frac{\varepsilon}{\rho} \log \frac{1}{\rho}\right] .
\end{aligned}
$$

Hence (2.12) follows.
Lemma 2.3 .

$$
\begin{gather*}
E\left(u, B_{1} \backslash B_{\gamma \rho}\right) \leq \pi j \log \frac{1}{\varepsilon}+\pi(d-j)^{2} \log \frac{1}{\rho}+C_{\gamma}\left(1+\log \frac{1}{\rho}\right) \\
\left(j=0,1, \ldots, d, \quad \gamma>1, \quad \gamma \rho<\frac{1}{4}\right) \tag{2.14}
\end{gather*}
$$

where $C_{\gamma} \equiv C\left(\frac{1}{\gamma^{2}-1}+\log \gamma+1\right)$.
Proof. In the case $2 \varepsilon \geq \rho,(2.14)$ follows directly from (2.7). So we only need to prove (2.14) for $2 \varepsilon<\rho<\frac{1}{4}$. Let

$$
\begin{equation*}
\bar{u}(r)=\left\{\frac{1}{2 \pi} \int_{0}^{2 \pi}|u(r, \theta)|^{2} d \theta\right\}^{1 / 2} \text { for } r \in[0,1] \tag{2.15}
\end{equation*}
$$

One can easily verify that

$$
\begin{align*}
& |\bar{u}(r)|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}|u(r, \theta)|^{2} d \theta \text { for } r \in[0,1]  \tag{2.16}\\
& \left(1-|\bar{u}(r)|^{2}\right)^{2} \leq \frac{1}{2 \pi} \int_{0}^{2 \pi}\left(1-|u(r, \theta)|^{2}\right)^{2} d \theta, \quad r \in[0,1] \tag{2.17}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial \bar{u}(r)}{\partial r}\right|^{2} \leq \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\frac{\partial u(r, \theta)}{\partial r}\right|^{2} d \theta \text { for a.e. } r \in[0,1] \tag{2.18}
\end{equation*}
$$

Since $(2.7)_{0}$ implies that there exists a constant $\widehat{\gamma} \in(1, \gamma)$ such that

$$
\begin{align*}
& \int_{0}^{2 \pi}\left[\frac{1}{2}|\nabla u(\widehat{\gamma} \rho, \theta)|^{2}+\frac{1}{4 \varepsilon^{2}}\left(1-|u(\widehat{\gamma} \rho, \theta)|^{2}\right)^{2}\right] d \theta \\
& \leq \frac{C}{\left(\gamma^{2}-1\right) \rho^{2}}\left[\log \frac{1}{\rho}+\frac{\rho}{\varepsilon}+1\right] \tag{2.19}
\end{align*}
$$

we have from (2.17) and (2.19) that

$$
\begin{equation*}
\left(1-|\bar{u}(\widehat{\gamma} \rho)|^{2}\right)^{2} \leq \frac{C}{\gamma^{2}-1}\left[\frac{\varepsilon}{\rho}+\frac{\varepsilon^{2}}{\rho^{2}}+\frac{\varepsilon^{2}}{\rho^{2}} \log \frac{1}{\rho}\right] \tag{2.20}
\end{equation*}
$$

Now define a function $\tilde{v}$ in $\overline{B_{1}}$ by the following:

$$
1^{\circ} \quad \tilde{v}=v \in \overline{B_{1}} \backslash B_{\frac{1}{2}}
$$

where $v$ is defined in the proof of Lemma 2.1.

$$
\begin{aligned}
& 2^{\circ} \quad \tilde{v}=e^{i(d-j) \theta} \text { in } \overline{B_{\frac{1}{2}}} \backslash B_{\varepsilon} \\
& 3^{\circ} \quad \tilde{v}=\frac{r}{\varepsilon} e^{i(d-j) \theta} \text { in } B_{\varepsilon} .
\end{aligned}
$$

It is obvious that

$$
\begin{align*}
& E\left(\tilde{v}, B_{\frac{1}{2}} \backslash B_{\hat{\gamma} \rho}\right) \leq \pi(d-j)^{2} \log \frac{1}{\rho}+C \log \gamma  \tag{2.21}\\
& |\nabla \tilde{v}| \leq \frac{C}{\rho},\left|\nabla^{2} \tilde{v}\right| \leq \frac{C}{\rho^{2}} \text { in } B_{\frac{1}{2}} \backslash B_{\frac{1}{2} \rho} \tag{2.22}
\end{align*}
$$

and

$$
\begin{equation*}
|\tilde{v}| \leq 1,|\nabla \tilde{v}| \leq \frac{C}{\varepsilon} \text { in } B_{\frac{1}{2}} \tag{2.23}
\end{equation*}
$$

Moreover, (2.8) and (2.11) give

$$
\begin{equation*}
E\left(\tilde{v}, B_{1} \backslash B_{\frac{1}{2}}\right) \leq \pi j \log \frac{1}{\varepsilon}+C \tag{2.24}
\end{equation*}
$$

Set

$$
w(x)= \begin{cases}\tilde{v} & \text { in } B_{1} \backslash B_{\widehat{\gamma} \rho+\varepsilon}  \tag{2.25}\\ {\left[\frac{1-\bar{u}(\widehat{\gamma} \rho)}{\varepsilon}(r-\widehat{\gamma} \rho)+\bar{u}(\widehat{\gamma} \rho)\right] \tilde{v}} & \text { in } B_{\widehat{\gamma} \rho+\varepsilon} \backslash B_{\widehat{\gamma} \rho} \\ \bar{u} \tilde{v} & \text { in } B_{\widehat{\gamma} \rho}\end{cases}
$$

Then $w(x) \in H_{g}^{1}\left(B_{1}\right)$, and, consequently,

$$
\begin{align*}
& E\left(u, B_{1}\right) \leq E\left(w, B_{1}\right) \\
& =E\left(\tilde{v}, B_{1} \backslash B_{\widehat{\gamma} \rho+\varepsilon}\right)+E\left(w, B_{\widehat{\gamma} \rho+\varepsilon} \backslash B_{\widehat{\gamma} \rho}\right)+E\left(w, B_{\widehat{\gamma} \rho}\right)  \tag{2.26}\\
& E\left(w, B_{\widehat{\gamma} \rho+\varepsilon} \backslash B_{\widehat{\gamma} \rho}\right) \leq C \int_{B_{\hat{\gamma} \rho+\varepsilon} \backslash B_{\hat{\gamma} \rho}}\left[|\nabla \tilde{v}|^{2}+\frac{1}{\varepsilon^{2}}(1-\bar{u}(\widehat{\gamma} \rho))^{2}\right] .
\end{align*}
$$

By (2.20) and (2.22), we get after simple calculations that

$$
\begin{equation*}
E\left(w, B_{\widehat{\gamma} \rho+\varepsilon} \backslash B_{\widehat{\gamma} \rho}\right) \leq \frac{C}{\gamma^{2}-1}\left(1+\log \frac{1}{\rho}\right) \tag{2.27}
\end{equation*}
$$

$$
\begin{aligned}
E\left(w, B_{\widehat{\gamma} \rho}\right)= & \int_{B_{\hat{\gamma} \rho}} \frac{1}{2}|\tilde{v} \nabla \bar{u}+\bar{u} \nabla \tilde{v}|^{2}+\frac{1}{4 \varepsilon^{2}} \int_{B_{\hat{\gamma} \rho} \backslash B_{\rho}}\left(1-|\bar{u}|^{2}\right)^{2} \\
& +\frac{1}{2 \varepsilon^{2}} \int_{B_{\rho}}|\tilde{v} \bar{u}|^{2} \\
\leq & E\left(\bar{u}, B_{\widehat{\gamma} \rho}\right)+\frac{1}{2} \int_{B_{\hat{\gamma} \rho}}|\bar{u}|^{2}|\nabla \tilde{v}|^{2} \\
& +\frac{1}{2} \int_{B_{\hat{\gamma} \rho}}\left[\tilde{v} \bar{u} \nabla \bar{u} \cdot \nabla \tilde{v}^{*}+\tilde{v}^{*} \bar{u} \nabla \bar{u} \cdot \nabla \tilde{v}\right] \\
\equiv & E\left(\bar{u}, B_{\widehat{\gamma} \rho}\right)+I .
\end{aligned}
$$

Integrating by parts and using (2.22) and (2.23), we have

$$
\begin{aligned}
|I| \leq & C\left\{\int_{B_{\hat{\gamma} \rho} \backslash B_{\frac{1}{2} \rho}}|\Delta \tilde{v}|+\int_{\partial B_{\hat{\gamma} \rho} \cup \partial B_{\frac{1}{2} \rho}}|\nabla \tilde{v}|\right. \\
& \left.+\int_{B_{\hat{\gamma} \rho}}|\bar{u}|^{2}|\nabla \tilde{v}|^{2}+\int_{B_{\frac{1}{2} \rho}}|\nabla \bar{u}|^{2}\right\} \\
\leq & C\left\{1+\int_{B_{\hat{\gamma} \rho} \backslash B_{\frac{1}{2} \rho}}|\nabla \tilde{v}|^{2}+\int_{B_{\frac{1}{2} \rho}}\left[|\nabla \bar{u}|^{2}+\frac{1}{\varepsilon^{2}}|\bar{u}|^{2}\right]\right\} \\
\leq & C\left\{1+\int_{B_{\frac{1}{2} \rho}}\left[|\nabla \bar{u}|^{2}+\frac{1}{\varepsilon^{2}}|\bar{u}|^{2}\right]\right\}
\end{aligned}
$$

By (2.15), (2.18), and Lemma 2.2, we get $|I| \leq C$, therefore,

$$
\begin{equation*}
E\left(w, B_{\widehat{\gamma} \rho}\right) \leq E\left(\bar{u}, B_{\widehat{\gamma} \rho}\right)+C . \tag{2.28}
\end{equation*}
$$

Combining (2.26)-(2.28), (2.21), (2.24), and (2.16)-(2.18), we yield

$$
\begin{aligned}
& E\left(u, B_{1}\right) \leq \pi j \log \frac{1}{\varepsilon}+\pi(d-j)^{2} \log \frac{1}{\rho} \\
& \quad+C\left(\frac{1}{\gamma^{2}-1}+\log \gamma+1\right)\left(1+\log \frac{1}{\rho}\right)+E\left(u, B_{\widehat{\gamma} \rho}\right)
\end{aligned}
$$

Hence, (2.14) follows.
LEmmA 2.4.

$$
\begin{equation*}
\frac{1}{\varepsilon^{2}} \int_{B_{1} \backslash B_{\gamma \rho \alpha}}\left(1-|u|^{2}\right) \leq \frac{C}{1-\alpha}\left(\log \gamma+\frac{1}{\gamma^{2}-1}+1\right) \tag{2.29}
\end{equation*}
$$

where $\gamma>1$, $\gamma \rho<\frac{1}{4}, 0<\alpha<1$.

Proof. Multiplying (2.1) by $x \cdot \nabla u^{*}$ and then integrating over $B_{1} \backslash B_{r}(\rho<r<1)$, after some elementary calculations we get

$$
\begin{aligned}
& \frac{1}{2} \int_{\partial B_{1}}\left|\frac{\partial u}{\partial \nu}\right|^{2}+\frac{r}{2} \int_{\partial B_{r}}\left|\frac{\partial u}{\partial \tau}\right|^{2} \\
& \quad+\frac{1}{4 \varepsilon^{2}} \int_{B_{1} \backslash B_{r}}\left(1-|u|^{2}\right)^{2}+\frac{r}{4 \varepsilon^{2}} \int_{\partial B_{r}}\left(1-|u|^{2}\right)^{2} \\
& =\frac{1}{2} \int_{\partial B_{1}}\left|\frac{\partial u}{\partial \tau}\right|^{2}+\frac{r}{2} \int_{\partial B_{r}}\left|\frac{\partial u}{\partial \nu}\right|^{2}+\frac{1}{4 \varepsilon^{2}} \int_{\partial B_{1}}\left(1-|u|^{2}\right)^{2} \\
& \quad(\rho<r<1)
\end{aligned}
$$

where $\nu$ is the unit normal vector and $\tau$ is the unit tangential vector (for details, see [2, Theorem III 2, p. 45]).

By Lemma 2.3 and the inequality

$$
\frac{1}{2} \int_{\gamma \rho}^{\gamma \rho^{\alpha}} \frac{1}{r}\left(r \int_{\partial B_{r}}|\nabla u|^{2}\right) d r=\frac{1}{2} \int_{B_{\gamma \rho^{\alpha}} \backslash B_{\gamma \rho}}|\nabla u|^{2} \leq E\left(u, B_{1} \backslash B_{\gamma \rho}\right)
$$

we can find a $\widehat{\gamma} \in\left(\gamma \rho, \gamma \rho^{\alpha}\right)$ such that

$$
\begin{equation*}
\widehat{\gamma} \int_{\partial B_{\hat{\gamma}}}|\nabla u|^{2} \leq \frac{E\left(u, B_{1} \backslash B_{\gamma \rho}\right)}{(1-\alpha)|\log \rho|} \leq \frac{C}{1-\alpha}\left(\frac{1}{\gamma^{2}-1}+\log \gamma+1\right) \tag{2.31}
\end{equation*}
$$

Thus (2.29) follows from (2.30) and (2.31).
Given any constant $\eta \in\left(0, \frac{1}{2}\right)$, consider the following variational problem: find a function $\phi \in H_{u}^{1}\left(B_{\eta} \backslash B_{\xi}\right)$, subject to (s.t.)

$$
\begin{equation*}
E\left(\phi, B_{\eta} \backslash B_{\xi}\right)=\min _{v \in H_{u}^{1}\left(B_{\eta} \backslash B_{\xi}\right)} E\left(v, B_{\eta} \backslash B_{\xi}\right) \tag{2.32}
\end{equation*}
$$

where $\xi=2 \max \{\rho, \varepsilon\}, \xi<\eta / 2, u$ is a solution of (1.4)-(1.6), $E\left(v, B_{\eta} \backslash B_{\xi}\right)$ is defined in (1.7), i.e.,

$$
\begin{equation*}
E\left(v, B_{\eta} \backslash B_{\xi}\right) \equiv \int_{B_{\eta} \backslash B_{\xi}}\left[\frac{1}{2}|\nabla v|^{2}+\frac{1}{4 \varepsilon^{2}}\left(1-|v|^{2}\right)^{2}\right] \tag{2.33}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{u}^{1}\left(B_{\eta} \backslash B_{\xi}\right) \equiv\left\{v: \overline{B_{\eta} \backslash B_{\xi}} \rightarrow \mathcal{C} \mid v \in H^{1}\left(B_{\eta} \backslash B_{\xi}\right), v=u \text { on } \partial B_{\eta}\right\} \tag{2.34}
\end{equation*}
$$

By the standard theory, (2.32) has at least one solution $\phi \in C^{2}\left(\overline{B_{\eta} \backslash B_{\xi}}\right)$ satisfying

$$
\begin{align*}
-\Delta \phi & =\frac{1}{\varepsilon^{2}} \phi\left(1-|\phi|^{2}\right) \quad \text { in } B_{\eta} \backslash B_{\xi}  \tag{2.35}\\
\phi & =u \quad \text { on } \partial B_{\eta}  \tag{2.36}\\
\frac{\partial \phi}{\partial \nu} & =0 \quad \text { on } \quad \partial B_{\xi} \tag{2.37}
\end{align*}
$$

LEMMA 2.5. Let $\phi$ be a solution of (2.32); then

$$
\begin{align*}
E\left(\phi, B_{\eta} \backslash B_{\xi}\right) & \leq C \log \frac{1}{\xi} \leq C \log \frac{1}{\varepsilon}  \tag{2.38}\\
|\phi| & \leq 1 \quad \text { in } B_{\eta} \backslash B_{\xi}  \tag{2.39}\\
|\nabla \phi| & \leq \frac{C}{\varepsilon} \quad \text { in } B_{\eta} \backslash B_{\xi} \tag{2.40}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{1}{\varepsilon^{2}} \int_{B_{\xi^{\alpha} \backslash B_{\xi}}}\left(1-|\phi|^{2}\right)^{2} \leq \frac{C}{1-\alpha}\left(0<\alpha<1, \xi^{\alpha}<\eta\right) \tag{2.41}
\end{equation*}
$$

Moreover, if

$$
\begin{equation*}
\frac{1}{2} \int_{\partial B_{\eta}}|\nabla u|^{2}+\frac{1}{4 \varepsilon^{2}} \int_{\partial B_{\eta}}\left(1-|u|^{2}\right)^{2} \leq \frac{C}{\eta} \log \frac{1}{\xi} \tag{2.42}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{1}{\varepsilon^{2}} \int_{B_{\varepsilon^{\alpha}}\left(x_{0}\right) \cap\left(B_{\eta} \backslash B_{\xi}\right)}\left(1-|\phi|^{2}\right)^{2} \leq \frac{C}{\alpha(1-\alpha)} \tag{2.43}
\end{equation*}
$$

for $0<\alpha<1, \quad x_{0} \in \overline{B_{\eta} \backslash B_{\xi}}, \quad$ and $\quad \varepsilon^{\alpha / 2} \leq \eta$.
Proof. Since $\xi=2 \max \{\varepsilon, \rho\}$, (2.38) follows from Lemmas 2.1 and 2.3 and the minimality of $\phi$. (2.39) follows from (2.35)-(2.37), (2.5), and the maximum principle.

Set $\widehat{\phi}(y)=\phi(\varepsilon y)$. Then $\widehat{\phi}$ solves

$$
\begin{cases}-\Delta \widehat{\phi}=\phi\left(1-|\phi|^{2}\right) & \text { for } \frac{\xi}{\varepsilon}<|y|<\frac{\eta}{\varepsilon} \\ \frac{\partial \widehat{\phi}}{\partial \nu}=0 & \text { on }|y|=\frac{\xi}{\varepsilon} \\ |\widehat{\phi}| \leq 1 & \text { for } \frac{\xi}{\varepsilon} \leq|y| \leq \frac{\eta}{\varepsilon}\end{cases}
$$

Noting that $\frac{\xi}{\varepsilon} \geq 2$ and $\frac{\eta}{\varepsilon}-\frac{\xi}{\varepsilon} \geq \frac{\xi}{\varepsilon} \geq 2$, we can apply the local estimates of elliptic equations to $\widehat{\phi}$ in the set $\left\{\frac{\xi}{\varepsilon} \leq|y| \leq \frac{\xi}{\varepsilon}+1\right\}$ and obtain

$$
\begin{equation*}
|\nabla \widehat{\phi}| \leq C \text { for } \frac{\xi}{\varepsilon} \leq|y| \leq \frac{\xi}{\varepsilon}+1 \tag{2.44}
\end{equation*}
$$

Similarly, set $\widetilde{\phi}(y)=\widehat{\phi}(y)-u(\varepsilon y)$. Then $\widetilde{\phi}$ satisfies

$$
\begin{cases}-\Delta \widetilde{\phi}=-u\left(1-|u|^{2}\right)+\phi\left(1-|\phi|^{2}\right) \equiv f, & \frac{\xi}{\varepsilon}<|y|<\frac{\eta}{\varepsilon} \\ \widetilde{\phi}=0 & \text { for }|y|=\frac{\eta}{\varepsilon} \\ |\widetilde{\phi}| \leq 2,|f| \leq 2 & \text { for } \frac{\xi}{\varepsilon} \leq|y| \leq \frac{\eta}{\varepsilon}\end{cases}
$$

By applying local estimates of elliptic equations to $\widetilde{\phi}$ in $\frac{\eta}{\varepsilon}-1 \leq|y| \leq \frac{\eta}{\varepsilon}$, we get

$$
|\nabla \widetilde{\phi}| \leq C \quad \text { for } \frac{\eta}{\varepsilon}-1 \leq|y| \leq \frac{\eta}{\varepsilon}
$$

which, together with (2.6), gives

$$
\begin{equation*}
|\nabla \widehat{\phi}| \leq C \quad \text { for } \frac{\eta}{\varepsilon}-1 \leq|y| \leq \frac{\eta}{\varepsilon} \tag{2.45}
\end{equation*}
$$

Now by (2.44), (2.45), and the interior estimates of elliptic equations, we yield

$$
\begin{equation*}
|\nabla \widehat{\phi}| \leq C \quad \text { for } \frac{\xi}{\varepsilon} \leq|y| \leq \frac{\eta}{\varepsilon} \tag{2.46}
\end{equation*}
$$

Recalling $\widehat{\phi}(y)=\phi(\varepsilon y)$, we get (2.40).
(2.41) can be proved in terms of (2.37), (2.38), and an argument similar to that in the proof of Lemma 2.4.

If (2.42) holds, then, for any $x_{0} \in \overline{B_{\eta} \backslash B_{\xi}}$,

$$
\left(x-x_{0}\right) \cdot \nu \geq 0 \quad \text { on } \quad \partial B_{\eta}
$$

and

$$
\begin{aligned}
& \int_{\partial B_{\eta} \cap B_{\varepsilon} \alpha\left(x_{0}\right)}\left|x-x_{0}\right| \cdot\left[\frac{1}{2}\left|\frac{\partial u}{\partial \tau}\right|^{2}+\frac{1}{4 \varepsilon^{2}}\left(1-|u|^{2}\right)^{2}\right] d S \\
& \quad \leq \frac{C \varepsilon^{\alpha}}{\eta} \log \frac{1}{\xi} \leq C \varepsilon^{\frac{\alpha}{2}} \log \frac{1}{\varepsilon} \leq \frac{C}{\alpha}
\end{aligned}
$$

Thus an argument similar to that in the proof of Lemma 2.4 gives (2.43) when $B_{\varepsilon^{\alpha}}\left(x_{0}\right) \cap \partial B_{\eta} \neq \emptyset$ (see [4]). Notice that (2.43) follows directly from (2.41) when $B_{\varepsilon^{\alpha}}\left(x_{0}\right) \cap \partial B_{\xi} \neq \emptyset$. Hence (2.43) is proved. $\square$

Lemma 2.6. Assume (2.42),

$$
\begin{equation*}
|u| \geq \frac{1}{2} \quad \text { in } B_{2 \eta} \backslash B_{\eta} \tag{2.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\mid \operatorname{deg}\left(u, \partial B_{\eta} \mid \leq C\right. \tag{2.48}
\end{equation*}
$$

Then there are finite integers $\delta_{0}, \delta_{1}, \ldots, \delta_{N}$ and a positive constant $\varepsilon_{0}=\varepsilon_{0}(\eta)$ such that

$$
\begin{align*}
& \sum_{k=0}^{n} \delta_{k}=\operatorname{deg}\left(u, \partial B_{\eta}\right)  \tag{2.49}\\
& 0 \leq N \leq C, \quad\left|\delta_{k}\right| \leq C \quad(k=0,1, \ldots, N) \tag{2.50}
\end{align*}
$$

and

$$
\begin{align*}
& E\left(u, B_{2 \eta} \backslash B_{\xi}\right) \equiv \int_{B_{2 \eta} \backslash B_{\xi}}\left[\frac{1}{2}|\nabla u|^{2}+\frac{1}{4 \varepsilon^{2}}\left(1-|u|^{2}\right)^{2}\right] \\
& \quad \geq \pi \delta_{0}^{2} \log \frac{\eta}{\xi}+\pi\left(\sum_{k=1}^{N} \delta_{k}^{2}\right) \log \frac{1}{\varepsilon}-C \quad \text { for } \varepsilon \leq \varepsilon_{0} \tag{2.51}
\end{align*}
$$

where $u$ is a solution of (1.4)-(1.6), $\xi=2 \max \{\varepsilon, \rho\}$, and $\xi \leq \eta / 2$.

Proof. In terms of Lemma 2.5 and the arguments in [2, Chapter IV] and in [4], there are a positive constant $\lambda(\lambda \leq C)$ and a finite collection of disjoint discs $\left\{B_{\lambda \varepsilon}\left(x_{k}\right)\right\}_{k=1}^{N}$ satisfying

$$
\begin{align*}
& x_{k} \in \overline{B_{\eta} \backslash B_{\xi}}, \quad k=1,2, \ldots, N, \quad N \leq C  \tag{2.52}\\
& \left|x_{i}-x_{j}\right| \geq 8 \lambda \varepsilon, \quad 1 \leq i<j \leq N  \tag{2.53}\\
& \left|\phi\left(x_{k}\right)\right|<\frac{1}{2}, \quad k=1,2, \ldots, N  \tag{2.54}\\
& \left.|\phi(x)| \geq \frac{1}{2} \quad \text { in }\left(B_{\eta} \backslash B_{\xi}\right)\right\rangle\left(\bigcup_{k=1}^{N} B_{\lambda \varepsilon}\left(x_{k}\right)\right) \tag{2.55}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\kappa_{k}\right| \leq C, \quad \kappa_{k} \equiv \operatorname{deg}\left(\phi, \partial B_{\lambda \varepsilon}\left(x_{k}\right)\right), \quad k=1, \ldots, N \tag{2.56}
\end{equation*}
$$

Because of $N \leq C$ and $\varepsilon \leq \frac{\xi}{2}$, we can assume without loss of generality that

$$
\begin{equation*}
\left|x_{k}\right| \geq 8 \xi \quad k=1,2, \ldots, N \tag{2.57}
\end{equation*}
$$

By (2.48) and (2.55)-(2.57), $\kappa_{0} \equiv \operatorname{deg}\left(\phi, \partial B_{\xi}\right)$ is well defined and

$$
\begin{equation*}
\sum_{k=0}^{N} \kappa_{k}=\operatorname{deg}\left(u, \partial B_{\eta}\right), \quad\left|\kappa_{k}\right| \leq C, \quad k=0,1, \ldots, N \tag{2.58}
\end{equation*}
$$

Extend $\phi$ to $B_{1}$ by $\phi=u$ in $B_{1} \backslash B_{\eta}$ and let

$$
\begin{equation*}
\phi_{0} \equiv \sum_{k=0}^{N}\left(\frac{x-x_{k}}{\left|x-x_{k}\right|}\right)^{\kappa_{k}} \tag{2.59}
\end{equation*}
$$

Combining the arguments in [2, Appendix IV, Theorem A.6] and [5], we can deduce from Lemma 2.5, (2.47), (2.48), and (2.52)-(2.57) that

$$
\begin{equation*}
\int_{\Omega}|\nabla \phi|^{2} \geq \int_{\Omega}\left|\nabla \phi_{0}\right|^{2}-C \tag{2.60}
\end{equation*}
$$

where $\Omega \equiv B_{2 \eta} \backslash\left(\bigcup_{k=1}^{N} B_{\lambda \varepsilon}\left(x_{k}\right) \cup B_{\xi}\right)$. For the convenience of our readers, we shall prove (2.60) in the Appendix of this paper.

Without loss of generality, suppose $\operatorname{deg}\left(u, \partial B_{\eta}\right) \geq 0$ (otherwise, one can replace $u(r, \theta)$ by $u(r,-\theta))$. By repeating the proof of Theorem II. 1 in [2], we have from Corollary II. 1 in [2] that

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega}\left|\nabla \phi_{0}\right|^{2} \geq \pi \min _{\left(\delta_{0}, \delta_{1}, \ldots, \delta_{N}\right) \in P}\left\{\delta_{0}^{2} \log \frac{\eta}{\xi}+\left(\sum_{k=1}^{N} \delta_{k}^{2}\right) \log \frac{1}{\varepsilon}\right\}-C \tag{2.61}
\end{equation*}
$$

where

$$
\begin{aligned}
& P \equiv\left\{\left(\delta_{0}, \delta_{1}, \ldots, \delta_{N}\right) \mid \delta_{k} \text { is an integer, } \quad k=0,1, \ldots, N\right. \\
& \left.0 \leq \delta_{k} \leq \frac{1}{2}\left(\left|\kappa_{k}\right|+\kappa_{k}\right), \quad k=0,1, \ldots, N, \sum_{k=0}^{N} \delta_{k}=\operatorname{deg}\left(u, \partial B_{\eta}\right)\right\}
\end{aligned}
$$

Now (2.51) follows from (2.60), (2.61), and the inequality $E\left(u, B_{2 \eta} \backslash B_{\xi}\right) \geq$ $E\left(\phi, B_{2 \eta} \backslash B_{\xi}\right)$.
3. Convergence of the solutions. Owing to (2.5), (2.6), Lemma 2.4, and the argument in [2, Chapter IV], there is a finite collection of disjoint discs $\left\{B_{\lambda \varepsilon}\left(x_{k}\right)\right\}_{k=0}^{\widehat{m}}$; $B_{\lambda \varepsilon}\left(x_{0}\right) \equiv \emptyset ; x_{k} \in B_{1} \backslash B_{3 \xi^{\frac{1}{2}}}, k=1,2, \ldots, \widehat{m}$, where $\xi=2 \max \{\varepsilon, \rho\}$; and $\lambda$ is a positive constant depending only on $g$ such that

$$
\begin{align*}
& \left|u\left(x_{k}\right)\right|<\frac{1}{2}, \quad k=1,2, \ldots, \widehat{m}  \tag{3.1}\\
& \left.|u(x)| \geq \frac{1}{2} \quad \text { in }\left(B_{1} \backslash B_{3 \xi^{\frac{1}{2}}}\right)\right\rangle\left(\bigcup_{k=0}^{\widehat{m}} B_{\lambda \varepsilon}\left(x_{k}\right)\right)  \tag{3.2}\\
& 0 \leq \widehat{m} \leq C, \quad\left|\operatorname{deg}\left(u, \partial B_{\lambda \varepsilon}\left(x_{k}\right)\right)\right| \leq C, \quad k=1, \ldots, \widehat{m} \tag{3.3}
\end{align*}
$$

For any sequence $\left\{\varepsilon_{n}, \rho_{n}\right\}_{n=1}^{+\infty}, \varepsilon_{n} \rightarrow 0, \rho_{n} \rightarrow 0$ as $n \rightarrow+\infty$, by passing to an appropriate subsequence, we can assume that the limit set of $\left\{x_{k}\right\}_{k=0}^{\widehat{m}}\left(x_{k} \equiv x_{k}(n)\right.$, $\widehat{m} \equiv \widehat{m}(n))$ in $\overline{B_{1}} \backslash\{0\}$ as $n \rightarrow+\infty$ is given by $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\} 0 \leq m \leq C$ (by $m=0$ denote the limit set is empty).

Let $a_{0}=0$ and $0<\eta \leq \frac{1}{4} \min _{0 \leq i \leq j \leq m}\left|a_{i}-a_{j}\right|$. Then it follows from (3.2) that

$$
\begin{equation*}
\left.\left|u_{n}\right| \geq \frac{1}{2} \text { in } B_{1}\right\rangle\left(\bigcup_{k=0}^{m} B_{\eta}\left(a_{k}\right)\right) \tag{3.4}
\end{equation*}
$$

for $n$ large enough, where $u_{n}$ is a solution of (1.4)-(1.6) with $\varepsilon=\varepsilon_{n}$ and $\rho=\rho_{n}$. Thus $d_{k} \equiv \operatorname{deg}\left(u_{n}, \partial B_{\eta}\left(a_{k}\right)\right)(k=0,1, \ldots, m)$ are well defined and, by (3.3),

$$
\begin{equation*}
\left|d_{k}\right| \leq C, \quad k=0,1, \ldots, m, \sum_{k=0}^{m} d_{k}=d \tag{3.5}
\end{equation*}
$$

where $d \equiv \operatorname{deg}\left(g, \partial B_{1}\right)>0$. Therefore, by passing to a further subsequence, we can assume $d_{k}(k=0,1, \ldots, m)$ are independent of $n$.

LEMMA 3.1.

$$
\begin{equation*}
E\left(u_{n}, B_{\gamma \rho_{n}}\right) \leq C(1+\log \gamma)\left(\frac{\rho_{n}}{\varepsilon_{n}}+1\right)\left(\gamma>1, \quad \gamma \rho_{n}<4 \eta\right) \tag{3.6}
\end{equation*}
$$

Proof. By Lemmas 2.1 and 2.3, we can find a constant $\hat{\eta} \in\left[\frac{1}{2} \eta, \eta\right]$ such that

$$
\begin{equation*}
\frac{1}{2} \int_{\partial B_{\hat{\eta}}}\left|\nabla u_{n}\right|^{2}+\frac{1}{4 \varepsilon^{2}} \int_{\partial B_{\hat{\eta}}}\left(1-\left|u_{n}\right|^{2}\right) \leq \frac{C}{\widehat{\eta}} \log \frac{1}{\xi} \tag{3.7}
\end{equation*}
$$

where $\xi=2 \max \left\{\varepsilon_{n}, \rho_{n}\right\}$. So it follows from Lemma 2.6 that

$$
\begin{equation*}
E\left(u_{n}, B_{2 \eta} \backslash B_{\gamma \xi}\right) \geq \pi \delta_{0}^{2} \log \frac{\eta}{\xi}+\pi\left(\sum_{k=1}^{N} \delta_{k}^{2}\right) \log \frac{\eta}{\varepsilon_{n}}-C(\log \gamma+1) \tag{3.8}
\end{equation*}
$$

for some integers $\delta_{0}, \delta_{1}, \ldots, \delta_{N}$ with $\sum_{k=0}^{N} \delta_{k}=d_{0}$ and $0 \leq \delta_{k} \leq C(k=0,1, \ldots, N)$.
By Lemma 2.4 and (3.4) we have

$$
\begin{equation*}
E\left(u_{n}, B_{2 \eta}\left(a_{k}\right)\right) \geq \pi\left|d_{k}\right| \log \frac{\eta}{\varepsilon_{n}}-C, \quad k=1, \ldots, m \tag{3.9}
\end{equation*}
$$

(see [2, Theorem V.2, p. 53]).

Now we yield from (3.8), (3.9), and Lemma 2.1 that

$$
\begin{align*}
& E\left(u_{n}, B_{\gamma \xi}\right) \\
& \leq \\
& \leq \pi j \log \frac{1}{\varepsilon_{n}}+\pi(d-j)^{2} \log \frac{1}{\rho_{n}}+C\left(1+\frac{\rho_{n}}{\varepsilon_{n}}\right) \\
&  \tag{3.10}\\
& \quad-\pi\left(\sum_{k=1}^{m}\left|d_{k}\right|\right) \log \frac{\eta}{\varepsilon_{n}}-\pi\left(\sum_{k=1}^{N} \delta_{k}^{2}\right) \log \frac{\eta}{\varepsilon_{n}} \\
& \\
& \quad-\pi \delta_{0}^{2} \log \frac{\eta}{\xi}+C(1+\log \gamma) .
\end{align*}
$$

Suppose $\varepsilon_{n} \geq \rho_{n}$. Then $\xi=2 \varepsilon_{n}$. Letting $j=d$ in (3.10), we get

$$
\begin{align*}
& E\left(u_{n}, B_{\gamma \xi}\right) \leq \pi\left(d-\sum_{k=1}^{m}\left|d_{k}\right|-\sum_{k=0}^{N} \delta_{k}^{2}\right) \log \frac{1}{\varepsilon_{n}} \\
& \quad+\pi\left(\sum_{k=0}^{N} \delta_{k}^{2}+\sum_{k=1}^{m}\left|d_{k}\right|\right) \log \frac{1}{\eta}+C(1+\log \gamma)\left(1+\frac{\rho_{n}}{\varepsilon_{n}}\right) \tag{3.11}
\end{align*}
$$

Since

$$
d-\left(\sum_{k=1}^{m}\left|d_{k}\right|+\sum_{k=0}^{N} \delta_{k}^{2}\right) \leq d-\sum_{k=0}^{m} d_{k}=d-d=0
$$

we yield (3.6) for $\varepsilon_{n} \geq \rho_{n}$ by taking $\eta=\eta_{0} \equiv \frac{1}{4} \min _{0 \leq i \leq j \leq m}\left|a_{i}-a_{j}\right|$.
Suppose $\varepsilon_{n} \leq \rho_{n}$. Then $\xi=2 \rho_{n}$. If $\left|\delta_{0}\right|>d$, let $j=0$ in (3.10); if $\left|\delta_{0}\right| \leq d$, let $j=d-\left|\delta_{0}\right|$ in (3.10). In both cases, we can get (3.6) for $\varepsilon_{n} \geq \rho_{n}$.

LEMMA 3.2.

$$
\begin{aligned}
& E\left(u_{n}, B_{1} \backslash B_{\gamma \rho_{n}}\right) \leq \pi j \log \frac{1}{\varepsilon_{n}}+\pi(d-j)^{2} \log \frac{1}{\rho_{n}}+\frac{C}{\gamma^{2}-1}(1+\log \gamma) \\
& \quad(j=0,1, \ldots, d, \gamma>1)
\end{aligned}
$$

Proof. Obviously, we can suppose $\gamma \rho_{n}<4 \eta$. There is a constant $\widehat{\gamma} \in(1, \gamma)$ from (3.6) such that

$$
\begin{align*}
\int_{0}^{2 \pi} & {\left[\frac{1}{2}\left|\nabla u_{n}(\widehat{\gamma} \rho, \theta)\right|^{2}+\frac{1}{4 \varepsilon_{n}^{2}}\left(1-\left|u_{n}(\widehat{\gamma} \rho, \theta)\right|^{2}\right)\right] d \theta } \\
& \leq \frac{C(1+\log \gamma)}{\left(\gamma^{2}-1\right) \rho^{2}}\left(1+\frac{\rho_{n}}{\varepsilon_{n}}\right) \tag{3.13}
\end{align*}
$$

Replacing (2.19) by (3.13) and repeating the proof of Lemma 2.3, we can deduce (3.12).

Lemma 3.3.

$$
\begin{equation*}
E\left(u_{n}, B_{1} \backslash \bigcup_{k=0}^{m} B_{2 \eta}\left(a_{k}\right)\right) \leq \pi\left(\sum_{k=0}^{N} \delta_{k}^{2}+\sum_{k=1}^{m}\left|d_{k}\right|\right) \log \frac{1}{\eta}+C \tag{3.14}
\end{equation*}
$$

where $0<\eta \leq \frac{1}{4} \min _{0 \leq i \leq j \leq m}\left|a_{i}-a_{j}\right|$.

Proof. (3.14) follows from (3.8), (3.9), and (3.12) in terms of the argument used in the proof of Lemma 3.1.

From (3.14) and a result in [3] there exists a harmonic function $u_{*}$ defined in $\overline{B_{1}} \backslash \bigcup_{k=0}^{m}\left\{a_{k}\right\}$ such that

$$
\begin{equation*}
u_{n} \rightarrow u_{*} \quad \text { in } C_{\mathrm{loc}}^{1}\left(\overline{B_{1}} \backslash \bigcup_{k=0}^{m}\left\{a_{k}\right\}\right) \quad \text { as } n \rightarrow+\infty \tag{3.15}
\end{equation*}
$$

## 4. The degrees of the singular points.

Lemma 4.1.

$$
\begin{array}{ll}
d_{0} \geq 0, & 0 \leq m \leq d, \\
d_{k}=1, & a_{k} \in B_{1} \backslash\{0\}, \quad k=1,2, \ldots, m \quad \text { if } m \geq 1 . \tag{4.2}
\end{array}
$$

Proof. Because $\sum_{k=0}^{N} \delta_{k}^{2} \leq C$, we can assume $\sum_{k=1}^{N} \delta_{k}^{2}$ and $\delta_{0}$ are independent of $n$ (by passing to a further subsequence).

Since $a_{k}(k=1,2, \ldots, m)$ are the limit points of $\left\{x_{k}\right\}_{k=1}^{\widehat{m}}\left(x_{k} \equiv x_{k}(n), \widehat{m}=\widehat{m}(n)\right)$ as $n \rightarrow+\infty$, (3.1) and (3.14) imply

$$
\begin{equation*}
d_{k} \neq 0, \quad k=1, \ldots, m, \tag{4.3}
\end{equation*}
$$

(see [2, Step 1 of the proof of Theorem VI. 2, p. 61]).
It follows from (3.14) and (3.15) that

$$
\begin{equation*}
d_{k}=\operatorname{deg}\left(u_{*}, \partial B_{\eta}\right), \quad k=0,1, \ldots, m, \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} \int_{B_{1} \backslash \bigcup_{k=0}^{m} B_{\eta}\left(a_{k}\right)}\left|\nabla u_{*}\right|^{2} \leq \pi\left(\sum_{k=0}^{N} \delta_{k}^{2}+\sum_{k=1}^{m}\left|d_{k}\right|\right) \log \frac{1}{\eta}+C, \tag{4.5}
\end{equation*}
$$

where $0<\eta \leq \frac{1}{8} \min _{0 \leq i<j \leq m}\left|a_{i}-a_{j}\right|$.
Set $I \equiv\left\{k \mid 0 \leq k \leq m, a_{k} \in \partial B_{1}\right\}$ and $I^{\prime}=\{0,1, \ldots, m\} \backslash I$. Then we have from [2, Lemma VI.1, p. 63 and Corollary II.2, p. 33] that

$$
\begin{equation*}
\frac{1}{2} \int_{\left(B_{1} \cap B_{\eta_{0}}\left(a_{k}\right)\right) \backslash B_{\eta}\left(a_{k}\right)}\left|\nabla u_{*}\right|^{2} \geq 2 \pi\left|d_{k}\right| \log \frac{1}{\eta}-C \quad \text { for } k \in I \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} \int_{B_{\eta_{0}}\left(a_{k}\right) \backslash B_{\eta}\left(a_{k}\right)}\left|\nabla u_{*}\right|^{2} \geq \pi\left|d_{k}\right|^{2} \log \frac{1}{\eta}-C \quad \text { for } k \in I^{\prime} ; \tag{4.7}
\end{equation*}
$$

here, $\eta_{0} \equiv \frac{1}{4} \min _{0 \leq i<j<m}\left|a_{i}-a_{j}\right|$.
Combining (4.5)-(4.7), we have

$$
\begin{equation*}
\left(2 \sum_{k \in I}\left|d_{k}\right|+\sum_{k \in I^{\prime}}\left|d_{k}\right|^{2}\right) \log \frac{1}{\eta} \leq\left(\sum_{k=0}^{N} \delta_{k}^{2}+\sum_{k=1}^{m}\left|d_{k}\right|\right) \log \frac{1}{\eta}+C . \tag{4.8}
\end{equation*}
$$

Taking $\eta$ so small that $C / \log \frac{1}{\eta} \leq \frac{1}{2}$, we get from (4.8) that

$$
\begin{equation*}
2 \sum_{k \in I}\left|d_{k}\right|+\sum_{k \in I^{\prime}}\left|d_{k}\right|^{2} \leq \sum_{k=0}^{N} \delta_{k}^{2}+\sum_{k=1}^{m}\left|d_{k}\right| . \tag{4.9}
\end{equation*}
$$

It is obvious from (3.8), (3.9), and Lemma 3.2 that

$$
\begin{align*}
& \left(\sum_{k=1}^{m}\left|d_{k}\right|+\sum_{k=1}^{N} \delta_{k}^{2}\right) \log \frac{1}{\varepsilon_{n}}+\delta_{0}^{2} \log \frac{1}{\xi} \\
& \quad \leq j \log \frac{1}{\varepsilon_{n}}+(d-j)^{2} \log \frac{1}{\rho_{n}}+C, \quad j=0,1, \ldots, d \tag{4.10}
\end{align*}
$$

Suppose $\xi \equiv 2 \max \left\{\varepsilon_{n}, \rho_{n}\right\}=2 \varepsilon_{n} \geq 2 \rho_{n}$. Then we get from (4.9) and (4.10) for $j=d$ that

$$
\left(2 \sum_{k \in I}\left|d_{k}\right|+\sum_{k \in I^{\prime}}\left|d_{k}\right|^{2}-\sum_{k=0}^{m} d_{k}\right) \leq \frac{C}{\left|\log \varepsilon_{n}\right|}
$$

therefore, for $n$ large enough,

$$
\begin{equation*}
\sum_{k \in I}\left(2\left|d_{k}\right|-d_{k}\right)+\sum_{k \in I^{\prime}}\left(\left|d_{k}\right|^{2}-d_{k}\right) \leq 0 \tag{4.11}
\end{equation*}
$$

which, together with (4.3), gives $I=\emptyset, 0 \leq d_{0} \leq 1$, and $d_{k}=1(k=1,2, \ldots, m)$. Thus (4.1) and (4.2) are true if $\varepsilon_{n} \geq \rho_{n}$.

Suppose $\xi \equiv 2 \max \left\{\varepsilon_{n}, \rho_{n}\right\}=2 \rho_{n} \geq 2 \varepsilon_{n}$. Then we find by taking $j=d$ in (4.10) and letting $n \rightarrow+\infty$ that

$$
\begin{equation*}
\sum_{k=1}^{m}\left|d_{k}\right| \leq d \tag{4.12}
\end{equation*}
$$

consequently,

$$
\begin{equation*}
d_{0}=d-\sum_{k=1}^{m} d_{k} \geq d-\sum_{k=1}^{m} d_{k} \geq 0 \tag{4.13}
\end{equation*}
$$

Let $j=\sum_{k=1}^{m}\left|d_{k}\right| ;$ then $0 \leq j \leq d$ and, by (4.10),

$$
\sum_{k=0}^{N} \delta_{k}^{2} \leq\left(d-\sum_{k=1}^{m}\left|d_{k}\right|\right)^{2} \leq d_{0}^{2}
$$

In particular, we have

$$
\begin{equation*}
\left|\delta_{0}\right| \leq d_{0} \tag{4.14}
\end{equation*}
$$

So we can let $j=d-\left|\delta_{0}\right|$ in (4.10), and by noting (4.9) we get

$$
2 \sum_{k \in I}\left|d_{k}\right|+\sum_{k \in I^{\prime}}\left|d_{k}\right|^{2}-\delta_{0}^{2} \leq d-\left|\delta_{0}\right|
$$

that is,

$$
\begin{aligned}
& \sum_{k \in I}\left(2\left|d_{k}\right|-d_{k}\right)+\sum_{k \in I^{\prime} \backslash\{0\}}\left(\left|d_{k}\right|^{2}-d_{k}\right) \\
& \quad \leq \delta_{0}^{2}-d_{0}^{2}+d_{0}-\left|\delta_{0}\right| \\
& \quad=\left(d_{0}-\left|\delta_{0}\right|\right)\left(1-d_{0}-\left|\delta_{0}\right|\right) \leq 0
\end{aligned}
$$

consequently, $I=\phi$ and $d_{k}=1(k=1,2, \ldots, m)$. Thus (4.1) and (4.2) are also true when $\varepsilon_{n} \leq \rho_{n}$ for $n$ large enough.

LEMMA 4.2. There is a constant $\mu \geq 1$, depending only on $g$, such that for $n$ large enough

$$
\begin{equation*}
d_{0}<k \quad \text { if } \varepsilon_{n} \geq \mu \rho_{n}^{2 k-1} \quad(k=2, \ldots, d) \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{0}>k \quad \text { if } \varepsilon_{n} \leq \frac{1}{\mu} \rho_{n}^{2 k+1} \quad(k=0,1, \ldots, d-1) \tag{4.16}
\end{equation*}
$$

In particular, for $n$ large enough,

$$
\begin{align*}
& d_{0} \geq 1 \quad \text { if } \varepsilon_{n} \leq \frac{1}{\mu} \rho_{n}  \tag{4.17}\\
& d_{0}=k \quad \text { if } \mu \rho_{n}^{2 k+1} \leq \varepsilon_{n} \leq \frac{1}{\mu} \rho_{n}^{2 k-1} \quad(k=1,2, \ldots, d-1) \tag{4.18}
\end{align*}
$$

and

$$
\begin{equation*}
d_{0}=d \quad \text { if } \varepsilon_{n} \leq \frac{1}{\mu} \rho_{n}^{2 d-1} \tag{4.19}
\end{equation*}
$$

Proof. Suppose $\varepsilon_{n} \geq \rho_{n}$ for $n$ large enough. Then $0 \leq d_{0} \leq 1$ by (4.11) and, therefore, (4.15) holds. Note that the condition of (4.16) does not hold when $\varepsilon_{n} \geq \rho_{n}$ for $n$ large enough.

Suppose $\varepsilon_{n} \leq \rho_{n}$ for $n$ large enough. Then by (4.9) and (4.10) we have

$$
\left(d-d_{0}\right) \log \frac{1}{\varepsilon_{n}}+d_{0}^{2} \log \frac{1}{\rho_{n}}<j \log \frac{1}{\varepsilon_{n}}+(d-j)^{2} \log \frac{1}{\rho_{n}}+\log \mu
$$

where $\mu=e^{C}$. Hence

$$
\begin{equation*}
\left(d_{0}-d+j\right)\left(d_{0}+d-j\right) \log \frac{1}{\rho_{n}}<\left(d_{0}-d+j\right) \log \frac{1}{\varepsilon_{n}}+\log \mu \tag{4.20}
\end{equation*}
$$

Suppose $d_{0} \geq k$ for $k=2, \ldots, d$. Letting $j=d-d_{0}+1$ in (4.20), we find

$$
\left(2 d_{0}-1\right) \log \frac{1}{\rho_{n}}<\log \frac{1}{\varepsilon_{n}}+\log \mu
$$

which is followed by

$$
(2 k-1) \log \frac{1}{\rho_{n}}<\log \frac{1}{\varepsilon_{n}}+\log \mu
$$

that is

$$
\varepsilon_{n}<\mu \rho_{n}^{2 k-1}
$$

Thus (4.15) is true.
Suppose $d_{0} \leq k$ for $k=0,1, \ldots, d-1$. Letting $j=d-d_{0}-1$ in (4.20), then

$$
\left(2 d_{0}+1\right) \log \frac{1}{\rho_{n}}>\log \frac{1}{\varepsilon_{n}}-\log \mu
$$

which is followed by

$$
\varepsilon_{n}>\frac{1}{\mu} \rho_{n}^{2 d_{0}+1} \geq \frac{1}{\mu} \rho_{n}^{2 k+1}
$$

So, (4.16) is also true.
(4.17)-(4.19) are direct consequences of (4.15) and (4.16).

Now the proof of the theorem stated in section 1 is completed.
Appendix. Let $B_{R}$ be the disc of radius $R$ centered at 0 . Let $p_{1}, p_{2}, \ldots, p_{m}$ be points in $B_{R}$ such that

$$
\begin{equation*}
4 R_{1} \leq\left|p_{j}\right| \leq R / 2, \quad j=1,2, \ldots, m \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|p_{j}-p_{k}\right| \geq 4 R_{0}, \quad 1 \leq k<j \leq m, \quad 0<R_{0} \leq R_{1} \leq 1 \tag{A.2}
\end{equation*}
$$

Set

$$
\begin{equation*}
\Omega \equiv B_{R} \backslash\left(\bigcup_{j=1}^{m} B_{R_{0}}\left(p_{j}\right) \cup B_{R_{1}}\right) \tag{A.3}
\end{equation*}
$$

Let $u$ be a smooth map from $\Omega$ to $\mathcal{C}$ and assume

$$
\begin{gather*}
0<a \leq|u| \leq 1 \quad \text { in } \Omega  \tag{A.4}\\
\frac{1}{R_{0}^{2}} \int_{\Omega}\left(|u|^{2}-1\right)^{2} \leq K \log \frac{1}{R_{1}}  \tag{A.5}\\
\frac{1}{R_{0}^{2}} \int_{\Omega \cap B_{R_{0}^{\frac{1}{2}}}\left(p_{j}\right)}\left(|u|^{2}-1\right)^{2} \leq K \tag{A.6}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{1}{R_{1}^{2}} \int_{B}\left(|u|^{2}-1\right)^{2} \leq K \tag{A.7}
\end{equation*}
$$

Set

$$
u_{0}(x)=\prod_{j=0}^{m}\left(\frac{x-p_{j}}{\left|x-p_{j}\right|}\right)^{d_{j}}
$$

where $p_{0}=0, d_{0}=\operatorname{deg}\left(u, \partial B_{R_{1}}\right)$, and $d_{j}=\operatorname{deg}\left(u, \partial B_{R_{0}}\left(p_{j}\right)\right), j=1,2, \ldots, m$.

Theorem A. Assume (1)-(7); then

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{2} \geq \int_{\Omega}\left|\nabla u_{0}\right|^{2}-C \tag{A.8}
\end{equation*}
$$

where $C$ depends only on $a, m, K$, and $d_{j}(j=0,1, \ldots, m)$.
Proof. Set $\rho=|u|$. There is a well-defined single-valued function $\psi: B_{R} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
u=\rho u_{0} e^{i \psi} \quad \text { in } \Omega \tag{A.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B_{R}}|\nabla \psi|^{2} \leq C \int_{\Omega}|\nabla \psi|^{2} \tag{A.10}
\end{equation*}
$$

where $C$ is some universal constant (see [2, Appendix IV, Lemma A.1]). Write

$$
\begin{equation*}
u_{0}=e^{i \varphi_{0}}, \varphi_{0}=\sum_{j=0}^{m} d_{j} \theta_{j}, \quad \theta_{j}=\operatorname{Arg}\left(\frac{x-p_{j}}{\left|x-p_{j}\right|}\right) \tag{A.11}
\end{equation*}
$$

Let $r_{j}=\left|x-p_{j}\right|$. Then

$$
\begin{equation*}
\nabla \theta_{j}=\frac{V_{j}}{r_{j}}, \quad j=0,1, \ldots, m \tag{A.12}
\end{equation*}
$$

where $V_{j}(x)$ is the unit vector tangent to the circle of radius $\left|x-p_{j}\right|$, centered at $p_{j}$.
We have from (9) that

$$
\begin{equation*}
|\nabla u|^{2}=|\nabla \rho|^{2}+\rho^{2}\left|\nabla \varphi_{0}+\nabla \psi\right|^{2} \tag{A.13}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{2} \geq \int_{\Omega}|\nabla \rho|^{2}+\int_{\Omega}\left|\nabla u_{0}\right|^{2}+\int_{\Omega} a^{2}|\nabla \psi|^{2}-X \tag{A.14}
\end{equation*}
$$

where

$$
\begin{align*}
X & =\int_{\Omega}\left(1-\rho^{2}\right)\left|\nabla \varphi_{0}\right|^{2}+2 \int_{\Omega}\left(1-\rho^{2}\right) \nabla \varphi_{0} \cdot \nabla \psi-2 \int_{\Omega} \nabla \varphi_{0} \nabla \psi  \tag{A.15}\\
& \equiv X_{1}+X_{2}+X_{3}
\end{align*}
$$

Estimate of $X_{1}$.

$$
\left|X_{1}\right| \leq C \int_{\Omega}\left(1-\rho^{2}\right)\left(\sum_{j=0}^{m} d_{j}^{2}\left|\nabla \theta_{j}\right|^{2}\right)=C \sum_{j=0}^{m} d_{j}^{2} \int_{\Omega}\left(1-\rho^{2}\right)\left|\nabla \theta_{j}\right|^{2}
$$

For $j=1,2, \ldots, m$, we compute

$$
\begin{aligned}
\int_{\Omega}\left(1-\rho^{2}\right)\left|\nabla \theta_{j}\right| & \leq \int_{\Omega}\left(1-\rho^{2}\right) \frac{1}{r_{j}^{2}} \\
& =\left(\int_{\Omega \backslash B_{R_{0}^{\frac{1}{2}}\left(p_{j}\right)}}+\int_{\Omega \cap B_{R_{0}^{\frac{1}{2}}\left(p_{j}\right)}} \frac{\left(1-\rho^{2}\right)}{r_{j}^{2}}\right. \\
& \equiv I_{1}+I_{2}
\end{aligned}
$$

$$
\begin{aligned}
I_{1} & \leq\left\{\int_{\Omega \backslash B_{R_{0}^{\frac{1}{2}}}\left(p_{j}\right)}\left(1-\rho^{2}\right)^{2}\right\}^{1 / 2}\left\{\int_{\Omega \backslash B_{R_{0}^{\frac{1}{2}}}\left(p_{j}\right)} \frac{1}{r_{j}^{4}}\right\}^{1 / 2} \\
& \leq\left(K R_{0}^{2} \log \frac{1}{R_{1}}\right)^{1 / 2}\left(\frac{2 \pi}{3}\right)^{\frac{1}{2}}\left(\frac{1}{R_{0}}-\frac{1}{R^{2}}\right)^{1 / 2} \\
& \leq C\left(R_{0} \log \frac{1}{R_{1}}\right)^{1 / 2} \\
& \leq C\left(R_{1} \log \frac{1}{R_{1}}\right)^{1 / 2} \leq C .
\end{aligned}
$$

Here we have used (5) in the second inequality.
Similarly, using (6), we have

$$
\begin{aligned}
I_{2} & \leq\left\{\int_{\Omega \cap B_{R_{0}^{\frac{1}{2}}\left(p_{j}\right)}}\left(1-\rho^{2}\right)^{2}\right\}^{1 / 2}\left\{\int_{\Omega \cap B_{R_{0}^{\frac{1}{2}}}\left(p_{j}\right)} \frac{1}{r_{j}^{4}}\right\}^{1 / 2} \\
& \leq\left(K R_{0}^{2}\right)^{1 / 2}\left(\frac{2 \pi}{3}\right)^{1 / 2}\left(\frac{1}{R_{0}^{2}}-\frac{1}{R_{0}}\right)^{1 / 2} \leq C
\end{aligned}
$$

Hence

$$
\int_{\Omega}\left(1-\rho^{2}\right)\left|\nabla \theta_{j}\right|^{2} \leq C, \quad j=1,2, \ldots, m
$$

We can also show by the same method as above that

$$
\int_{\Omega}\left(1-\rho^{2}\right)\left|\nabla \theta_{0}\right|^{2} \leq C
$$

Hence, we yield

$$
\begin{equation*}
\left|X_{1}\right| \leq C \tag{A.16}
\end{equation*}
$$

Estimate of $X_{2}$.

$$
\left|X_{2}\right| \leq \mu \int_{\Omega}|\nabla \psi|^{2}+\frac{C}{\mu} \int_{\Omega}\left(1-\rho^{2}\right)^{2}\left|\nabla \varphi_{0}\right|^{2} \leq \mu \int_{\Omega}|\nabla \psi|^{2}+\frac{C}{\mu} X_{1}
$$

So (1.6) gives

$$
\begin{equation*}
\left|X_{2}\right| \leq \mu \int_{\Omega}|\nabla \psi|^{2}+\frac{C}{\mu} \quad(\mu>0) \tag{A.17}
\end{equation*}
$$

Estimate of $X_{3}$.

$$
X_{3} \equiv-2 \int_{\Omega} \nabla \varphi_{0} \nabla \psi=-2 \sum_{j=0}^{m} d_{j} \int_{\Omega} \nabla \theta_{j} \cdot \nabla \psi=-2 \sum_{j=0}^{m} d_{j} \int_{\Omega} \frac{V_{j}}{r_{j}} \nabla \psi
$$

For $j=1,2, \ldots, m$,

$$
\begin{aligned}
\int_{\Omega} \frac{V_{j}}{r_{j}} \nabla \psi & =\int_{\Omega \backslash B_{R_{0}\left(p_{j}\right)}} \frac{V_{j}}{r_{j}} \nabla \psi-\sum_{\substack{k \neq j \\
k \neq 0}} \int_{B_{R_{0}\left(p_{k}\right)}} \frac{V_{j}}{r_{j}} \nabla \psi-\int_{B_{R_{1}}} \frac{V_{j}}{r_{j}} \nabla \psi \\
& \equiv J_{1}+J_{2}+J_{3}
\end{aligned}
$$

Let $\rho_{j}=R-\left|p_{j}\right|(j=1,2, \ldots, m)$. Then $\frac{R}{2} \leq \rho_{j} \leq R$ by (1). Since

$$
\int_{\partial B_{r}\left(p_{j}\right)} V_{j} \nabla \psi=\int_{\partial B_{r}\left(p_{j}\right)} \frac{\partial \psi}{\partial \tau}=0 \text { for } 0<r<\rho_{j}, j=0,1, \ldots, m
$$

we have

$$
\int_{B_{\rho_{j}\left(p_{j}\right)} \backslash B_{R_{0}\left(p_{j}\right)}} \frac{V_{j} \nabla \psi}{r_{j}}=0 \quad j=0,1, \ldots, m
$$

So

$$
\begin{aligned}
\left|J_{1}\right| & \leq \frac{1}{\rho_{j}} \int_{\Omega \backslash B_{\rho_{j}}\left(p_{j}\right)}|\nabla \psi| \\
& \leq \frac{|\Omega|^{1 / 2}}{\rho_{j}}\left(\int_{\Omega}|\nabla \psi|^{2}\right)^{1 / 2} \\
& \leq \mu \int_{\Omega}|\nabla \psi|^{2}+\frac{C}{\mu} \quad(\mu>0)
\end{aligned}
$$

The assumption (2) implies $r_{j}=\left|x-p_{j}\right| \geq\left|p_{k}-p_{j}\right|-R_{0} \geq 3 R_{0}$ for $x \in$ $B_{R_{0}}\left(p_{k}\right)(k \neq j)$. Therefore

$$
\begin{aligned}
\left|J_{2}\right| & \leq \frac{1}{3 R_{0}} \int_{B_{R_{0}\left(p_{k}\right)}}|\nabla \psi| \\
& \leq C\left\{\int_{B_{R_{0}\left(p_{k}\right)}}|\nabla \psi|^{2}\right\}^{1 / 2} \\
& \leq \mu \int_{\Omega}|\nabla \psi|^{2}+\frac{C}{\mu}
\end{aligned}
$$

Here we have used (10).
Similarly,

$$
\left|J_{3}\right| \leq \mu \int_{\Omega}|\nabla \psi|^{2}+\frac{C}{\mu}
$$

Hence

$$
\left|\int_{\Omega} \frac{V_{j}}{r_{j}} \nabla \psi\right| \leq \mu \int_{\Omega}|\nabla \psi|^{2}+\frac{C}{\mu}, \quad j=1,2, \ldots, m
$$

We can also deduce by the same method that

$$
\left|\int_{\Omega} \frac{V_{0}}{r_{0}} \nabla \psi\right| \leq \mu \int_{\Omega}|\nabla \psi|^{2}+\frac{C}{\mu}
$$

Thus

$$
\begin{equation*}
\left|X_{3}\right| \leq \mu \int_{\Omega}|\nabla \psi|^{2}+\frac{C}{\mu} \tag{A.18}
\end{equation*}
$$

Now, by combining (14)-(18), we yield

$$
\int_{\Omega}|\nabla u|^{2} \geq \int_{\Omega}|\nabla \rho|^{2}+\int_{\Omega}\left|\nabla u_{0}\right|^{2}+a^{2} \int_{\Omega}|\nabla \psi|^{2}-3 \mu \int_{\Omega}|\nabla \psi|^{2}-\frac{C}{\mu}-C
$$

therefore, Theorem A is proved if we take $\mu=\frac{a^{2}}{6}$.
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#### Abstract

In this paper, we investigate the system of partial differential equations governing the dynamics of martensitic phase transitions in shape memory alloys under the presence of a (possibly small) viscous stress. The corresponding free energy is assumed in Landau-Ginzburg form and nonconvex as a function of the order parameter. Results concerning the asymptotic behavior of the solution as time tends to infinity are proved, and the compactness of the orbit is shown.


Key words. nonlinear thermoviscoelasticity, shape memory alloys, phase transitions, asymptotic behavior, compact orbits, Landau-Ginzburg theory

AMS subject classifications. 35Q72, 73B30, 35B40
PII. S0036141096297698

1. Introduction. In the present paper, we study the asymptotic behavior of the solutions to a system that arises in the thermomechanical developments in a onedimensional heat-conducting viscous solid of constant mass density $\varrho$ (assumed to be normalized to unity, i.e., $\varrho=1$ ). The solid is subjected to heating and loading. We think of metallic solids that not only respond to a change of the strain $\varepsilon$ by a (possibly nonlinear) elastic stress $\sigma=\sigma(\varepsilon)$, but also to a change of the curvature of their metallic lattice by a couple stress $\mu=\mu\left(\varepsilon_{x}\right)$.

We assume that the Helmholtz free energy density $F$ is a potential of LandauGinzburg form, i.e.,

$$
\begin{equation*}
F=F\left(\varepsilon, \varepsilon_{x}, \theta\right) \tag{1.1}
\end{equation*}
$$

where $\theta$ denotes the absolute temperature. To cover systems modelling first-order, stress-induced, and temperature-induced solid-solid phase transitions accompanied by hysteresis phenomena, we do not assume that $F$ is a convex function of the order parameter $\varepsilon$.

A particular class of materials, in which both stress-induced and temperatureinduced first-order phase transitions leading to a rather spectacular hysteretic behavior occur, are the so-called shape memory alloys. In these materials the metallic lattice is deformed by shear, and the assumption of a constant density is justified. The shape memory effect itself is due to martensitic phase transitions between different configurations of the crystal lattice, namely, austenite and martensitic twins. For an account of the physical properties of shape memory alloys, we refer the reader to Chapter 5 in the monograph [4]. In a series of papers (cf., for instance, [7], [8]), Falk has proposed a Landau-Ginzburg theory that uses the shear strain $\varepsilon$ as order

[^4]parameter in order to explain the occurrence of the martensitic transitions in shape memory alloys. In this connection, we also refer to the works of Müller (cf., [1], [14]).

The simplest form for the free energy density $F$ that accounts quite well for the experimentally observed behavior and that takes couple stresses into account is (see Falk [7], [8]) given by

$$
\begin{equation*}
F\left(\varepsilon, \varepsilon_{x}, \theta\right)=F_{0}(\theta)+F_{1}(\varepsilon) \theta+F_{2}(\varepsilon)+\frac{\delta}{2} \varepsilon_{x}^{2} \tag{1.2}
\end{equation*}
$$

where

$$
\begin{gather*}
F_{1}(\varepsilon)=\alpha_{1} \varepsilon^{2}, \quad F_{2}(\varepsilon)=\alpha_{3} \varepsilon^{6}-\alpha_{2} \varepsilon^{4}-\alpha_{1} \theta_{1} \varepsilon^{2}  \tag{1.3}\\
F_{0}(\theta)=-C_{V} \theta \log \left(\frac{\theta}{\theta_{2}}\right)+C_{V} \theta+\tilde{C} \tag{1.4}
\end{gather*}
$$

with positive physical constants $\theta_{1}, \delta, \alpha_{1}, \alpha_{2}, \alpha_{3}, \theta_{2}, C_{V}, \tilde{C}$. The constant $C_{V}$ denotes the specific heat. Observe that in the interesting range of temperatures, for $\theta$ close to $\theta_{1}, F$ is not a convex function of the shear strain $\varepsilon$. In fact, $F\left(\cdot, \varepsilon_{x}, \theta\right)$ may have up to three minima that correspond to the austenitic and the two martensitic phases.

We want to forecast the dynamics of the phase transitions in the one-dimensional situation. To this end, let $\Omega=(0,1)$, and, for $t>0, \Omega_{t}=\Omega \times(0, t)$. Then the balance laws of linear momentum and internal energy read

$$
\begin{gather*}
u_{t t}-\sigma_{x}+\mu_{x x}=0, \quad \text { in } \quad \Omega_{\infty}  \tag{1.5}\\
U_{t}+q_{x}-\sigma \varepsilon_{t}-\mu \varepsilon_{x t}=0, \quad \text { in } \Omega_{\infty} \tag{1.6}
\end{gather*}
$$

The second law of thermodynamics is expressed by the Clausius-Duhem inequality

$$
\begin{equation*}
S_{t}+\left(\frac{q}{\theta}\right)_{x} \geq 0, \quad \text { in } \quad \Omega_{\infty} \tag{1.7}
\end{equation*}
$$

Here, $u, \sigma, \mu, U, q, \varepsilon, S$, and $\theta$ denote displacement, shear stress, couple stress, internal energy density, heat flux, shear strain, entropy density, and absolute temperature, in that order.

For one-dimensional homogeneous thermoviscoelastic materials, we have the constitutive relations

$$
\begin{equation*}
\varepsilon=u_{x}, \quad \sigma=\frac{\partial F}{\partial \varepsilon}+\gamma \varepsilon_{t}, \quad \mu=\frac{\partial F}{\partial \varepsilon_{x}}, \quad S=-\frac{\partial F}{\partial \theta}, \quad U=F+\theta S \tag{1.8}
\end{equation*}
$$

where $\gamma>0$ is the viscosity. For the heat flux $q$, we assume Fourier's law

$$
\begin{equation*}
q=-k \theta_{x} \tag{1.9}
\end{equation*}
$$

where $k>0$ is the heat conductivity (assumed constant). Obviously, this assumption implies the validity of (1.7), so the second law of thermodynamics is automatically satisfied.

Inserting the constitutive relations in the balance laws (1.5)-(1.6), we obtain the system of partial differential equations

$$
\begin{gather*}
u_{t t}-\left(f_{1} \theta+f_{2}\right)_{x}-\gamma \varepsilon_{x t}+\delta u_{x x x x}=0, \quad \text { in } \Omega_{\infty}  \tag{1.10}\\
C_{V} \theta_{t}-k \theta_{x x}-f_{1} \theta \varepsilon_{t}-\gamma \varepsilon_{t}^{2}=0, \quad \text { in } \quad \Omega_{\infty}  \tag{1.11}\\
\varepsilon=u_{x}, \quad \text { in } \quad \Omega_{\infty} \tag{1.12}
\end{gather*}
$$

where

$$
\begin{equation*}
f_{1}=f_{1}(\varepsilon)=F_{1}^{\prime}(\varepsilon), \quad f_{2}=f_{2}(\varepsilon)=F_{2}^{\prime}(\varepsilon) . \tag{1.13}
\end{equation*}
$$

In addition, we prescribe the initial and boundary conditions

$$
\begin{equation*}
\left.u\right|_{x=0}=\left.\varepsilon_{x}\right|_{x=0}=0,\left.\quad \varepsilon\right|_{x=1}=\left.\left(\gamma u_{x t}-\delta u_{x x x}+\sigma_{1}\right)\right|_{x=1}=0, \tag{1.14}
\end{equation*}
$$

with

$$
\begin{equation*}
\sigma_{1}=f_{1} \theta+f_{2}, \tag{1.15}
\end{equation*}
$$

as well as

$$
\begin{gather*}
\left.\theta_{x}\right|_{x=0,1}=0  \tag{1.16}\\
u(x, 0)=u_{0}(x), \quad u_{t}(x, 0)=u_{1}(x), \quad \theta(x, 0)=\theta_{0}(x)>0, x \in \bar{\Omega} . \tag{1.17}
\end{gather*}
$$

The physical meaning of the boundary conditions is clear; for instance, the second condition at $x=1$ describes the stress-free situation.

Next, we employ an idea of Andrews [2] and Pego [17] to simplify the problem by introducing the velocity potential

$$
\begin{equation*}
p(x, t)=\int_{1}^{x} u_{t}(y, t) d y . \tag{1.18}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\varepsilon_{t}=p_{x x}, \quad \text { in } \Omega_{\infty}, \tag{1.19}
\end{equation*}
$$

and (1.10)-(1.11) can be rewritten as

$$
\begin{gather*}
p_{t}-\gamma p_{x x}+\delta \varepsilon_{x x}-\sigma_{1}=0, \quad \text { in } \Omega_{\infty},  \tag{1.20}\\
C_{V} \theta_{t}-k \theta_{x x}-f_{1} \theta p_{x x}-\gamma p_{x x}^{2}=0, \quad \text { in } \Omega_{\infty} . \tag{1.21}
\end{gather*}
$$

Accordingly, the initial and boundary conditions (1.14), (1.16), (1.17) become

$$
\begin{equation*}
\varepsilon(x, 0)=\varepsilon_{0}=u_{0 x}, \quad p(x, 0)=p_{0}(x)=\int_{1}^{x} u_{1}(y) d y, \quad \theta(x, 0)=\theta_{0}, \quad x \in \bar{\Omega} . \tag{1.23}
\end{equation*}
$$

It is easy to see that if $(u, v, \theta)$ is a smooth solution to (1.10)-(1.17), then $(\varepsilon, p, \theta)$ is a smooth solution to (1.19)-(1.24), and vice versa. Therefore, it suffices to consider the problem (1.19)-(1.24). In what follows, we assume without loss of generality that $C_{V}=1$.

Before stating and proving our results, let us first recall some related results in the literature. In the case $\delta=0$, Dafermos [5], Dafermos and Hsiao [6], Chen and Hoffmann [9], and Jiang [11] proved the global existence of a classical solution
to the system of (1.10)-(1.12) with various boundary conditions for a class of solidlike materials. However, an analysis of the asymptotic behavior as $t \rightarrow \infty$ was not performed in these papers. Recently, on the basis of Dafermos [5] and Dafermos and Hsiao [6], Luo [13] further investigated the asymptotic behavior of smooth solutions as time tends to infinity for a special class of solid-like materials in which $e=C_{V} \theta$, $F_{2}=0$, and $\delta=0$. Racke and Zheng [18] obtained global existence, uniqueness, and the asymptotic behavior of weak solutions to (1.10)-(1.12) for $\delta=0$ if both ends of the rod are insulated and if at least one end is stress-free.

In the case $\delta>0$, we refer to Sprekels and Zheng [20] if $\delta>0, \gamma=0$, and to Hoffmann and Zochowski [10] if $\delta>0, \gamma>0$, for global existence and uniqueness results for Falk's Landau-Ginzburg model of shape memory alloys. However, the a priori estimates for the solution obtained in these papers depend on $t$, and hence the asymptotic behavior of the solution for $t \rightarrow \infty$ could not be treated there.

We also refer to the works of Andrews [2], Andrews and Ball [3], and Pego [17] for the isothermal and purely viscoelastic case.

The purpose of our contribution is to study the asymptotic behavior as $t \rightarrow \infty$ of the solutions to the system (1.19)-(1.24) and to prove the compactness of the orbit. Next, we state the main result of this paper.

THEOREM 1.1. Suppose that $\varepsilon_{0}, p_{0} \in H^{3}$, and $\theta_{0} \in H^{1}$ are given functions that satisfy the compatibility conditions $\left.\quad p_{0 x}\right|_{x=0}=\left.\varepsilon_{0 x}\right|_{x=0}=0,\left.\quad p_{0}\right|_{x=1}=\left.p_{x x}\right|_{x=1}=$ $\left.\varepsilon_{x}\right|_{x=1}=0$, and suppose that $\theta_{0}>0$ in $[0,1]$. Then the following results hold.
(i) The problem admits a unique global solution $(\varepsilon, p, \theta)$ satisfying

$$
\begin{gather*}
p \in C\left(\mathbb{R}^{+} ; H^{3}\right) \cap L^{2}\left(\mathbb{R}^{+} ; H^{4}\right), \quad p_{t} \in C\left(\mathbb{R}^{+} ; H^{1}\right) \cap L^{2}\left(\mathbb{R}^{+} ; H^{2}\right) \\
\theta \in C\left(\mathbb{R}^{+} ; H^{1}\right), \quad \theta_{x} \in L^{2}\left(\mathbb{R}^{+} ; H^{1}\right), \quad \theta_{t} \in L^{2}\left(\mathbb{R}^{+} ; L^{2}\right) \\
\theta(x, t)>0 \quad \forall(x, t) \in[0,1] \times \mathbb{R}^{+} \tag{1.25}
\end{gather*}
$$

(ii) As $t \rightarrow \infty$, it holds that

$$
\begin{gather*}
\|p(\cdot, t)\|_{H^{3}} \rightarrow 0, \quad\left\|p_{t}(\cdot, t)\right\|_{H^{1}} \rightarrow 0  \tag{1.26}\\
\left\|\delta \varepsilon_{x x}(\cdot, t)-\sigma_{1}(\cdot, t)\right\|_{H^{1}} \rightarrow 0, \quad\left\|\varepsilon_{t}(\cdot, t)\right\|_{H^{1}} \rightarrow 0, \quad\left\|\theta_{x}(\cdot, t)\right\| \rightarrow 0 \tag{1.27}
\end{gather*}
$$

(iii) For all $\nu>0$,

$$
\begin{equation*}
\varepsilon \in C\left([\nu,+\infty) ; H^{4}\right), \quad p \in C\left([\nu,+\infty) ; H^{4}\right), \quad \theta \in C\left([\nu,+\infty) ; H^{3}\right) \tag{1.28}
\end{equation*}
$$

i.e., the orbit is compact in $H^{3} \times H^{3} \times H^{1}$.
(iv)

$$
\begin{equation*}
(\varepsilon(\cdot, t), p(\cdot, t), \theta(\cdot, t)) \rightarrow(\bar{\varepsilon}, 0, \bar{\theta}), \quad \text { as } \quad t \rightarrow \infty, \quad \text { in } \quad H^{3} \times H^{3} \times H^{1} \tag{1.29}
\end{equation*}
$$

where $(\bar{\varepsilon}, \bar{\theta})$ is one of the equilibria for the corresponding stationary problem.
The main difficulties in proving Theorem 1.1 are due to the higher degree of nonlinearity inherent in the system (1.19)-(1.21) and to the higher order derivative arising for $\delta>0$. The presence of this higher order derivative makes the problem in two ways significantly different from the problem with $\delta=0, \gamma>0$ : it renders the
orbit compact (while discontinuities of strain will persist in the case $\delta=0, \gamma>0$, as shown in [18]), and the technique needed to obtain the asymptotic behavior differs considerably from that used in the case $\delta=0, \gamma>0$. One of the main ingredients of the proof in this paper is to bound the norms of $\varepsilon, p$, as well as their derivatives, in terms of expressions of the form

$$
\begin{equation*}
1+\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{\alpha}+\left(\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\beta} \tag{1.30}
\end{equation*}
$$

where $0 \leq \alpha \leq \frac{3}{2}, 0 \leq \beta \leq \frac{1}{2}$. This makes it possible to reduce the degree of nonlinearity via interpolation techniques. To study the asymptotic behavior, we will make repeated use of a basic lemma in analysis proved in Shen and Zheng [19]. In section 2, we will prove the uniform a priori estimates and the compactness of the orbit. In section 3, the asymptotic behavior is investigated.

The notation in this paper will be as follows: $L^{p}, 1 \leq p \leq \infty, W^{m, \infty}, m \in \mathbb{N}$, $H^{1} \equiv W^{1,2}$, and $H_{0}^{1}=W_{0}^{1,2}$, respectively, denote the usual Lebesgue and Sobolev spaces on $(0,1)$. By $(\cdot, \cdot)$, we denote the inner product in $L^{2}$, and $\|\cdot\|_{B}$ denotes the norm in the space $B$. We use the abbreviation $\|\cdot\|:=\|\cdot\|_{L_{2}}$, and $C^{k}(I, B)$, $k \in \mathbb{N}_{0}$, denotes the space of $k$-times continuously differentiable functions from $I \subset \mathbb{R}$ into a Banach space $B$. The spaces $L^{p}(I, B), 1 \leq p \leq \infty$, are defined analogously. Finally, $\partial_{t}$ or $\frac{d}{d t}$ or a subscript $t$ and, likewise, $\partial_{x}$ or a subscript $x$, denote the partial derivatives with respect to $t$ and $x$, respectively.
2. Uniform a priori estimates. The general framework to prove global existence and uniqueness of solution has been established in earlier papers, for instance, in Sprekels and Zheng [20] and Hoffmann and Zochowski [10]. The setting will become more apparent soon during the derivation of uniform a priori estimates. Therefore, we can focus our attention on the study of the asymptotic behavior and on the compactness of the orbit. In order to get the asymptotic behavior of the solution as $t \rightarrow \infty$, we shall prove uniform a priori estimates on $\varepsilon, p$, and $\theta$ with respect to $t$. From now on, we will always denote by $C$ a universal positive constant that may depend on the initial data, but not on $t$.

Lemma 2.1. For any $t>0$, the following estimates hold.

$$
\begin{gather*}
\|\varepsilon(t)\|+\|\varepsilon(t)\|_{L^{6}}+\left\|p_{x}(t)\right\|+\left\|\varepsilon_{x}(t)\right\|+\|\theta(t)\|_{L^{1}} \leq C,  \tag{2.1}\\
\|p(t)\|_{L^{\infty}}+\|\varepsilon(t)\|_{L^{\infty}} \leq C,  \tag{2.2}\\
\theta(x, t)>0 \quad \forall(x, t) \in[0,1] \times \mathbb{R}^{+} . \tag{2.3}
\end{gather*}
$$

Proof. First, applying the maximum principle to (1.21), we find that

$$
\begin{equation*}
\theta(x, t)>0 \quad \forall(x, t) \in[0,1] \times \mathbb{R}^{+} . \tag{2.4}
\end{equation*}
$$

Next, multiplying (1.20) by $-p_{x x}$, adding the result to (1.21), and integrating with respect to $x$ over $\Omega$, we arrive at

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{1}\left(\theta+F_{2}(\varepsilon)+\frac{1}{2} p_{x}^{2}+\frac{\delta}{2} \varepsilon_{x}^{2}\right)(t) d x=0 . \tag{2.5}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\int_{0}^{1}\left(\theta+F_{2}(\varepsilon)+\frac{1}{2} p_{x}^{2}+\frac{\delta}{2} \varepsilon_{x}^{2}\right)(t) d x=E_{1} \tag{2.6}
\end{equation*}
$$

where $E_{1}$ is a constant depending only on the initial data.

Using Young's inequality, we see that

$$
\begin{equation*}
F_{2}(\varepsilon) \geq C_{1} \varepsilon^{6}-C_{2} \tag{2.7}
\end{equation*}
$$

and thus,

$$
\begin{equation*}
\|\varepsilon(t)\|+\left\|p_{x}(t)\right\|+\left\|\varepsilon_{x}(t)\right\|+\|\varepsilon(t)\|_{L^{6}}+\|\theta(t)\|_{L^{1}} \leq C \tag{2.8}
\end{equation*}
$$

By virtue of the boundary conditions and of Poincaré's inequality, we find

$$
\begin{equation*}
\|p(t)\|_{L^{\infty}}+\|\varepsilon(t)\|_{L^{\infty}} \leq C \tag{2.9}
\end{equation*}
$$

from which the assertion follows.
LEMMA 2.2. For any $t>0$, the following estimates hold.

$$
\begin{gather*}
\int_{0}^{t} \int_{0}^{1}\left(\frac{\theta_{x}^{2}}{\theta^{2}}+\frac{p_{x x}^{2}}{\theta}\right) d x d \tau \leq C  \tag{2.10}\\
\int_{0}^{t}\left\|p_{x}(\tau)\right\|^{2} d \tau \leq \int_{0}^{t}\left\|p_{x}(\tau)\right\|_{L^{\infty}}^{2} d \tau \leq C, \quad \int_{0}^{t}\|p(\tau)\|_{L^{\infty}}^{2} d \tau \leq C  \tag{2.11}\\
 \tag{2.12}\\
\int_{0}^{t}\left\|p_{x}(\tau)\right\|^{n+2} d \tau \leq C \quad \forall n \geq 0
\end{gather*}
$$

Proof. Multiplication of (1.21) by $\theta^{-1}$ and integration with respect to $x$ over $\Omega$ yield

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{1}\left(\log \theta-F_{1}(\varepsilon)\right)(t) d x-\int_{0}^{1}\left(\frac{k \theta_{x}^{2}}{\theta^{2}}+\frac{\gamma p_{x x}^{2}}{\theta}\right)(t) d x=0 \tag{2.13}
\end{equation*}
$$

Since $\log \theta \leq \theta-1$ for all $\theta>0$, we obtain

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1}\left(\frac{k \theta_{x}^{2}}{\theta^{2}}+\frac{\gamma p_{x x}^{2}}{\theta}\right) d x d \tau \leq C \tag{2.14}
\end{equation*}
$$

From $\left.p_{x}\right|_{x=0}=0$ it follows that

$$
\begin{equation*}
p_{x}(x, t)=p_{x}(0, t)+\int_{0}^{x} p_{x x}(y, t) d y=\int_{0}^{x} p_{x x}(y, t) d y \tag{2.15}
\end{equation*}
$$

Hence,

$$
\begin{align*}
& \int_{0}^{t}\left\|p_{x}(\tau)\right\|_{L^{\infty}}^{2} d \tau \leq \int_{0}^{t}\left(\int_{0}^{1}\left|p_{x x}(x, \tau)\right| d x\right)^{2} d \tau \\
& \leq \int_{0}^{t}\left(\int_{0}^{1} \sqrt{\theta} \frac{\left|p_{x x}\right|}{\sqrt{\theta}} d x\right)^{2} d \tau \leq \int_{0}^{t}\left(\int_{0}^{1} \theta d x\right)\left(\int_{0}^{1} \frac{p_{x x}^{2}}{\theta} d x\right) d \tau \\
& \leq C \int_{0}^{t} \int_{0}^{1} \frac{p_{x x}^{2}}{\theta} d x d \tau \leq C . \tag{2.16}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\int_{0}^{t}\left\|p_{x}(\tau)\right\|^{2} d \tau \leq \int_{0}^{t}\left\|p_{x}(\tau)\right\|_{L^{\infty}}^{2} d \tau \leq C \tag{2.17}
\end{equation*}
$$

Combining (2.11) with (2.8), a simple induction yields that to any $n \in \mathbb{N}$ there is some $C=C(n)$ such that

$$
\begin{equation*}
\int_{0}^{t}\left\|p_{x}(\tau)\right\|^{n+2} d \tau \leq C \tag{2.18}
\end{equation*}
$$

The proof of the assertion is complete.
In what follows we will see that (2.18) is very useful for reducing the degree of nonlinearity. To get further estimates, we will now derive estimates for the derivatives of the norms of $\varepsilon, p$ by expressions of the form (1.30).

LEMMA 2.3. For any $t>0$, the following estimates hold.

$$
\begin{gather*}
\int_{0}^{t}\left(\left\|\varepsilon_{t}(\tau)\right\|^{2}+\left\|p_{x x}(\tau)\right\|^{2}\right) d \tau \leq C \sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}  \tag{2.19}\\
\int_{0}^{t}\left\|\theta_{x}(\tau)\right\|^{2} d \tau \leq C \sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{2} \tag{2.20}
\end{gather*}
$$

Proof. Using Lemma 2.2, we obtain

$$
\begin{align*}
& \int_{0}^{t}\left\|p_{x x}(\tau)\right\|^{2} d \tau=\int_{0}^{t}\left\|\sqrt{\theta} \frac{p_{x x}}{\sqrt{\theta}}(\tau)\right\|^{2} d \tau \\
& \leq \sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}} \int_{0}^{t}\left\|\frac{p_{x x}}{\sqrt{\theta}}(\tau)\right\|^{2} d \tau \\
& \leq C \sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}} . \tag{2.21}
\end{align*}
$$

Similarly, we have

$$
\begin{equation*}
\int_{0}^{t}\left\|\theta_{x}(\tau)\right\|^{2} d \tau \leq C \sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{2} \tag{2.22}
\end{equation*}
$$

The proof is complete.
We can now show further estimates.
LEMMA 2.4. For any $t>0$, the following estimates hold.

$$
\begin{align*}
& \left\|p_{x t}(t)\right\|^{2}+\left\|p_{x x x}(t)\right\|^{2}+\int_{0}^{t}\left(\left\|p_{x x t}(\tau)\right\|^{2}+\left\|\varepsilon_{t t}(\tau)\right\|^{2}\right) d \tau \\
& \leq C\left(1+\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{3}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)  \tag{2.23}\\
& \left\|\varepsilon_{x t}(t)\right\|^{2}+\int_{0}^{t}\left(\left\|p_{x x x x}(\tau)\right\|^{2}+\left\|\varepsilon_{x x t}(\tau)\right\|^{2}\right) d \tau \\
& \quad \leq C\left(1+\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{3}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right) \tag{2.24}
\end{align*}
$$

Proof. First, differentiating (1.20) with respect to $t$, multiplying the result by $-\varepsilon_{t t}$, and integrating with respect to $x$ over $\Omega$, we obtain

$$
\begin{align*}
0= & \left(p_{t t}(t),-p_{x x t}(t)\right)+\gamma\left\|\varepsilon_{t t}(t)\right\|^{2}+\left(\delta \varepsilon_{x t}(t), \varepsilon_{x t t}(t)\right)+\int_{0}^{1} \sigma_{1 t}(t) \varepsilon_{t t}(t) d x \\
= & \left(p_{x t t}(t), p_{x t}(t)\right)+\gamma\left\|\varepsilon_{t t}(t)\right\|^{2}+\delta\left(\varepsilon_{x t}(t), \varepsilon_{x t t}(t)\right) \\
& +\int_{0}^{1}\left(f_{1}^{\prime}(\varepsilon) \varepsilon_{t} \theta+f_{2}^{\prime}(\varepsilon) \varepsilon_{t}+f_{1}(\varepsilon) \theta_{t}\right)(t) \varepsilon_{t t}(t) d x \tag{2.25}
\end{align*}
$$

Combination with (2.9) yields

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\left\|p_{x t}(t)\right\|^{2}+\delta\left\|\varepsilon_{x t}(t)\right\|^{2}\right)+\gamma\left\|\varepsilon_{t t}(t)\right\|^{2} \leq \frac{\gamma}{2}\left\|\varepsilon_{t t}(t)\right\|^{2}+C \int_{0}^{1}\left(\theta^{2} \varepsilon_{t}^{2}+\varepsilon_{t}^{2}+\theta_{t}^{2}\right)(t) d x \tag{2.26}
\end{equation*}
$$

Integrating (2.26) with respect to $t$ and applying Lemma 2.3, we arrive at

$$
\begin{aligned}
& \left\|p_{x t}(t)\right\|^{2}+\left\|\varepsilon_{x t}(t)\right\|^{2}+\int_{0}^{t}\left\|\varepsilon_{t t}(\tau)\right\|^{2} d \tau \\
& \leq C+C \int_{0}^{t}\left(\left\|\theta(\tau) \varepsilon_{t}(\tau)\right\|^{2}+\left\|\varepsilon_{t}(\tau)\right\|^{2}+\left\|\theta_{t}(\tau)\right\|^{2}\right) d \tau \\
& \leq C+C \sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{2} \int_{0}^{t}\left\|\varepsilon_{t}(\tau)\right\|^{2} d \tau+C \int_{0}^{t}\left(\left\|\varepsilon_{t}(\tau)\right\|^{2}+\left\|\theta_{t}(\tau)\right\|^{2}\right) d \tau \\
(2.27) & \leq C\left(1+\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{3}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right) .
\end{aligned}
$$

Here, we have used Young's inequality in the form $a \leq C a^{3}+C^{\prime}$.
Next, we differentiate (1.20) with respect to $t$, then multiply by $\varepsilon_{x x t}$, and integrate the result with respect to $x$ over $\Omega$ to obtain

$$
\begin{align*}
0= & \left(p_{t t}(t), \varepsilon_{x x t}(t)\right)-\gamma\left(\varepsilon_{t t}(t), \varepsilon_{x x t}(t)\right)+\delta\left\|\varepsilon_{x x t}(t)\right\|^{2}-\int_{0}^{1} \varepsilon_{x x t}(t) \sigma_{1 t}(t) d x \\
= & \left(p_{x x t t}(t), \varepsilon_{t}(t)\right)+\gamma\left(\varepsilon_{x t t}(t), \varepsilon_{x t}(t)\right)+\delta\left\|\varepsilon_{x x t}(t)\right\|^{2}-\int_{0}^{1} \varepsilon_{x x t}(t) \sigma_{1 t}(t) d x \\
= & \frac{d}{d t}\left(p_{x x t}(t), \varepsilon_{t}(t)\right)-\left\|p_{x x t}(t)\right\|^{2}+\frac{\gamma}{2} \frac{d}{d t}\left\|\varepsilon_{x t}(t)\right\|^{2}+\delta\left\|\varepsilon_{x x t}(t)\right\|^{2} \\
& -\int_{0}^{1} \varepsilon_{x x t}(t) \sigma_{1 t}(t) d x . \tag{2.28}
\end{align*}
$$

However, by integration by parts, we have

$$
\begin{equation*}
\left(p_{x x t}(t), \varepsilon_{t}(t)\right)=-\left(p_{x t}(t), \varepsilon_{x t}(t)\right) \tag{2.29}
\end{equation*}
$$

Combining this with (2.28), and using (2.23) and Young's inequality, we find

$$
\begin{aligned}
& \frac{\gamma}{4}\left\|\varepsilon_{x t}(t)\right\|^{2}+\delta \int_{0}^{t}\left\|\varepsilon_{x x t}(\tau)\right\|^{2} d \tau \\
& \leq C+\frac{\delta}{2} \int_{0}^{t}\left\|\varepsilon_{x x t}(\tau)\right\|^{2} d \tau+C\left(\left\|p_{x t}(t)\right\|^{2}+\int_{0}^{t}\left(\left\|\sigma_{1 t}(\tau)\right\|^{2}+\left\|p_{x x t}(\tau)\right\|^{2}\right) d \tau\right) \\
(2.30) & \leq C\left(1+\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{3}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)+\frac{\delta}{2} \int_{0}^{t}\left\|\varepsilon_{x x t}(\tau)\right\|^{2} d \tau .
\end{aligned}
$$

The proof of the lemma is complete.
In what follows, we will find that the above lemma plays a crucial role in reducing the degree of nonlinearity.

Lemma 2.5. For any $t>0$, the following estimates hold.

$$
\begin{gather*}
\left\|\theta_{x}(t)\right\|^{2}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau \leq C .  \tag{2.31}\\
\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}} \leq C . \tag{2.32}
\end{gather*}
$$

Proof. Multiplying (1.21) by $\theta_{t}$ and integrating with respect to $x$ over $\Omega$, we obtain

$$
\begin{align*}
& \frac{k}{2} \frac{d}{d t}\left\|\theta_{x}(t)\right\|^{2}+\left\|\theta_{t}(t)\right\|^{2}=\int_{0}^{1}\left(f_{1}(\varepsilon) \theta \theta_{t} p_{x x}+\gamma \theta_{t} p_{x x}^{2}\right)(t) d x \\
& \leq C\left(\left\|\theta(t) p_{x x}(t)\right\|\left\|\theta_{t}(t)\right\|+\left(\int_{0}^{1} p_{x x}^{4}(t) d x\right)^{\frac{1}{2}}\left\|\theta_{t}(t)\right\|\right) \\
& \leq C\left(\|\theta(t)\|_{L^{\infty}}^{\frac{1}{2}}\left\|p_{x x}(t)\right\|_{L^{\infty}}\left(\int_{0}^{1} \theta(t) d x\right)^{\frac{1}{2}}\left\|\theta_{t}(t)\right\|+\left\|p_{x x}(t)\right\|_{L^{4}}^{2}\left\|\theta_{t}(t)\right\|\right) . \tag{2.33}
\end{align*}
$$

Therefore, integration with respect to $t$ yields

$$
\begin{align*}
& \left\|\theta_{x}(t)\right\|^{2}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau \\
\leq & C\left(\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{\frac{1}{2}}\left(\int_{0}^{t}\left\|p_{x x}(\tau)\right\|_{L^{\infty}}^{2} d \tau\right)^{\frac{1}{2}}\left(\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{2}}\right. \\
& \left.\quad+\left(\int_{0}^{t}\left\|p_{x x}(\tau)\right\|_{L^{4}}^{4} d \tau\right)^{\frac{1}{2}}\left(\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{2}}+1\right) \\
= & C\left(I_{1}+I_{2}+1\right) \tag{2.34}
\end{align*}
$$

We now estimate the terms $I_{1}, I_{2}$. By virtue of Nirenberg's inequality and the boundary conditions, we obtain

$$
\begin{align*}
& \left\|p_{x x}(t)\right\|_{L^{\infty}} \leq C\left\|p_{x x x x}(t)\right\|^{\frac{1}{2}}\left\|p_{x}(t)\right\|^{\frac{1}{2}}  \tag{2.35}\\
& \left\|p_{x x}(t)\right\|_{L^{4}} \leq C\left\|p_{x x x x}(t)\right\|^{\frac{5}{12}}\left\|p_{x}(t)\right\|^{\frac{7}{12}} \tag{2.36}
\end{align*}
$$

Hence,

$$
\begin{align*}
I_{1} & =C\left(\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}} \int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau \int_{0}^{t}\left\|p_{x x}(\tau)\right\|_{L^{\infty}}^{2} d \tau\right)^{\frac{1}{2}} \\
& \leq C\left(\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}} \int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau \int_{0}^{t}\left\|p_{x x x x}(\tau)\right\|\left\|p_{x}(\tau)\right\| d \tau\right)^{\frac{1}{2}} \\
& \leq C\left(\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}} \int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{2}}\left(\int_{0}^{t}\left\|p_{x x x x}(\tau)\right\|^{2} d \tau \int_{0}^{t}\left\|p_{x}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{4}} \tag{2.37}
\end{align*}
$$

Using Lemmas 2.2 and 2.4 and Young's inequality, we conclude that

$$
\begin{align*}
I_{1} & \leq C\left(\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}} \int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{2}}\left(\int_{0}^{t}\left\|p_{x x x x}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{4}} \\
& \leq C\left(\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}} \int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{2}}\left(1+\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{3}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{4}} \\
& \leq \frac{1}{4} \int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau+C\left(1+\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{\frac{5}{2}}\right) \tag{2.38}
\end{align*}
$$

Next, owing to Schwarz's inequality and (2.36), we have

$$
\begin{align*}
I_{2} & =C\left(\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau \int_{0}^{t}\left\|p_{x x}(\tau)\right\|_{L^{4}}^{4} d \tau\right)^{\frac{1}{2}} \\
& \leq C\left(\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau \int_{0}^{t}\left\|p_{x x x x}(\tau)\right\|^{\frac{5}{3}}\left\|p_{x}(\tau)\right\|^{\frac{7}{3}} d \tau\right)^{\frac{1}{2}} \\
& \leq C\left(\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{2}}\left(\int_{0}^{t}\left\|p_{x x x x}(\tau)\right\|^{2} d \tau\right)^{\frac{5}{12}}\left(\int_{0}^{t}\left\|p_{x}(\tau)\right\|^{14} d \tau\right)^{\frac{1}{12}} \tag{2.39}
\end{align*}
$$

Applying (2.18) with $n=12$ and Lemma 2.4, we get

$$
\begin{align*}
I_{2} & \leq C\left(\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{2}}\left(\int_{0}^{t}\left\|p_{x x x x}(\tau)\right\|^{2} d \tau\right)^{\frac{5}{12}} \\
& \leq C\left(\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\frac{1}{2}}\left(1+\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{3}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau\right)^{\frac{5}{12}} \\
& \leq \frac{1}{4} \int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau+C \sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{\frac{5}{2}}+C \tag{2.40}
\end{align*}
$$

Owing to Nirenberg's inequality and (2.1), we have

$$
\begin{equation*}
\|\theta(t)\|_{L^{\infty}} \leq C\left\|\theta_{x}(t)\right\|^{\frac{2}{3}}\|\theta(t)\|_{L^{1}}^{\frac{1}{3}}+C\|\theta(t)\|_{L^{1}} \leq C\left\|\theta_{x}(t)\right\|^{\frac{2}{3}}+C \tag{2.41}
\end{equation*}
$$

Combining (2.38)-(2.40) with (2.34) and (2.41) and applying Young's inequality, we find

$$
\begin{align*}
\left\|\theta_{x}(t)\right\|^{2}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau & \leq \frac{1}{2} \int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau+C\left(1+\sup _{0 \leq \tau \leq t}\left\|\theta_{x}(\tau)\right\|^{\frac{5}{3}}\right) \\
& \leq C+\frac{1}{2}\left(\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau+\sup _{0 \leq \tau \leq t}\left\|\theta_{x}(\tau)\right\|^{2}\right) \tag{2.42}
\end{align*}
$$

Taking the supremum with respect to $t$ in (2.42) yields

$$
\begin{equation*}
\sup _{0 \leq \tau \leq t}\left\|\theta_{x}(\tau)\right\|^{2}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau \leq \frac{1}{2}\left(\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau+\sup _{0 \leq \tau \leq t}\left\|\theta_{x}(\tau)\right\|^{2}\right)+C \tag{2.43}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\sup _{0 \leq \tau \leq t}\left\|\theta_{x}(\tau)\right\|^{2}+\int_{0}^{t}\left\|\theta_{t}(\tau)\right\|^{2} d \tau \leq C \tag{2.44}
\end{equation*}
$$

Thus, using (2.41),

$$
\begin{equation*}
\sup _{0 \leq \tau \leq t}\|\theta(\tau)\|_{L^{\infty}}^{2} \leq C \tag{2.45}
\end{equation*}
$$

which concludes the proof of the assertion.
Combining Lemmas 2.3-2.5 and using the system equations, we immediately conclude with the following lemma.

Lemma 2.6. For any $t>0$, the following estimates hold.

$$
\begin{gather*}
\int_{0}^{t}\left(\left\|p_{x x}(\tau)\right\|^{2}+\left\|\varepsilon_{t}(\tau)\right\|^{2}+\left\|\theta_{x}(\tau)\right\|_{H^{1}}^{2}\right) d \tau \leq C  \tag{2.46}\\
\int_{0}^{t}\left(\left\|p_{x x t}(\tau)\right\|^{2}+\left\|\varepsilon_{t t}(\tau)\right\|^{2}+\left\|p_{x x x x}(\tau)\right\|^{2}+\left\|\varepsilon_{x x t}(\tau)\right\|^{2}\right) d \tau \leq C  \tag{2.47}\\
\left\|p_{x t}(t)\right\|^{2}+\left\|p_{x x x}(t)\right\|^{2}+\left\|\varepsilon_{x t}(t)\right\|^{2}+\left\|\varepsilon_{x x x}(t)\right\|^{2} \leq C \tag{2.48}
\end{gather*}
$$

LEMMA 2.7. For any $t>0$, the following estimates hold.

$$
\begin{align*}
& \int_{0}^{t}\left(\left\|p_{t}(\tau)\right\|^{2}+\left\|p_{t}(\tau)\right\|_{L^{\infty}}^{2}+\left\|p_{x t}(\tau)\right\|^{2}+\left\|p_{x t}(\tau)\right\|_{L^{\infty}}^{2}\right) d \tau \leq C  \tag{2.49}\\
& \int_{0}^{t}\left(\left\|\delta \varepsilon_{x x}(\tau)-\sigma_{1}(\tau)\right\|^{2} d \tau+\left\|\left(\delta \varepsilon_{x x}-\sigma_{1}\right)_{t}(\tau)\right\|^{2}\right) d \tau \leq C  \tag{2.50}\\
& \int_{0}^{t}\left(\left\|p_{x x}(\tau)\right\|_{L^{\infty}}^{2}+\left\|p_{x x x}(\tau)\right\|^{2}+\left\|p_{x x x}(\tau)\right\|_{L^{\infty}}^{2}+\left\|p_{t t}(\tau)\right\|^{2}\right) d \tau \leq C  \tag{2.51}\\
& \left\|p_{t}(t)\right\|^{2}+\left\|p_{x x}(t)\right\|^{2}+\left\|p_{t}(t)\right\|_{L^{\infty}}^{2}+\left\|p_{x}(t)\right\|_{L^{\infty}}^{2}+\left\|p_{x x}(t)\right\|_{L^{\infty}}^{2} \leq C \tag{2.52}
\end{align*}
$$

Proof. These estimates can easily be derived from the system equations and from Lemmas 2.5 and 2.6.

Now we proceed to investigate the compactness of the orbit of the solution for $t>0$ in $H^{3} \times H^{3} \times H^{1}$. For the time being, we assume that the initial data are so smooth that the solution will have enough smoothness to carry out the following argument: if the initial data belonged just to $H^{3} \times H^{3} \times H^{1}$, we could approximate them by smooth functions and then pass to the limit.

Differentiating (1.20) twice with respect to $t$, we find that

$$
\begin{equation*}
p_{t t t}-\gamma p_{x x t t}+\delta \varepsilon_{x x t t}-\sigma_{1 t t}=0 \tag{2.53}
\end{equation*}
$$

A straightforward calculation yields

$$
\begin{equation*}
\left.\sigma_{1 t t}=f_{1}^{\prime}(\varepsilon) \varepsilon_{t t} \theta+2 f_{1}^{\prime}(\varepsilon) \varepsilon_{t} \theta_{t}+f_{1}(\varepsilon) \theta_{t t}+f_{2}^{\prime \prime}(\varepsilon) \varepsilon_{t}^{2}+f_{2}^{\prime} \varepsilon\right) \varepsilon_{t t} \tag{2.54}
\end{equation*}
$$

Multiplying (2.53) by $p_{t t}$ and integrating with respect to $x$ over $\Omega$, we find

$$
\begin{align*}
0 & =\frac{1}{2} \frac{d}{d t}\left\|p_{t t}(t)\right\|^{2}-\gamma\left(p_{x x t t}(t), p_{t t}(t)\right)+\delta\left(\varepsilon_{x x t t}(t), p_{t t}(t)\right)-\left(\sigma_{1 t t}(t), p_{t t}(t)\right) \\
& =\frac{1}{2} \frac{d}{d t}\left\|p_{t t}(t)\right\|^{2}+\gamma\left\|p_{x t t}(t)\right\|^{2}+\delta\left(\varepsilon_{t t}(t), p_{x x t t}(t)\right)-\left(\sigma_{1 t t}(t), p_{t t}(t)\right) \\
& =\frac{1}{2} \frac{d}{d t}\left(\left\|p_{t t}(t)\right\|^{2}+\delta\left\|\varepsilon_{t t}(t)\right\|^{2}\right)+\gamma\left\|p_{x t t}(t)\right\|^{2}-\left(\sigma_{1 t t}(t), p_{t t}(t)\right) \tag{2.55}
\end{align*}
$$

Multiplying (2.55) by $t^{2}$ and using (2.32), as well as Lemmas 2.6 and 2.7, we obtain that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(t^{2}\left\|p_{t t}(t)\right\|^{2}+t^{2} \delta\left\|\varepsilon_{t t}\right\|^{2}\right)-t\left(\left\|p_{t t}(t)\right\|^{2}+\delta\left\|\varepsilon_{t t}(t)\right\|^{2}\right)+\gamma t^{2}\left\|p_{x t t}(t)\right\|^{2} \\
\leq & t^{2}\left\|p_{t t}(t)\right\|^{2}+C t^{2}\left\|\sigma_{1 t t}(t)\right\|^{2} \\
\leq & t^{2}\left\|p_{t t}(t)\right\|^{2}+C t^{2}\left(\left\|\varepsilon_{t t}(t)\right\|^{2}+\left\|\theta_{t}(t)\right\|^{2}+\left\|\theta_{t t}(t)\right\|^{2}+\left\|\varepsilon_{t}(t)\right\|^{2}\right)
\end{aligned}
$$

Hence, it follows from (2.31), (2.46), and (2.47) that

$$
\begin{equation*}
t^{2}\left(\left\|p_{t t}(t)\right\|^{2}+\delta\left\|\varepsilon_{t t}(t)\right\|^{2}\right)+\int_{0}^{t} \tau^{2}\left\|p_{x t t}(\tau)\right\|^{2} d \tau \leq C_{1}+C t^{2}+C \int_{0}^{t} \tau^{2}\left\|\theta_{t t}(\tau)\right\|^{2} d \tau \tag{2.57}
\end{equation*}
$$

where $C_{1}=C\left(\left\|\varepsilon_{0}\right\|_{H^{3}},\left\|p_{0}\right\|_{H^{3}},\left\|\theta_{0}\right\|_{H^{1}}\right)$.
On the other hand, differentiating (1.21) with respect to $t$, we get

$$
\begin{equation*}
\theta_{t t}-k \theta_{x x t}-\left(f_{1}(\varepsilon) \theta p_{x x}+\gamma p_{x x}^{2}\right)_{t}=0 \tag{2.58}
\end{equation*}
$$

Multiplying by $\theta_{t t}$ and integrating with respect to $x$, we arrive at

$$
\begin{align*}
\frac{k}{2} \frac{d}{d t}\left\|\theta_{x t}(t)\right\|^{2}+\left\|\theta_{t t}(t)\right\|^{2} & \leq \frac{1}{2}\left\|\theta_{t t}(t)\right\|^{2}+\frac{1}{2}\left\|\left(f_{1}(\varepsilon) \theta p_{x x}+\gamma p_{x x}^{2}\right)_{t}(t)\right\|^{2} \\
& \leq \frac{1}{2}\left\|\theta_{t t}(t)\right\|^{2}+C\left(\left\|p_{x x}(t)\right\|^{2}+\left\|\theta_{t}(t)\right\|^{2}+\left\|p_{x x t}(t)\right\|^{2}\right) \tag{2.59}
\end{align*}
$$

Multiplication of (2.59) by $t^{2}$ yields

$$
\begin{equation*}
\frac{k}{2} \frac{d}{d t}\left(t^{2}\left\|\theta_{x t}(t)\right\|^{2}\right)-k t\left\|\theta_{x t}(t)\right\|^{2}+\frac{t^{2}}{2}\left\|\theta_{t t}(t)\right\|^{2} \leq C t^{2}\left(\left\|p_{x x}(t)\right\|^{2}+\left\|\theta_{t}(t)\right\|^{2}+\left\|p_{x x t}(t)\right\|^{2}\right) \tag{2.60}
\end{equation*}
$$

In order to estimate $\int_{0}^{t} \tau\left\|\theta_{x t}(\tau)\right\|^{2} d \tau$, we multiply (2.58) by $\theta_{t}$ and then integrate with respect to $x$ over $\Omega$ to obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\theta_{t}(t)\right\|^{2}+k\left\|\theta_{x t}(t)\right\|^{2} & \leq \frac{1}{2}\left\|\theta_{t}(t)\right\|^{2}+\frac{1}{2}\left\|\left(f_{1}(\varepsilon) \theta p_{x x}+\gamma p_{x x}^{2}\right)_{t}(t)\right\|^{2} \\
& \leq \frac{1}{2}\left\|\theta_{t}(t)\right\|^{2}+C\left(\left\|\varepsilon_{t}(t)\right\|^{2}+\left\|\theta_{t}(t)\right\|^{2}+\left\|p_{x x t}(t)\right\|^{2}\right) \tag{2.61}
\end{align*}
$$

Multiplying (2.61) by $t$, we find
$\frac{1}{2} \frac{d}{d t}\left(t\left\|\theta_{t}(t)\right\|^{2}\right)+k t\left\|\theta_{t x}(t)\right\|^{2} \leq C\left(\left\|\theta_{t}(t)\right\|^{2}+t\left\|\theta_{t}(t)\right\|^{2}+t\left(\left\|\varepsilon_{t}(t)\right\|^{2}+\left\|\theta_{t}(t)\right\|^{2}+\left\|p_{x x t}(t)\right\|^{2}\right)\right)$.

Therefore,

$$
\begin{equation*}
t\left\|\theta_{t}(t)\right\|^{2}+\int_{0}^{t} \tau\left\|\theta_{x t}(\tau)\right\|^{2} d \tau \leq C t+C_{2} \tag{2.63}
\end{equation*}
$$

where $C_{2}=C\left(\left\|\varepsilon_{0}\right\|_{H^{3}},\left\|p_{0}\right\|_{H^{3}},\left\|\theta_{0}\right\|_{H^{1}}\right)$.
Combination of (2.63) with (2.60) yields

$$
\begin{equation*}
\int_{0}^{t} \tau^{2}\left\|\theta_{t t}(\tau)\right\|^{2} d \tau \leq C_{3}+C t^{2} \tag{2.64}
\end{equation*}
$$

with $C_{3}=C\left(\left\|\varepsilon_{0}\right\|_{H^{3}},\left\|p_{0}\right\|_{H^{3}},\left\|\theta_{0}\right\|_{H^{1}}\right)$.
Thus, it follows from (2.57) that

$$
\begin{equation*}
\left\|p_{t t}(t)\right\|^{2}+\left\|\varepsilon_{t t}(t)\right\|^{2} \leq C_{4} t^{-2}+C \tag{2.65}
\end{equation*}
$$

Also, using (2.63) and (2.60),

$$
\begin{equation*}
\left\|\theta_{t}(t)\right\|^{2} \leq C+C_{4} t^{-1}, \quad\left\|\theta_{x t}(t)\right\|^{2} \leq C_{4} t^{-2}+C \tag{2.66}
\end{equation*}
$$

with $C_{4}$ depending only on $\left\|\varepsilon_{0}\right\|_{H^{3}},\left\|p_{0}\right\|_{H^{3}},\left\|\theta_{0}\right\|_{H^{1}}$.
Thus, it easily follows from equations (1.19) to (1.21) that for any initial data in $H^{3} \times H^{3} \times H^{1}$, the following holds:

$$
\begin{equation*}
(\varepsilon(\cdot, t), p(\cdot, t), \theta(\cdot, t)) \in H^{4} \times H^{4} \times H^{3} \quad \forall t>0 \tag{2.67}
\end{equation*}
$$

Moreover, we can infer from Lemmas 2.5 to 2.7, and from (2.55), (2.59), and (2.61), that for any $\nu>0$ the triple $(\varepsilon, p, \theta)$ is bounded in $C\left([\nu,+\infty) ; H^{4} \times H^{4} \times H^{3}\right)$. From this the compactness of the orbit in $H^{3} \times H^{3} \times H^{1}$ follows.
3. Asymptotic behavior. In this section, we will prove the results on the asymptotic behavior of the solution given in Theorem 1.1. In what follows, a convergence symbol " $\rightarrow$ " is always to be understood as $t \rightarrow \infty$. We will make use of the following basic lemma from Shen and Zheng [19].

LEMMA 3.1. Suppose that $y$ and $h$ are nonnegative functions on $(0, \infty)$ such that $y^{\prime}$ is locally integrable and such that $y, h$ satisfy

$$
\begin{array}{ll}
\forall t \geq 0: & y^{\prime}(t) \leq A_{1} y^{2}(t)+A_{2}+h(t) \\
\forall T>0: & \int_{0}^{T} y(\tau) d \tau \leq A_{3}, \quad \int_{0}^{T} h(\tau) d \tau \leq A_{4} \tag{3.2}
\end{array}
$$

where $A_{1}, A_{2}, A_{3}, A_{4}$ denote positive constants which are independent of $t$ and $T$. Then, for any $r>0$,

$$
\begin{equation*}
\forall t \geq 0: \quad y(t+r) \leq\left(\frac{A_{3}}{r}+A_{2} r+A_{4}\right) e^{A_{1} A_{2}} \tag{3.3}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} y(t)=0 \tag{3.4}
\end{equation*}
$$

Lemma 3.2. It holds that

$$
\begin{gather*}
\|p(t)\|_{H^{3}} \rightarrow 0, \quad\left\|p_{t}(t)\right\|_{H^{1}} \rightarrow 0  \tag{3.5}\\
\left\|\varepsilon_{t}(t)\right\|_{H^{1}} \rightarrow 0, \quad\left\|\left(\delta \varepsilon_{x x}-\sigma_{1}\right)(t)\right\|_{H^{1}} \rightarrow 0  \tag{3.6}\\
\left\|u_{t}(t)\right\|_{H^{2}} \rightarrow 0 \tag{3.7}
\end{gather*}
$$

Proof. It follows from (2.26) and (2.32) that

$$
\begin{align*}
& \frac{d}{d t}\left(\left\|p_{x t}(t)\right\|^{2}+\delta\left\|\varepsilon_{x t}(t)\right\|^{2}\right)+\gamma\left\|\varepsilon_{t t}(t)\right\|^{2} \\
\leq & C\left(\left\|\theta(t) \varepsilon_{t}(t)\right\|^{2}+\left\|\varepsilon_{t}(t)\right\|^{2}+\left\|\theta_{t}(t)\right\|^{2}\right) \\
\leq & C\left(\left\|\varepsilon_{t}(t)\right\|^{2}+\left\|\theta_{t}(t)\right\|^{2}\right) \tag{3.8}
\end{align*}
$$

Combining (3.8) with (2.51), (2.46), (2.49), (2.31) and applying Lemma 3.1, we arrive at

$$
\begin{equation*}
\left\|p_{x t}(t)\right\|^{2}+\left\|\varepsilon_{x t}(t)\right\|^{2} \rightarrow 0 \tag{3.9}
\end{equation*}
$$

Hence, $\left\|p_{x x x}(t)\right\|^{2} \rightarrow 0$, and thus $\left\|u_{t}\right\|_{H^{2}} \rightarrow 0$.
Next, we differentiate (1.20) with respect to $t$, then multiply by $\delta \varepsilon_{x x}-\sigma_{1}$, and integrate with respect to $x$ over $\Omega$. It follows that

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|\delta \varepsilon_{x x}(t)-\sigma_{1}(t)\right\|^{2} & =-\left(p_{t t}(t)-\gamma \varepsilon_{t t}(t), \delta \varepsilon_{x x}(t)-\sigma_{1}(t)\right) \\
& \leq \frac{1}{2}\left\|\delta \varepsilon_{x x}(t)-\sigma_{1}(t)\right\|^{2}+C\left(\left\|p_{t t}(t)\right\|^{2}+\left\|\varepsilon_{t t}(t)\right\|^{2}\right) \tag{3.10}
\end{align*}
$$

Combining (3.10) with (2.50), (2.51), (2.47) and applying Lemma 3.1, we conclude that

$$
\begin{equation*}
\left\|\delta \varepsilon_{x x}(t)-\sigma_{1}(t)\right\|^{2} \rightarrow 0 \tag{3.11}
\end{equation*}
$$

From (1.20) and (3.9), we also get

$$
\begin{equation*}
\left\|\left(\delta \varepsilon_{x x}-\sigma_{1}\right)_{x}(t)\right\|^{2} \rightarrow 0 \tag{3.12}
\end{equation*}
$$

The assertions of Lemma 3.2 now follow from the above estimates and from Poincarés inequality.

LEMMA 3.3. It holds that

$$
\begin{equation*}
\left\|\theta_{x}(t)\right\| \rightarrow 0 \tag{3.13}
\end{equation*}
$$

Proof. We multiply (1.21) by $\theta_{t}$ and integrate with respect to $x$ over $\Omega$ to get

$$
\begin{align*}
\frac{k}{2} \frac{d}{d t}\left\|\theta_{x}(t)\right\|^{2}+\left\|\theta_{t}(t)\right\|^{2} & =\int_{0}^{1}\left(\gamma p_{x x}^{2} \theta_{t}+f_{1}(\varepsilon) \theta \theta_{t} p_{x x}\right)(t) d x \\
& \leq \frac{1}{2}\left\|\theta_{t}(t)\right\|^{2}+\left\|\theta(t) p_{x x}(t)\right\|^{2}+\left\|p_{x x}^{2}(t)\right\|^{2} \tag{3.14}
\end{align*}
$$

Combining (3.14) with (2.32) and (2.52), we see that

$$
\begin{equation*}
k \frac{d}{d t}\left\|\theta_{x}(t)\right\|^{2}+\left\|\theta_{t}(t)\right\|^{2} \leq C\left\|p_{x x}(t)\right\|^{2} \tag{3.15}
\end{equation*}
$$

Hence, we can infer from (2.46) and Lemma 3.1 that

$$
\left\|\theta_{x}(t)\right\|^{2} \rightarrow 0
$$

which concludes the proof.
Concerning the convergence of $\varepsilon, u, \theta$, we have the following result.
LEMmA 3.4. It holds that

$$
\begin{gather*}
(\varepsilon(\cdot, t), p(\cdot, t), \theta(\cdot, t)) \rightarrow(\bar{\varepsilon}, 0, \bar{\theta}), \quad \text { in } H^{3} \times H^{3} \times H^{1}  \tag{3.16}\\
u(\cdot, t) \rightarrow \bar{u}, \quad \text { in } H^{4}, \quad \text { with } \bar{u}(x)=\int_{0}^{x} \bar{\varepsilon}(y) d y \quad \forall x \in[0,1] \tag{3.17}
\end{gather*}
$$

where $(\bar{\varepsilon}, \bar{\theta})$ is one of the equilibria for the corresponding stationary problem

$$
\begin{align*}
& \delta \varepsilon_{x x}-f_{1}(\varepsilon) \theta-f_{2}(\varepsilon)=0  \tag{3.18}\\
& \left.\varepsilon_{x}\right|_{x=0}=0,\left.\quad \varepsilon\right|_{x=1}=0  \tag{3.19}\\
& \theta=\text { Const. }  \tag{3.20}\\
& \int_{0}^{1}\left(\theta+F_{2}(\varepsilon)+\frac{\delta}{2} \varepsilon_{x}^{2}\right) d x=E_{1} \tag{3.21}
\end{align*}
$$

Proof. It is easy to see from (2.4) and (2.12) that, for any $0<\nu<1$,

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{1}\left(\theta-\nu \log \theta+F_{2}(\varepsilon)+\nu F_{1}(\varepsilon)+\frac{1}{2} p_{x}^{2}+\frac{\delta}{2} \varepsilon_{x}^{2}\right)(t) d x  \tag{3.22}\\
& \quad+\nu \int_{0}^{1}\left(\frac{k \theta_{x}^{2}}{\theta^{2}}+\frac{\gamma p_{x x}^{2}}{\theta}\right)(t) d x=0
\end{align*}
$$

Thus the system (1.19)-(1.21) has a Lyapunov function of the form

$$
\int_{0}^{1}\left(\theta-\nu \log \theta+F_{2}(\varepsilon)+\nu F_{1}(\varepsilon)+\frac{1}{2} p_{x}^{2}+\frac{\delta}{2} \varepsilon_{x}^{2}\right)(t) d x
$$

Since the orbit is compact, as proved in previous section, it follows from the standard theory of dynamical systems that the $\omega$-limit set is connected, compact, and consists of equilibria. Since the corresponding stationary problem admits only a finite number of solutions (see Zhou [22], and also Luckhaus and Zheng [12], Novick-Cohen and Zheng [16], Zheng [21]), (3.16) follows. In view of the boundary condition $\left.u\right|_{x=0}=0$, we also get (3.17). Therefore, the proof is complete.
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#### Abstract

Some three-dimensional analogues of the plane Darboux problems for hyperbolic equations with degeneracy are investigated. In 1954, Protter initiated the study of such threedimensional problems, and it is now well known that for an infinite number of smooth right-hand sides these problems have solutions with a strong power-type singularity on the characteristic cone. This effect appears even for small perturbations of certain $C_{0}^{\infty}$ right-hand sides. Using Friedrichs' theory of symmetric positive operators, we find and investigate a nonlocal problem which is a regularizer, in some sense, of these ill-posed problems.
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1. Introduction. To set the scene we denote points of $\mathbb{R}^{3}$ by $x=\left(x_{1}, x_{2}, t\right)$ and put $\rho=\sqrt{x_{1}^{2}+x_{2}^{2}}, \varphi=\arctan \left(x_{2} / x_{1}\right)$. Let $K:[0, \infty) \rightarrow \mathbb{R}$ be of class $C^{1}$ and such that $K(0)=0, K^{\prime}(0)>0$ with $K(t)>0$, and $K^{\prime}(t)>0$ if $t>0$. Let $G$ be the domain

$$
G=\left\{x \in \mathbb{R}^{3}: 0<t<d, \int_{0}^{t} \sqrt{K(\tau)} d \tau<\rho<1-\int_{0}^{t} \sqrt{K(\tau)} d \tau\right\}
$$

where $d$ is the (unique) solution of the equation $2 \int_{0}^{d} \sqrt{K(\tau)} d \tau=1$. The boundary of $G$ is $\partial G=S_{0} \cup S_{1} \cup S_{2}$, where $S_{0}$ is the disc $S_{0}=\{x: t=0,0 \leq \rho \leq 1\}$ and

$$
S_{1}=\left\{0 \leq t \leq d, \rho=1-\int_{0}^{t} \sqrt{K(\tau)} d \tau\right\}, S_{2}=\left\{0 \leq t \leq d, \rho=\int_{0}^{t} \sqrt{K(\tau)} d \tau\right\}
$$

We shall consider the equation

$$
\begin{equation*}
L u:=K(t)\left(u_{x_{1} x_{1}}+u_{x_{2} x_{2}}\right)-u_{t t} \equiv K(t)\left\{\rho^{-1}\left(\rho u_{\rho}\right)_{\rho}+\rho^{-2} u_{\varphi \varphi}\right\}-u_{t t}=f \tag{1.1}
\end{equation*}
$$

where $f$ is a prescribed function; $S_{1}$ and $S_{2}$ are characteristics of (1.1).
Problem P. Is there a solution of (1.1) in $G$, which satisfies the condition

$$
\begin{equation*}
u=0 \quad \text { on } \quad S_{0} \cup S_{1} ? \tag{1.2}
\end{equation*}
$$

Problem $\mathrm{P}^{*}$. Is there a solution of (1.1) in $G$, which satisfies the condition

$$
\begin{equation*}
u=0 \quad \text { on } \quad S_{0} \cup S_{2} ? \tag{1.3}
\end{equation*}
$$

Protter [28, 29] formulated these adjoint problems as multidimensional analogues of the Darboux problem in the plane. He worked with the wave equation corresponding to $K(t)=1$ and also investigated (1.1) in a domain which contained $G$ in its

[^5]hyperbolic part and contained a set $G^{\prime}$ in which (1.1) is elliptic. For equation (1.1), which is of changing type in $G \cup G^{\prime} \cup S_{0}$, he formulated certain other problems, which are three-dimensional analogues of a plane problem examined by Morawetz [20] and Lax and Phillips [17].

When equation (1.1) is of changing type, Protter's problem given in Protter [29] was studied by Aziz and Schneider [6], Bitsadze [7], Didenko [10], Salzman and Schneider [31], Papadakis [21], and others. Problems P and P* for (1.1) in the domain $G$ were considered by Didenko [10] in the case of the Tricomi equation (in which $K(t) \equiv t$ ). In the same case, after the paper of Kan Cher [8], Popivanov showed in 1986 that the homogeneous Problem $\mathrm{P}^{*}$ has infinitely many classical solutions $v_{n}(n=4,5, \ldots)$, where

$$
\begin{equation*}
v_{n}(t, \rho, \varphi)=t \rho^{-n}\left(\rho^{2}-4 t^{3} / 9\right)^{n-4 / 3}\left(a_{n} \cos n \varphi+b_{n} \sin n \varphi\right) \tag{1.4}
\end{equation*}
$$

and $a_{n}, b_{n}$ are arbitrary constants. This corresponds to the result of Kwang-Chang [16] for the wave equation and implies that for classical solvability of Problem P an infinite number of conditions of the form $f \perp v_{n} \quad(n=4,5, \ldots)$ are necessary.

Some interesting results concerning Protter's problems for equation (1.1), both in changing-type domains and in $G$, are provided by Sorokina [32, 33]; we discuss these in section 7. For further work on the problem (1.1), (1.2), see Aldashev [1, 2, 3], Kan Cher [8], Popivanov and Schneider [26, 27], and the references cited in these works.

Popivanov and Schneider [26] proceeded in another way, being interested in the question: why does Problem P not have a classical solution when $f=v_{n}\left(v_{n}\right.$ as in (1.4))? They introduced a new class of "generalized solutions" of Problem P and proved that some kind of "generalized solution" exists and is unique but that it is unstable and has a very strong singularity on the characteristic cone $S_{2}$. More precisely, they showed that given any $\ell \in \mathbb{N}$, there is a function $f_{\ell} \in C^{\ell}(\bar{G})$ such that the corresponding "generalized solution" $u_{\ell} \in C\left(\bar{G} \backslash S_{2}\right)$ of Problem P exists, is unique, and satisfies the estimate

$$
\begin{equation*}
\int_{S_{2, \varepsilon}}\left|u_{\ell}\right| d s \geq \varepsilon^{-\ell}, \quad 0<\varepsilon<1 \tag{1.5}
\end{equation*}
$$

where $S_{2, \varepsilon}=\left\{x \in G: \rho=\varepsilon+\int_{0}^{t} \sqrt{K(\tau)} d \tau\right\}$.
This situation can be interpreted in terms of improperly posed (or ill-posed) problems: we recall that these are problems which fail to have a unique global solution which depends continuously on the data. For investigations of such problems for partial differential equations we refer to the monographs of Payne [22], Tikhonov and Arsenin [34], and Lavrentiev, Romanov, and Shishatskii [19]; the book by Lattès and Lions [18] describes a regularization method for approximating solutions to ill-posed problems. We also refer to the papers by Ames, Levine, and Payne [5], Ames [4], as well as to the many references cited in these works; and to Tikhonov and Arsenin [34] for numerous regularization methods.

In Problem P, the position is the following:
(i) According to the results of Popivanov and Schneider cited above, there are infinitely many distinct right-hand sides $f_{n}(n \in \mathbb{N})$ of (1.1) for which there is a generalized solution with a strong singularity, of at least power-type (see (1.5)).
(ii) Let $u_{0} \in C_{0}^{\infty}(G)$ be fixed and suppose that $K(t) \equiv t$. Then $f_{0}:=L u_{0} \in$ $C_{0}^{\infty}(G)$ and for any right-hand side

$$
\begin{equation*}
f_{n, \delta}:=f_{0}+\delta f_{n} \quad(n \in \mathbb{N}, \delta \neq 0) \tag{1.6}
\end{equation*}
$$

there is a generalized solution with a strong singularity (see (1.5)) and there is no classical solution. This shows that the Problem P for the Tricomi equation is very unstable, even though $f_{0} \in C_{0}^{\infty}(G)$, because a small perturbation (1.6) in an infinite number of directions has such a strong effect.

With this in mind, and having regard to the work on ill-posed problems which was mentioned earlier, it is appropriate to consider a new problem which regularizes Protter's problem. This new problem should be such that its solutions are free of the singularity, typified by (1.5), which appears on the characteristic cone $S_{2}$. This suggests connecting points from $G$ with ones on the cone $S_{2}$, and so to investigate Problems P and $\mathrm{P}^{*}$ we introduce a new, nonlocal problem. Let $\alpha$ be a small positive parameter. Given any $t_{0}, \rho_{0}$ and with $C=\left\{t_{0}+\alpha \rho_{0} /(\alpha+1)\right\} \rho_{0}^{\alpha}$, let $\left(p_{\alpha}\left(t_{0}, \rho\right), q_{\alpha}\left(t_{0}, \rho_{0}\right)\right)$ be the point of intersection of the curves

$$
\rho=\int_{0}^{t} \sqrt{K(\tau)} d \tau, \quad t=C \rho^{-\alpha}-\alpha \rho /(\alpha+1) .
$$

Problem A. Is there a solution $\omega(t, \rho, \varphi)$ of the equation

$$
\begin{equation*}
(L \omega)(t, \rho, \varphi)-\rho^{-2} K(t) \omega_{\varphi \varphi}\left(p_{\alpha}(t, \rho), q_{\alpha}(t, \rho), \varphi\right)=f(t, \rho, \phi) \tag{1.7}
\end{equation*}
$$

in $G$ which satisfies the boundary conditions (1.2), i.e., $\omega=0$ on $S_{0} \cup S_{1}$ ?
Equation (1.7) is nonlocal because it involves points with coordinates $(t, \rho, \varphi)$ and $\left(p_{\alpha}(t, \rho), q_{\alpha}(t, \rho), \varphi\right)$. We remark here merely that in our nonlocal Problem A, in the additional term

$$
\rho^{-2} K(t) \omega_{\varphi \varphi}\left(p_{\alpha}(t, \rho), q_{\alpha}(t, \rho), \varphi\right)
$$

of (1.7), the point ( $p_{\alpha}, q_{\alpha}, \varphi$ ) lies just on the characteristic cone $S_{2}$, where the big singularity shown by (1.5) appears in the "generalized solution" of the original Problem P. The derivative $\omega_{\varphi \varphi}$ is tangential to $S_{2}$ at that point.

Unlike [26], where the "generalized solution" belongs to a weighted space of smooth functions, we work here in a weighted Sobolev space. Following the work of Morawetz [20] and Lax and Phillips [17] in the two-dimensional case and Sorokina [32] in the multidimensional case, we introduce the weighted Sobolev space

$$
\begin{equation*}
\widetilde{W}_{2}^{1}(G):=\left\{\omega:\|\omega\|_{\widetilde{W}_{2}^{1}(G)}=\left(\int_{G}\left(\omega^{2}+\omega_{t}^{2}+r\left(\omega_{x_{1}}^{2}+\omega_{x_{2}}^{2}\right)\right) d x\right)^{1 / 2}<\infty\right\} \tag{1.8}
\end{equation*}
$$

where $r=\sqrt{x_{1}^{2}+x_{2}^{2}+t^{2}}$. (The weight in Sorokina [33] is different.) In this space we establish existence, uniqueness, and an a priori estimate of a generalized solution of Problem A for every $f \in L_{2}(G)$. We also prove the infinite smoothness of the solution with respect to $\varphi$. We remark that analogous results were given, without proofs, for the Tricomi equation in $G$ in Popivanov [25] and concerning the wave equation in Popivanov [24].

What is the connection between Problems P and A? We note that Garabedian [15] proved uniqueness of a classical solution of Problem P for the wave equation; an analogous result for the equation (1.1) follows from [26]. But in both cases we do not know whether or not the unique solution depends continuously on $f$. Following Didenko [11], we investigate another problem.

Problem $\mathrm{P}_{\varphi}$. Is there a solution $u$ of Problem P which satisfies the extra condition $\partial u / \partial \varphi=0$ on $S_{2}$ ?

We prove that its solution $u_{f}$ (when it exists) coincides with the solution $\omega_{f}$ of the Problem A, i.e., $u_{f} \equiv \omega_{f}$. Accordingly we can say that Problem A is a "nonlocal regularizer" of the strongly over-determined Problems $P_{\varphi}$ and P. Using the results about Problem A we prove that the solution $u_{f}$ of Problem $P_{\varphi}$ depends continuously on $f$. For the adjoint Problem $P^{*}\left(\right.$ with $\left.\operatorname{dim} \operatorname{Ker} P^{*}=\infty\right)$ we find some additional conditions, under which we prove the uniqueness of solutions in $\widetilde{W}_{2}^{1}(G)$.

The plan of the paper is simple. Influenced by the works of Friedrichs [14], Morawetz [20], Lax and Phillips [17], and Sorokina [32], we investigate in section 2 a system of partial differential equations which is connected with Problem P and formulate corresponding boundary-value problems. In section 3 we examine the problem of coincidence of weak and strong solutions of these problems; sections 4,5 , and 6 are concerned with the proof of the existence, uniqueness, and smoothness (in $\varphi$ ) of the generalized solution of Problem A. The final section, section 7, deals with the connection between Problems P, $\mathrm{P}^{*}$, and the nonlocal Problem A. It is shown that, under appropriate conditions on $f$, the solutions of Problem P coincide with those of Problem A.
2. Investigation of a related system of equations. Given a vector-valued function $\hat{u}=\left(u_{1}, u_{2}, u_{3}\right)$ we introduce the formal notation

$$
\begin{equation*}
u_{\rho}:=\left(x_{1} u_{1}+x_{2} u_{2}\right) / \rho, \quad u_{\varphi}:=x_{1} u_{2}-x_{2} u_{1} \tag{2.1}
\end{equation*}
$$

and the derivatives $\frac{\partial}{\partial \rho}=\frac{x_{1}}{\rho} \frac{\partial}{\partial x_{1}}+\frac{x_{2}}{\rho} \frac{\partial}{\partial x_{2}}, \frac{\partial}{\partial \varphi}=x_{1} \frac{\partial}{\partial x_{2}}-x_{2} \frac{\partial}{\partial x_{1}}$. We consider the system

$$
\left\{\begin{array}{l}
\frac{K}{\rho} \frac{\partial}{\partial \rho}\left(\rho u_{\rho}\right)+\frac{K}{\rho^{2}} \frac{\partial u_{\varphi}}{\partial \varphi}-\frac{\partial u_{3}}{\partial t}=f  \tag{2.2}\\
K\left\{\frac{a}{\rho}\left(\frac{\partial u_{\varphi}}{\partial t}-\frac{\partial u_{3}}{\partial \varphi}\right)-\left(\frac{\partial u_{\varphi}}{\partial \rho}-\frac{\partial u_{\rho}}{\partial \varphi}\right)\right\}=0 \\
\frac{\partial u_{\rho}}{\partial t}-\frac{\partial u_{3}}{\partial \rho}=0
\end{array}\right.
$$

where $a=a(t, \rho, \varphi)$ is a function to be chosen later. In matrix form this becomes

$$
\begin{equation*}
\hat{L}_{0} \hat{u}:=\left(A^{1} \frac{\partial}{\partial x_{1}}+A^{2} \frac{\partial}{\partial x_{2}}+A^{3} \frac{\partial}{\partial t}\right) \hat{u}=\hat{f}_{1} \tag{2.3}
\end{equation*}
$$

where $\hat{f}_{1}=(f, 0,0)$. We shall see that the equation (1.1) and the system (2.3) are not equivalent. In addition, for (2.3) we have a new characteristic, $S_{0}$; thus all the boundary surfaces $S_{0}, S_{1}$, and $S_{2}$ are characteristics. To use the Friedrichs [14] theory of positive systems we reduce (2.3) to symmetric form by left multiplication by

$$
\Lambda:=\left(\begin{array}{ccc}
-x_{1} & x_{2} / \rho & -K_{a x_{1}} / \rho  \tag{2.4}\\
-x_{2} & -x_{1} / \rho & -K a x_{2} / \rho \\
a & 0 & \rho
\end{array}\right)
$$

This gives the symmetric system

$$
\begin{align*}
\hat{L} \hat{u}: & :\left(\begin{array}{ccc}
-K x_{1} & -K x_{2} & K a \\
-K x_{2} & K x_{1} & 0 \\
K a & 0 & -x_{1}
\end{array}\right) \frac{\partial \hat{u}}{\partial x_{1}}+\left(\begin{array}{ccc}
K x_{2} & -K x_{1} & 0 \\
-K x_{1} & -K x_{2} & K a \\
0 & K a & -x_{2}
\end{array}\right) \frac{\partial \hat{u}}{\partial x_{2}} \\
& +\left(\begin{array}{ccc}
-K a & 0 & x_{1} \\
0 & -K a & x_{2} \\
x_{1} & x_{2} & -a
\end{array}\right) \frac{\partial \hat{u}}{\partial t}=\left(\begin{array}{c}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right):=\hat{f}, \tag{2.5}
\end{align*}
$$

where $f_{1}=-x_{1} f, f_{2}=-x_{2} f, f_{3}=a f$. We observe that $\operatorname{det} \Lambda=\rho^{2}-K a^{2}$; this leads us to impose the following condition on the function $a: \rho-a \sqrt{K(t)}>0$ in $G$. Following the notation of Friedrichs we have

$$
\begin{equation*}
(\hat{u}, \hat{L} \hat{u})_{L_{2}(G)}=(\hat{u}, \varkappa \hat{u})_{L_{2}(G)}+\frac{1}{2} \int_{\partial G} \hat{u} \cdot \beta \hat{u} d s \tag{2.6}
\end{equation*}
$$

here the boundary matrix $\beta$ is given by $\beta(x)=\sum_{j=1}^{3} n_{j}(x) \Lambda(x) A^{j}(x)$, where $n(x)=$ $\left(n_{1}(x), n_{2}(x), n_{3}(x)\right)$ is the unit exterior normal vector at $x \in \partial G$, and the matrix $\varkappa$ is defined by

$$
\varkappa=\left(\begin{array}{ccc}
(K a)_{t} & 0 & -K a_{x_{1}}  \tag{2.7}\\
0 & (K a)_{t} & -K a_{x_{2}} \\
-K a_{x_{1}} & -K a_{x_{2}} & 2+a_{t}
\end{array}\right)
$$

In the paper Friedrichs [14], the matrix corresponding to our matrix $\varkappa$ is positive in $\bar{G}$. To fit in with this we work in a suitably weighted Sobolev space and choose

$$
\begin{equation*}
a(t, \rho, \varphi)=\alpha(\rho+t) \text { in } G \tag{2.8}
\end{equation*}
$$

where $d>0$ is a parameter, as in Sorokina [32]. With this choice we have

$$
\begin{equation*}
\hat{u} \cdot \varkappa \hat{u} \geq \alpha K^{\prime}(t)(\rho+t)\left(u_{1}^{2}+u_{2}^{2}\right)+(2+\alpha-\alpha K) u_{3}^{2} \tag{2.9}
\end{equation*}
$$

This leads us to impose the following two conditions on $\alpha$ :

$$
\begin{equation*}
\rho-\alpha(\rho+t) \sqrt{K(t)}>0 \text { in } \bar{G} \backslash\{(0,0,0)\} \tag{E1}
\end{equation*}
$$

(E2) $\quad \alpha K(d)<2+\alpha$.
Remark. It easy to see that near the point $(0,0,0)$ the condition (E1) is equivalent to $0<\alpha<2 / 3$. Note that (E1) and (E2) are satisfied for every sufficiently small $\alpha>0$. For example, if $K(t)=t$, then they hold if $0<\alpha<2 /(3+\sqrt[3]{6})$.

According to the Friedrichs theory, the boundary conditions

$$
\left\{\begin{array}{l}
x_{1} u_{1}+x_{2} u_{2}=0 \text { on } S_{0}, \quad x_{1} u_{2}-x_{2} u_{1}=0 \text { on } S_{2}  \tag{2.10}\\
\sqrt{K}\left(x_{1} u_{1}+x_{2} u_{2}\right)-\rho u_{3}=0 \text { on } S_{1}
\end{array}\right.
$$

are admissible for $\hat{L}$. The adjoint boundary conditions are

$$
\left\{\begin{array}{l}
x_{1} v_{1}+x_{2} v_{2}-a v_{3}=0 \text { on } S_{0}, \quad x_{2} v_{1}-x_{1} v_{2}=0 \text { on } S_{1}  \tag{2.11}\\
\sqrt{K}\left(x_{1} v_{1}+x_{2} v_{2}\right)+\rho v_{3}=0 \text { on } S_{2},
\end{array}\right.
$$

and these are admissible for the adjoint operator $\hat{L}^{*}$. Following the work of Morawetz [20] and Lax and Phillips [17] in the two-dimensional case and Sorokina [32] in the multidimensional case, we introduce the weighted Lebesgue spaces

$$
\begin{align*}
H^{*}(G) & :=\left\{\hat{u}:\|\hat{u}\|^{*}:=\left(\int_{G}\left[r^{-1}\left(u_{1}^{2}+u_{2}^{2}\right)+u_{3}^{2}\right] d x\right)^{1 / 2}<\infty\right\} \\
H_{*}(G) & :=\left\{\hat{u}:\|\hat{u}\|_{*}:=\left(\int_{G}\left[r\left(u_{1}^{2}+u_{2}^{2}\right)+u_{3}^{2}\right] d x\right)^{1 / 2}<\infty\right\} \tag{2.12}
\end{align*}
$$

where $r=\sqrt{\rho^{2}+t^{2}}$. By $(\cdot, \cdot)$ we shall mean the inner product in $L_{2}(G)$, and $\|\cdot\|$ will stand for the corresponding norm.

DEFINITION 2.1. A function $\hat{u} \in H_{*}(G)$ is said to be a weak solution of the problem (2.5), (2.10) if

$$
\begin{equation*}
\left(\hat{u}, \hat{L}^{*} \hat{v}\right)=(\hat{f}, \hat{v}) \tag{2.13}
\end{equation*}
$$

for every $\hat{v} \in C^{1}(\bar{G})$ which satisfies the adjoint boundary conditions (2.11) and vanishes in some neighborhood of the point $(0,0,0)$.

DEFINITION 2.2. A function $\hat{u} \in H_{*}(G)$ is called a strong solution of the problem (2.5), (2.10) if, and only if, there are functions $\hat{u}_{m} \in C^{1}(\bar{G})(m \in \mathbb{N})$ each of which satisfies the boundary conditions (2.10) and vanishes in some neighborhood of $(0,0,0)$ such that

$$
\begin{equation*}
\left\|\hat{u}_{m}-\hat{u}\right\|_{*} \rightarrow 0 \text { and }\left\|\hat{L} \hat{u}_{m}-\hat{f}\right\|^{*} \rightarrow 0 \text { as } m \rightarrow \infty \tag{2.14}
\end{equation*}
$$

From the Friedrichs theory and (2.9), standard procedures now show that the following theorem holds.

THEOREM 2.3. Let $\alpha>0$ be so small that (E1) and (E2) hold. Then for any $\hat{f} \in H^{*}(G)$, there exists a weak solution $\hat{u} \in H_{*}(G)$ of the problem (2.5), (2.10). If there is a strong solution, it is unique and satisfies the a priori estimate

$$
\|\hat{u}\|_{*} \leq C_{\alpha}\|\hat{f}\|^{*}
$$

where $C_{\alpha}$ is a constant which does not depend on $\hat{u}$.
Every strong solution of $(2.5),(2.10)$ is a weak solution. However, we also have the following theorem.

THEOREM 2.4. Every weak solution is a strong solution.
From this result (to be proved in the next section) and Theorem 2.3 it follows that given any $\hat{f} \in H^{*}(G)$, there are a unique weak solution and a unique strong solution, which coincide.

## 3. Proof of Theorem 2.4.

Proof. By partition of the unity argument it is enough to show that if the support of a weak solution $\hat{u}$ is concentrated in a small neighborhood of an arbitrary point of $\bar{G}$, then it is a strong solution; that is, there are functions $\hat{u}_{m} \in C^{1}(\bar{G})$ satisfying the conditions of Definition 2.2. Far from $(0,0,0)$, the $L_{2}$-norm and the norms on $H^{*}(G)$ and $H_{*}(G)$ are equivalent. The point $(0,0,0)$ requires separate treatment. For each other point in $G$ we use the method of mollifiers developed by Friedrichs [13], Lax and Phillips [17], Peyser [23], Rauch [30], and others. After suitable change of variables we look for an integral operator $R_{\varepsilon}$, which depends on a parameter $\varepsilon=\left(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)$, such that $R_{\varepsilon} \hat{u}$ satisfies the boundary conditions (2.10), and with an adjoint $R_{\varepsilon}^{*}$ such that $R_{\varepsilon}^{*} \hat{v}$ satisfies the adjoint boundary conditions (2.11) for every pair of functions $u, v \in L_{2}(G)$ with support in a small neighborhood of the point considered. The most difficult problem usually is to prove $\left\|\hat{L} R_{\varepsilon} \hat{u}-\hat{f}\right\| \rightarrow 0$ when $\varepsilon \rightarrow 0$ in a special way. Since $\left(\hat{L} R_{\varepsilon}^{*}\right)^{*} \hat{u}=R_{\varepsilon} \hat{f}$, we must show that

$$
\begin{equation*}
\left\|\left(\hat{L}^{*} R_{\varepsilon}^{*}\right)^{*} \hat{u}-\hat{L} R_{\varepsilon} \hat{u}\right\| \rightarrow 0 \quad \text { as } \quad \varepsilon \rightarrow 0 \tag{3.1}
\end{equation*}
$$

If the kernel $k_{\varepsilon}$ of the integral operator $R_{\varepsilon}$ is $k_{\varepsilon}(x, y)=k_{\varepsilon}(x-y)$, then we have the integral representation

$$
\begin{gather*}
\left(\hat{L}^{*} R_{\varepsilon}^{*}\right)^{*} \hat{u}(y)-\hat{L} R_{\varepsilon} \hat{u}(y)=\int_{G}\left\{\sum_{j=1}^{3} \frac{\partial}{\partial z_{j}}\left[A^{j}(y) k_{\varepsilon}(y-z)-k_{\varepsilon}(y-z) A^{j}(z)\right]\right.  \tag{3.2}\\
\left.-\left[B(y) k_{\varepsilon}(y-z)-k_{\varepsilon}(y-z) B(z)\right]\right\} \hat{u}(z) d z
\end{gather*}
$$

We prove here local coincidence only in the case when the support of the solution lies in a small neighborhood of some point of $S_{0} \cap S_{1}$. For the other cases we refer to Lax and Phillips [17], Peyser [23], Rauch [30], and Popivanov [24] for indications of how to proceed.

Let $P_{0} \in S_{0} \cap S_{1}$ and suppose that $u \in L_{2}(G)$ is a weak solution $x$ of the boundary value problem (2.5), (2.10) with $u=0$ in some neighborhood of $S_{2}$. Because the surface $S_{2}$ is not $C^{2}$ near $P_{0}$, we work with the variables $(t, \rho, \varphi)$. Note that the system (2.5) in variables

$$
\widetilde{u}=\left(\begin{array}{c}
u_{\rho}  \tag{3.3}\\
-\rho^{-1} u_{\varphi} \\
u_{3}
\end{array}\right)=F_{1} \hat{u}:=\left(\begin{array}{ccc}
x_{1} / \rho & x_{2} / \rho & 0 \\
x_{2} / \rho & -x_{1} / \rho & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right)
$$

becomes

$$
\begin{align*}
& \hat{L}_{1} \widetilde{u}:=F_{1} \hat{L} \hat{u}:=F_{1} \hat{L} F_{1} \widetilde{u} \quad:=\left[\left(\begin{array}{ccc}
-K a & 0 & \rho \\
0 & -K a & 0 \\
\rho & 0 & -a
\end{array}\right) \frac{\partial}{\partial t}\right. \\
& \left.+\left(\begin{array}{ccc}
-K \rho & 0 & K a \\
0 & K \rho & 0 \\
K a & 0 & -\rho
\end{array}\right) \quad \frac{\partial}{\partial \rho}+A_{2}^{\varphi} \frac{\partial}{\partial \varphi}+B_{2}\right] \widetilde{u}=\tilde{f} \tag{3.4}
\end{align*}
$$

and that the boundary conditions (2.10) become

$$
\begin{equation*}
\sqrt{K} \widetilde{u}_{1}-\widetilde{u}_{3}=0 \text { on } S_{1}, \quad \widetilde{u}_{1}=0 \text { on } S_{0} . \tag{3.5}
\end{equation*}
$$

To diagonalize the matrix $A^{t}$ we multiply the system (3.4) by the matrix $F_{2} \in C^{1}$ (supp u), where

$$
F_{2}=\frac{1}{\rho^{2}-K a^{2}}\left(\begin{array}{ccc}
a & 0 & \rho  \tag{3.6}\\
0 & \frac{K a^{2}-\rho^{2}}{a} & 0 \\
\rho & 0 & K a
\end{array}\right)
$$

This gives the system

$$
\begin{align*}
\hat{L}_{2} \widetilde{u}:=F_{2} \hat{L}_{1} \widetilde{u}: & :\left(\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & K(t) & 0 \\
0 & 0 & 1
\end{array}\right) \frac{\partial}{\partial t}\right.  \tag{3.7}\\
& \left.+\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & -\frac{K \rho}{a} & 0 \\
-K & 0 & 0
\end{array}\right) \frac{\partial}{\partial \rho}+A_{2}^{\varphi} \frac{\partial}{\partial \varphi}+B_{2}\right] \widetilde{u}=\widetilde{f}_{1}
\end{align*}
$$

the boundary conditions (3.5) remain the same. The new adjoint conditions are

$$
\begin{equation*}
\widetilde{v}_{2}=0 \text { on } S_{1}, \quad \widetilde{v}_{3}=0 \text { on } S_{0} \tag{3.8}
\end{equation*}
$$

We define approximating functions by

$$
\begin{equation*}
R_{\varepsilon} \widetilde{u}(y)=\int_{D} k_{\varepsilon}(y-z) \widetilde{u}(z) d z \quad(y=(t, \rho, \varphi), z=(\bar{t}, \bar{\rho}, \bar{\varphi})) \tag{3.9}
\end{equation*}
$$

in the domain $D=\left\{(t, \rho, \varphi): \frac{2}{3}<\rho<1-\int_{0}^{t} \sqrt{K(\tau)} d \tau, c_{3}<\varphi<c_{4} t\right\}$, where $0<c_{4}-c_{3}<2 \pi$; as usual $j \in C^{\infty}(\mathbb{R}), j(s)=0$ for $|s|>1, \int j(s) d s=1$, and

$$
\begin{align*}
k_{\varepsilon}(y):= & \operatorname{diag}\left\{J_{1}, J_{2}, J_{3}\right\}=\frac{1}{\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}} j\left(\frac{\varphi}{\varepsilon_{3}}\right) \operatorname{diag}\left\{j\left(\frac{t}{\varepsilon_{1}}-2\right) j\left(\frac{\rho}{\varepsilon_{2}}+E\right),\right.  \tag{3.10}\\
& \left.j\left(\frac{t}{\varepsilon_{1}}+2\right) j\left(\frac{\rho}{\varepsilon_{2}}-E\right), j\left(\frac{t}{\varepsilon_{1}}+2\right) j\left(\frac{\rho}{\varepsilon_{2}}+E\right)\right\},
\end{align*}
$$

where $0<\varepsilon_{1} \leq \varepsilon_{2} \leq \varepsilon_{3}$ and $E$ is an appropriate constant.
The functions (3.9) satisfy the boundary conditions (3.5) on $t=0$, while the functions $R_{\varepsilon}^{*} v$ satisfy the adjoint boundary conditions (3.8) on $t=0$. On the surface $S_{1}$ we have $\rho=1-\int_{0}^{t} \sqrt{K(\tau)} d \tau$ and if $E \geq 2+3 \sqrt{K(d)}$, then $R_{\varepsilon} \widetilde{u}$ satisfies the boundary condition (3.5) on $S_{1}$ and $R_{\varepsilon}^{*} v$ the adjoint conditions (3.8) on $S_{1}$. Then $\left(\hat{L}^{*} R_{\varepsilon}^{*}\right)^{*} \widetilde{u}=$ $R_{\varepsilon} \widetilde{f}_{1}$ and we have to prove only the convergence (3.1). Using the representation (3.2) we must deal with the problems of convergence of the terms involving (a) $\partial / \partial t$, (b) $\partial / \partial \rho$, (c) $\partial / \partial \varphi$, (d) $B_{2}$.

It is easy to handle problem (a) because after the transformation (3.6), $A^{t}$ depends only on $t$, and not on $\rho$ or $\varphi$; we have estimates such as

$$
\begin{equation*}
|K(t)-K(\bar{t})| \leq M|t-\bar{t}| \leq 3 M \varepsilon_{1} \text { on } \operatorname{supp} k_{\varepsilon} \tag{3.11}
\end{equation*}
$$

The most interesting is problem (b), that is, to establish the convergence in $L_{2}(D)$ as $\varepsilon \rightarrow 0$ of the expression

$$
\begin{equation*}
I_{\varepsilon}=\int_{D} \frac{\partial}{\partial \bar{\rho}}\left\{A^{\rho}(z) k_{\varepsilon}(y-z)-k_{\varepsilon}(y-z) A^{\rho}(y)\right\} \widetilde{u}(z) d z \tag{3.12}
\end{equation*}
$$

Note that $A^{\rho}(z) K_{\varepsilon}(y-z)-K_{\varepsilon}(y-z) A^{\rho}(y)=$

$$
\left(\begin{array}{ccc}
0 & 0 & J_{1}-J_{3} \\
0 & \left\{a_{1}(\bar{t}, \bar{\rho})-a_{1}(t, \rho)\right\} J_{2} & 0 \\
K(\bar{t}) J_{3}-K(t) J_{1} & 0 & 0
\end{array}\right)
$$

where $a_{1}(t, \rho)=\rho K(t) / a(t, \rho)$. We remark that $S_{1}$ is a characteristic surface and that we have some components which are simultaneously "free" for both the boundary and the adjoint boundary conditions. This fact is crucial and explains why we can choose the kernel of the mollifier in such a way that $J_{1}$ and $J_{3}$ depend in the same way on $\rho$.

Note that for any constant $c$ and any $w \in L_{2}(D)$ with $w=0$ in $\mathbb{R}^{3} \backslash D$,

$$
\begin{equation*}
\left\|\int_{\mathbb{R}} \frac{1}{\varepsilon_{1}} j\left(\frac{t-\bar{t}}{\varepsilon_{1}}+c\right) w(\bar{t}, \rho, \varphi) d \bar{t}-w(t, \rho, \varphi)\right\|_{L_{2}(D)} \rightarrow 0 \tag{3.13}
\end{equation*}
$$

as $\varepsilon_{1} \rightarrow 0$. In our case, we have

$$
\begin{align*}
I_{\varepsilon}^{\prime}:= & \|\left(\varepsilon_{1} \varepsilon_{2}^{2} \varepsilon_{3}\right)^{-1} \int_{D}\left\{j\left(\frac{t-\bar{t}}{\varepsilon_{1}}+2\right)-j\left(\frac{t-\bar{t}}{\varepsilon_{1}}-2\right)\right\}  \tag{3.14}\\
& j^{\prime}\left(\frac{\rho-\bar{\rho}}{\varepsilon_{2}}+E\right) j\left(\frac{\varphi-\bar{\varphi}}{\varepsilon_{3}}\right) \widetilde{u}_{3}(z) d z \|_{L_{2}(D)} \rightarrow 0
\end{align*}
$$

as $\varepsilon_{1} \rightarrow 0, \varepsilon_{2}$ and $\varepsilon_{3}$ being fixed. In a similar way we find, using (3.13), that

$$
\begin{align*}
I_{\varepsilon}^{\prime \prime}:= & \|\left(\varepsilon_{1} \varepsilon_{2}^{2} \varepsilon_{3}\right)^{-1} \int_{D}\left\{K(\bar{t}) j\left(\frac{t-\bar{t}}{\varepsilon_{1}}+2\right)-K(t) j\left(\frac{t-\bar{t}}{\varepsilon_{1}}-2\right)\right\}  \tag{3.15}\\
& j^{\prime}\left(\frac{\rho-\bar{\rho}}{\varepsilon_{2}}+E\right) j\left(\frac{\varphi-\bar{\varphi}}{\varepsilon_{3}}\right) \widetilde{u}_{1}(z) d z \|_{L_{2}(D)} \rightarrow 0
\end{align*}
$$

as $\varepsilon_{1} \rightarrow 0, \varepsilon_{2}$ and $\varepsilon_{3}$ being fixed. We also have that

$$
\begin{align*}
I_{\varepsilon}^{\prime \prime \prime}:= & \|\left(\varepsilon_{1} \varepsilon_{2} \varepsilon_{3}\right)^{-1} \int_{D} \frac{\partial}{\partial \bar{\rho}}\left\{\left[a_{1}(\bar{t}, \bar{\rho})-a_{1}(t, \rho)\right] j\left(\frac{\rho-\bar{\rho}}{\varepsilon_{2}}-E\right)\right\} \\
& j\left(\frac{t-\bar{t}}{\varepsilon_{1}}+2\right) j\left(\frac{\varphi-\bar{\varphi}}{\varepsilon_{3}}\right) \widetilde{u}_{2}(z) d z \|_{L_{2}(D)} \rightarrow 0 \tag{3.16}
\end{align*}
$$

as $\varepsilon_{1} \rightarrow 0, \varepsilon_{2} \rightarrow 0$ with $0<\varepsilon_{1} \leq \varepsilon_{2}$, and with $\varepsilon_{3}$ being fixed, since

$$
\begin{equation*}
\left|a_{1}(\bar{t}, \bar{\rho})-a_{1}(t, \rho)\right| \varepsilon_{2}^{-1} \leq M\{|t-\bar{t}|+|\rho-\bar{\rho}|\} \varepsilon_{2}^{-1} \leq M_{1}\left(\varepsilon_{1} \varepsilon_{2}^{-1}+1\right) \tag{3.17}
\end{equation*}
$$

This completes the discussion of problem (b). Problems (c) and (d), involving $A_{2}^{\varphi}$ and $B_{2}$ (see (3.2), (3.7)), are handled in a standard way. The investigation in a neighborhood of a point from $S_{0} \cap S_{1}$ is finished. To deal with the point $(0,0,0)$ we follow the Lax-Phillips scheme [17] for the two-dimensional problem, but with some changes. We use a cut-off function $\psi \in C^{\infty}(\mathbb{R})$, with $\psi(s)=0$ for $s \leq 1$ and $\psi(s)=1$ for $s \geq 2$, and for each $m \in \mathbb{N}$ define $\psi_{m} \in C^{\infty}(\bar{G})$ by $\psi_{m}(t, \rho)=\psi\left(m\left(\rho+t^{3 / 2}\right)\right)$. Note that the function $\hat{u}_{m}:=\psi_{m} \hat{u}$ is a weak solution of the system

$$
\hat{L} \hat{u}=\hat{f}_{m}:=\psi_{m} \hat{f}+m\left(\frac{x_{1}}{\rho} A^{1}+\frac{x_{2}}{\rho} A^{2}+\frac{3}{2} \sqrt{t} A^{3}\right) \psi^{\prime}\left(m\left(\rho+t^{3 / 2}\right)\right) \hat{u} .
$$

To finish the proof of Theorem 2.4 we need the next lemma, which follows in a standard way, using the fact that on $\operatorname{supp} \psi^{\prime}$, we have $\rho \leq 2 / m$ and $t \leq 2 / m^{2 / 3}$.

Lemma 3.1. Let $\hat{u} \in H_{*}(G)$ and $\hat{f} \in H^{*}(G)$. Then

$$
\begin{equation*}
\left\|\hat{f}_{m}-\hat{f}\right\|^{*} \rightarrow 0 \text { as } m \rightarrow \infty \tag{3.18}
\end{equation*}
$$

The proof of Theorem 2.4 is complete.
THEOREM 3.2. Let $\hat{f} \in H^{*}(G)$ and suppose that $\hat{u} \in H_{*}(G)$ is a weak solution of the boundary-value problem (2.5), (2.10). Then it is a strong solution, it is unique, and it satisfies the a priori estimate

$$
\begin{equation*}
\|\hat{u}\|_{*} \leq C_{\alpha}\|\hat{f}\|^{*} \tag{3.19}
\end{equation*}
$$

Proof. We wish to use Theorems 2.3 and 2.4. For a weak solution $\hat{u}$ from Theorem 2.3 and for each $m \in \mathbb{N}$ define functions $\hat{u}_{m}=\psi_{m} \hat{u}$ as above. We know that $\hat{u}_{m}=0$ in $G \cap\left\{\rho+t^{3 / 2} \leq m^{-1}\right\}$. From the results above it follows that far from $(0,0,0)$ every weak solution is a strong solution. But $\hat{u}_{m}$ satisfies this condition. In view of this and Lemma 3.1 the proof is complete.
4. The nonlocal problem: Existence of a generalized solution. Here we deal with Problem A. We recall that we consider the curve $t=C \rho^{-\alpha}-\alpha \rho /(\alpha+1), \alpha$ being a small positive parameter, and that this curve contains the point $\left(t_{0}, \rho_{0}\right)$ provided that $C=\left\{t_{0}+\alpha \rho_{0} /(\alpha+1)\right\} \rho_{0}^{\alpha}$; under this condition we denote by $\left(p_{\alpha}\left(t_{0}, \rho_{0}\right), q_{\alpha}\left(t_{0}, \rho_{0}\right)\right)$ the common point of the curve and the curve $\rho=\int_{0}^{t} \sqrt{K(\tau)} d \tau$ (for the details see section 7).

Definition 4.1. A function $\omega(t, \rho, \varphi)$ is called a generalized solution of Problem A if (a) $\omega, \frac{\partial \omega}{\partial t}, \sqrt{r} \frac{\partial \omega}{\partial \rho} \in L_{2}(G)$; (b) $\sqrt{r} \rho^{-1} \frac{\partial \omega^{1}}{\partial \varphi} \in L_{2}(G)$, where

$$
\begin{equation*}
\omega^{1}(t, \rho, \varphi):=\omega(t, \rho, \varphi)-\omega\left(p_{\alpha}(t, \rho), q_{\alpha}(t, \rho), \varphi\right) \tag{4.1}
\end{equation*}
$$

(c) $\omega=0$ on $S_{0} \cup S_{1}$; (d) for any function $v \in C^{*}:=\left\{v \in C^{1}(\bar{G}): v=0\right.$ on $S_{0} \cup S_{2}$, and in some neighborhood of $\left.(0,0,0)\right\}$, the equality

$$
\begin{equation*}
\int_{G}\left(\frac{\partial \omega}{\partial t} \frac{\partial v}{\partial t}-K(t) \frac{\partial \omega}{\partial \rho} \frac{\partial v}{\partial \rho}-\frac{K(t)}{\rho^{2}} \frac{\partial \omega^{1}}{\partial \varphi} \frac{\partial v}{\partial \varphi}-f v\right) \rho d \rho d \varphi d t=0 \tag{4.2}
\end{equation*}
$$

holds.
Remark. The trace in (4.1) exists because $p_{\alpha}, q_{\alpha} \in C^{1}(G)$ (see section 7).
THEOREM 4.2. Suppose that the parameter $\alpha>0$ is so small that conditions (E1) and (E2) are satisfied. Then for any $f \in L_{2}(G)$, there is a generalized solution of Problem A.

Proof. Let $f \in L_{2}(G)$; then $\hat{f}=\left(-x_{1} f,-x_{2} f, \alpha(\rho+t) f\right) \in H^{*}(G)$. By Theorem 2.3, there exists a weak solution $\hat{u}=\left(u_{1}, u_{2}, u_{3}\right) \in H_{*}(G)$ of the problem (2.5), (2.10); by Theorem 2.4, it is a strong solution. Hence there are functions $\hat{u}_{m}=$ $\left(u_{m 1}, u_{m 2}, u_{m 3}\right) \in C^{1}(\bar{G})(m \in \mathbb{N})$ such that

$$
\begin{align*}
& x_{1} u_{m 1}+x_{2} u_{m 2}=0 \text { on } S_{0}, \sqrt{K}\left(x_{1} u_{m 1}+x_{2} u_{m 2}\right)-\rho u_{m 3}=0 \text { on } S_{1},  \tag{4.3}\\
& x_{1} u_{m 2}-x_{2} u_{m 1}=0 \text { on } S_{2}, \hat{u}_{m}=0 \text { in a neighborhood of }(0,0,0)
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\hat{u}_{m}-\hat{u}\right\|_{*} \rightarrow 0,\left\|\hat{L} \hat{u}_{m}-\hat{f}\right\|^{*} \rightarrow 0 \text { as } m \rightarrow \infty \tag{4.4}
\end{equation*}
$$

Recalling that $\hat{L}=\Lambda L_{0}$ we put $u_{m \rho}=\left(x_{1} u_{m 1}+x_{2} u_{m 2}\right) / \rho, u_{m \varphi}=x_{1} u_{m 2}-$ $x_{2} u_{m 1}$,

$$
\left\{\begin{array}{l}
w_{m 1}=L_{0}^{1} \hat{u}_{m}:=K(t)\left(\frac{\partial u_{m 1}}{\partial x_{1}}+\frac{\partial u_{m 2}}{\partial x_{2}}\right)-\frac{\partial u_{m 3}}{\partial t}  \tag{4.5}\\
w_{m 2}=(1 / K(t)) L_{0}^{2} \hat{u}_{m}:=\frac{a}{\rho}\left(\frac{\partial u_{m \varphi}}{\partial t}-\frac{\partial u_{m 3}}{\partial \varphi}\right)-\left(\frac{\partial u_{m \varphi}}{\partial \rho}-\frac{\partial u_{m \rho}}{\partial \varphi}\right), \\
w_{m 3}=L_{0}^{3} \hat{u}_{m}:=\frac{\partial u_{m \rho}}{\partial t}-\frac{\partial u_{m 3}}{\partial \rho}
\end{array}\right.
$$

Since $\operatorname{det} \Lambda=\rho^{2}-a^{2} K \geq c\left(\rho^{2}+t^{3}\right)$ in $G, c>0$, the second part of (4.4) gives

$$
\begin{gather*}
\left\|\left(\rho^{2}+t^{3}\right)^{1 / 3}\left(w_{m 1}-f\right)\right\|_{L_{2}(G)} \rightarrow 0,\left\|t w_{m 2}\right\|_{L_{2}(G)} \rightarrow 0  \tag{4.6}\\
\left\|\left(\rho^{2}+t^{3}\right)^{1 / 2} w_{m 3}\right\|_{L_{2}(G)} \rightarrow 0 \tag{4.7}
\end{gather*}
$$

Now we define functions $\omega_{m} \in C^{1}(\bar{G})$ by

$$
\begin{equation*}
\omega_{m}(t, \rho, \varphi)=\int_{0}^{t} u_{m 3}(\tau, \rho, \varphi) d \tau \quad(m \in \mathbb{N}) \tag{4.8}
\end{equation*}
$$

In view of (4.4), there is a function $\omega \in L_{2}(G)$ such that

$$
\begin{equation*}
\left\|\omega_{m}-\omega\right\| \rightarrow 0,\left\|\frac{\partial u_{m}}{\partial t}-u_{3}\right\| \rightarrow 0 \text { as } m \rightarrow \infty \tag{4.9}
\end{equation*}
$$

and $\omega_{t}=u_{3} \in L_{2}(G)$. From the boundary conditions (2.10) and from (4.7), for every $\delta>0$ we obtain

$$
\begin{equation*}
\left\|\frac{\partial \omega_{m}}{\partial \rho}-\left(x_{1} u_{1}+x_{2} u_{2}\right) / \rho\right\|_{L_{2}\left(G_{\delta}\right)} \rightarrow 0 \text { as } m \rightarrow \infty \tag{4.10}
\end{equation*}
$$

where $G_{\delta}$ is the set of all those points of $G$ with $\rho>\delta$. Hence

$$
\frac{\partial \omega}{\partial \rho}=\left(x_{1} u_{1}+x_{2} u_{2}\right) / \rho, \sqrt{r} \frac{\partial \omega}{\partial \rho} \in L_{2}(G)
$$

The function $\omega$ satisfies the required boundary conditions (1.2) on $S_{0} \cup S_{1}$. Thus $\omega$ satisfies conditions (a) and (c) of Definition 4.1.

We can now turn to the derivative with respect to $\varphi$. Put

$$
\begin{equation*}
Q_{m}:=\frac{\partial \omega_{m}}{\partial \varphi}-u_{m \varphi}=\frac{\partial \omega_{m}}{\partial \varphi}-\left(x_{1} u_{m 2}-x_{2} u_{m 1}\right) \tag{4.11}
\end{equation*}
$$

Use of the equations in system (2.2) and notation (4.5) shows that $Q_{m}$ satisfies

$$
\begin{equation*}
\frac{a}{\rho} \frac{\partial Q_{m}}{\partial t}-\frac{\partial Q_{m}}{\partial \rho}=-w_{m 2}+\frac{a}{\rho} \frac{\partial}{\partial \varphi} \int_{0}^{t} w_{m 3}(\tau, \rho, \varphi) d \tau:=-G_{m}(t, \rho, \varphi) \tag{4.12}
\end{equation*}
$$

To integrate (4.12) we observe that $a=\alpha(\rho+t)$, make the change of variables $\xi=$ $(t+\alpha \rho /(\alpha+1)) \rho^{\alpha}, s=\rho$, and write

$$
\begin{equation*}
\bar{Q}_{m}(\xi, s, \varphi):=Q_{m}\left(\xi s^{-\alpha}-\frac{\alpha}{\alpha+1} s, s, \varphi\right) \tag{4.13}
\end{equation*}
$$

with similar definition for $\bar{G}_{m}$. From (4.12) we have

$$
\begin{equation*}
\bar{Q}_{m}(\xi, s, \varphi)=F_{m}(\xi, \varphi)+\int_{s(\xi)}^{s} \bar{G}_{m}(\xi, \sigma, \varphi) d \sigma \tag{4.14}
\end{equation*}
$$

We choose $s\left(\xi_{0}\right)$ to be the $\rho$-coordinate of the point of intersection of $S_{2}$ and the curve $\xi=\xi_{0}$. Since $\bar{u}_{m \varphi}(\xi, s(\xi), \varphi)=0$, by (4.3), then

$$
\begin{equation*}
\bar{Q}_{m}(\xi, s, \varphi)-\frac{\partial \bar{\omega}_{m}}{\partial \varphi}(\xi, s(\xi), \varphi)=\int_{s(\xi)}^{s} \bar{G}_{m}(\xi, \sigma, \varphi) d \sigma \tag{4.15}
\end{equation*}
$$

and we finally have

$$
\begin{align*}
Q_{m}(t, \rho, \varphi) & -\frac{\partial \bar{\omega}_{m}}{\partial \varphi}\left(t \rho^{\alpha}+\frac{\alpha}{\alpha+1} \rho^{\alpha+1}, s\left(t \rho^{\alpha}+\frac{\alpha}{\alpha+1} \rho^{\alpha+1}\right), \varphi\right) \\
& =\int_{s\left(t \rho^{\alpha}+\frac{\alpha}{\alpha+1} \rho^{\alpha+1}\right)}^{s} \bar{G}_{m} d \sigma . \tag{4.16}
\end{align*}
$$

But this means that

$$
\begin{equation*}
\frac{\partial \omega_{m}^{1}}{\partial \varphi}-u_{m \varphi}=\int_{q_{\alpha}}^{\rho} \bar{G}_{m}(\xi, s, \varphi) d s \tag{4.17}
\end{equation*}
$$

according to the notation (4.1). The integral

$$
\int_{q_{\alpha}(t, \rho)}^{\rho} \bar{G}_{m}(\xi, s, \varphi) d s=\int_{q_{\alpha}(t, \rho)}^{\rho} G_{m}\left(\left(\frac{\rho}{s}\right)^{\alpha}\left(t+\frac{\alpha}{\alpha+1} \rho\right)-\frac{\alpha}{\alpha+1} s, s, \varphi\right) d s
$$

can be split into two parts, by (4.12). For these we have the following estimates: for every $\delta>0$,

$$
\begin{equation*}
\left\|\int_{q_{\alpha}}^{\rho} w_{m 2} d s\right\|_{L^{2}\left(G^{\delta}\right)} \rightarrow 0, \quad\left\|\int_{q_{\alpha}}^{\rho} \int_{0}^{t} w_{m 3} d \tau d s\right\|_{L^{2}\left(G^{\delta}\right)} \rightarrow 0 \tag{4.18}
\end{equation*}
$$

as $m \rightarrow \infty$; here $G^{\delta}$ is the set of all those points of $G$ with $t>\delta$. To prove this we need the properties of $w_{m 2}$ and $w_{m 3}$ given by (4.6) and (4.7), together with the fact that if some characteristic of the first-order partial differential equation (4.12) starts from a point on $S_{2}$ far from $(0,0,0)$, then it will remain far from $(0,0,0)$ at all times, so we have some uniformity. It should also be observed that the weight $t$ in the estimate (4.6) for $w_{m 2}$ causes no difficulty in our case, because starting from a point in $G$ we integrate along a curve through this point which goes to $S_{2}$ but remains away from $t=0$. These considerations enable us to prove that for all $\psi \in C_{0}^{\infty}(G)$,

$$
\begin{equation*}
-\left(\omega^{1}, \frac{\partial \psi}{\partial \varphi}\right)=\left(u_{\varphi}, \psi\right) \tag{4.19}
\end{equation*}
$$

that is, $\frac{\partial \omega^{1}}{\partial \varphi}=\left(-x_{2} u_{1}+x_{1} u_{2}\right), \frac{\sqrt{r}}{\rho} \frac{\partial \omega^{1}}{\partial \varphi} \in L_{2}(G)$, and the proof that $\omega$ satisfies condition (b) of Definition 4.1 is complete.

As for condition (d), let $v \in C^{1}(\bar{G})$ be such that $\frac{\partial v}{\partial \varphi} \in C^{1}(\bar{G})$ and $v$ vanishes on $S_{2}$ and in some neighborhood of $S_{0}$. Then from (4.5), (4.6), and (4.7) it follows that

$$
\begin{equation*}
\left(K \frac{\partial u_{m 1}}{\partial x_{1}}+K \frac{\partial u_{m 2}}{\partial x_{2}}-\frac{\partial u_{m 3}}{\partial t}, v\right) \rightarrow(f, v) \text { as } m \rightarrow \infty \tag{4.20}
\end{equation*}
$$

Integrating by parts in view of the boundary conditions (4.3) and with the aid of the representations of derivatives of $\omega_{m}$, it now follows that (4.2) holds, when $v$ is restricted as stated above. That condition (d) is fulfilled for the given class of functions $v$ results from a density argument. The proof of Theorem 4.2 is complete.

## 5. Uniqueness of the generalized solution.

THEOREM 5.1. Let $f \in L_{2}(G)$ and suppose that the positive parameter $\alpha$ is so small that it satisfies conditions (E1) and (E2). Then Problem A has at most one
generalized solution, and there is a constant $C$ such that if $\omega$ is a generalized solution it satisfies the a priori estimate

$$
\begin{equation*}
\|\omega\|+\left\|\frac{\partial \omega}{\partial t}\right\|+\left\|\sqrt{r} \frac{\partial \omega}{\partial \rho}\right\|+\left\|\frac{\sqrt{r}}{\rho} \frac{\partial \omega^{1}}{\partial \varphi}\right\| \leq C\|f\| \tag{5.1}
\end{equation*}
$$

where we recall that $\|\cdot\|$ stands for $\|\cdot\|_{L^{2}(G)}$.
Proof. Suppose that $\omega$ is a generalized solution of Problem A. Put

$$
\begin{align*}
u_{\rho} & =\frac{\partial \omega}{\partial \rho}, \quad u_{3}=\frac{\partial \omega}{\partial t}, \quad u_{\varphi}=\frac{\partial \omega^{1}}{\partial \varphi}, \quad u_{1}=x_{1} u_{\rho} \rho^{-1}-x_{2} u_{\varphi} \rho^{-2}  \tag{5.2}\\
u_{2} & =x_{2} u_{\rho} \rho^{-1}+x_{1} u_{\varphi} \rho^{-2}
\end{align*}
$$

Then $u_{3}, \sqrt{r} u_{1}, \sqrt{r} u_{2} \in L_{2}(G)$. We claim that the following result holds.
LEMMA 5.2. The function $\hat{u}=\left(u_{1}, u_{2}, u_{3}\right)$ is a weak solution of problem (2.5), (2.10) for the function $\hat{f}=\left(-x_{1} f,-x_{2} f, \alpha(\rho+t) f\right) \in H^{*}(G)$.

Assuming this for the moment, it follows from Theorem 3.2 that $\hat{u}$ is a strong solution of (2.5), (2.10), that it is unique, and that it satisfies the inequality (2.5), which in the notation (5.2) means

$$
\left\|\omega_{t}\right\|+\left\|\sqrt{r} \omega_{\rho}\right\|+\left\|\sqrt{r} \rho^{-1} \omega_{\varphi}^{1}\right\| \leq C\|f\|
$$

Since $\omega=0$ on $S_{0}$ and $\omega=\int_{0}^{t} \omega_{t}(\tau, \rho, \varphi) d \tau$, the a priori estimate (5.1) follows.
To conclude the proof of Theorem 5.1 we establish Lemma 5.2. From (4.2) it follows that if $w_{1} \in C^{*}$, i.e., $w_{1} \in C^{1}(\bar{G}), w_{1}$ is zero on $S_{0} \cup S_{2}$ and in a neighborhood of $(0,0,0)$, then (with $(\cdot, \cdot)$ denoting the inner product in $L_{2}(G)$ )

$$
\begin{equation*}
\left(u_{3}, \frac{\partial w_{1}}{\partial t}\right)-\left(K u_{1}, \frac{\partial w_{1}}{\partial x_{1}}\right)-\left(K u_{2}, \frac{\partial w_{1}}{\partial x_{2}}\right)=\left(f, w_{1}\right) . \tag{5.3}
\end{equation*}
$$

If $w_{3} \in C^{2}(\bar{G})$ is zero on $S_{2}$ and in a neighborhood of $(0,0,0)$, then plainly

$$
\begin{equation*}
\left(u_{\rho}, \frac{\partial w_{3}}{\partial t}\right)-\left(u_{3}, \frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho w_{3}\right)\right)=0 \tag{5.4}
\end{equation*}
$$

If $w_{2} \in C^{2}(\bar{G})$ is zero on $S_{1}$ and in a neighborhood of $S_{0}$, then we claim that

$$
\begin{equation*}
I(\omega):=\left(a u_{3}-\rho u_{\rho}, \frac{1}{\rho} \frac{\partial}{\partial \varphi}\left(K w_{2}\right)\right)-\left(\frac{1}{\rho} u_{\varphi}, \frac{\partial}{\partial t}\left(a K w_{2}\right)-\frac{\partial}{\partial \rho}\left(\rho K w_{2}\right)\right)=0 \tag{5.5}
\end{equation*}
$$

To verify this, observe that we may approximate the function $\omega(t, \rho, \varphi)$ by smooth functions $\omega_{m}(t, \rho, \varphi)$ in $W_{2}^{1}\left(\operatorname{supp} w_{2}\right)$. Using the notation $\omega_{m}^{1}$ from (4.1) we see that $\omega_{m}^{1}=0$ on $S_{2}$, by definition of the functions $p_{\alpha}$ and $q_{\alpha}$. Then $I\left(\omega_{m}\right) \rightarrow I(\omega)$ as $m \rightarrow \infty$; we see that $I\left(\omega_{m}\right)=0$. This follows from the boundary conditions and because the functions $\omega_{m}\left(p_{\alpha}(t, \rho), q_{\alpha}(t, \rho), \varphi\right)$ depend actually only on $\varphi$ and $\xi=$ $t \rho^{\alpha}+\frac{\alpha}{\alpha+1} \rho^{\alpha+1}$. It is easy to check in that case that

$$
\begin{equation*}
\left\{\frac{\partial}{\partial \rho}-\frac{\alpha}{\rho}(t+\rho) \frac{\partial}{\partial t}\right\} \omega_{m}\left(p_{\alpha}(t, \rho), q_{\alpha}(t, \rho), \varphi\right)=0 \tag{5.6}
\end{equation*}
$$

From all this (5.5) follows. From (5.3), (5.4), (5.5), and the representation of the operator $\hat{L}_{0}$ we have

$$
\begin{equation*}
\left(\hat{u}, \hat{L}_{0}^{*} \hat{w}\right)=\left(\hat{f}_{1}, \hat{w}\right)=\left(f, w_{1}\right) \tag{5.7}
\end{equation*}
$$

for every function $\hat{w}=\left(w_{1}, w_{2}, w_{3}\right)$ such that

$$
\left\{\begin{array}{l}
\hat{w} \in C^{2}(\bar{G}), \hat{w}=0 \text { in a neighborhood of }(0,0,0),  \tag{5.8}\\
w_{1}=0 \text { on } S_{0} \cup S_{2}, w_{2}=0 \text { on } S_{1}, w_{3}=0 \text { on } S_{2} .
\end{array}\right.
$$

Recalling that $\hat{L}=\Lambda \hat{L}_{0}$, we are led to solve the equation $\hat{w}=\Lambda^{*} \hat{v}$. This gives

$$
\left\{\begin{array}{l}
w_{1}=-\left(x_{1} v_{1}+x_{2} v_{2}-a v_{3}\right), w_{2}=\left(x_{2} v_{1}-x_{1} v_{2}\right) / \rho  \tag{5.9}\\
w_{3}=\rho v_{3}-K a\left(x_{1} v_{1}+x_{2} v_{2}\right) \rho^{-1}
\end{array}\right.
$$

It is easy to see that for every $\hat{v} \in C^{2}(\bar{G})$ which satisfies conditions (2.11) and the additional conditions

$$
\begin{equation*}
x_{1} v_{1}+x_{2} v_{2}=0, v_{3}=0 \text { on } S_{2} \tag{5.10}
\end{equation*}
$$

the corresponding function $\hat{w}$ given by (5.9) satisfies (5.8), and so the equality

$$
\left(\hat{u}, \hat{L}^{*} \hat{v}\right)=(\hat{f}, \hat{v}), \hat{f}=\left(-x_{1} f,-x_{2} f, a f\right)
$$

holds for all such functions $\hat{v}$. Some density arguments remove the additional conditions (5.10) and thus show that $\hat{u}$ is a weak solution of problem (2.5), (2.10).

The proof of Lemma 5.2 is complete.
6. Smoothness of the generalized solution. The matter investigated here is the smoothness with respect to $\varphi$ of the generalized solution of the nonlocal Problem A. We begin with the following lemma.

Lemma 6.1. Suppose that the function $\omega$ satisfies all conditions from Definition 4.1, except that the equality (4.2) holds only for all functions $v \in C_{0}^{\infty}(G)$. Then $\omega$ is a generalized solution of Problem A.

We omit this proof, because we shall not use this fact here.
THEOREM 6.2. Suppose that the positive parameter $\alpha$ satisfies (E1) and (E2), and let $f \in L_{2}(G)$ be such that $\frac{\partial^{k} f}{\partial \varphi^{k}} \in L_{2}(G)$ for $k=1, \ldots, \ell$ for some $\ell \in \mathbb{N}$. Then there is a unique generalized solution $\omega$ of Problem A for which

$$
\begin{equation*}
\frac{\partial^{k} \omega}{\partial \varphi^{k}} \in \widetilde{W}_{2}^{1}(G)(k=0, \ldots, \ell-1), \frac{\partial^{\ell+1} \omega}{\partial t \partial \varphi^{\ell}} \in L_{2}(G), \sqrt{r} \frac{\partial^{\ell+1} \omega}{\partial \rho \partial \varphi^{\ell}} \in L_{2}(G) \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=0}^{\ell-1}\left\|\frac{\partial^{k} \omega}{\partial \varphi^{k}}\right\|_{\widetilde{W}_{2}^{1}(G)}+\left\|\frac{\partial^{\ell+1} \omega}{\partial t \partial \varphi^{\ell}}\right\|_{L_{2}(G)}+\left\|\sqrt{r} \frac{\partial^{\ell+1} \omega}{\partial \rho \partial \varphi^{\ell}}\right\|_{L_{2}(G)} \leq C_{\alpha} \sum_{k=0}^{\ell}\left\|\frac{\partial^{k} f}{\partial \varphi^{k}}\right\|_{L_{2}(G)} \tag{6.2}
\end{equation*}
$$

Proof. First suppose that $g \in L_{2}(G)$ is such that $\partial g / \partial \varphi \in L_{2}(G)$. Let $u$ be a generalized solution of Problem A, with $f=\partial g / \partial \varphi$; Theorem 4.2 ensures that such a solution exists. Then $u, \partial u / \partial t, \sqrt{r} \partial u / \partial \rho, \sqrt{r} \rho^{-1} \partial u^{1} / \partial \varphi \in L_{2}(G), u=0$ on $S_{0} \cup S_{1}$, and

$$
\begin{equation*}
\left(u_{t}, v_{t}\right)-\left(K u_{\rho}, v_{\rho}\right)-\left(K \rho^{-2} u_{\varphi}^{1}, v_{\varphi}\right)=\left(g_{\varphi}, v\right)=\left(g, v_{\varphi}\right) \tag{6.3}
\end{equation*}
$$

for all $v \in C^{*}$. We have also in each set $G_{\delta}=G \cap\{\rho>\delta\}$ an approximation sequence $\left\{\omega_{m}\right\} \subset C^{1}\left(\bar{G}_{\delta}\right)$, as in Theorem 4.2.

Put $u_{1}(t, \rho, \varphi)=\int_{0}^{2 \pi} u(t, \rho, \varphi) d \varphi$; then we have

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial t}=\int_{0}^{2 \pi} \frac{\partial u}{\partial t}(t, \rho, \varphi) d \varphi \in L_{2}(G), \frac{\partial u_{1}}{\partial \rho}=\int_{0}^{2 \pi} \frac{\partial u}{\partial \rho}(t, \rho, \varphi) d \varphi, \frac{\partial u_{1}}{\partial \varphi}=0 \tag{6.4}
\end{equation*}
$$

Moreover, $u_{1}=0$ on $S_{0} \cup S_{1}$. Let $v_{1} \in C^{*}$ be independent of $\varphi$. Then from (6.3) we have

$$
\begin{equation*}
\int_{\Delta}\left(\frac{\partial u_{1}}{\partial t} \frac{\partial v_{1}}{\partial t}-K \frac{\partial u_{1}}{\partial \rho} \frac{\partial v_{1}}{\partial \rho}-\frac{K}{\rho^{2}} \frac{\partial u_{1}^{1}}{\partial \varphi} \frac{\partial v_{1}}{\partial \varphi}\right) \rho d \rho d t=0 \tag{6.5}
\end{equation*}
$$

where $\Delta=\left\{(t, \rho): t>0, \int_{0}^{t} \sqrt{K(\tau)} d \tau<\rho<1-\int_{0}^{t} \sqrt{K(\tau)} d \tau\right\}$.
Given $v \in C^{*}$, define $v_{1}=\int_{0}^{2 \pi} v d \varphi$; then (6.5) holds for this $v_{1}$ and we have

$$
\begin{equation*}
\int_{G}\left(\frac{\partial u_{1}}{\partial t} \frac{\partial v}{\partial t}-K \frac{\partial u_{1}}{\partial \rho} \frac{\partial v}{\partial \rho}-\frac{K}{\rho^{2}} \frac{\partial u_{1}^{1}}{\partial \varphi} \frac{\partial v}{\partial \varphi}\right) d x=0 \tag{6.6}
\end{equation*}
$$

for all $v \in C^{*}$. This shows that $u_{1}$ is a generalized solution of Problem A with $f=0$. From the uniqueness part of Theorem 5.1 we have $u_{1}=0$ in $G$, that is, $\int_{0}^{2 \pi} u(t, \rho, \varphi) d \varphi=0$ for $(t, \rho) \in \Delta$.

Define

$$
\begin{equation*}
y(t, \rho, \varphi)=\int_{0}^{\varphi} u(t, \rho, \lambda) d \lambda \tag{6.7}
\end{equation*}
$$

Since $u_{1}=0$ in $G$, this function has a generalized $\varphi$-derivative $\frac{\partial y}{\partial \varphi}=u$, and by (6.3),

$$
\begin{equation*}
\left(y_{t}, v_{\varphi t}\right)-\left(K y_{\rho}, v_{\varphi \rho}\right)-\left(K \rho^{-2} y_{\varphi}^{1}, v_{\varphi \varphi}\right)=\left(g, v_{\varphi}\right) \tag{6.8}
\end{equation*}
$$

for all $v \in C^{*}$ such that $v_{\varphi} \in C^{1}(\bar{G})$. Note that if $g \in L_{2}(G)$, there is a generalized solution $\omega$ of Problem A with $f=g$; for this solution (6.8) is also satisfied. With $z=\omega-y$ we then have

$$
\begin{equation*}
\left(z_{t}, v_{\varphi t}\right)-\left(K z_{\rho}, v_{\varphi \rho}\right)-\left(K \rho^{-2} z_{\varphi}^{1}, v_{\varphi \varphi}\right)=0 \tag{6.9}
\end{equation*}
$$

for the same functions $v$. If $\psi \in C^{2}(\bar{G}) \cap C^{*}$, then

$$
\begin{equation*}
v_{\varphi}(t, \rho, \varphi):=\psi(t, \rho, \varphi)-\frac{1}{2 \pi} \int_{0}^{2 \pi} \psi(t, \rho, \varphi) d \varphi \tag{6.10}
\end{equation*}
$$

can be substituted in (6.9), giving

$$
\begin{align*}
\left(\left(z-\frac{1}{2 \pi} \int_{0}^{2 \pi} z d \varphi\right)_{t}, \psi_{t}\right) & -\left(K\left(z-\frac{1}{2 \pi} \int_{0}^{2 \pi} z d \varphi\right)_{\rho}, \psi_{\rho}\right)  \tag{6.11}\\
& -\left(K \rho^{-2}\left(z-\frac{1}{2 \pi} \int_{0}^{2 \pi} z d \varphi\right)_{\varphi}^{1}, \psi_{\varphi}\right)=0
\end{align*}
$$

It follows from Theorem 5.1 that

$$
\begin{equation*}
z(t, \rho, \varphi)-\frac{1}{2 \pi} \int_{0}^{2 \pi} z(t, \rho, \varphi) d \varphi=0 \text { in } G \tag{6.12}
\end{equation*}
$$

that is, $\omega_{\varphi}=u$ in $G$. The properties of the generalized solutions $\omega$ and $u$ now lead to the conclusion of the theorem, once the estimate

$$
\begin{equation*}
\left\|\sqrt{r} \rho^{-1} \omega_{\varphi}\right\| \leq C\left\|f_{\varphi}\right\| \tag{6.13}
\end{equation*}
$$

has been established. To do this we use the fact that $\omega=0$ in $S_{0}$ and the following lemma.

LEMMA 6.3. For every $w \in L_{2}(G)$,

$$
\left\|\sqrt{r} \rho^{-1} \int_{0}^{t} w(\tau, \rho, \varphi) d \tau\right\| \leq C\|w\|
$$

The proof of Theorem 6.2 is complete.
7. Local and nonlocal problems, and their connection. We investigate here the connection between solutions of Problem P and those of Problem A.

DEFINITION 7.1. A function $u \in \tilde{W}_{2}^{1}(G)$ is called a generalized solution of Problem P if, and only if, $u=0$ on $S_{0} \cup S_{1}$ and

$$
\begin{equation*}
\int_{G}\left\{u_{t} v_{t}-K(t) u_{\rho} v_{\rho}-K(t) \rho^{-2} u_{\varphi} v_{\varphi}-f v\right\} d x=0 \tag{7.1}
\end{equation*}
$$

holds for all $v \in C^{*}$.
We shall also consider the following problem.
Problem $\mathrm{P}_{\varphi}$. Is there a generalized solution of Problem P which satisfies the extra condition

$$
\begin{equation*}
u_{\varphi}=0 \text { on } S_{2} \text { in a weak sense, } \tag{7.2}
\end{equation*}
$$

that is, $\int_{S_{2}} u v_{\varphi} d s=0$ for all $v \in C_{0}^{\infty}\left(S_{2}\right)$ ?
For the Tricomi equation, Problem $\mathrm{P}_{\varphi}$ was formulated by Didenko [11].
Denote by $H$ the set of all $f \in L_{2}(G)$ for which there exists a generalized solution $u_{f}$ of Problem P; denote by $H_{\varphi}$ the subspace of functions $f \in H$ for which the solution $u_{f}$ satisfies (7.2). We know that in the case of the Tricomi equation, where $K(t)=t$,

$$
\begin{equation*}
\operatorname{dim}\left(L_{2}(G) / H\right)=\infty \tag{7.3}
\end{equation*}
$$

since all the functions $v_{n}$ given in (1.4) are orthogonal to $H$.
Remark. Sorokina [33] studied a variant of Problem $\mathrm{P}_{\varphi}$ : she called a function $u \in \tilde{W}_{2}^{1}(G)$ a "generalized solution" of this problem if, and only if, $u$ is a solution of equation (1.1) in the sense of distributions (that is, (7.1) holds for every $v \in$ $\left.C_{0}^{\infty}(G)\right), u=0$ on $S_{0}, u_{\varphi}=0$ on $S_{2}$, and $u_{\nu}=0$ on $S_{1}$ in a weak sense, where $u_{\nu}=K\left(n_{1} u_{x_{1}}+n_{2} u_{x_{2}}\right)-n_{3} u_{x_{3}}$ is the conormal derivative. Theorem 2 of Sorokina [33] states that given any $f \in L_{2}(G)$, there is a "generalized solution" of the problem, and any such solution is a strong solution. This result seems to us to be incorrect: the problem as formulated in Sorokina [33] appears to be strongly over determined (compare with (7.3) and Lemma 6.1).

We shall examine the uniqueness and continuous dependence on the data of solutions of Problem $\mathrm{P}_{\varphi}$. The nonlocal Problem A will give some information about this.

THEOREM 7.2. Let $u \in \tilde{W}_{2}^{1}(G)$ be a generalized solution of Problem $\mathrm{P}_{\varphi}$. Then it is also a generalized solution of Problem A and so is unique and satisfies the a priori estimate

$$
\begin{equation*}
\|u\|_{\tilde{W}_{2}^{1}(G)} \leq C\|f\|_{L_{2}(G)} \tag{7.4}
\end{equation*}
$$

Proof. Let $v \in C^{2}(\bar{G})$ be zero in some neighborhoods of $S_{1} \cap S_{2}, S_{0} \cap S_{1}$, and $(0,0,0)$; suppose that $\alpha>0$ is so small that conditions (E1) and (E2) hold. We investigate the nonlocal term in the integral equality (4.2):

$$
\begin{align*}
I(v) & :=\int_{G} K(t) \rho^{-2} u\left(p_{\alpha}(t, \rho), q_{\alpha}(t, \rho), \varphi\right) v_{\varphi \varphi}(t, \rho, \varphi) \rho d \rho d t d \varphi \\
& =\int_{S_{2}} u(s) w_{\varphi}(s) d s \tag{7.5}
\end{align*}
$$

for some $w \in C_{0}^{1}\left(S_{2}\right)$, obtained by integration of $v$ over the lines $t=C \rho^{-\alpha}-\alpha \rho /(\alpha+$ $1)$. More precisely, let $\left(t_{0}, \rho_{0}, \varphi\right)$ be a point in the domain $G$. This lies on the curve with equation $t=C \rho^{-\alpha}-\alpha \rho /(\alpha+1)$, where $C=\left(t_{0}+\alpha \rho_{0} /(\alpha+1)\right) \rho_{0}^{\alpha}$. This curve intersects $\rho=\int_{0}^{t} \sqrt{K(\tau)} d \tau$ in a point $\left(p_{\alpha}\left(t_{0}, \rho_{0}\right), q_{\alpha}\left(t_{0}, \rho_{0}\right), \varphi\right)$, where $t=p_{\alpha}\left(t_{0}, \rho_{0}\right)$ is a solution of the equation

$$
F(t):=t\left[\int_{0}^{t} \sqrt{K(\tau)} d \tau\right]^{\alpha}+\frac{\alpha}{\alpha+1}\left[\int_{0}^{t} \sqrt{K(\tau)} d \tau\right]^{\alpha+1}=t_{0} \rho_{0}^{\alpha}+\alpha \rho_{0}^{\alpha+1} /(\alpha+1)
$$

this exists because $F(t)>0$ for $t>0$ and $F(0)=0$. Then

$$
p_{\alpha}\left(t_{0}, \rho_{0}\right)=F^{-1}\left(t_{0} \rho_{0}^{\alpha}+\alpha \rho_{0}^{\alpha+1} /(\alpha+1)\right), \quad q_{\alpha}\left(t_{0}, \rho_{0}\right)=\int_{0}^{p_{\alpha}\left(t_{0}, \rho_{0}\right)} \sqrt{K(\tau)} d \tau
$$

We note here that $0<p_{\alpha}\left(t_{0}, \rho_{0}\right)<d$; more precisely, the curve $t=C \rho^{-\alpha}-$ $\alpha \rho /(\alpha+1)$ crosses every characteristic $\rho=\beta-\int_{0}^{t} \sqrt{K(\tau)} d \tau$ at least once, because at the common point $\left(t_{0}, \rho_{0}\right)$ we have

$$
t_{1}^{\prime}\left(\rho_{0}\right)=-a\left(t_{0}, \rho_{0}\right) / \rho_{0}>-1 / \sqrt{K\left(t_{0}\right)}=t_{2}^{\prime}\left(\rho_{0}\right)
$$

in view of condition (E1).
Let us denote by $\left(t, \psi_{1}(t)\right)$ and $\left(t, \psi_{2}(t)\right), \psi_{1}(t)<\psi_{2}(t)$, the points of intersection of the curve $t=C \rho^{-\alpha}-\alpha \rho /(\alpha+1)$ and $\partial G$. We note here that $\psi_{1} \in C^{1}(0, d)$, while $\psi_{2} \in C^{1}\left((0, d) \backslash\left\{t^{\prime}\right\}\right)$, where $\psi_{2}\left(t^{\prime}\right)=1$. Then the function $w(t, \varphi)$ in (7.5) will be given by

$$
\begin{equation*}
w(t, \varphi)=\frac{F^{\prime}(t)}{\sqrt{1+K(t)}} \int_{\psi_{1}(t)}^{\psi_{2}(t)}\left(K v_{\varphi}\right)\left(F(t) \rho^{-\alpha}-\alpha \rho /(\alpha+1), \rho, \varphi\right) \rho^{-1-\alpha} d \rho \tag{7.6}
\end{equation*}
$$

In view of condition (7.2) it follows that for every function $v$ such that $w \in$ $C_{0}^{\infty}\left(S_{2}\right)$, we have $I(v)=0$. Thus $I(v)=0$ for every $v \in C^{*}$. Comparison of (4.2) and (7.1) now shows that $u$ is a generalized solution of Problem A. The rest of the proof now follows from Theorem 5.1.

Corollary 7.3. If $f \in H_{\varphi}$, then a generalized solution $u_{f}$ of Problem $\mathrm{P}_{\varphi}$ exists and coincides with the generalized solution $\omega_{f}$ of Problem A.

Theorems 6.2 and 7.2 also give information about the smoothness, with respect to $\varphi$, of generalized solutions of Problem $\mathrm{P}_{\varphi}$.

COROLLARY 7.4. If $f \in H_{\varphi}$ and $\partial^{k} f / \partial \varphi^{k} \in L_{2}(G)$ for $k=0, \ldots, l$, then the conclusions of Theorem 6.2 hold for a generalized solution $u_{f}$ of Problem $\mathrm{P}_{\varphi}$.

Of course, for $f \in H \backslash H_{\varphi}$ a generalized solution of Problem P need not coincide with the generalized solution $\omega_{f}$ of Problem A ; and if $f \in L_{2}(G) \backslash H$, there is no
generalized solution of Problem P. Thus the nonlocal Problem A (for which Theorem 6.2 holds, ensuring uniqueness, existence, and differentiability with respect to $\varphi$ ) is, so to speak, a "regular continuation" of the strongly over determined Problem $\mathrm{P}_{\varphi}$ when $f \in L_{2}(G) \backslash H_{\varphi}$. In this sense, we may regard Problem A to be a "nonlocal regularization" of Problems P and $\mathrm{P}_{\varphi}$. All this suggests the following procedure for tackling the ill-posed Problem P. For the given function $f \in L_{2}(G)$ we first try to solve the nonlocal Problem A. To do that, it is possible first to find the solution $\hat{u}=$ $\left(u_{1}, u_{2}, u_{3}\right)$ of the local problem (2.5), (2.10) for the corresponding system of partial differential equations and then to find a solution $\omega_{f}$ of Problem A by integration of $u_{3}(t, \rho, \varphi)$. Then we check the value of the derivative $\left(\omega_{f}\right)_{\varphi \varphi}$ on the characteristic cone $S_{2}$ and if that value is very small, we might conclude that the solution $u_{f}$ of the Problem P exists and is very close to the function $\omega_{f}$ already found.

Remark. Note that Eskin and Vishik solved the strongly overdetermined Cauchy problem for the Poisson equation $\Delta_{n} u=f$ (see Eskin [12]) by changing the equation to

$$
\widehat{\Delta}_{n} u+G(v)=f
$$

where $G(v)$ is some potential with unknown density $v$ which depends only on ( $n-$ 1) variables. They established existence and uniqueness results about the pair of functions $(u, v)$; the addition of the potential $G(v)$ removed the overdeterminacy. In our approach we change equation (1.1) to (1.7), but our additional term depends only on the function $\omega$, not on some new function.

We now return to Problem $\mathrm{P}^{*}$, the homogeneous form of which has an infinite number of classical solutions. By introduction of additional conditions we seek to eliminate this nonuniqueness, and formulate the following nonlocal problem.

Problem $\tilde{\mathrm{P}}^{*}$. Is there a solution of the equation

$$
\begin{equation*}
K(t)\left(v_{x_{1} x_{1}}+v_{x_{2} x_{2}}\right)-v_{t t}=g \text { in } G \tag{7.7}
\end{equation*}
$$

which satisfies the boundary condition (1.3) and the additional nonlocal condition

$$
\begin{equation*}
\frac{\partial}{\partial \varphi} \int_{\psi_{1}(t)}^{\psi_{2}(t)}(K v)(\tau(t, \rho), \rho, \varphi) \rho^{-1-\alpha} d \rho=0 \quad(0<\varphi<2 \pi, 0<t<d) \tag{7.8}
\end{equation*}
$$

where $\tau(t, \rho)=F(t) \rho^{-\alpha}-\alpha \rho /(\alpha+1)$ (see (7.5) and (7.6) above)? The integration is over the intersection of $G$ and the curve $\left(t+\frac{\alpha}{\alpha+1} \rho\right) \rho^{\alpha}=$ constant, and it is assumed that the parameter $\alpha(>0)$ satisfied conditions (E1) and (E2).

We must, of course, make precise the notion of a solution with which we shall be dealing. This leads to the following definition.

DEFINITION 7.5. A function $v \in \tilde{W}_{2}^{1}(G)$ is called a generalized solution of Problem $\tilde{\mathrm{P}}^{*}$ if (i) $v=0$ on $S_{0} \cup S_{2}$; (ii) for every $u \in C_{L}:=\left\{u \in C^{1}(\bar{G}): u=0\right.$ on $S_{0} \cup S_{1}$ and in some neighborhood of $(0,0,0)\}$, we have

$$
\begin{equation*}
\int_{G}\left\{u_{t} v_{t}-K(t) u_{\rho} v_{\rho}-K(t) \rho^{-2} u_{\varphi} v_{\varphi}-u g\right\} d x=0 \tag{7.9}
\end{equation*}
$$

(iii) for all $u \in C_{0}^{\infty}\left(S_{2}\right)$,

$$
\begin{equation*}
\int_{S_{2}} u_{\varphi}(t, \varphi)\left\{\int_{\psi_{1}(t)}^{\psi_{2}(t)}(K v)(\tau(t, \rho), \rho, \varphi) \rho^{-1-\alpha} d \rho\right\} d t d \varphi=0 \tag{7.10}
\end{equation*}
$$

For some functions, Problem $\tilde{\mathrm{P}}^{*}$ coincides with the problem adjoint to the nonlocal Problem A. This is the content of the following theorem.

THEOREM 7.6. A function $v \in \tilde{W}_{2}^{1}(G)$ is a generalized solution of Problem $\tilde{\mathrm{P}}^{*}$ if, and only if, $v=0$ on $S_{0} \cup S_{2}$ and

$$
\begin{equation*}
\text { 1) } \int_{G}\left\{u_{t} v_{t}-K(t) u_{\rho} v_{\rho}-K(t) \rho^{-2}\left[u_{\varphi}-u_{\varphi}\left(p_{\alpha}(t, \rho), q_{\alpha}(t, \rho), \varphi\right)\right] v_{\varphi}-u g\right\} d x=0 \tag{7.11}
\end{equation*}
$$

for all $u \in C_{L}$.
Proof. Suppose that $v$ satisfies (7.11), and let $u \in C_{L}$ be zero in some neighborhood of $S_{1} \cap S_{2}$. Let $\psi \in C^{\infty}(\mathbb{R})$ be such that $\psi(s)=0$ if $s \leq 1, \psi(s)=1$ if $s \geq 2$, and for each $m \in \mathbb{N}$ define

$$
\psi_{m}(t, \rho)=\psi\left(m\left(\rho-\int_{0}^{t} \sqrt{K(\tau)} d \tau\right)\right)
$$

$\psi_{m} u$ is zero in some neighborhood of $S_{2}$. Use of $\psi_{m} u$ in (7.11) gives

$$
\begin{align*}
\left(\psi_{m t} v_{t}-K \psi_{m \rho} v_{\rho}, u\right) & +\left(\psi_{m} u_{t}, v_{t}\right)-\left(\psi_{m} K u_{\rho}, v_{\rho}\right) \\
& -\left(\psi_{m} \rho^{-2} K u_{\varphi}, v_{\varphi}\right)=\left(\psi_{m} u, g\right) \tag{7.12}
\end{align*}
$$

and by Hardy's inequality we see that the first term converges to zero. From this and (7.12) it follows that (7.9) holds, from which and (7.11) we obtain (7.10). Thus $v$ is a generalized solution of Problem $\tilde{\mathrm{P}}^{*}$. The converse is immediate.

TheOrem 7.7. Problem $\tilde{\mathrm{P}}^{*}$ has at most one generalized solution.
Proof. By Theorem 7.6, it is enough to prove that there is at most one generalized solution of the problem adjoint to Problem A. To do this, suppose that $v \in \tilde{W}_{2}^{1}(G)$, $v=0$ on $S_{0} \cup S_{2}$, and satisfies (7.11) with $g=0$. Since $v \in L_{2}(G)$ and $\sqrt{r} \rho^{-1} v_{\varphi} \in$ $L_{2}(G)$, by Theorem 6.2 there is a generalized solution $\omega$ of Problem A with $f=v$, such that $\omega \in \tilde{W}_{2}^{1}(G), \frac{\partial^{2} \omega}{\partial t \partial \varphi} \in L_{2}(G), \sqrt{r} \frac{\partial^{2} \omega}{\partial \rho \partial \varphi} \in L_{2}(G)$, and

$$
\begin{equation*}
\int_{G}\left(\omega_{t} w_{t}-K \omega_{\rho} w_{\rho}-K \rho^{-2} \frac{\partial \omega^{1}}{\partial \varphi} w_{\varphi}-v w\right) d x=0 \tag{7.13}
\end{equation*}
$$

for every $w \in C^{*}$.
We wish to put $w=v$ in (7.13). To justify this we use the function $\psi$ employed in the proof of Theorem 7.6. Then (7.13) holds with $w=\psi(\rho m) v$, and so

$$
\int_{G}\left(\omega_{t} v_{t}-K \omega_{\rho} v_{\rho}-K \rho^{-2} \frac{\partial \omega^{1}}{\partial \varphi} v_{\varphi}-v^{2}\right) \psi d x+m \int_{G} K \psi^{\prime}(m \rho) \omega_{\rho} v d x=0
$$

As $m \rightarrow \infty$, the second integral above converges to zero, since $|K(t)| \leq C t \leq C_{1} \rho^{3 / 2}$ in $G$, and

$$
m\left|\int_{G} K(t) \psi^{\prime}(m \rho) \omega_{\rho} v d x\right| \leq C\left\|\sqrt{r} \omega_{\rho}\right\|_{L_{2}\left(G_{m}\right)}\|v\|_{L_{2}\left(G_{m}\right)} \rightarrow 0
$$

where $G_{m}=G \cap\left\{(t, \rho, \varphi): \rho \leq 2 m^{-1}\right\}$. Thus (7.11) with $g=0$ and $u=w$ and (7.13) with $w=v$ show that $v=0$ in $G$, and the proof is complete.

We conjecture that for any $g \in \tilde{W}_{2}^{1}(G)$, there exists some kind of generalized solution of the Problem $\tilde{\mathrm{P}}^{*}$, possibly not belonging to $\tilde{W}_{2}^{1}(G)$. We feel that this should
follow from the uniqueness theorem relating to the general solution of the Problem A. Here we prove a weaker result.

THEOREM 7.8. For every function $g \in L_{2}(G)$ there exists a weak solution of Problem A*, that is, a function $v \in L_{2}(G)$ for which the equality

$$
\begin{equation*}
\left(L \omega-K(t) \rho^{-2} \omega_{\varphi \varphi}\left(p_{\alpha}(t, \rho), q_{\alpha}(t, \rho), \varphi\right), v\right)=(\omega, g) \tag{7.14}
\end{equation*}
$$

holds for every $\omega \in C_{L} \cap C^{2}(\bar{G})$.
THEOREM 7.9. This follows from the a priori estimate (5.1), that is,

$$
\|\omega\|_{L_{2}(G)} \leq C\left\|L \omega-K \rho^{-2} \omega_{\varphi \varphi}\left(p_{\alpha}, q_{\alpha}, \varphi\right)\right\|_{L_{2}(G)}
$$

Remark. Some other additional conditions relating to Problem $\mathrm{P}^{*}$ for the wave equation (instead of equation (1.1)) were formulated by Kan Cher [9]. These conditions concern the boundedness of some integrals of Fourier-coefficients of solutions of Problem $\mathrm{P}^{*}$.

Acknowledgments. The essential part of this paper was finished while the second author was visiting the University of Sussex. He would like to thank the Royal Society for support and the University of Sussex for hospitality.

## REFERENCES

[1] S. A. Aldashev, Some boundary-value problems for linear multidimensional second-order hyperbolic equations, Ukrainian Math. J., 43 (1991), pp. 379-384.
[2] S. A. Aldashev, Multidimensional Darboux problems for the degenerate hyperbolic equation, Differential Equations, 29 (1993), pp. 1829-1834.
[3] S. A. Aldashev, On the well-posedness of multidimensional Darboux problems for the wave equation, Ukrainian Math. J., 45 (1993), pp. 1456-1464.
[4] K. A. Ames, Improperly posed problems for nonlinear partial differential equations, in Nonlinear Equations in the Applied Sciences, W. F. Ames and C. Rogers, eds., Mathematics in Sciences and Engineering 185, Academic Press, New York, 1992, pp. 1-28.
[5] K. A. Ames, H. A. Levine, and L. E. Payne, Improved continuous dependence results for a class of evolutionary equations, in Inverse and Ill-Posed Problems, H. W. Engl and C. W. Groetsch, eds., Mathematics in Sciences and Engineering 4, Academic Press, New York, 1987, pp. 433-450.
[6] A. K. Aziz and M. Schneider, Frankl-Morawetz problems in $R^{3}$, SIAM J. Math. Anal., 10 (1979), pp. 913-921.
[7] A. V. Bitsadze, On some problems about mixed type equation in multidimensional regions, Dokl. Akad. Nauk UzSSR, 110 (1956), pp. 1021-1024.
[8] K. Kan Cher, Nonuniqueness of solutions of the Darboux problem, Siberian Math. J., 26 (1985), pp. 286-288.
[9] K. KAN ChER, An estimate of the solution of Darboux-Protter problems for the twodimensional wave equation, Soviet Math. Dokl., 43 (1991), pp. 887-891.
[10] V. P. Didenko, On boundary-value problems for multidimensional hyperbolic equation with degeneration, Soviet Math. Dokl., 13 (1972), pp. 998-1002.
[11] V. P. Didenko, Boundary-value problems for three-dimensional hyperbolic equation of mixed type, Differential Equations, 11 (1975), pp. 25-28.
[12] G. I. Eskin, Boundary-value problems for elliptic pseudodifferential equations, Translation of Math. Monographs 52, AMS, Providence, RI, 1981.
[13] K. O. Friedrichs, The identity of weak and strong extensions of differential operators, Trans. Amer. Math. Soc., 55 (1944), pp. 132-151.
[14] K. O. Friedrichs, Symmetric positive linear differential equations, Comm. Pure Appl. Math., 11 (1958), pp. 333-418.
[15] P. R. Garabedian, Partial differential equations with more than two variables in the complex domain, J. Math. Mech., 9 (1960), pp. 241-271.
[16] T. Kwang-Chang, On a boundary value problem for the wave equation, Sci. Record, New Series, 1 (1957), pp. 1-3.
[17] P. D. Lax and R. S. Phillips, Local boundary conditions for dissipative symmetric linear differential operators, Comm. Pure Appl. Math., 13 (1960), pp. 427-455.
[18] R. Lattès and J. L. Lions, The Method of Quasireversibility, American Elsevier, New York, 1969.
[19] M. M. Lavrentiev, V. G. Romanov, and S. P. Shishatskii, Ill-Posed Problems of Mathematical Physics and Analysis, Translations of Mathematical Monographs 64, AMS, Providence, RI, 1986.
[20] C. S. Morawetz, A weak solution for a system of equations of elliptic-hyperbolic type, Comm. Pure Appl. Math., 11 (1958), pp. 315-331.
[21] J. S. Papadakis, A boundary-value problem for equations of mixed type, Bull. Soc. Math. Grèce, 14 (1973), pp. 157-171.
[22] L. E. Payne, Improperly Posed Problems in Partial Differential Equations, Regional Conference Series in Applied Mathematics 22, SIAM, Philadelphia, PA, 1975.
[23] G. Peyser, On the identity of weak and strong solutions of differential equations with local boundary conditions, Amer. J. Math., 87 (1965), pp. 267-277.
[24] N. I. Popivanov, Overdetermined problems for the wave equation and their nonlocal regularization, Differential Equations, 24 (1988), pp. 1301-1312.
[25] N. I. Popivanov, Nonlocal regularization of some overdetermined boundary value problems, in Proc. 1987 EQUADIFF Conference, C. Dafermos, G. Ladas, and G. Papanikolau, eds., Lecture Notes Pure Appl. Math. 118, 1989, pp. 581-586.
[26] N. I. Popivanov and M. Schneider, The Darboux problem in $R^{3}$ for a class of degenerating hyperbolic equations, J. Math. Anal. Appl., 175 (1993), pp. 537-579.
[27] N. I. Popivanov and M. Schneider, On M. H. Protter problems for the wave equation in $R^{3}$, J. Math. Anal. Appl., 194 (1995), pp. 50-77.
[28] M. H. Protter, A boundary value problem for the wave equation and mean value problems, Ann. Math. Studies, 33 (1954), pp. 247-257.
[29] M. H. Protter, New boundary value problem for the wave equation and equations of mixed type, J. Rat. Mech. Anal, 3 (1954), pp. 435-446.
[30] J. RAUCH, Symmetric positive systems with boundary characteristics of constant multiplicity, Trans. Amer. Math. Soc., 291 (1985), pp. 167-187.
[31] H. Salzman and M. Schneider, Schwache Lösungen des Frankl-Morawetz Problems in $R^{3}$, Mh. Math., 84 (1977), pp. 237-246.
[32] N. G. Sorokina, Multidimensional generation of a theorem of C. Morawetz for weak solvability of differential equations of mixed type, Differential Equations, 13 (1977), pp. 128-134.
[33] N. G. Sorokina, Multidimensional analogues of the Tricomi problem, in Proc. Conference PDE, Moscow State University, 1978, pp. 452-454 (in Russian).
[34] A. N. Tikhonov and V. Y. Arsenin, Solution on Ill-Posed Problems, Wiley Press, New York, 1977.

# ON A CHARACTERIZATION OF THE KERNEL OF THE DIRICHLET-TO-NEUMANN MAP FOR A PLANAR REGION* 
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#### Abstract

We will show that the Dirichlet-to-Neumann map $\Lambda$ for the electrical conductivity equation on a simply connected plane region has an alternating property, which may be considered as a generalized maximum principle. Using this property, we will prove that the kernel, $K$, of $\Lambda$ satisfies a set of inequalities of the form $(-1)^{\frac{n(n+1)}{2}} \operatorname{det} K\left(x_{i}, y_{j}\right)>0$. We will show that these inequalities imply Hopf's lemma for the conductivity equation. We will also show that these inequalities imply the alternating property of a kernel.
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1. Introduction. In this paper we will derive some properties of the Dirichlet-to-Neumann map for the electrical conductivity equation in $\mathbf{R}^{2}$. These properties are analogs of properties which characterize the Dirichlet-to-Neumann maps for electrical networks (see [1], [2], and [3]). We recall some definitions. Let $\Omega$ be a relatively compact, simply connected open set in $\mathbf{R}^{2}$ with $C^{2}$ boundary. Let $\gamma(p)>0$ be a $C^{2}$ function on $\bar{\Omega}$. Let $f$ be a function defined on $\partial \Omega$. Then there is a unique function $u$, defined on $\bar{\Omega}$, such that

$$
\begin{equation*}
\nabla(\gamma \nabla u)=0 \tag{1.1}
\end{equation*}
$$

and $u(p)=f(p)$ for $p \in \partial \Omega$. (Equation (1.1) is the electrical conductivity equation and a function, $u$, that satisfies (1.1) is called a $\gamma$-harmonic function.) Let $\frac{\partial u}{\partial n}(p)$ be the directional derivative of $u$ in the direction of the outward pointing unit normal $n$ at the point $p \in \partial \Omega$. Then the Dirichlet-to-Neumann map, $\Lambda$, is defined by the formula

$$
\begin{equation*}
\Lambda f(p)=\gamma(p) \frac{\partial u}{\partial n}(p) \tag{1.2}
\end{equation*}
$$

The domain of $\Lambda$ may be taken to be $H^{\frac{1}{2}}(\partial \Omega)$ and the image is in $H^{-\frac{1}{2}}(\partial \Omega) . \Lambda$ is a pseudodifferential operator of order 1 and as such has a kernel, $K(x, y)$, defined as a distribution on $\partial \Omega \times \partial \Omega$. The kernel gives a representation of $\Lambda$ by the formula

$$
\begin{equation*}
\Lambda f(x)=\int_{\partial \Omega} K(x, y) f(y) d y \tag{1.3}
\end{equation*}
$$

where $x$ and $y$ are arc length coordinates on $\partial \Omega$. For the pseudodifferential operator $\Lambda$, the kernel $K$ is a symmetric function, $K(x, y)=K(y, x)$, and for a fixed $x \in \partial \Omega$, $\lim _{y \rightarrow x}|K(x, y)|=\infty$. More precisely,

$$
\begin{equation*}
K(x, y)=\frac{k(x, y)}{|x-y|^{2}}+D(x, y) \tag{1.4}
\end{equation*}
$$

[^6]where $k$ is continuous on $\partial \Omega \times \partial \Omega, k(x, y)=k(y, x), k(x, x) \neq 0$, and $D$ is a distribution supported on $\Delta=\{(x, x): x \in \partial \Omega\}$. (In this formula, $|x-y|$ is the separation in arc length of points with arc length coordinates $x$ and $y$ and the continuous term in this expansion has been incorporated into the term $\left.\frac{k(x, y)}{|x-y|^{2}}.\right)$ If $x \notin \operatorname{supp}(f)$, then the integral is an ordinary integral and there are no convergence questions. Since we will be interested in the behavior of $K(x, y)$ for $x \neq y$ we will ignore $D$ and will pretend that $K(x, y)=\frac{k(x, y)}{|x-y|^{2}}$. The expansion (1.4) follows from Lemma 3.7 of [6] or Theorem 0.1 in [7]. The boundary, $\partial \Omega$, is a Jordan curve and hence is homeomorphic to a circle. Pick an orientation on $\partial \Omega$. We say that $\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)$ is a circular pair if there are points $p, q \in \partial \Omega$ which divide $\partial \Omega$ into two connected components, $A, B$ such that $\left\{x_{1}, \ldots, x_{n}\right\} \subset A,\left\{y_{1}, \ldots, y_{n}\right\} \subset B$, and $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ are in circular order on $\partial \Omega$. (Note that this definition is modified from the definition in [2].) The main theorem of this paper is the following theorem, which we prove to be equivalent to the alternating property stated in section 2 .

THEOREM 1.1. Let $\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)$ be a circular pair on $\partial \Omega$. Let $L=\left(l_{i j}\right)$ be the $n \times n$ matrix with entries defined by $l_{i j}=K\left(x_{i}, y_{j}\right)$. Then

$$
\begin{equation*}
(-1)^{\frac{n(n+1)}{2}} \operatorname{det}(L)>0 \tag{1.5}
\end{equation*}
$$

We consider this to be a generalization of a result in [2]. We will see how it implies the classical Hopf lemma for the conductivity equation in dimension 2.
2. The alternating property. We first restate and prove a result of [2]. Suppose that $\partial \Omega=I \cup J$, where $I$ and $J$ are disjoint connected arcs. Then we have the following theorem.

THEOREM 2.1. Let $f$ be a smooth function on $\partial \Omega$ such that $f=0$ on I. Suppose there is a sequence of points $\left\{p_{1}, \ldots, p_{n}\right\} \subset I$ in circular order such that

$$
\begin{equation*}
(-1)^{i+1} \Lambda f\left(p_{i}\right)>0 \tag{2.1}
\end{equation*}
$$

Then there is a sequence of points $\left\{q_{1}, \ldots, q_{n}\right\} \subset J$ in circular order such that

$$
\begin{equation*}
(-1)^{n} \Lambda f\left(p_{i}\right) f\left(q_{i}\right)>0 \tag{2.2}
\end{equation*}
$$

Proof. Equation (2.2) is equivalent to

$$
\begin{equation*}
\Lambda f\left(p_{i}\right) f\left(q_{n+1-i}\right)<0 \tag{2.3}
\end{equation*}
$$

We first describe how to pick the point $q_{n}$. Let $u$ be the solution of (1.1) such that $u=f$ on $\partial \Omega$. By (2.1) $\frac{\partial u}{\partial n}\left(p_{1}\right)>0$. Hence there is a small open line segment, $\alpha$, such that $\alpha \subset \Omega, p_{1}$ is one end of $\alpha$, and $u<0$ on $\alpha$. Let $W$ be the connected component of $\{z \in \Omega: u(z)<0\}$ that contains $\alpha$. Suppose that $\bar{W} \cap J=\emptyset$. Then $u=0$ on $\partial W$. But this contradicts the maximum principle since $u<0$ in $W$ and $W \neq \emptyset$. Thus $\bar{W} \cap J \neq \emptyset$. Now $u=0$ at every point of $\partial W$ that is in $\Omega$. Using the maximum principle again we see that there is a $q_{n} \in \bar{W} \cap J$ such that $f\left(q_{n}\right)<0$ and there is an open line segment $\beta \subset W$ such that $q_{n}$ is an end point of $\beta$. Now we can connect the ends of $\alpha$ and $\beta$ that are inside $W$ by a smooth curve in $W$. Hence there is a smooth curve $C_{1}$ such that $C_{1}$ is diffeomorphic to a line segment, has end points $p_{1}$ and $q_{n}$, and $C_{1}-p_{1}-q_{n} \subset W$. Then $u(z)<0$ for all $z \in C_{1}-p_{1}$. We can repeat this argument to produce curves $C_{j}$ such that $C_{j}$ joins $p_{j}$ to a point $q_{n+1-j} \in J$, $C_{j}-p_{j}-q_{n+1-j} \subset \Omega$, and $(-1)^{j} u(z)<0$ for all $z \in C_{j}-p_{j}$. These curves cannot
intersect and by the Jordan curve theorem the points $p_{1}, \ldots, p_{n}, q_{1}, \ldots, q_{n}$ must be in circular order on $\partial \Omega$. It is easy to see that these points satisfy (2.3).

We have referred to this property as the alternating property. Elsewhere [5] a similar property has been called the variation diminishing property. See also section 6 of this paper.
3. The weak inequality. We first prove the weaker statement.

THEOREM 3.1. Let $\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)$ be a circular pair on $\partial \Omega$. Let $L=\left(l_{i j}\right)$ be the $n \times n$ matrix with entries defined by $l_{i j}=K\left(x_{i}, y_{j}\right)$. Then

$$
\begin{equation*}
(-1)^{\frac{n(n+1)}{2}} \operatorname{det}(L) \geq 0 \tag{3.1}
\end{equation*}
$$

Proof. The proof is by induction on $n$. We first consider $n=1$. The proof goes by contradiction. Suppose that there are points $p, q \in \partial \Omega$ with $p \neq q$ and $K(p, q)>0$. Then there is an $\epsilon>0$ such that $p \notin D_{\epsilon}=\{y:|y-q|<\epsilon\}$ and $K(p, y)>0$ for $y \in D_{\epsilon}$. Let $f(y)$ be a continuous function on $\partial \Omega$ such that $\operatorname{supp}(f) \subset D_{\epsilon}=\{y:|y-q|<\epsilon\}$, $f(q)>0$, and $f(s) \geq 0$ for all $s \in \partial \Omega$. Then

$$
\gamma(p) \frac{\partial u}{\partial n}(p)=\Lambda f(p)=\int_{D_{\epsilon}} K(p, y) f(y) d y>0
$$

where $u$ satisfies (1.1) and $u(s)=f(s), s \in \partial \Omega$. But then there must be a point $z$ near $p$ in $\Omega$ such that $u(z)<0$. This contradicts the maximum principle.

Next we assume that the result is true for all $(n-1) \times(n-1)$ matrices and prove that it is true for $n \times n$ matrices. If the result is not true, then we have a circular pair $\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)$ such that

$$
\begin{equation*}
(-1)^{\frac{n(n+1)}{2}} \operatorname{det}(L)<0 \tag{3.2}
\end{equation*}
$$

Consider the matrix $L^{-1}$ with entries $\left(h_{i j}\right)$. Then

$$
\begin{equation*}
h_{i j}=(-1)^{i+j} \frac{\operatorname{det}\left(L_{i j}\right)}{\operatorname{det}(L)}, \tag{3.3}
\end{equation*}
$$

where $L_{i j}$ is the $(i, j)$ minor of $L$. By induction, (3.2), and (3.3),

$$
\begin{equation*}
(-1)^{i+j+\frac{n(n-1)}{2}+\frac{n(n+1)}{2}+1} h_{i j}=(-1)^{i+j+n+1} h_{i j} \geq 0 . \tag{3.4}
\end{equation*}
$$

Since $L$ is nonsingular, for fixed $i$ there must be some $j$ for which

$$
\begin{equation*}
(-1)^{i+j+n+1} h_{i j}>0 \tag{3.5}
\end{equation*}
$$

Now let $w=\left[1,-1,1, \ldots,(-1)^{n+1}\right]^{T}$ be an $n$-vector with alternating signs. Let $z=L^{-1} w$. Then using (3.4) and (3.5) it is easy to verify that

$$
\begin{equation*}
(-1)^{i+n} z_{i}>0 . \tag{3.6}
\end{equation*}
$$

To summarize, we have a vector $z$ such that

$$
\begin{equation*}
(-1)^{i+1}=w_{i}=\sum_{j=1}^{n} K\left(x_{i}, y_{j}\right) z_{j} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
(-1)^{n+1} z_{i} w_{i}>0 . \tag{3.8}
\end{equation*}
$$

Now, choose small intervals $D_{j}$ around the points $y_{j}$ such that the $D_{j}$ are disjoint and do not contain any of the points $x_{i}$. Choose the $D_{j}$ so small that

$$
\begin{equation*}
\left|K\left(x_{i}, y\right)-K\left(x_{i}, y_{j}\right)\right|<\epsilon, y \in D_{j}, i=1, \ldots, n . \tag{3.9}
\end{equation*}
$$

Also choose functions $f_{j}$ such that

$$
\begin{equation*}
\operatorname{supp}\left(f_{j}\right) \subset D_{j}, z_{j} f_{j}(y) \geq 0, \text { and } \int_{D_{j}} f_{j}=z_{j} \tag{3.10}
\end{equation*}
$$

Let $f=\sum f_{j}$. Then

$$
\begin{gather*}
\left|\Lambda f\left(x_{i}\right)-w_{i}\right|=\left|\int_{\partial \Omega} K\left(x_{i}, y\right) f(y) d y-\sum_{j=1}^{n} K\left(x_{i}, y_{j}\right) z_{j}\right| \\
=\left|\int_{\partial \Omega}\left(K\left(x_{i}, y\right)-K\left(x_{i}, y_{j}\right)\right) f(y) d y\right|  \tag{3.11}\\
\leq \epsilon \sum_{j=1}^{n}\left|z_{i}\right| .
\end{gather*}
$$

Thus we conclude that for $\epsilon$ small enough $\Lambda f\left(x_{i}\right)$ has the same sign as $w_{i}$. By the alternating property, there would have to be a set of $n$ points $t_{i}$ in circular order such that

$$
\begin{equation*}
(-1)^{n} w_{i} f\left(t_{i}\right)>0 . \tag{3.12}
\end{equation*}
$$

For such a set of points we would have to have $t_{i} \in D_{i}$ and hence $f\left(t_{i}\right)$ would have the same signs as $z_{i}$. This contradicts (3.8).
4. The strong inequality. We now prove Theorem (1.1). We consider the cases $n=1$ and $n>1$ separately. Let us assume the arc length of $\partial \Omega$ is $S$ and that points on $\partial \Omega$ are parametrized by the numbers in the interval $[0, S)$. When $n=1$, suppose there is a pair of points $x_{1}, y_{1}$ with $0 \leq x_{1}<y_{1}$ and $K\left(x_{1}, y_{1}\right)=0$. By (1.4) there is no sequence of points $z_{j}$ such that $x_{1}<z_{j}<y_{1}, \lim _{j \rightarrow \infty} z_{j}=x_{1}$, and $\lim _{j \rightarrow \infty} K\left(x_{1}, z_{j}\right)=0$. Hence there is a point $\eta_{2}$ with $x_{1}<\eta_{2}<y_{1}$ such that

$$
K\left(x_{1}, \eta_{2}\right)=0 \text { and } K\left(x_{1}, \eta\right)<0 \text { for } x_{1}<\eta<\eta_{2} .
$$

Let $x$ be any number such that $x_{1}<x<\eta_{2}$ and choose $\eta_{1}$ so that $x<\eta_{1}<\eta_{2}$. Then $\left(x_{1}, x ; \eta_{1}, \eta_{2}\right)$ is a circular pair and hence

$$
\left|\begin{array}{cc}
K\left(x_{1}, \eta_{1}\right) & K\left(x_{1}, \eta_{2}\right)  \tag{4.1}\\
K\left(x, \eta_{1}\right) & K\left(x, \eta_{2}\right)
\end{array}\right| \leq 0 .
$$

Since

$$
K\left(x_{1}, \eta_{2}\right)=0, K\left(x, \eta_{2}\right) \leq 0, \text { and } K\left(x_{1}, \eta_{1}\right)<0,
$$

it follows that

$$
\begin{equation*}
K\left(x, \eta_{2}\right)=0 \tag{4.2}
\end{equation*}
$$

This shows that for all $x$, with $x_{1}<x<\eta_{2}, K\left(x, \eta_{2}\right)=0$. Hence we get the contradiction that $\lim _{x \rightarrow \eta_{2}} K\left(x, \eta_{2}\right)=0$.

The proof for $n>1$ makes use of the following result in [2]. It was later pointed out to us that Charles Dodgson (Lewis Carroll) used a version of this identity in [4]. Let $\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)$ be a circular pair. We assume that the coordinates on $\partial \Omega$ are chosen so that $0 \leq x_{1}<\cdots<x_{n}<y_{1}<\cdots<y_{n}<S$. Let $L$ be the matrix with $i, j$ entry equal to $K\left(x_{i}, y_{j}\right)$. We will use the notation

$$
\begin{equation*}
\kappa\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)=\operatorname{det}(L) \tag{4.3}
\end{equation*}
$$

LEMMA 4.1. Let $\left(a_{1}, \ldots, a_{n+1} ; b_{1}, \ldots, b_{n+1}\right)$ be a circular pair. Then

$$
\begin{array}{r}
\kappa\left(a_{1}, \ldots, a_{n+1} ; b_{1}, \ldots, b_{n+1}\right) \kappa\left(a_{1}, \ldots, a_{n-1} ; b_{3}, \ldots, b_{n+1}\right)  \tag{4.4}\\
=\kappa\left(a_{1}, \ldots, a_{n} ; b_{1}, b_{3}, \ldots, b_{n+1}\right) \kappa\left(a_{1}, \ldots, a_{n-1}, a_{n+1} ; b_{2}, \ldots, b_{n+1}\right) \\
-\kappa\left(a_{1}, \ldots, a_{n} ; b_{2}, \ldots, b_{n+1}\right) \kappa\left(a_{1}, \ldots, a_{n-1}, a_{n+1} ; b_{1}, b_{3}, \ldots, b_{n+1}\right) .
\end{array}
$$

Assume that

$$
\begin{equation*}
\kappa\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)=0 \tag{4.5}
\end{equation*}
$$

for some circular pair. First we claim that there is no sequence of points $z_{j}$ such that $x_{n}<z_{j}<y_{1}, \lim _{j \rightarrow \infty} z_{j}=x_{n}$, and $\lim _{j \rightarrow \infty} \kappa\left(x_{1}, \ldots, x_{n} ; z_{j}, y_{2}, \ldots, y_{n}\right)=0$. For this would imply that there are constants $c_{k}$ (independent of j ) so that

$$
\begin{equation*}
K\left(x_{n}, z_{j}\right)=\sum_{k<n} c_{k} K\left(x_{k}, z_{j}\right) \tag{4.6}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\lim _{j \rightarrow \infty} K\left(x_{n}, z_{j}\right)=\sum_{k<n} c_{k} K\left(x_{k}, x_{n}\right) \tag{4.7}
\end{equation*}
$$

contradicting (1.4). Thus there is a number $\eta_{1}$ with $x_{n}<\eta_{1}<y_{1}$ such that

$$
\begin{gather*}
\kappa\left(x_{1}, \ldots, x_{n} ; \eta_{1}, y_{2}, \ldots, y_{n}\right)=0 \text { and }  \tag{4.8}\\
\kappa\left(x_{1}, \ldots, x_{n} ; \eta, y_{2}, \ldots, y_{n}\right) \neq 0 \text { for } x_{n}<\eta<\eta_{1} . \tag{4.9}
\end{gather*}
$$

Let $x$ be such that $x_{n}<x<\eta_{1}$. Then there is an $\eta$ such that $x<\eta<\eta_{1}$ and hence $\left(x_{1}, \ldots, x_{n}, x ; \eta, \eta_{1}, y_{2}, \ldots, y_{n}\right)$ is a circular pair. By (4.4), (4.5), and (3.1),

$$
\begin{align*}
0 & \geq \kappa\left(x_{1}, \ldots, x_{n}, x ; \eta, \eta_{1}, y_{2}, \ldots, y_{n}\right) \kappa\left(x_{1}, \ldots, x_{n-1} ; y_{2}, \ldots, y_{n}\right)  \tag{4.10}\\
& =\kappa\left(x_{1}, \ldots, x_{n} ; \eta, y_{2}, \ldots, y_{n}\right) \kappa\left(x_{1}, \ldots, x_{n-1}, x ; \eta_{1}, y_{2}, \ldots, y_{n}\right) \\
& -\kappa\left(x_{1}, \ldots, x_{n} ; \eta_{1}, y_{2}, \ldots, y_{n}\right) \kappa\left(x_{1}, \ldots, x_{n-1}, x ; \eta, y_{2}, \ldots, y_{n}\right) \\
= & \kappa\left(x_{1}, \ldots, x_{n} ; \eta, y_{2}, \ldots, y_{n}\right) \kappa\left(x_{1}, \ldots, x_{n-1}, x ; \eta_{1}, y_{2}, \ldots, y_{n}\right) \geq 0 .
\end{align*}
$$

Using this and (4.9) we see that

$$
\begin{equation*}
\kappa\left(x_{1}, \ldots, x_{n-1}, x ; \eta_{1}, y_{2}, \ldots, y_{n}\right)=0 \text { for } x_{n}<x<\eta_{1} \tag{4.11}
\end{equation*}
$$

As above, this contradicts (1.4) and proves the theorem.
5. The Hopf lemma. We now show how the fact that $K(x, y)<0$ for $x \neq y$ implies the Hopf lemma (reference) for the conductivity equation.

THEOREM 5.1. Let $u$ be a nonconstant solution of $\nabla(\gamma \nabla u)=0$, and let $p \in \partial \Omega$ be a point where $u$ assumes a minimum. Then

$$
\begin{equation*}
\frac{\partial u}{\partial n}(p)<0 \tag{5.1}
\end{equation*}
$$

Proof. We may assume that $u(p)=0$. Let $f=\left.u\right|_{\partial \Omega}$. Since $u$ is not constant, $\operatorname{supp}(f)$ is not empty. Thus there is an interval $D$ around $p$ in $\partial \Omega$ such that $\operatorname{supp}(f)-D$ is not empty. Let $\psi$ be a smooth function on $\partial \Omega$ such that $\psi=1$ on $\operatorname{supp}(f)-D$, $\psi=0$ on an interval around $p$, and $0 \leq \psi \leq 1$. Let $g=\psi f$ and let $v$ be the solution of $\nabla(\gamma \nabla v)=0$ with $\left.v\right|_{\partial \Omega}=g$. Since $f \geq g$ it follows that $u \geq v$. It is also true that $g \geq 0$. Since $p \notin \operatorname{supp}(g)$ and $K(p, y)<0$,

$$
\begin{equation*}
0>\int_{\partial \Omega} K(p, y) g(y) d y=\gamma(p) \frac{\partial v}{\partial n}(p) \geq \gamma(p) \frac{\partial u}{\partial n}(p) \tag{5.2}
\end{equation*}
$$

which proves the theorem.
6. The variation diminishing property. We will use the following notation. Let $M(x, y)$ be a continuous function on $[c, d] \times[a, b]$. Let $c \leq x_{1}<x_{2}<\cdots<x_{n} \leq$ $d, a \leq y_{1}<y_{2}<\cdots<y_{n} \leq b$. Let $T$ be the $n \times n$ matrix with $i, j$ entry equal to $M\left(x_{i}, y_{j}\right)$. Let

$$
\mu\left(x_{1}, x_{2}, \ldots, x_{n} ; y_{1}, y_{2}, \ldots, y_{n}\right)=\operatorname{det}(T)
$$

The following lemma from [5] is sometimes paraphrased by saying that the kernel $M$ has the variation diminishing property. It will be used to show that the inequalities (1.5) imply the alternating property.

LEMMA 6.1. Let $f$ be a continuous, not identically 0, function defined on the interval $[a, b]$ such that $f$ changes its sign on this interval no more than $n-1$ times. Let $M(x, y), x, y \in[c, d] \times[a, b]$, be a continuous kernel with the property that

$$
\begin{equation*}
\mu\left(x_{1}, x_{2}, \ldots, x_{n} ; y_{1}, y_{2}, \ldots, y_{n}\right)>0 \tag{6.1}
\end{equation*}
$$

whenever $c \leq x_{1}<x_{2}<\cdots<x_{n} \leq d, a \leq y_{1}<y_{2}<\cdots<y_{n} \leq b$. Then the function

$$
g(x)=\int_{a}^{b} M(x, y) f(y) d y
$$

vanishes in $[c, d]$ no more than $n-1$ times.
By saying that function $f$ changes its sign $k$ times on the interval [ $a, b$ ] we mean that there are $k+1$ points $x_{1}<x_{2}<\cdots<x_{k+1}$ in $[a, b]$ such that for $i=1,2, \ldots, k$

$$
\begin{equation*}
f\left(x_{i}\right) f\left(x_{i+1}\right)<0 \tag{6.2}
\end{equation*}
$$

Proof. By hypothesis there are points $a=s_{0}<s_{1}<s_{2}<\cdots<s_{n-1}<s_{n}=b$ such that in each interval $\left(s_{i-1}, s_{i}\right), i=1,2, \ldots, n$ function $f$ does not change its sign and is not identically 0 . For $i=1,2, \ldots, n$ let

$$
\begin{equation*}
g_{i}(x)=\int_{s_{i-1}}^{s_{i}} M(x, y) f(y) d y \tag{6.3}
\end{equation*}
$$

Then

$$
\begin{equation*}
g(x)=\sum_{i=1}^{n} g_{i}(x) \tag{6.4}
\end{equation*}
$$

For any $c \leq x_{1}<x_{2}<\cdots<x_{n} \leq d$ the determinant
$\operatorname{det}\left(\left\{g_{i}\left(x_{j}\right\}\right)=\int_{s_{n-1}}^{s_{n}} \ldots \int_{s_{0}}^{s_{1}} \mu\left(x_{1}, x_{2}, \ldots, x_{n} ; y_{1}, y_{2}, \ldots, y_{n}\right) f\left(y_{1}\right) \cdots f\left(y_{n}\right) d y_{1} \cdots d y_{n}\right.$ (6.5)
is not 0 since the integrand is not identically zero and has constant sign. This shows that there is no nontrivial linear combination of $g_{i}$ 's vanishing at $n$ points and hence that $g(x)=\sum_{i=1}^{n} g_{i}(x)$ cannot vanish at $n$ points.

We note that this proof only used the fact that $\mu\left(x_{1}, x_{2}, \ldots, x_{n} ; y_{1}, y_{2}, \ldots, y_{n}\right)$ has constant sign. We need one more lemma before coming to the proof of the alternating principal.

Let $K(x, y)$ be a kernel on $\partial \Omega \times \partial \Omega$. We assume that $K(x, y)$ is continuous when $x \neq y$, but we don't assume anything about $K$ on the diagonal of $\partial \Omega \times \partial \Omega$. Let $\kappa\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)$ be defined as in section 4 .

LEMMA 6.2. Suppose that $\kappa\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)$ is never zero and has constant sign for all circular $n$-pairs $\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)$. Let $\partial \Omega=I \cup J$ where $I$ and $J$ are disjoint connected arcs. Let $f$ be a continuous function on $\partial \Omega$ with $\operatorname{supp}(f) \subset J$. Let

$$
\begin{equation*}
g(x)=\int_{\partial \Omega} K(x, y) f(y) d y \tag{6.6}
\end{equation*}
$$

Then if there is a sequence of $n+1$ points in $I$ in circular order at which $g$ alternates in sign, then there is a sequence of at least $n+1$ points in $J$ in circular order at which $f$ alternates in sign.

Proof. If there is no sequence of $n+1$ points of $J$ at which $f$ alternates in sign, then $f$ can change its sign no more than $n-1$ times in $J$. By Lemma 6.1, $g$ can vanish no more than $n-1$ times in $I$. But we are assuming that $g$ has $n+1$ alternations of sign in $I$ and hence at least $n$ zeros in $I$. This contradiction proves the lemma.

We now state and prove the theorem.
ThEOREM 6.3. Using the notation of Lemma 6.2, suppose that

$$
\begin{equation*}
(-1)^{\frac{n(n+1)}{2}} \kappa\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)>0 \tag{6.7}
\end{equation*}
$$

for all $n>0$ and all circular n-pairs $\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right)$. Let $f$ be a continuous function on $\partial \Omega$ with $\operatorname{supp}(f) \subset J$. Let

$$
\begin{equation*}
g(x)=\int_{\partial \Omega} K(x, y) f(y) d y \tag{6.8}
\end{equation*}
$$

Suppose there is a sequence of points $\left\{p_{1}, \ldots, p_{n}\right\} \subset I$ in circular order such that

$$
\begin{equation*}
(-1)^{i+1} g\left(p_{i}\right)>0 \tag{6.9}
\end{equation*}
$$

Then there is a sequence of points $\left\{q_{1}, \ldots, q_{n}\right\} \subset J$ in circular order such that

$$
\begin{equation*}
(-1)^{n} g\left(p_{i}\right) f\left(q_{i}\right)>0 \tag{6.10}
\end{equation*}
$$

Proof. By Lemma 6.2 there is a sequence of points in $J$ at which $f$ alternates in sign. If there is no sequence with the desired alteration property then $J$ is a disjoint union of subintervals $J_{i}$, in circular order, such that

1. $f$ is not identically 0 on $J_{i}, i=1, \ldots, n$,
2. $f$ does not change its sign on $J_{i}, i=1, \ldots, n$,
3. for some $z_{i} \in J_{i}$,

$$
\begin{equation*}
(-1)^{n+i} f\left(z_{i}\right)>0 \tag{6.11}
\end{equation*}
$$

We use the idea of Lemma 6.1. For $i=1,2, \ldots, n$ let

$$
\begin{equation*}
g_{i}(x)=\int_{J_{i}} K(x, y) f(y) d y \tag{6.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
g(x)=\sum_{i=1}^{n} g_{i}(x) \tag{6.13}
\end{equation*}
$$

Let

$$
G=\left[\begin{array}{cccc}
g_{1}\left(x_{1}\right) & g_{2}\left(x_{1}\right) & \ldots & g_{n}\left(x_{1}\right)  \tag{6.14}\\
g_{1}\left(x_{2}\right) & \ldots & & g_{n}\left(x_{2}\right) \\
\vdots & & & \vdots \\
g_{1}\left(x_{n}\right) & \ldots & & g_{n}\left(x_{n}\right)
\end{array}\right] .
$$

Let $u$ be the $n$-vector with $u_{i}=1, i=1, \ldots, n$. Then

$$
G u=\left[\begin{array}{c}
g\left(x_{1}\right)  \tag{6.15}\\
g\left(x_{2}\right) \\
\vdots \\
g\left(x_{n}\right)
\end{array}\right]
$$

Using (6.11) we will show that the signs of $u$ are all negative. This contradiction will prove the theorem. We need to compute the signs of the entries of $G^{-1}$. Rather than get lost in a cloud of indices, we will give the proof in the case that $n=3$ and leave the general proof to the reader. In this case the assumption (6.11) implies that $f(y) \geq 0$ in $J_{1}, f(y) \leq 0$ in $J_{2}$, and $f(y) \geq 0$ in $J_{3}$. As in section 3 we compute the signs of the cofactors of $G$. First we have

$$
\begin{equation*}
\operatorname{det}(G)=\int_{J_{1}} \int_{J_{2}} \int_{J_{3}} \kappa\left(x_{1}, x_{2}, x_{3} ; y_{1}, y_{2}, y_{3}\right) f\left(y_{1}\right) f\left(y_{2}\right) f\left(y_{3}\right) d y_{1} d y_{2} d y_{3}<0 \tag{6.16}
\end{equation*}
$$

We find that

$$
\left|\begin{array}{ll}
g_{2}\left(x_{2}\right) & g_{3}\left(x_{2}\right)  \tag{6.17}\\
g_{2}\left(x_{3}\right) & g_{3}\left(x_{3}\right)
\end{array}\right|=\int_{J_{2}} \int_{J_{3}} \kappa\left(x_{2}, x_{3} ; y_{2}, y_{3}\right) f\left(y_{2}\right) f\left(y_{3}\right) d y_{2} d y_{3}>0 .
$$

Hence $\left(G^{-1}\right)_{11}<0$. Next we compute that

$$
(-1)^{1+2}\left|\begin{array}{ll}
g_{1}\left(x_{2}\right) & g_{3}\left(x_{2}\right)  \tag{6.18}\\
g_{1}\left(x_{3}\right) & g_{3}\left(x_{3}\right)
\end{array}\right|=\int_{J_{1}} \int_{J_{3}} \kappa\left(x_{2}, x_{3} ; y_{1}, y_{3}\right) f\left(y_{1}\right) f\left(y_{3}\right) d y_{1} d y_{3}>0
$$

and thus $\left(G^{-1}\right)_{21}<0$. Continuing the calculation we find that the signs of $G^{-1}$ are as follows:

$$
G^{-1}=\left[\begin{array}{lll}
- & + & -  \tag{6.19}\\
- & + & - \\
- & + & -
\end{array}\right]
$$

This yields the contradiction

$$
\left[\begin{array}{lll}
- & + & -  \tag{6.20}\\
- & + & - \\
- & + & -
\end{array}\right]\left[\begin{array}{l}
+ \\
- \\
+
\end{array}\right]=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]
$$

7. Remarks and conjectures. We have not tried to state the most general hypotheses under which our results are valid, but have stated them in such a way that the essential ideas of the proofs are clear. We can also prove determinant inequalities for certain "blocks" in Dirichlet-to-Neumann kernels for multiply-connected plane domains. We can differentiate our inequalities to get a set of inequalities involving determinants of derivatives of the Dirichlet-to-Neumann kernel. These inequalities are equivalent to the set of inequalities (1.5). In our arguments we seem to need to assume that $\gamma$ is in $C^{2}(\Omega)$; however, it is possible that weaker assumptions would suffice.

We would like to single out the following conjecture on characterizing the kernel of a Dirichlet-to-Neumann map.

CONJECTURE 1. Let $\Omega$ be a relatively compact, simply connected region in the plane with $C^{2}$ boundary. Let $K(x, y)=\frac{k(x, y)}{|x-y|^{2}}$, where $(x, y) \in \partial \Omega \times \partial \Omega-\Delta$, $k$ is continuous on $\partial \Omega \times \partial \Omega, k(x, x) \neq 0$, and $K$ satisfies (1.5). Then there is a distribution $D(x, y)$ on $\partial \Omega \times \partial \Omega$, supported on the diagonal, $\Delta$, and a regularization of $K$ as a distribution on $\partial \Omega \times \partial \Omega$, so that $L=K+D$ is the kernel of the Dirichlet-to-Neumann map for some conductivity, $\gamma$, on $\Omega$. The distribution $D$ is determined by the property that

$$
\begin{equation*}
\int_{\partial \Omega} L(x, y) d y=0 \tag{7.1}
\end{equation*}
$$

Equation (7.1) is analogous to the fact that the Dirichlet-to-Neumann matrix for an electrical network has row sums equal to zero. This implies that the diagonal is determined by the off-diagonal terms. This is true as well in the continuous case.
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#### Abstract

We construct exponentially growing solutions for first-order perturbations of the Laplacian which are not smooth. We apply this kind of solution to prove global uniqueness for an inverse boundary value problem for the Schrödinger equation in the presence of a magnetic field.
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1. Introduction. The idea of using exponentially growing solutions in the context of inverse boundary value problems goes back to Calderón [C]. Motivated by Calderón's idea, Sylvester and Uhlmann [S-U] constructed exponentially growing solutions in order to prove global uniqueness for the conductivity of a body knowing the so-called Dirichlet-to-Neumann map.

The method of constructing exponentially growing solutions has been applied to other inverse problems like the inverse scattering problem at a fixed energy $[\mathrm{N}]$ and inverse spectral problems. However, Sylvester and Uhlmann's methods cannot be applied when we are in the presence of the first-order perturbation. Examples of this situation are given by the following:
(1) the problem of determining both the electrical conductivity and permitivity of a body and its magnetic permeability by measuring the tangential components of the electric field and the magnetic field at the boundary [O-P-S];
(2) the problem involving measurements at the boundary of an elastic medium, in which one measures displacements at the boundary and the corresponding stress at the boundary $[\mathrm{N}-\mathrm{U}]$;
(3) the problem of determining both the electrical potential and the magnetic potential from boundary observations $[\mathrm{Su}]$, $[\mathrm{N}-\mathrm{Su}-\mathrm{U}]$.

This last problem is modeled by the Schrödinger equation in the presence of a magnetic field and it will be considered in this paper as an example of our techniques.

Let $\Omega$ be a bounded domain with smooth boundary in $\mathbb{R}^{n}, n \geq 3$; then the Schrödinger equation in the presence of a magnetic field is given by

$$
\begin{equation*}
H_{\vec{C}, q}=\sum_{j=1}^{n}\left(-i \frac{\partial}{\partial x_{j}}+C_{j}(x)\right)^{2}+q(x) \tag{1.1}
\end{equation*}
$$

where $\vec{C}=\left(C_{1}, \ldots, C_{n}\right)$ is the magnetic potential and $q$ is the electric potential. Assume $\vec{C} \in C^{1}(\bar{\Omega}), q \in L^{\infty}(\Omega)$ and both are real valued. If we assume further that zero is not a Dirichlet eigenvalue of (1.1) in $\Omega$ then we have that for any $f \in H^{1 / 2}(\Omega)$

[^7]there exists a unique $u \in H^{1}(\Omega)$ which solves
\[

\left\{$$
\begin{array}{l}
H_{\vec{C}, q}=0 \quad \text { in } \Omega  \tag{1.2}\\
\left.u\right|_{\partial \Omega}=f
\end{array}
$$\right.
\]

We define the Dirichlet-to-Neumann map by

$$
\begin{equation*}
\Lambda_{\vec{C}, q}: f \longrightarrow{\frac{\partial u}{\partial \eta_{\mid \partial \Omega}}}+i(\vec{C} \cdot \eta) f \tag{1.3}
\end{equation*}
$$

where $f \in H^{1 / 2}(\Omega), u$ solves (1.2), and $\eta$ is the unit outer normal to $\Omega$.
The problem we consider is the one of recovering information about $\vec{C}$ and $q$ given knowledge of the Dirichlet-to-Neumann map. It is well known (see $[\mathrm{Su}]$, $[\mathrm{N}-\mathrm{Su}-\mathrm{U}]$ ) that the Dirichlet-to-Neumann map is invariant under gauge transformations in the magnetic potential. Consider $g \in C_{\Omega}^{1}$, where

$$
\begin{equation*}
C_{\Omega}^{s}=\left\{g \in C^{s}\left(\mathbb{R}^{n}\right): \operatorname{supp} g \subset \Omega\right\} \tag{1.4}
\end{equation*}
$$

and consider the magnetic potential $\vec{C}+\nabla g$. Then $\Lambda_{\vec{C}, q}=\Lambda_{\vec{C}+\nabla g, q}$. Therefore, we cannot hope to recover $\vec{C}$ from the Dirichlet-to-Neumann map. However, we can see that $\operatorname{rot}(\vec{C})$ is invariant under a gauge transformation. It is then natural to wonder whether full knowledge of the Dirichlet-to-Neumann map gives full knowledge of $\operatorname{rot}(\vec{C})$ and of $q$. This question has an affirmative answer given by Z. Sun in the case that the magnetic potential belongs to $C_{\Omega}^{2}$ and $q \in L^{\infty}(\Omega)$ provided that $\operatorname{rot}(\vec{C})$ is small in the $L^{\infty}$ topology [Su], and by Nakamura, Sun, and Uhlmann in the case that $\vec{C} \in C_{\Omega}^{\infty}$ and $q \in L^{\infty}(\Omega)$ under no assumptions on $\operatorname{rot}(\vec{C})$ [N-Su-U]. In this paper we prove the following theorem.

THEOREM 1.1. Let $\vec{C}_{j} \in C_{\Omega}^{1}, q_{j} \in L^{\infty}(\bar{\Omega}), j=1,2$. Assume that zero is not $a$ Dirichlet eigenvalue for $H_{\vec{C}_{j}, q_{j}}, j=1,2$. If

$$
\Lambda_{\vec{C}_{1}, q_{1}}=\Lambda_{\vec{C}_{2}, q_{2}}
$$

then

$$
\operatorname{rot}\left(\vec{C}_{1}\right)=\operatorname{rot}\left(\vec{C}_{2}\right) \quad \text { and } q_{1}=q_{2} \quad \text { in } \Omega
$$

In [N-U], Nakamura and Uhlmann proved a result that enables us to find exponentially growing solutions to any smooth first-order perturbation of the Laplacian. In the same paper they used the solutions to prove global uniqueness for the inverse problem related to the elasticity system mentioned above.

In this paper we give a general method to construct exponentially growing solutions in the case that the first-order perturbation is not smooth. We note that the problem of global uniqueness in the case of a conductivity having less than two derivatives has been addressed by R . Brown in $[\mathrm{Br}]$. Our method works by splitting the first-order term into a smooth part, with which we deal by following [ $\mathrm{N}-\mathrm{U}$ ], and a nonsmooth one, for which we need estimates. Namely, we consider

$$
S_{\vec{C}}(u)=(\Delta+\vec{C} \cdot \nabla) u=f
$$

with $\vec{C} \in C^{2 / 3+\epsilon}(\bar{\Omega}), \epsilon>0$. After conjugating by $e^{x \cdot \rho}\left(\rho \in \mathbb{C}^{n}, \rho \cdot \rho=0\right)$ we get

$$
\begin{equation*}
S_{\vec{C}, \rho}=\Delta_{\rho} u+\vec{C} \cdot \nabla_{\rho} u=f \tag{1.5}
\end{equation*}
$$

We can now decompose $\vec{C} \cdot \nabla_{\rho}$ into a pseudodifferential operator in the Shubin class (see $[\mathrm{S}]$ ) plus a pseudodifferential operator with nonregular symbol depending on the parameter $\rho$ for which we prove estimates.

The paper is organized as follows. In section 1 we define the spaces of symbols with limited regularity and we will show how to "smooth out" such symbols. The following section contains the proof of the dependence on the parameter $\rho$ of the norm of the pseudodifferential operator associated with a symbol with limited regularity between Sobolev spaces. In section 3 we give the construction of the exponentially growing solutions for a generic perturbation of the Laplacian and in section 4 we prove Theorem 1.1.
2. Symbol smoothing. In this section we are going to smooth out nonregular symbols depending on a parameter. The ideas are similar as if we were working with no parameter at all (see [T, section 1.3]).

We recall now the definitions of the spaces $C^{s}\left(\mathbb{R}^{n}\right)$ and $C_{*}^{s}\left(\mathbb{R}^{n}\right)$.
Definition 2.0.1. Given $0<s<1, C^{s}\left(\mathbb{R}^{n}\right)$ is defined as the set of functions $u$ such that

$$
|u(x+y)-u(x)| \leq C|y|^{s} .
$$

For $k=0,1,2, \ldots$, we take $C^{k}\left(\mathbb{R}^{n}\right)$ as the set of bounded continuous functions $u$ so that $D^{\beta} u$ is bounded and continuous for any $\beta$ such that $|\beta| \leq k$.

Then, if $s=k+r, 0 \leq r \leq 1$, we define $C^{s}\left(\mathbb{R}^{n}\right)$ as the set of functions $u \in C^{k}\left(\mathbb{R}^{n}\right)$ so that $D^{\beta} u$ belongs to $C^{r}\left(\mathbb{R}^{n}\right)$ for $|\beta|=k$.

Let us consider the partition of unity

$$
1=\sum_{j=0}^{\infty} \psi_{j}(\xi)
$$

where $\psi_{j}$ is supported on $\left(1+|\xi|^{2}\right)^{1 / 2} \sim 2^{j}$ (by this we mean that there are constants $M_{1}$ and $M_{2}$ so that $\left(1+|\xi|^{2}\right)^{1 / 2} \leq M_{1} 2^{j}$ and $\left.\left(1+|\xi|^{2}\right)^{1 / 2} \geq M_{2} 2^{j}\right)$.

DEFINITION 2.0.2. If $s>0$ we say that $u \in C_{*}^{s}\left(\mathbb{R}^{n}\right)$ if and only if

$$
\sup _{k} 2^{k s}\left\|\psi_{k}(D) u\right\|_{L^{\infty}}<\infty
$$

and we define $\left\|\|_{C_{*}^{s}}\right.$ as the supremum of those numbers.
A family of spaces $\left\{X^{s}: s \in \Sigma\right\}$ will be called a scale. We will be working with the spaces $C^{s}$ and $C_{*}^{s}$, so in our case $\Sigma=(0, \infty)$.

We will introduce classes of symbols with limited regularity.
DEFINITION 2.0.3. Let $\delta \in[0,1]$ :
(a) $p_{\rho}(x, \xi) \in C_{*}^{s} S_{1, \delta, \rho}^{m}\left(\mathbb{R}^{n}\right)$ if and only if

$$
\left|D_{\xi}^{\alpha} p_{\rho}(x, \xi)\right| \leq C_{\alpha}\left(\left(1+|\xi|^{2}+|\rho|^{2}\right)^{\frac{1}{2}}\right)^{m-|\alpha|}
$$

and

$$
\left\|D_{\xi}^{\alpha} p_{\rho}(\cdot, \xi)\right\|_{C_{*}^{s}} \leq C_{\alpha}\left(\left(1+|\xi|^{2}+|\rho|^{2}\right)^{\frac{1}{2}}\right)^{m-|\alpha|+s \delta}
$$

for any $\alpha \in \mathbf{Z}_{+}^{n}$.
(b) $p_{\rho}(x, \xi) \in C^{s} S_{1, \delta, \rho}^{m}\left(\mathbb{R}^{n}\right)$ if the conditions on (a) are satisfied and, additionally,

$$
\left\|D_{\xi}^{\alpha} p_{\rho}(\cdot, \xi)\right\|_{C^{j}} \leq C_{\alpha}\left(\left(1+|\xi|^{2}+|\rho|^{2}\right)^{\frac{1}{2}}\right)^{m-|\alpha|+j \delta}
$$

for any $\alpha \in \mathbf{Z}_{+}^{n}$ and $0 \leq j \leq s, j \in \mathbf{N}$.

Our goal is to write a symbol $p_{\rho}(x, \xi) \in X^{s} S_{1,0, \rho}^{s}\left(\mathbb{R}^{n}\right)$ (where $X^{s}=C^{s}$ or $C_{*}^{s}$ ) as a sum of a smooth symbol and a reminder of lower order. We will find that the smooth part does not belong to $S_{1,0, \rho}^{m}$, but rather to one of the classes $S_{1, \delta, \rho}^{m}$.

We will need a partition of unity $\psi_{\rho}^{j}$ of $\mathbb{R}^{n}$ such that

$$
1=\sum_{j=0}^{\infty} \psi_{\rho}^{j}(\xi)
$$

where $\psi_{\rho}^{j}$ is supported on $\left(1+|\xi|^{2}\right)^{1 / 2} \sim 2^{j}\left(1+|\rho|^{2}\right)^{1 / 2}$.
To construct such a partition we take $\psi_{\rho}^{0}(\xi)$ to be positive such that

$$
\psi_{\rho}^{0}(\xi)= \begin{cases}1 & \text { if }|\xi| \leq\left(1+|\rho|^{2}\right)^{1 / 2} \\ 0 & \text { if }|\xi| \geq 2\left(1+|\rho|^{2}\right)^{1 / 2}\end{cases}
$$

Finally, we set $\Psi_{\rho}^{j}(\xi)=\psi_{\rho}^{0}\left(2^{-j} \xi\right)$ and $\psi_{\rho}^{j}(\xi)=\Psi_{\rho}^{j}(\xi)-\Psi_{\rho}^{j-1}(\xi)$.
Now, given $p(x, \xi) \in X^{s} S_{1,0, \rho}^{s}$, choose $\delta \in(0,1]$ and set

$$
p_{\rho}^{\sharp}(x, \xi)=\sum_{j=0}^{\infty} J_{\epsilon_{\rho}^{j}} p(x, \xi) \psi_{\rho}^{j}(\xi),
$$

where

$$
\begin{equation*}
J_{\epsilon} f(x)=\theta(\epsilon D) f(x) \tag{2.1}
\end{equation*}
$$

with $\quad \theta \in C_{0}^{\infty}\left(R^{n}\right), \theta(\xi)=1$ for $|\xi| \leq 1$. We take

$$
\begin{equation*}
\epsilon_{\rho}^{j}=\left(2^{-j}\left(1+|\rho|^{2}\right)^{-1 / 2}\right)^{\delta} . \tag{2.2}
\end{equation*}
$$

We then define $p_{\rho}^{b}(x, \xi)$ to be $p_{\rho}(x, \xi)-p_{\rho}^{\sharp}(x, \xi)$, so our decomposition is

$$
\begin{equation*}
p_{\rho}(x, \xi)=p_{\rho}^{\sharp}(x, \xi)+p_{\rho}^{b}(x, \xi) . \tag{2.3}
\end{equation*}
$$

DEFINITION 2.0.4. A scale $X^{s}$ is called microlocalizable if, for $m \in \mathbf{R}, s, s+m \in$ $\Sigma$,

$$
O P S_{1,0}^{m}: X^{s+m} \longrightarrow X^{s}
$$

Examples.
(1) The Sobolev spaces $H^{s, p}\left(\mathbb{R}^{n}\right)$ are microlocalizables provided $p \in(1, \infty)$.
(2) The property fails for the spaces $C^{s}$ if $s$ is an integer, but it turns out to be true for the Zygmund spaces $C_{*}^{s}$.

The following lemma will be useful to analyze the two terms in the decomposition (2.3); for the proof we refer to [T, Lemma 1.3.A].

Lemma 2.1. Let $\left\{X^{s}: s \in \Sigma\right\}$ be a microlocalizable scale; then, for $\epsilon \in(0,1]$,

$$
\begin{equation*}
\left\|D_{x}^{\beta} J_{\epsilon} f\right\|_{X^{s}} \leq C_{\beta} \epsilon^{-|\beta|}\|f\|_{X^{s}} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f-J_{\epsilon} f\right\|_{X^{s-t}} \leq C \epsilon^{t}\|f\|_{X^{s}} \quad \text { for } s, s-t \in \Sigma, \quad t \geq 0 \tag{2.5}
\end{equation*}
$$

Using this, we derive the following proposition.

Proposition 2.2. If $X^{s}$ is a microlocalizable scale and $p_{\rho}(x, \xi) \in X^{s} S_{1,0, \rho}^{m}$, then we have

$$
\begin{equation*}
p_{\rho}^{\sharp}(x, \xi) \in S_{1, \delta, \rho}^{m} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{\rho}^{b}(x, \xi) \in X^{s-t} S_{1,0, \rho}^{m-t \delta} \quad \text { if } s, s-t \in \Sigma \tag{2.7}
\end{equation*}
$$

Proof. Let $j$ be a nonnegative integer and suppose that $\left(1+|\xi|^{2}\right)^{1 / 2} \sim 2^{j}(1+$ $\left.|\rho|^{2}\right)^{1 / 2}$, i.e.,

$$
\begin{equation*}
\left(1+|\xi|^{2}\right)^{1 / 2} \leq C_{1} 2^{j}\left(1+|\rho|^{2}\right)^{1 / 2} \quad \text { and } 2^{j}\left(1+|\rho|^{2}\right)^{1 / 2} \leq C_{2}\left(1+|\xi|^{2}\right)^{1 / 2} \tag{2.8}
\end{equation*}
$$

for some constants $C_{1}>0$ and $C_{2}>0$. Then

$$
\begin{align*}
\left(1+|\xi|^{2}+|\rho|^{2}\right)^{1 / 2} & \leq\left(C_{1}^{2} 2^{2 j}\left(1+|\rho|^{2}\right)+|\rho|^{2}\right)^{1 / 2} \\
& \leq\left(C_{1}^{2} 2^{2 j}+1\right)^{1 / 2}\left(1+|\rho|^{2}\right)^{1 / 2}  \tag{2.9}\\
& \leq\left(C_{1}^{2}+1\right)^{1 / 2} 2^{j}\left(1+|\rho|^{2}\right)^{1 / 2}
\end{align*}
$$

and

$$
\begin{align*}
2^{j}\left(1+|\rho|^{2}\right)^{1 / 2} & \leq C_{2}\left(1+|\xi|^{2}\right)^{1 / 2} \\
& \leq C_{2}\left(1+|\xi|^{2}+|\rho|^{2}\right)^{1 / 2} \tag{2.10}
\end{align*}
$$

From (2.9) and (2.10) we obtain that

$$
\left(1+|\xi|^{2}\right)^{1 / 2} \sim 2^{j}\left(1+|\rho|^{2}\right)^{1 / 2} \Longleftrightarrow\left(1+|\xi|^{2}+|\rho|^{2}\right)^{1 / 2} \sim 2^{j}\left(1+|\rho|^{2}\right)^{1 / 2}
$$

Let us analyze first the smooth part $p_{\rho}^{\sharp}(x, \xi)$. We fix $j$ a nonnegative integer and $\xi$ so that $\left(1+|\xi|^{2}\right)^{1 / 2} \sim 2^{j}\left(1+|\rho|^{2}\right)^{1 / 2}$. By (2.2), (2.4), (2.10), and $p_{\rho}(x, \xi) \in X^{s} S_{1,0, \rho}^{m}$ we have

$$
\begin{align*}
\left\|D_{x}^{\beta} J_{\epsilon_{\rho}^{j}} p_{\rho}(\cdot, \xi)\right\|_{X^{s}} & \leq C_{\beta}\left(\epsilon_{\rho}^{j}\right)^{-|\beta|}\left\|p_{\rho}(\cdot, \xi)\right\|_{X^{s}} \\
& \leq C_{\beta}\left(2^{j}\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{\frac{\delta|\beta|}{2}}\left(\left(1+|\xi|^{2}+|\rho|^{2}\right)^{1 / 2}\right)^{m}  \tag{2.11}\\
& \leq C_{\beta}\left(\left(1+|\xi|^{2}+|\rho|^{2}\right)^{1 / 2}\right)^{m+\delta|\beta|}
\end{align*}
$$

To prove (2.7) we first notice that derivatives in the $x$ variable commute with the operators defined in (2.1); then it is enough to prove the estimates for $p_{\rho}^{b}(\cdot, \xi)$. Then, by $(2.2),(2.5),(2.10)$, and $p_{\rho}(x, \xi) \in X^{s} S_{1,0, \rho}^{m}$ we have

$$
\begin{align*}
\left\|p_{\rho}^{b}(\cdot, \xi)\right\|_{X^{s-t}} & \leq C\left(\epsilon_{\rho}^{j}\right)^{t}\left\|p_{\rho}(\cdot, \xi)\right\|_{X^{s}} \\
& \leq C\left(2^{j}\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{-\frac{\delta t}{2}}\left(\left(1+|\xi|^{2}+|\rho|^{2}\right)^{1 / 2}\right)^{m}  \tag{2.12}\\
& \leq C\left(\left(1+|\xi|^{2}+|\rho|^{2}\right)^{1 / 2}\right)^{m-t \delta}
\end{align*}
$$

3. Continuity in $H^{s}\left(\mathbb{R}^{n}\right)$ of symbols in $C_{*}^{r} S_{1,0, \rho}^{m}\left(\mathbb{R}^{n}\right)$. The crucial step in the construction of the exponentially growing solutions is to know the dependence on $\rho$ of the norm of operators with nonsmooth symbols. More specifically we will use the following result.

THEOREM 3.1. Let $r>0$ and $p_{\rho}(x, \xi) \in C_{*}^{r} S_{1,0, \rho}^{m}\left(\mathbb{R}^{n}\right)$. Then

$$
p_{\rho}(x, D): H^{s+m, p}\left(\mathbb{R}^{n}\right) \longrightarrow H^{s, p}\left(\mathbb{R}^{n}\right)
$$

with

$$
\left\|p_{\rho}(x, D)\right\|_{s+m, s} \leq C\left(\left(1+|\rho|^{2}\right)^{\frac{1}{2}}\right)^{s+m}
$$

where $0<s<r, p \in(1, \infty)$, and $\left\|\|_{s+m, s}\right.$ denotes the operator norm between Sobolev spaces.

We will use the following results from the Littlewood-Paley theory.
Lemma 3.2. Let $f_{k} \in S^{\prime}\left(\mathbb{R}^{n}\right)$ be such that, for some $A>0$,

$$
\operatorname{supp} \hat{f}_{k} \subset\left\{\xi ; A 2^{k-1} \leq|\xi| \leq A 2^{k+1}\right\}, \quad k \geq 1
$$

and $\hat{f}_{0}$ has compact support. Then, for $p \in(1, \infty)$, $s \in \mathbb{R}$, we have

$$
\left\|\sum_{k=0}^{\infty} f_{k}\right\|_{H^{s, p}} \sim\left\|\left\{\sum_{k=0}^{\infty} 4^{k s}\left|f_{k}\right|^{2}\right\}^{\frac{1}{2}}\right\|_{L^{p}}
$$

Lemma 3.3. Let $f_{k} \in S^{\prime}\left(\mathbb{R}^{n}\right)$ be such that

$$
\operatorname{supp} \hat{f}_{k} \subset\left\{\xi ;|\xi| \leq A\left(1+|\rho|^{2}\right)^{\frac{1}{2}} 2^{k+1}\right\}, \quad k \geq 0
$$

Then, for $p \in(1, \infty)$, $s>0$, we have

$$
\left\|\sum_{k=0}^{\infty} f_{k}\right\|_{H^{s, p}} \leq C\left\|\left\{\sum_{k=0}^{\infty} 4^{k s}\left(1+|\rho|^{2}\right)^{\frac{s}{2}}\left|f_{k}\right|^{2}\right\}^{\frac{1}{2}}\right\|_{L^{p}}
$$

Proof of Theorem 3.1. The idea of the proof was taken from [T, Theorem 2.1.A] and it follows pioneering work of Coifman and Meyer [C-M]. See also Bourdaud [B]. By following [C-M] we can restrict ourselves to considering elementary symbols in $C_{*}^{r} S_{1,0, \rho}^{m}\left(\mathbb{R}^{n}\right)$. An elementary symbol in $C_{*}^{r} S_{1,0, \rho}^{m}\left(\mathbb{R}^{n}\right)$ can be written as

$$
q_{\rho}(x, \xi)=\sum_{k=0}^{\infty} Q_{k}(x) \varphi_{\rho}^{k}(\xi)
$$

with supp $\varphi_{\rho}^{k}$ on $\left(1+|\xi|^{2}\right)^{1 / 2} \sim 2^{k}\left(1+|\rho|^{2}\right)^{1 / 2}$.
So, by the definition of the class $C_{*}^{r} S_{1,0, \rho}^{m}\left(\mathbb{R}^{n}\right)$ we have that

$$
\begin{equation*}
\left\|Q_{k}(\cdot) \varphi_{\rho}^{k}(\xi)\right\|_{C_{*}^{r}} \leq A\left(\left(1+|\xi|^{2}+|\rho|^{2}\right)^{1 / 2}\right)^{m} \tag{3.1}
\end{equation*}
$$

We now consider a partition of unity $\psi_{j}$ with $\operatorname{supp} \psi_{j}$ on $\left(1+|\xi|^{2}\right)^{\frac{1}{2}} \sim 2^{j}$.
Let $Q_{k j}(x)=\psi_{j}(D) Q_{k}(x)$ and $f_{k}=\varphi_{\rho}^{k}(D) f$.
Then

$$
\begin{aligned}
q_{\rho}(x, \xi) & =\sum_{k=0}^{\infty}\left(\sum_{j=0}^{k-4} Q_{k j}(x)+\sum_{j=k-3}^{k+3} Q_{k j}(x)+\sum_{j=k+4}^{\infty} Q_{k j}(x)\right) \varphi_{\rho}^{k}(\xi) \\
& =q_{\rho}^{1}(x, \xi)+q_{\rho}^{2}(x, \xi)+q_{\rho}^{3}(x, \xi)
\end{aligned}
$$

We will work with each $q_{\rho}^{i}, i=1,2,3$ separately.

Let us start with $q_{\rho}^{1}(x, D)$.
We have

$$
\begin{gathered}
\operatorname{supp}\left(\sum_{j=0}^{k-4} Q_{k j} f_{k}\right) \\
\subset\left\{\xi ; 2^{k-1}\left(1+|\rho|^{2}\right)^{1 / 2} \leq|\xi| \leq 2^{k+1}\left(1+|\rho|^{2}\right)^{1 / 2}\right\}+\left\{\xi ;|\xi| \leq 2^{k-3}\right\} \\
\subset\left\{\xi ; 2^{k-1}\left(1+|\rho|^{2}\right)^{1 / 2} \leq|\xi| \leq 2^{k+1}\left(1+|\rho|^{2}\right)^{1 / 2}\right\}+\left\{\xi ;|\xi| \leq 2^{k-3}\left(1+|\rho|^{2}\right)^{1 / 2}\right\} . \\
\subset\left\{\xi ; A 2^{k-1}\left(1+|\rho|^{2}\right)^{1 / 2} \leq|\xi| \leq A 2^{k+1}\left(1+|\rho|^{2}\right)^{1 / 2}\right\} .
\end{gathered}
$$

By Lemma 3.3 we get

$$
\begin{equation*}
\left\|q_{\rho}^{1}(x, D) f\right\|_{H^{s, p}} \leq C\left(1+|\rho|^{2}\right)^{s / 2}\left\|\left\{\sum_{k=4}^{\infty} 4^{k s}\left|\sum_{j=0}^{k-4} Q_{k j} f_{k}\right|^{2}\right\}^{\frac{1}{2}}\right\|_{L^{p}} \tag{3.3}
\end{equation*}
$$

From (3.1) and the definition of the spaces $C_{*}^{r}$ we get

$$
\begin{equation*}
\left\|Q_{k j}(x)\right\|_{\infty} \leq B 2^{-j r} 2^{k m}\left(\left(1+|\rho|^{2}\right)^{\frac{1}{2}}\right)^{m} \tag{3.4}
\end{equation*}
$$

from which we obtain

$$
\begin{align*}
\left\|q_{\rho}^{1}(x, D) f\right\|_{H^{s, p}} & \leq C_{1}\left\|\left(\sum_{k=4}^{\infty} 4^{k(s+m)}\left(\left(1+|\rho|^{2}\right)^{\frac{1}{2}}\right)^{s+m}\left|f_{k}\right|^{2}\right)^{1 / 2}\right\|_{L^{p}}  \tag{3.5}\\
& \leq C_{1}\|f\|_{H^{s+m, p}}
\end{align*}
$$

We now make use of Lemma 3.2 to get

$$
\left\|\left(\sum_{k=1}^{\infty} 4^{k(s+m)}\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{s+m}\left|f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{p}} \leq C\|f\|_{H^{s+m, p}}
$$

which, combined with (3.5), gives

$$
\begin{equation*}
\left\|q_{\rho}^{1}(x, D) f\right\|_{H^{s, p}} \leq C_{1}\|f\|_{H^{s+m, p}} \tag{3.6}
\end{equation*}
$$

So, the result holds for $q_{\rho}^{1}(x, D)$. Let us proceed with $q_{\rho}^{2}(x, D)$.
In this case,

$$
\begin{gathered}
\operatorname{supp}\left(\sum_{j=k-3}^{k+3} Q_{k j} f_{k}\right) \\
\subset\left\{\xi ; 2^{k-1}\left(1+|\rho|^{2}\right)^{1 / 2} \leq|\xi| \leq 2^{k+1}\left(1+|\rho|^{2}\right)^{1 / 2}\right\}+\left\{\xi ; 2^{k-4} \leq|\xi| \leq 2^{k+4}\right\} \\
\subset\left\{\xi ; 2^{k-1}\left(1+|\rho|^{2}\right)^{1 / 2} \leq|\xi| \leq 2^{k+1}\left(1+|\rho|^{2}\right)^{1 / 2}\right\}+\left\{\xi ;|\xi| \leq 2^{k+4}\left(1+|\rho|^{2}\right)^{1 / 2}\right\} \\
\subset\left\{|\xi| \leq A 2^{k}\left(1+|\rho|^{2}\right)^{1 / 2}\right\} .
\end{gathered}
$$

By Lemma 3.3,

$$
\left\|q_{\rho}^{2}(x, D) f\right\|_{H^{s, p}} \leq C\left(1+|\rho|^{2}\right)^{s / 2}\left\|\left\{\sum_{k=0}^{\infty} 4^{k s}\left|\sum_{j=k-3}^{k+3} Q_{k j} f_{k}\right|^{2}\right\}^{\frac{1}{2}}\right\|_{L^{p}}
$$

Therefore, by $(3.4),\left|\sum_{j=k-3}^{k+3} Q_{k j}\right| \leq C 2^{k m}\left(\left(1+|\rho|^{2}\right)^{\frac{1}{2}}\right)^{m}$, and then we obtain

$$
\begin{gathered}
\left\|q_{\rho}^{2}(x, D) f\right\|_{H^{s, p}} \leq C\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{s+m}\left\|\left\{\sum_{k=0}^{\infty} 4^{k(s+m)}\left|f_{k}\right|^{2}\right\}^{\frac{1}{2}}\right\|_{L^{p}} \\
\leq C\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{s+m}\left\|\left|f_{0}\right|+\left(\sum_{k=1}^{\infty} 4^{k(s+m)}\left|f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{p}} \\
\leq C\left(\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{s+m}\left\|f_{0}\right\|_{L^{p}}+\left\|\left(\sum_{k=1}^{\infty} 4^{k(s+m)}\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{s+m}\left|f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{p}}\right) .
\end{gathered}
$$

The estimate for $q_{\rho}^{2}$ follows if we notice that $\left\|f_{0}\right\|_{L^{p}} \leq C\|f\|_{L^{p}}$ and that

$$
\left\|\left(\sum_{k=1}^{\infty} 4^{k(s+m)}\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{s+m}\left|f_{k}\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{p}} \leq C\|f\|_{H^{s+m, p}}
$$

Finally, we prove the result for $q_{\rho}^{3}(x, D)$.

$$
\begin{gathered}
\operatorname{supp}\left(\sum_{k=0}^{j-4} Q_{k j} f_{k}\right) \wedge \subset \bigcup_{k=0}^{j-4}\left(\left\{\xi ; 2^{j-1} \leq|\xi| \leq 2^{j+1}\right\}\right. \\
\left.+\left\{\xi ; 2^{k-1}\left(1+|\rho|^{2}\right)^{1 / 2} \leq|\xi| \leq 2^{k+1}\left(1+|\rho|^{2}\right)^{1 / 2}\right\}\right) \\
\subset \bigcup_{k=0}^{j-4}\left(\left\{\xi ;|\xi| \leq 2^{j+1}\left(1+|\rho|^{2}\right)^{1 / 2}\right\}+\left\{\xi ;|\xi| \leq 2^{k+1}\left(1+|\rho|^{2}\right)^{1 / 2}\right\}\right) \\
\subset\left\{|\xi| \leq A 2^{j}\left(1+|\rho|^{2}\right)^{1 / 2}\right\} .
\end{gathered}
$$

Applying once more Lemma 3.3 we obtain

$$
\begin{aligned}
& \left\|q_{\rho}^{3}(x, D) f\right\|_{H^{s, p}} \leq C\left(1+|\rho|^{2}\right)^{s / 2}\left\|\left\{\sum_{j=4}^{\infty} 4^{j s}\left|\sum_{k=0}^{j-4} Q_{k j} f_{k}\right|^{2}\right\}^{\frac{1}{2}}\right\|_{L^{p}} \\
& \leq C\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{s+m}\left\|\left(\sum_{j=4}^{\infty}\left|\sum_{k=0}^{j-4} 2^{j s} 2^{-j r} 2^{k m} f_{k}\right|^{2}\right)^{1 / 2}\right\|
\end{aligned}
$$

$$
=C\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{s+m}\left\|\left(\sum_{j=4}^{\infty}\left|\sum_{k=0}^{j-4} 2^{(k-j)(r-s)} 2^{k(s+m)} f_{k}\right|^{2}\right)^{1 / 2}\right\|_{L^{p}}
$$

where we used (3.4) and the fact that $2^{-k r} \leq C$. We now set

$$
F_{k}=2^{k(s+m)}\left|f_{k}\right|, \quad G_{j}=\sum_{k=0}^{j-4} 2^{(k-j)(r-s)} F_{k}
$$

Recalling that $0<s<r$ we get, by using Young's inequality, that

$$
\left\|q_{\rho}^{3}(x, D) f\right\|_{H^{s, p}} \leq C\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{s+m}\left\|\left\{\sum_{k=0}^{\infty} 4^{k(s+m)}\left|f_{k}\right|^{2}\right\}^{\frac{1}{2}}\right\|_{L^{p}}
$$

and we can now follow the steps from the previous case.
So, the theorem is proved by putting together the estimates for each one of the three pieces.
4. Constructing the solutions. Let us consider the equation

$$
S_{\vec{C}}(\omega)=(\Delta+\vec{C} \cdot \nabla) \omega=f
$$

with $\vec{C} \in C^{r+\epsilon}(\bar{\Omega}), \epsilon>0$, and $r>0$ to be determined.
Let $S_{\vec{C}, \rho}=e^{-x \cdot \rho} S_{\vec{C}} e^{x \cdot \rho}$. Then

$$
\begin{equation*}
S_{\vec{C}, \rho}=\Delta_{\rho} \omega+\vec{C} \cdot \nabla_{\rho} \omega=f \tag{4.1}
\end{equation*}
$$

where $\Delta_{\rho}=e^{-x \cdot \rho} \Delta e^{x \cdot \rho}, \nabla_{\rho}=e^{-x \cdot \rho} \nabla e^{x \cdot \rho}$, and $\rho \in \mathbb{C}^{n}$ with $\rho \cdot \rho=0$.
In this section we prove the following proposition.
PROPOSITION 4.1. Let $r=\frac{2}{3}$; then $S_{\vec{C}, \rho}$ admits a bounded inverse $S_{\vec{C}, \rho}^{-1}$ : $L^{2}(\Omega) \longrightarrow H^{1}(\Omega)$. Moreover, if $f \in L^{2}(\Omega)$ and $\omega=S_{\vec{C}, \rho}^{-1}(f)$ we have

$$
\begin{align*}
\|\omega\|_{L^{2}(\Omega)} & \leq \frac{C}{|\rho|}\|f\|_{L^{2}(\Omega)}  \tag{4.2}\\
\|\omega\|_{H^{1}(\Omega)} & \leq C\|f\|_{L^{2}(\Omega)} \tag{4.3}
\end{align*}
$$

with $C$ independent of $\rho$.
By the regularity assumed on $\vec{C}$ we get that $\vec{C} \cdot \nabla_{\rho} \in O P C^{r+\epsilon} S_{1,0, \rho}^{1}\left(\mathbb{R}^{n}\right)$.
Let us decompose $\vec{C} \cdot \nabla_{\rho}$ in two parts:

$$
\begin{equation*}
\vec{C} \cdot \nabla_{\rho}=N_{\rho}^{\sharp}(x, D)+N_{\rho}^{b}(x, D), \tag{4.4}
\end{equation*}
$$

where

$$
N_{\rho}^{\sharp}(x, D) \in O P S_{1, \delta, \rho}^{1}\left(\mathbb{R}^{n}\right)
$$

and

$$
N_{\rho}^{b}(x, D) \in O P C^{r+\epsilon-t} S_{1,0, \rho}^{1-t \delta}\left(\mathbb{R}^{n}\right)
$$

for any $\delta \in(0,1)$, and $r<t<r+\epsilon$.

Now take $t=r+\frac{\epsilon}{2}$ and $t \delta>r$. Then we get that

$$
\begin{equation*}
N_{\rho}^{b}(x, D) \in O P C^{\frac{\epsilon}{2}} S_{1,0, \rho}^{\eta}\left(\mathbb{R}^{n}\right) \tag{4.5}
\end{equation*}
$$

with $\eta=1-t \delta$.
So, in order to find solutions of (4.1), it would be enough to find solutions of

$$
\begin{equation*}
\left(\Delta_{\rho}+N_{\rho}^{\sharp}(x, D)\right) \omega=f \tag{4.6}
\end{equation*}
$$

and to use Theorem 3.1.
To solve (4.6) we make use of the following result due to Nakamura and Uhlmann.
Lemma 4.2. Let $N \in \mathbb{N}$. There exist operators $A_{\rho}(x, D)$ and $B_{\rho}(x, D)$ properly supported and belonging to $O P S_{1, \delta, \rho}^{0}\left(\mathbb{R}^{n}\right)$ such that for any $\phi_{1} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ there exist $\phi_{2}, \phi_{3} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, and $M>0$ so that

$$
\begin{equation*}
\phi_{1}\left(\Delta_{\rho}+N_{\rho}^{\sharp}(x, D)\right) A_{\rho}(x, D) v=\phi_{1} B_{\rho}(x, D)\left(\Delta_{\rho}+\phi_{2} R_{\rho}^{-N(1-\delta)}(x, D) \phi_{3}\right) v, \tag{4.7}
\end{equation*}
$$

where

$$
\phi_{2} R_{\rho}^{-N(1-\delta)}(x, D) \phi_{3}: H^{\alpha}\left(\mathbb{R}^{n}\right) \longrightarrow H^{\alpha}\left(\mathbb{R}^{n}\right)
$$

is a bounded linear operator with

$$
\left\|\phi_{2} R_{\rho}^{-N(1-\delta)}(x, D) \phi_{3}\right\|_{H^{\alpha}\left(\mathbb{R}^{n}\right), H^{\alpha}\left(\mathbb{R}^{n}\right)} \leq C\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{-N(1-\delta)}
$$

for $\rho \in Z,|\rho| \geq M$, and any $\alpha \in \mathbb{R}$. The functions $\phi_{1}, \phi_{2}, \phi_{3}$ are taken to satisfy

$$
\phi_{1} \phi_{2}=\phi_{1}, \quad \phi_{1} \phi_{3}=\phi_{1}
$$

and

$$
\phi_{1} B_{\rho}(x, D) \phi_{2}=\phi_{1} B_{\rho}(x, D)
$$

It is clear that we can assume that $\phi_{1}, \phi_{2}, \phi_{3}$ also satisfy

$$
\phi_{1} N_{\rho}^{b}(x, D)=\phi_{1} N_{\rho}^{b}(x, D) \phi_{2}, \quad \phi_{2} A_{\rho}(x, D) \phi_{3}=\phi_{2} A_{\rho}(x, D)
$$

In terms of (4.1) we see that we would get

$$
\begin{align*}
& \phi_{1}\left(S_{\vec{C}, \rho}\right) A_{\rho}(x, D) v \\
& =\phi_{1} B_{\rho}(x, D)\left(\Delta_{\rho}+\phi_{2} R_{\rho}^{-N(1-\delta)}(x, D) \phi_{3}\right) v+\phi_{1} N_{\rho}^{b}(x, D) \phi_{2} A_{\rho}(x, D) \phi_{3} v . \tag{4.8}
\end{align*}
$$

So, for any $f \in L^{2}\left(\mathbb{R}^{n}\right)$ it is enough to solve

$$
\begin{equation*}
\phi_{1}\left(B_{\rho}(x, D)\left(\Delta_{\rho}+\phi_{2} R_{\rho}^{-N(1-\delta)}(x, D) \phi_{3}\right)+\phi_{1} N_{\rho}^{b}(x, D) \phi_{2} A_{\rho}(x, D) \phi_{3}\right) v=f \tag{4.9}
\end{equation*}
$$

or, which is the same,

$$
\begin{array}{r}
\left(\Delta_{\rho}+\phi_{2} R_{\rho}^{-N(1-\delta)}(x, D) \phi_{3}+\phi_{1}^{\prime}\left(B_{\rho}(x, D)\right)^{-1} \phi_{1} N_{\rho}^{b}(x, D) \phi_{2} A_{\rho}(x, D) \phi_{3}\right) v  \tag{4.10}\\
=\phi_{1}^{\prime}\left(B_{\rho}(x, D)\right)^{-1} \phi_{1}(f)
\end{array}
$$

If we call

$$
T_{\rho}=\phi_{2} R_{\rho}^{-N(1-\delta)}(x, D) \phi_{3}+\phi_{1}^{\prime}\left(B_{\rho}(x, D)\right)^{-1} \phi_{1} N_{\rho}^{b}(x, D) \phi_{2} A_{\rho}(x, D) \phi_{3}
$$

we see that we need to study mapping properties for $T_{\rho}$. By Theorem (3.1) we know that

$$
\begin{equation*}
N_{\rho}^{b}(x, D): H^{\eta+\frac{\epsilon}{2} \gamma}\left(\mathbb{R}^{n}\right) \longrightarrow H^{\frac{\epsilon}{2} \gamma}\left(\mathbb{R}^{n}\right) \tag{4.11}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\|N_{\rho}^{b}(x, D)\right\|_{H^{\eta+\frac{\epsilon}{2} \gamma}\left(\mathbb{R}^{n}\right), H^{\frac{\epsilon}{2} \gamma}\left(\mathbb{R}^{n}\right)} \leq C\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{\eta+\frac{\epsilon}{2} \gamma} \tag{4.12}
\end{equation*}
$$

for any $\gamma \in(0,1)$.
By [S, Theorem (9.1)] we know that

$$
\phi_{2} A_{\rho}(x, D) \phi_{3}: H^{\eta+\frac{\epsilon}{2} \gamma}\left(\mathbb{R}^{n}\right) \longrightarrow H^{\eta+\frac{\epsilon}{2} \gamma}\left(\mathbb{R}^{n}\right)
$$

with

$$
\left\|\phi_{2} A_{\rho}(x, D) \phi_{3}\right\|_{H^{\eta+\frac{\epsilon}{2} \gamma}\left(\mathbb{R}^{n}\right), H^{\eta+\frac{\epsilon}{2} \gamma}\left(\mathbb{R}^{n}\right)} \leq C\left(\left(1+|\rho|^{2}\right)^{1 / 2}\right)^{\eta+\frac{\epsilon}{2} \gamma}
$$

and that

$$
\phi_{1}^{\prime}\left(B_{\rho}(x, D)\right)^{-1} \phi_{1}: H^{\frac{\epsilon}{2} \gamma}\left(\mathbb{R}^{n}\right) \longrightarrow L^{2}\left(\mathbb{R}^{n}\right)
$$

with

$$
\left\|\phi_{1}^{\prime}\left(B_{\rho}(x, D)\right)^{-1} \phi_{1}\right\|_{H^{\frac{\epsilon}{2} \gamma}\left(\mathbb{R}^{n}\right), L^{2}\left(\mathbb{R}^{n}\right)} \leq C
$$

Putting all this together we obtain the following lemma.
LEMMA. $\left.T_{\rho}\right|_{K}: H^{\eta+\frac{\epsilon}{2} \gamma}(K) \longrightarrow L^{2}(K)$ for any compact set $K \supset \Omega$ and we have

$$
\begin{equation*}
\left\|\left.T_{\rho}\right|_{K}\right\|_{H^{\eta+\frac{\epsilon}{2} \gamma}(K), L^{2}(K)} \leq C\left(\left(1+|\rho|^{2}\right)^{\frac{1}{2}}\right)^{2 \eta+\epsilon \gamma} \tag{4.13}
\end{equation*}
$$

with $\gamma \in(0,1)$ and $C$ depending only on $\Omega$.
We now compose $\left.T_{\rho}\right|_{\Omega}$ with $\Delta_{\rho}^{-1}$ and make use of the fact that $\Delta_{\rho}^{-1}: L^{2}(\Omega) \longrightarrow$ $H^{s}(\Omega)$ with

$$
\begin{equation*}
\left\|\Delta_{\rho}^{-1}\right\|_{L^{2}(\Omega), H^{s}(\Omega)} \leq \frac{C}{\left(\left(1+|\rho|^{2}\right)^{\frac{1}{2}}\right)^{1-s}} \tag{4.14}
\end{equation*}
$$

for $s \in[0,1]$ and $C$ depending only on $\Omega$. We therefore get $\left.T_{\rho}\right|_{\Omega} \circ \Delta_{\rho}^{-1}: L^{2}(\Omega) \longrightarrow$ $L^{2}(\Omega)$ with

$$
\begin{equation*}
\left\|\left.T_{\rho}\right|_{\Omega} \circ \Delta_{\rho}^{-1}\right\|_{L^{2}(\Omega), L^{2}(\Omega)} \leq C \frac{1}{\left(\left(1+|\rho|^{2}\right)^{\frac{1}{2}}\right)^{1-3 \eta-2 \epsilon \gamma}} \tag{4.15}
\end{equation*}
$$

So we see that, in order for this last expression to decay for $|\rho|$ big enough we need $\eta<\frac{1}{3}$. If we recall that $\eta=1-t \delta$ and that $t \delta>r$ we arrive at the conclusion that $r$ must be at least $\frac{2}{3}$.

Then we can solve (4.10) on $\Omega$ with the following estimates:

$$
\begin{equation*}
\left\|\psi_{1} v\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq \frac{C}{|\rho|}\|\tilde{f}\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{4.16}
\end{equation*}
$$

where $\psi_{1} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is taken so that

$$
\phi_{1}\left(S_{\vec{C}, \rho}\right) A_{\rho}(x, D) \psi_{1}=\phi_{1}\left(S_{\vec{C}, \rho}\right) A_{\rho}(x, D)
$$

and

$$
\tilde{f}= \begin{cases}f & \text { in } \Omega,  \tag{4.17}\\ 0 & \text { in } \mathbb{R}^{n} \backslash \Omega .\end{cases}
$$

So by now taking $\psi_{2} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ so that $\psi_{2} \equiv 1$ on $\Omega$ and calling $\omega=\psi_{2} A_{\rho}(x, D) \psi_{1} v$ we obtain, from (4.10), (4.16), and [ S , Theorem 9.1],

$$
\begin{equation*}
S_{\vec{C}, \rho} \omega=f \quad \text { in } \quad \Omega . \tag{4.18}
\end{equation*}
$$

For the estimate involving derivatives we are going to use the following standard interior estimate which we state without proof.

Lemma 4.3. Let $\omega \in H^{1}(\Omega)$ a solution of

$$
\Delta \omega=-F \quad \text { in } \Omega^{\prime} ;
$$

then

$$
\begin{equation*}
\|\omega\|_{H^{1}(\Omega)} \leq C\left(\|F\|_{H^{-1}\left(\Omega^{\prime}\right)}+\|\omega\|_{L^{2}\left(\Omega^{\prime}\right)}\right), \tag{4.19}
\end{equation*}
$$

provided $\Omega \subset \subset \Omega^{\prime}$.
Proof of (4.3). Without loss of generality we can assume that (4.18) holds in a slightly bigger domain $\Omega^{\prime}$ and assume further that $\vec{C}$ is defined in $\Omega^{\prime}$. From the lemma we obtain

$$
\begin{equation*}
\|\omega\|_{H^{1}(\Omega)} \leq C\left(\|-2 \rho \cdot \nabla \omega-\vec{C} \cdot(\nabla+\rho) \omega+f\|_{H^{-1}\left(\Omega^{\prime}\right)}+\|\omega\|_{L^{2}\left(\Omega^{\prime}\right)}\right) . \tag{4.20}
\end{equation*}
$$

So the inequality follows by the fact that $\|\nabla \omega\|_{H^{-1}\left(\Omega^{\prime}\right)} \leq C\|\omega\|_{L^{2}\left(\Omega^{\prime}\right)}$ and by using (4.2) with $\Omega$ replaced by $\Omega^{\prime}$ and $f$ replaced by $\left.\tilde{f}\right|_{\Omega^{\prime}}\left(\right.$ notice that $\left.\|f\|_{L^{2}(\Omega)}=\|\tilde{f}\|_{L^{2}\left(\Omega^{\prime}\right)}\right)$.
5. Application to the Schrödinger equation in a magnetic field. The purpose of this section is to apply the solutions we constructed to an inverse boundary value problem for the Schrödinger equation in the presence of a magnetic field.

Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}, n \geq 3$, with smooth boundary. The equation we are going to study is given by

$$
\begin{equation*}
H_{\vec{C}, q}=\sum_{j=1}^{n}\left(-i \frac{\partial}{\partial x_{j}}+C_{j}(x)\right)^{2}+q(x), \tag{5.1}
\end{equation*}
$$

where $\vec{C}=\left(C_{1}, \ldots, C_{n}\right) \in C^{1}(\bar{\Omega})$ is the magnetic potential and the scalar function $q \in L^{\infty}(\Omega)$ is the electric potential. We assume both to be real valued.

We assume further that zero is not a Dirichlet eigenvalue of (5.1) on $\Omega$. Then the boundary value problem

$$
\left\{\begin{array}{l}
H_{\vec{C}, q} u=0  \tag{5.2}\\
\left.u\right|_{\partial \Omega}=f \in H^{1 / 2}(\partial \Omega)
\end{array} \quad \text { in } \Omega,\right.
$$

has a unique solution $u \in H^{1}(\Omega)$. The usual computations give that the Dirichlet-to-Neumann map in this case is given by

$$
\begin{equation*}
\Lambda_{\vec{C}, q}: f \longrightarrow \frac{\partial u}{\partial \nu}+i(\vec{C} \cdot \nu) f, \quad f \in H^{1 / 2}(\partial \Omega) \tag{5.3}
\end{equation*}
$$

where $u$ is the unique solution to (5.2) and $\nu$ is the outer normal to $\partial \Omega$.
The question here is under what assumptions we can recover $\vec{C}$ and $q$.

It is well known that two magnetic potentials $\vec{C}$ and $\vec{C}+\nabla g$, where

$$
\begin{equation*}
g \in C_{\Omega}^{1}=\left\{f \in C^{1}\left(\mathbb{R}^{n}\right): \operatorname{supp} f \subset \Omega\right\} \tag{5.4}
\end{equation*}
$$

produce the same Dirichlet-to-Neumann map [Su]. As $\operatorname{rot}(\vec{C})=\operatorname{rot}(\vec{C}+\nabla g)$ it is natural to ask whether $\operatorname{rot}(\vec{C})$ and $q$ can be uniquely determined by $\Lambda_{\vec{C}, q}$. Z. Sun [Su] proved that this is actually true in the case that the magnetic potential $\vec{C}$ belongs to $C_{\Omega}^{2}$ and the electric potential $q$ is a bounded function on $\Omega$ provided $\operatorname{rot}(\vec{C})$ is small in $L^{\infty}(\Omega)$. He proved the following theorem.

THEOREM $5.1(\mathrm{Su})$. Let $\vec{C}_{j} \in C_{\Omega}^{2}$ (see (1.4)), $q_{j} \in L^{\infty}(\Omega), j=1,2$. Assume that zero is not a Dirichlet eigenvalue for $H_{\vec{C}_{j}, q_{j}}, j=1,2$. Then there exists a constant $\epsilon=\epsilon(\Omega)>0$ such that if $\left\|\operatorname{rot}\left(\vec{C}_{j}\right)\right\|_{L^{\infty}(\Omega)} \leq \epsilon, j=1,2$, and

$$
\Lambda_{\vec{C}_{1}, q_{1}}=\Lambda_{\vec{C}_{2}, q_{2}}
$$

then

$$
\operatorname{rot}\left(\vec{C}_{1}\right)=\operatorname{rot}\left(\vec{C}_{2}\right) \quad \text { and } q_{1}=q_{2} \quad \text { in } \Omega
$$

The restriction on $\operatorname{rot}(\vec{C})$ was removed in the case that $\vec{C}$ is in the $C^{\infty}$ class by Nakamura, Sun, and Uhlmann [N-Su-U]. They proved the following theorem.

THEOREM 5.2 (see [N-Su-U]). Let $\vec{C}_{j} \in C_{\Omega}^{\infty}$ (see (1.4)), $q_{j} \in L^{\infty}(\Omega), j=1,2$. Assume that zero is not a Dirichlet eigenvalue for $H_{\vec{C}_{j}, q_{j}}, j=1,2$. If

$$
\Lambda_{\vec{C}_{1}, q_{1}}=\Lambda_{\vec{C}_{2}, q_{2}}
$$

then

$$
\operatorname{rot}\left(\vec{C}_{1}\right)=\operatorname{rot}\left(\vec{C}_{2}\right) \quad \text { and } q_{1}=q_{2} \quad \text { in } \Omega .
$$

Using the solution we have constructed already we are able to prove Sun's theorem without the restriction on $\operatorname{rot}(\vec{C})$.

As we said before, recovering $\operatorname{rot}(\vec{C})$ is the most we can expect from the Dirichlet-to-Neumann map. Therefore, this result appears to be optimal.

Remark. We could follow [Su] up to the point in which we use the solutions constructed in the previous section. However, by doing so we would get a weaker result; namely, we would end up needing $\vec{C}_{j} \in C_{\Omega}^{2}, i=1,2$. We sketch how to remove the condition on $\operatorname{rot}\left(\vec{C}_{j}\right), j=1,2$ following Sun's proof.

Let us look for solutions of $H_{\vec{C}, q}$ of the form

$$
\begin{equation*}
u(x, \rho)=e^{x \cdot \rho+\phi(x, \rho)}(1+\omega(x, \rho)) \tag{5.5}
\end{equation*}
$$

where $\rho \in \mathbb{C}^{n}$ is a complex vector satisfying $\rho \cdot \rho=0$ and $\omega(x, \rho)$ has decay properties that we will state. By plugging into the equation $H_{\vec{C}, q} u(x, \rho)=0$ we get the following couple of equations:

$$
\begin{gather*}
\rho \cdot \nabla \phi=-i \rho \cdot \vec{C}  \tag{5.6}\\
\Delta \omega+2(\rho+\nabla \phi+i \vec{C}) \cdot \nabla \omega-g \omega=g \tag{5.7}
\end{gather*}
$$

where

$$
\begin{equation*}
g=\vec{C}^{2}-i \nabla \cdot \vec{C}+q-2 i \vec{C} \cdot \nabla \phi-\nabla \phi \cdot \nabla \phi-\Delta \phi . \tag{5.8}
\end{equation*}
$$

We use (2.6) in [Su] to solve (5.6). We get that $\phi \in C^{2}(\bar{\Omega})$ and

$$
\begin{equation*}
\left\|\phi\left(\cdot, \frac{\rho}{|\rho|}\right)\right\|_{C^{2}(\bar{\Omega})} \leq C\|\vec{C}\|_{C_{\Omega}^{2}} . \tag{5.9}
\end{equation*}
$$

From (5.8) and (5.9) it is clear that $\vec{C}_{j} \in C_{\Omega}^{2}, i=1,2$ cannot be lowered. We will come to this later. We can rewrite (5.7) as

$$
\begin{equation*}
\Delta_{\rho} \omega+\vec{D} \cdot \nabla \omega-h \omega=h \tag{5.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{\rho}=\Delta+2 \rho \cdot \nabla, \quad \vec{D}=2(\nabla \phi+i \vec{C}) \psi, \quad h=g \psi \tag{5.11}
\end{equation*}
$$

and $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ with $\left.\psi\right|_{\Omega} \equiv 1$.
By (5.9) and the regularity assumed on $\vec{C}$ we see that $\nabla \phi \in C^{1}(\bar{\Omega})$ and then $\vec{D} \in C^{1}(\bar{\Omega})$. By the results from the previous section we know that for any $f \in L^{2}(\Omega)$ we can find $w \in H^{1}(\Omega)$ so that

$$
\left(\Delta_{\rho}+\vec{D} \cdot \nabla\right) w=f \quad \text { in } \Omega
$$

Moreover,

$$
\begin{align*}
\|w\|_{L^{2}(\Omega)} & \leq \frac{C}{|\rho|}\|f\|_{L^{2}(\Omega)}  \tag{5.12}\\
\|w\|_{H^{1}(\Omega)} & \leq C\|f\|_{L^{2}(\Omega)} \tag{5.13}
\end{align*}
$$

Therefore, it would not take much effort to prove Sun's theorem without the smallness condition. However, it pays off to take a slightly different path. By doing this we will be able to remove the smallness condition and also to sharpen the requirement on the regularity of the magnetic potential. We rewrite the Schrödinger equation as

$$
\begin{equation*}
H_{\vec{C}, q}=-\Delta-2 \vec{C}(x) \cdot \nabla+G(x), \tag{5.14}
\end{equation*}
$$

where $G=\vec{C}^{2}-2 i \nabla \cdot \vec{C}+q$.
If we look for solutions of the form $e^{x \cdot \rho}(1+\omega(x, \rho))$, we get

$$
H_{\vec{C}, q, \rho} \omega=\left(\Delta_{\rho}+2 \vec{C} \cdot \nabla_{\rho}+G(x)\right) \omega=-G(x) .
$$

In the previous section we proved that $\Delta_{\rho}+2 \vec{C} \cdot \nabla_{\rho}$ is invertible as a map from $H^{1}(\Omega) \longrightarrow L^{2}(\Omega)$ and satisfies the usual estimates. We now prove that the same is true for $\Delta_{\rho}+2 \vec{C} \cdot \nabla_{\rho}+G(x)$.

LEMMA 5.3. $H_{\vec{C}, q, \rho}$ admits a bounded inverse $H_{\vec{C}, q, \rho}^{-1}: L^{2}(\Omega) \longrightarrow H^{1}(\Omega)$. Moreover, if $g \in L^{\infty}(\Omega)$ we have

$$
\begin{gathered}
\left\|H_{\vec{C}, q, \rho}^{-1}(g)\right\|_{L^{2}(\Omega)} \leq \frac{C}{|\rho|}\|g\|_{L^{2}(\Omega)} \\
\left\|H_{\vec{C}, q, \rho}^{-1}(g)\right\|_{H^{1}(\Omega)} \leq C\|g\|_{L^{2}(\Omega)}
\end{gathered}
$$

with $C$ independent of $\rho$.

Proof. Applying $\left(\Delta_{\rho}+2 \vec{C} \cdot \nabla_{\rho}\right)^{-1}$ to both sides, we get

$$
\begin{equation*}
(I+T) \omega=-\left(\Delta_{\rho}+2 \vec{C} \cdot \nabla_{\rho}\right)^{-1}(G) \tag{5.15}
\end{equation*}
$$

where $T=\left(\Delta_{\rho}+2 \vec{C} \cdot \nabla_{\rho}\right)^{-1} \circ(G)$. By the regularity assumed on $\vec{C}, G \in L^{\infty}(\Omega)$ and then we obtain that $T: L^{2}(\Omega) \longrightarrow L^{2}(\Omega)$ with

$$
\|T\|_{L^{2}(\Omega), L^{2}(\Omega)} \leq \frac{C}{|\rho|}\|G\|_{L^{\infty}}
$$

Therefore (5.15) has a unique solution provided $|\rho|$ is big enough. So the first estimate follows from $\left\|\left(\Delta_{\rho}+2 \vec{C} \cdot \nabla_{\rho}\right)^{-1}(G)\right\|_{L^{2}(\Omega)} \leq \frac{C}{|\rho|}\|G\|_{L^{2}(\Omega)}$. We can now get the remaining estimate by writing

$$
\omega=\left(\Delta_{\rho}+2 \vec{C} \cdot \nabla_{\rho}\right)^{-1}(G(1+\omega))
$$

We now turn to analyzing the behavior of the operator $A_{\rho}$ when $|\rho| \longrightarrow \infty$.
LEMMA 5.4. Let $\phi$ solve (5.6) and $\rho=s \rho_{0}$, with $s \in \mathbb{R}$ and $\left|\rho_{0}\right|=1$. Then if $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ we have that

$$
\begin{equation*}
\lim _{s \rightarrow \infty} A_{\rho}(x, D) f(x)=e^{\phi\left(x, \frac{\rho}{|\rho|}\right)} f(x) \tag{5.16}
\end{equation*}
$$

uniformly on compact sets.
Proof. Let us fix a compact set $K \subset \mathbb{R}^{n}$. By developing $a_{\rho}(x, \xi)$ (the full symbol of $\left.A_{\rho}(x, D)\right)$ in Taylor series in $\xi$ we get:

$$
\begin{equation*}
a_{\rho}(x, \xi)=a_{\rho}(x, 0)+\sum_{i=1}^{n} \xi_{i} \frac{\partial}{\partial \xi_{i}} a_{\rho}(x, 0)+R_{\rho}(x, \xi, 0) \tag{5.17}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{\rho}(x, \xi, 0)=\sum_{i, j=1}^{n} \int_{0}^{1}(1-t) \xi_{i} \xi_{j} \frac{\partial^{2}}{\partial \xi_{i} \partial \xi_{j}} a_{\rho}(x, t \xi) d t \tag{5.18}
\end{equation*}
$$

Now apply the operator given by (5.17) to $f \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. We need to prove that

$$
\sum_{i=1}^{n} \frac{\partial}{\partial \xi_{i}} a_{\rho}(x, 0) D_{x_{i}}(f) \text { and } \sum_{i, j=1}^{n} \int e^{i x \cdot \xi}\left(\int_{0}^{1}(1-t) \frac{\partial^{2}}{\partial \xi_{i} \partial \xi_{j}} a_{\rho}(x, t \xi) d t\right) \xi_{i} \xi_{j} \hat{f}(\xi) d \xi
$$

tend to 0 uniformly on K as $s \rightarrow \infty$. By the estimates on $a_{\rho}(x, \xi)$ it is easy to see this for the first term. For the second one we use

$$
\left|\frac{\partial^{2}}{\partial \xi_{i} \partial \xi_{j}} a_{\rho}(x, t \xi)\right| \leq \frac{C_{K}}{1+|t \xi|^{2}+|\rho|^{2}} \leq \frac{C_{K}}{1+|\rho|^{2}},
$$

which is valid for any $x \in K$. This proves that $\left|A_{\rho}(x, D) f(x)-a_{\rho}(x, 0) f(x)\right| \longrightarrow 0$ as $s \rightarrow \infty$ uniformly on $K$.

Now, $a_{\rho}(x, 0)$ solves the following equation:

$$
\rho \cdot \nabla \log \left(a_{\rho}(x, 0)\right)=-i J_{\epsilon_{\rho}^{0}}(\vec{C}(x) \cdot \rho)
$$

Solving it we get

$$
\log \left(a_{\rho}(x, 0)\right)=\frac{1}{(2 \pi)^{n}} \int e^{-i x \eta} \frac{\rho \cdot \theta\left(\epsilon_{\rho}^{0} \eta\right) \vec{C}(\eta)}{\rho \cdot \eta} d \eta
$$

or

$$
\log \left(a_{\rho}(x, 0)\right)=\frac{1}{(2 \pi)^{n}} \int e^{-i x \eta} \frac{\frac{\rho}{|\rho|} \cdot \theta\left(\epsilon_{\rho}^{0} \eta\right) \vec{C}(\eta)}{\frac{\rho}{|\rho|} \cdot \eta} d \eta
$$

As $s \rightarrow \infty, \epsilon_{\rho}^{0} \rightarrow 0$, so the last expression approaches

$$
\frac{1}{(2 \pi)^{n}} \int e^{-i x \eta} \frac{\frac{\rho}{|\rho|} \cdot \vec{C}(\eta)}{\frac{\rho}{|\rho|} \cdot \eta} d \eta
$$

as $s \rightarrow \infty$ uniformly on compact sets which says that $\lim _{s \rightarrow \infty} \log \left(a_{\rho}(x, 0)\right)$ satisfies (5.6).

We recall, without proof, the following identity proved in $[\mathrm{S}]$.
Proposition 5.5. Let $\vec{C}_{j} \in C_{\Omega}^{1}, q_{j} \in L^{\infty}(\bar{\Omega}), j=1,2$. Then

$$
\begin{gathered}
i \int_{\Omega}\left(\vec{C}_{1}-\vec{C}_{2}\right) \cdot\left(u_{1} \nabla \overline{u_{2}}-\overline{u_{2}} \nabla u_{1}\right) d x+\int_{\Omega}\left(\vec{C}_{1}^{2}-\vec{C}_{2}^{2}+q_{1}-q_{2}\right) u_{1} \overline{u_{2}} d x \\
=-\int_{\partial \Omega} \overline{u_{2}}\left(\Lambda_{\vec{C}_{1}, q_{1}}-\Lambda_{\overrightarrow{C_{2}, q_{2}}}\right) u_{1} d s
\end{gathered}
$$

holds for the arbitrary $u_{j}$ solution of $H_{\vec{C}_{j}, q_{j}} u_{j}=0, j=1,2$.
COROLLARY 5.6. Assume the conditions from the previous proposition. If $\Lambda_{\vec{C}_{1}, q_{1}}=$ $\Lambda_{\overrightarrow{C_{2}, q_{2}}}$ then

$$
\begin{equation*}
i \int_{\Omega}\left(\vec{C}_{1}-\vec{C}_{2}\right) \cdot\left(u_{1} \nabla \overline{u_{2}}-\overline{u_{2}} \nabla u_{1}\right) d x+\int_{\Omega}\left(\vec{C}_{1}^{2}-\vec{C}_{2}^{2}+q_{1}-q_{2}\right) u_{1} \overline{u_{2}} d x=0 \tag{5.19}
\end{equation*}
$$

holds for the arbitrary $u_{j}$ solution of $H_{\vec{C}_{j}, q_{j}} u_{j}=0, j=1,2$.
Proof of Theorem 1.1. Let $k, \gamma_{1}, \gamma_{2}$ be three mutually orthogonal vectors $\in \mathbb{R}^{n}$ with $\left|\gamma_{1}\right|=\left|\gamma_{2}\right|=1$. Let $\zeta, \rho \in \mathbb{C}^{n}$ be given by

$$
\begin{equation*}
\zeta=\gamma_{1}+i \gamma_{2}, \quad \rho=s \zeta+g(s, k) \gamma_{1}, \tag{5.20}
\end{equation*}
$$

where $s$ is a positive real parameter and

$$
\begin{equation*}
g(s, k)=2^{-1}|k|^{2}\left(\left(|k|^{2}+4 s^{2}\right)^{1 / 2}+4 s\right)^{-1} \tag{5.21}
\end{equation*}
$$

Let $\rho_{1}, \rho_{2} \in \mathbb{C}^{n}$ be given by

$$
\begin{equation*}
\rho_{1}=i \frac{k}{2}+\rho, \quad \overline{\rho_{2}}=i \frac{k}{2}-\rho . \tag{5.22}
\end{equation*}
$$

We have

$$
\begin{equation*}
\rho_{1} \cdot \rho_{1}=\rho_{2} \cdot \rho_{2}=0, \quad \rho_{1}+\overline{\rho_{2}}=i k, \quad \rho_{1}-\overline{\rho_{2}}=2 \rho, \tag{5.23}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\rho_{1}}{s} \rightarrow \zeta, \quad \frac{\overline{\rho_{2}}}{s} \rightarrow-\zeta, \quad \text { as } \quad s \rightarrow \infty \tag{5.24}
\end{equation*}
$$

Let us construct solutions:

$$
\begin{equation*}
u_{j}\left(x, \rho_{j}\right)=e^{x \cdot \rho_{j}} \psi_{2}(x) A_{\rho_{j}}(x, D) \psi_{1}(x)\left(1+\omega_{j}\left(x, \rho_{j}\right)\right) \tag{5.25}
\end{equation*}
$$

which is the solution of $H_{\vec{C}_{j}, q_{j}} u_{j}=0, j=1,2$ in $\Omega, \psi_{1}, \psi_{2} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), \psi_{j}=1$ in $\Omega, j=1,2$, and $\omega_{j}, j=1,2$ satisfying

$$
\begin{equation*}
\left\|\omega_{j}\right\|_{L^{2}(\Omega)} \leq \frac{C}{|\rho|} \quad \text { and } \quad\left\|\nabla \omega_{j}\right\|_{H^{1}(\Omega)} \leq C \tag{5.26}
\end{equation*}
$$

with $C$ depending only on $\Omega,\left\|\overrightarrow{C_{j}}\right\|_{C^{1}(\Omega)}$ and $\left\|q_{j}\right\|_{L^{\infty}(\Omega)}, j=1,2$.
We now plug (5.25) into (5.19) to obtain

$$
\begin{equation*}
F+G+H+I+J+K+L=0 \tag{5.27}
\end{equation*}
$$

where $F$ and $G$ are functions of $s, k, \gamma_{1}, \gamma_{2}$, and they are defined by

$$
\begin{equation*}
F=-2 i \int_{\Omega} e^{i x \cdot k} \rho \cdot\left(\vec{C}_{1}-\vec{C}_{2}\right) A_{\rho_{1}}(x, D)\left(\psi_{1}\right) \overline{A_{\rho_{2}}(x, D)\left(\psi_{1}\right)} d x \tag{5.28}
\end{equation*}
$$

$$
\begin{equation*}
G=i \int_{\Omega} e^{i x \cdot k} A_{\rho_{1}}(x, D)\left(\psi_{1}\right) \overline{\left(\nabla\left(A_{\rho_{2}}(x, D)\left(\psi_{1}\right)\right)+\nabla\left(A_{\rho_{2}}(x, D)\left(\psi_{1} \omega_{2}\right)\right)\right)} d x \tag{5.29}
\end{equation*}
$$

$$
\begin{equation*}
H=i \int_{\Omega} e^{i x \cdot k} A_{\rho_{1}}(x, D)\left(\psi_{1} \omega_{1}\right) \overline{\left(\nabla\left(A_{\rho_{2}}(x, D)\left(\psi_{1}\right)\right)+\nabla\left(A_{\rho_{2}}(x, D)\left(\psi_{1} \omega_{2}\right)\right)\right)} d x \tag{5.30}
\end{equation*}
$$

$$
\begin{equation*}
I=-i \int_{\Omega} e^{i x \cdot k} \nabla\left(A_{\rho_{1}}(x, D)\left(\psi_{1}\right)\right) \overline{\left(A_{\rho_{2}}(x, D)\left(\psi_{1}\right)+A_{\rho_{2}}(x, D)\left(\psi_{1} \omega_{2}\right)\right)} d x \tag{5.31}
\end{equation*}
$$

$$
\begin{equation*}
J=-i \int_{\Omega} e^{i x \cdot k} \nabla\left(A_{\rho_{1}}(x, D)\left(\psi_{1} \omega_{1}\right)\right) \overline{\left(A_{\rho_{2}}(x, D)\left(\psi_{1}\right)+A_{\rho_{2}}(x, D)\left(\psi_{1} \omega_{2}\right)\right)} d x \tag{5.32}
\end{equation*}
$$

$$
\begin{align*}
K= & \int_{\Omega} e^{i x \cdot k}\left({\overrightarrow{C_{1}}}^{2}-{\overrightarrow{C_{2}}}^{2}\right.  \tag{5.33}\\
& \left.+q_{1}-q_{2}\right) A_{\rho_{1}}(x, D)\left(\psi_{1}\right) \overline{\left(A_{\rho_{2}}(x, D)\left(\psi_{1}\right)+A_{\rho_{2}}(x, D)\left(\psi_{1} \omega_{2}\right)\right)} d x \\
L= & \int_{\Omega} e^{i x \cdot k}\left({\overrightarrow{C_{1}}}^{2}-{\overrightarrow{C_{2}}}^{2}\right.  \tag{5.34}\\
+ & \left.q_{1}-q_{2}\right) A_{\rho_{1}}(x, D)\left(\psi_{1} \omega_{1}\right) \overline{\left(A_{\rho_{2}}(x, D)\left(\psi_{1}\right)+A_{\rho_{2}}(x, D)\left(\psi_{1} \omega_{2}\right)\right)} d x
\end{align*}
$$

We now apply (5.26) and Lemma (5.4) to get

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \frac{G}{s}=\lim _{s \rightarrow \infty} \frac{H}{s}=\lim _{s \rightarrow \infty} \frac{I}{s}=\lim _{s \rightarrow \infty} \frac{J}{s}=0 \lim _{s \rightarrow \infty} \frac{K}{s}=0 \lim _{s \rightarrow \infty} \frac{L}{s}=0 \tag{5.35}
\end{equation*}
$$

and then

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \frac{F}{s}=-2 i \int_{\Omega} e^{i x \cdot k+\phi_{1}+\overline{\phi_{2}}} \zeta \cdot\left(\overrightarrow{C_{1}}-\overrightarrow{C_{2}}\right) d x=0 \tag{5.36}
\end{equation*}
$$

where $\phi_{j}$ solves $\zeta \cdot \nabla \phi_{1}=-i \zeta \cdot \vec{C}_{1}$ and $\zeta \cdot \nabla \overline{\phi_{2}}=i \zeta \cdot \vec{C}_{2}$.
(5.36) is all we need to end the proof of the theorem. The proof is finished following Sun's arguments. We refer to $[\mathrm{Su}]$ for details.
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#### Abstract

This paper is concerned with the problem of uniform persistence in population dynamics. We consider systems of reaction-diffusion equations which model ecosystems in bounded habitats with diffusion. It is shown that a system is persistent if every chain-recurrent set in the boundary of the positive cone does not attract trajectories from the interior of the positive cone, and this property can be determined by using localized average Liapunov functions. Some results on constructing local average Liapunov functions are given. A system describing a food chain model is discussed as an example.
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1. Introduction. This paper is concerned with the uniform persistence of dynamical systems defined by systems of nonlinear partial differential equations of parabolic type. We consider the following initial-boundary value problem:

$$
\begin{align*}
\partial u_{i} / \partial t-L_{i} u_{i} & =u_{i} f_{i}(u), & & (x \in \Omega, t>0), \\
B_{i} u_{i} & =0, & & (x \in \partial \Omega, t>0), \quad(i=1, \ldots, N),  \tag{1.1}\\
u_{i}(x, 0) & =u_{i}^{0}(x), & & (x \in \Omega),
\end{align*}
$$

where $\Omega \subset \mathbb{R}^{n}$ is a bounded domain with a smooth boundary $\partial \Omega ; u=\left(u_{1}, \ldots, u_{N}\right)$ is a vector function with each component nonnegative; $L_{i}$ is a uniformly strongly elliptic operator having the divergence form

$$
\begin{equation*}
L_{i} u=\sum_{i, j=1}^{n}\left(a_{i j}(x) u_{x_{i}}\right)_{x_{j}}+\sum_{i=1}^{n} b_{i}(x) u_{x_{i}} \tag{1.2}
\end{equation*}
$$

$B_{i}$ is a boundary operator such that

$$
\begin{equation*}
B_{i} u(x)=\delta_{i} \frac{\partial u(x)}{\partial \nu(x)}+\beta_{i}(x) u \tag{1.3}
\end{equation*}
$$

where $\delta_{i}$ is either 0 (Dirichlet condition) or 1 (Neumann or Robin condition); $\beta_{i}$ is a nonnegative function which is the constant 1 if $\delta=0 ; \nu(x)=\left(\nu_{1}, \ldots, \nu_{n}\right)$ is the outward conormal vector at $x \in \partial \Omega$ with

$$
\nu_{i}=\sum_{j=1}^{n} a_{i j}(x) \zeta_{j}, \quad i=1, \ldots, n
$$

and $\zeta=\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ is the outward normal vector at $x \in \partial \Omega$. It is assumed that $a_{i j}, b_{i} \in C^{1}(\bar{\Omega}), \beta_{i} \in C^{1+\alpha}(\partial \Omega), u_{i}^{0} \in C(\bar{\Omega}), f_{i} \in C^{1}\left(\mathbb{R}^{+}\right)$, and $\partial \Omega \in C^{1+\alpha}$, where

[^8]$\alpha>0$ is a constant. Such a system often arises in the study of population dynamics of ecological systems. Typically, $\Omega$ represents the habitat of several interacting species, $u_{i}$ represents the density of the $i$ th species (usually after scaling), $f_{i}$ describes the effect of interaction among species on the growth rate of the $i$ th species, and $L_{i}$ and $B_{i}$ account for diffusion and migration of the $i$ th species in the interior and on the boundary of the habitat, respectively.

An important problem in ecology is to determine conditions under which all species survive in the long term. In mathematical language, it is the problem of persistence of the dynamical system. Let $X_{i}$ be a Banach space such that $X_{i}=C_{0}(\Omega)$ if $B_{i}$ is the Dirichlet condition and

$$
X_{i}=\left\{u \in C^{1}(\bar{\Omega}): B_{i} u=0\right\}
$$

if $B_{i}$ is Neumann or Robin condition, and let $X$ be the positive cone of the product space $\prod_{i=1}^{N} X_{i}$, i.e.,

$$
X=\left\{u \in \prod_{i=1}^{N} X_{i}: u_{i} \geq 0 \quad \text { for } i=1, \ldots, N\right\}
$$

It is a consequence of the maximum principle that $X$ is forwardly invariant for the semiflow $\pi$ generated by system (1.1); that is, given any $\xi \in X$, the solution $u(\cdot, t)$ of (1.1) with $u^{0}=\xi$ lies in $X$ for all $t>0$. Furthermore, by the uniqueness of solution, each face $S_{i} \equiv\left\{u \in X: u_{i} \equiv 0\right\}$ of the boundary of $X$ is also forwardly invariant for the semiflow, and so is the total face $S \equiv \bigcup_{i=1}^{N} S_{i}$. The system (1.1), or equivalently the semiflow $\pi$, is called persistent if for all $\xi \in X \backslash S, \liminf _{t \rightarrow \infty} d(\xi \pi t, S)>0$, and it is called uniformly persistent if there exists $\epsilon_{0}>0$ such that for all $\xi \in X \backslash S$, $\liminf _{t \rightarrow \infty} d(\xi \pi t, S) \geq \epsilon_{0}$ (cf. [4]). Here, $d(\cdot, \cdot)$ is the distance function in $X$ defined by the norm, and $\xi \pi t$ is the solution $u(\cdot, t)$ of problem (1.1) with $u^{0}=\xi$. In the case where the system is compact and point dissipative (the latter means there is a bounded nonempty set $B \subset X$ such that for any $\xi \in X$ there exists a $t_{0}>0$ such that $\xi \pi t \in B$ for all $t \geq t_{0}$ ), a result of Hale and Waltman [11] shows that persistence is equivalent to uniform persistent. This is true for many reaction-diffusion systems modeling ecosystems, and hence in this paper, we only discuss conditions for systems to be persistent.

The study of persistence of dynamical systems has attracted a considerable amount of attention in recent years (cf., e.g., $[3,4,5,6,7,9,11,13,14,17]$ and references therein). There are a number of important directions. One is to analyze the behavior of invariant sets on the boundary $S$ and determine conditions for the maximal invariant set $I(S)$ in $S$ to be repellent to trajectories in $X \backslash S$. Recall that a set in $X$ is called invariant if it is a collection of full orbits, that is, orbits of solutions of (1.1) that are defined for all $t \in \mathbb{R}$. In view of Theorem 2.2 of [11], the maximal invariant set $I(S)$ in $S$ exists and attracts all trajectories in $S$ provided that the system is compact and point dissipative. It is found that if $I(S)$ has a finite covering by a family of isolated invariant sets such that there is no cycle in the family and each invariant set does not attract any trajectory from $X \backslash S$, then the system is persistent [3, 4, 9, 11]. Another direction is to use the so-called average Liapunov functions. An average Liapunov function is a continuous function $P: X \mapsto \mathbb{R}$ such that (i) $P(\xi)>0$ for $\xi \in X \backslash S$, and (ii) for each $\xi \in I(S)$, there is $t>0$ such that

$$
\liminf _{\eta \in X \backslash S, \eta \rightarrow \xi} \frac{P(\eta \pi t)}{P(\eta)}>1
$$

Whenever such a function exists, the system is persistent (cf. [13]). This method has been applied to several Lotka-Volterra-type ecological models in [5, 6, 7, 13]. Sufficient conditions for the systems to be persistent are obtained by constructing various such functions. It is the latter direction that we shall pursue mainly in this paper, although our approach is closely related to the former.

Generally, a difficulty in using average Liapunov functions arises from its "global" nature. To construct such a function, all the behavior of the semiflow on $S$ must be taken into consideration simultaneously. Thus the larger the maximal invariant set $I(S)$ of $S$ is, the more difficult it is to construct the function. When the semiflow has a complicated structure on $S$, the task of construction becomes overwhelming. Hence, it appears that the method would be much improved if average Liapunov functions can be used in a "local" sense, that is, not just one single global average Liapunov function but a number of local functions, one for each member of certain decomposition of $I(S)$, so that collectively, they ensure the persistence of the semiflow. The goal of this paper is to develop such a method. Let an average Liapunov function be defined only in a neighborhood of an isolated invariant set in $S$, i.e., an invariant set in $S$ which is maximal in a neighborhood. We show that its existence ensures that the invariant set does not attract any trajectory from $X \backslash S$. Since the smaller the invariant set is, the easier the average Liapunov function can be constructed, the question becomes to determine the smallest invariant sets such that if each does not attract trajectories from $X \backslash S$, then neither does the entire face $S$. We show that the smallest of such invariant sets are the isolated connected chain-recurrent sets in $S$. Recall that an invariant set $M$ is called chain recurrent if for each $x \in M$ and each $\varepsilon>0$, there exist points $x=x_{0}, \ldots, x_{n}=x$ and times $t_{1}, \ldots, t_{n} \geq 1$ such that $d\left(x_{i}, x_{i-1} \pi t_{i}\right)<\varepsilon$ [8]. Our results show that if the system is not persistent, then any trajectory starting in $X \backslash S$ which is attracted to $S$ is actually attracted to a chain-recurrent set in $S$. As a result, to show that the system is persistent, one needs to construct an average Liapunov function for each connected component of chain-recurrent sets in $I(S)$.

The paper is organized as follows. In section 2, we investigate the behavior of a trajectory of a general nonpersistent semiflow when it is attracted to $S$ and show that the trajectory is actually attracted to a chain-recurrent set. In the case where the chain-recurrent set contains more than one equilibria, the trajectory will enter and exit any small neighborhood of each point of the set infinitely many times, with progressively slower pace. In section 3, we first show that for any isolated invariant set in $S$, the existence of an average Liapunov function in a neighborhood of the invariant set ensures that the invariant set does not attract any trajectory from $X \backslash S$. We then discuss the reaction-diffusion system (1.1) and show how the local average Liapunov functions can be constructed. As a result, we give sufficient conditions for isolated invariant sets in $S$ not to attract trajectories from $X \backslash S$. The final section illustrates the techniques with a food chain model of Lotka-Volterra type.
2. Behavior of trajectories attracted to $S$. In this section, we consider nonpersistent systems and show that any trajectory attracted from $X \backslash S$ to $S$ is necessarily attracted to a connected chain-recurrent set in $S$. As a result, we obtain sufficient conditions for the system to be persistent by requiring that each isolated connected chain-recurrent set in $S$ repels trajectories in $X \backslash S$. We also give sufficient conditions for persistence in terms of Morse decompositions of the maximal invariant set $I(S)$ in $S$. Some other property of a trajectory when it is attracted to $S$ in a nonpersistent system will also be given. The results in this section are valid for general dynamical systems.

Consider a semiflow $\pi$ in the metric space $(X, d)$. Let $S \subset X$ be a closed set such that both $S$ and $X \backslash S$ are forwardly invariant for $\pi$. Let also $T(t): X \mapsto X$ denote the semigroup defined by $T(t) x=x \pi t$ for $x \in X$ and $t \in \mathbb{R}^{+}$. We impose the following general assumptions:
(A) (i) The semiflow $\pi$ is point dissipative in $X$ [10].
(ii) There is a $t_{0}>0$ such that the semigroup $T(t)$ is compact in $X$ for $t \geq t_{0}$.
In view of Theorem 2.2 of [11], the above condition (A) ensures that the semiflow $\pi$ restricted to $S$ has a compact nonempty global attractor $I(S)$ in $S$. We further assume the following:
(B) The maximal invariant set $I(S)$ in $S$ is an isolated invariant set for $\pi$ in $X$.

Let $M \subset S$ be an invariant set for $\pi$. We consider the situation when there is $x \in X \backslash M$ attracted to $M$. By $x$ being attracted to (resp., repelled by) $M$ we mean the $\omega$-limit set $\omega(x)$ (resp., the $\alpha$-limit set $\alpha(x)$ ) is nonempty and is enclosed in $M$ (resp., $\alpha(x) \subset M)$. Recall that $\omega(x)$ (resp., $\alpha(x)$ ) is the set of all $y \in X$ for which there is a sequence $t_{n} \rightarrow \infty$ (resp., $t \rightarrow-\infty$ ) as $n \rightarrow \infty$ such that $x \pi t_{n} \rightarrow y$. The set of all $x$ attracted to (resp., repelled by) $M$ is called the stable (resp., unstable) set of $M$ and is denoted as $W^{s}(M)$ (resp., $W^{u}(M)$ ) (cf. [10]). For each $x \in X$, we let $\gamma^{+}(x) \equiv x \pi\left[0, T_{\max }\right)$ and $\gamma^{-}(x) \equiv x \pi\left(T_{\min }, 0\right]$ denote the forward and backward semi-orbits, respectively. Here $T_{\max }$ (resp., $T_{\min }$ ) is the supreme of $t>0$ (resp., infimum of $t \leq 0)$ such that $x \pi t$ exists. One notes that for semiflows generated by the PDE (1.1), $\gamma^{-}(x)$ may not exist or may not be unique. Finally, let $N$ be an open set of $X$; we say $\pi$ does not explode in $N$ if, whenever $x \in X$ and $x \pi\left[0, T_{\max }\right) \subset N$, $T_{\max }=\infty$. The next result from Rybakowski [15] plays an important role in our discussion.

Proposition 2.1. Let $M$ be an isolated invariant set and $N$ be a closed isolating neighborhood of $M$ such that $\pi$ does not explode in $N$. Let $x \in X$ be such that $\gamma^{+}(x)$ is bounded, $\omega(x) \cap M \neq \emptyset$, and $\omega(x) \backslash M \neq \emptyset$. Then there exist points $x^{s}, x^{u} \in \partial N \cap \omega(x)$ such that $\gamma^{+}\left(x^{s}\right) \subset N$ and all backward orbits $\gamma^{-}\left(x^{u}\right)$ through $x^{u}$ are contained in $N$.

Remark. By the invariance of $\omega$-limit sets, through any point $y \in \omega(x)$ a full orbit $\gamma(y) \equiv y \pi \mathbb{R}$ exists. Hence by the compactness of $\omega(x)$, both $\omega(y)$ and $\alpha(y)$ are nonempty. Since, by definition, $M$ is the maximal invariant set in $N$, it is clear that in the above proposition, $\omega\left(y^{s}\right) \subset M$ and $\alpha\left(y^{u}\right) \subset M$. That is, $y^{s} \in W^{s}(M)$ and $y^{u} \in W^{u}(M)$.

Using this proposition, we can show that if $x \in X \backslash S$ has an $\omega$-limit point in $S$, then either $x$ itself or some $y \in \omega(x) \backslash S$ is attracted to $S$.

COROLLARY 2.2. Suppose conditions (A) and (B) hold. If $x \in X \backslash S$ has a bounded forward semi-orbit $\gamma^{+}(x)$, and $\omega(x) \cap S \neq \emptyset$, then either $\omega(x) \subset S$, or there is $y \in \omega(x) \backslash S$ such that $\omega(y) \subset S$.

Proof. Since, by assumption, $\gamma^{+}(x)$ is bounded and $T(t)$ is compact, $\omega(x)$ is nonempty and contains only full orbits of the semiflow $\pi$. Hence $\omega(x) \cap S \subset I(S)$. Suppose $\omega(x) \not \subset S$. Then by assumption (B) and Proposition 2.1, for each isolating neighborhood $N$ of $I(S)$, there is $y \in \omega(x) \cap \partial N$ such that the forward semi-orbit $\gamma^{+}(y) \subset N$. This implies that $\omega(y) \subset I(S)$ and there is a full orbit passing through $y$. Hence we must have $y \notin S$, because otherwise, by the invariance of $S$, the full orbit $\gamma(y)$ must be contained in $S$, and hence $y \in I(S)$, contradicting $y \in \partial N$. This proves the existence of $y \in \omega(x) \backslash S$ such that $\omega(y) \subset S$. $\square$

The above result can be improved if we replace $S$ by any isolated invariant set $M \subset S$, which is a repeller in $S$. Recall that an invariant set $M \subset S$ is called an
attractor if it attracts all elements in a neighborhood of itself, and an invariant set $M^{\prime} \subset S$ is called a repeller dual to $M$ if

$$
M^{\prime}=\{x \in I(S): \omega(x) \cap M=\emptyset\} .
$$

For an isolated invariant set $M$, an ordered finite collection of subsets $D=\left\{M_{1}, \ldots, M_{n}\right\}$ in $M$ is called a Morse decomposition of $M$ if each member $M_{i}$ is invariant and if each $x \in M$ either lies in a set $M_{k}$ or has its $\omega(x)$ and $\alpha(x)$ enclosed in two distinct sets $M_{i}$ and $M_{j}$, respectively, with $i<j$. The members of $D$ are called Morse sets (cf. [8]). The next theorem gives a result more general than Corollary 2.2. It shows that if a repeller $M$ has the Morse decomposition $\left\{M_{1}, \ldots, M_{n}\right\}$, and if $x \in X \backslash S$ is such that $\omega(x) \cap M \neq \emptyset$, then either $x$ or some $y \in \omega(x) \backslash S$ must be attracted to one of the Morse sets.

THEOREM 2.3. Suppose conditions $(\mathrm{A})$ and $(\mathrm{B})$ hold. Let $M \subset S$ be an isolated invariant set of $\pi$ which is a repeller in $S$ (dual to an attractor). Suppose $\left\{M_{1}, \ldots, M_{n}\right\}$ is a Morse decomposition of $M$ in $S$, and suppose that there is an $x \in X \backslash S$ having $a$ bounded forward semi-orbit $\gamma^{+}(x)$ and $\omega(x) \cap M \neq \emptyset$. Then there is a Morse set $M_{i}$ such that either $x$ or some $y \in \omega(x) \backslash S$ is contained in $W^{s}\left(M_{i}\right)$.

Proof. Assume by contradiction that such a Morse set does not exist. Let $z \in$ $\omega(x) \cap M$. Then there is a Morse set $M_{k}$ such that $\omega(z) \subset M_{k}$, and by the invariance of $\omega$-limit sets, $\omega(x) \cap M_{k} \neq \emptyset$. Let $j$ be the maximum of the subscripts $k$ such that $\omega(x) \cap M_{k} \neq \emptyset$. Since, by assumption, $x \notin W^{s}\left(M_{j}\right)$, Proposition 2.1 shows that there is $y \in \omega(x)$ such that $y \notin M_{j}$ and $y \in W^{s}\left(M_{j}\right)$. Again by assumption, $y \notin X \backslash S$. Since $y \in \omega(x)$ implies that there is a full orbit passing through $y$, it follows that this orbit lies in $S$. Hence either $\alpha(y) \not \subset M$ or there is $i>j$ such that $\alpha(y) \subset M_{i}$. The former contradicts the fact that $M$ is a repeller. The latter implies that $\omega(x) \cap M_{i} \supset \alpha(y) \cap M_{i} \neq \emptyset$, which contradicts the maximality of $j$. This completes the proof.

Remark. Using a similar argument, one can show that the result of the theorem holds if $\omega(x) \subset M$ while $M$ is not necessarily a repeller. The modification of the proof is straightforward.

It is known that given two Morse decompositions $D_{1}, D_{2}$ of an isolated invariant set $M$ one can construct a third Morse decomposition $D_{3}$ finer than both $D_{1}$ and $D_{2}$. Let $M\left(D_{i}\right)$ denote the union of all the Morse sets in the decomposition $D_{i}$. Then necessarily, $M\left(D_{3}\right) \subset M\left(D_{1}\right) \cap M\left(D_{2}\right)$. It has been shown by Conley [8] that the intersection of the unions of Morse sets over all Morse decompositions is a chain recurrent set. This suggests that if there is $x \in X \backslash S$ which is attracted to $S$, then $x$ is actually attracted to a chain recurrent set in $S$. We show this result in the next theorem.

THEOREM 2.4. Suppose (A) and (B) hold and suppose $x \in X \backslash S$ has a bounded forward semi-orbit $\gamma^{+}(x)$ and satisfies $\omega(x) \cap S \neq \emptyset$. Then there is an invariant set $C \subset S$ which is connected and chain recurrent for $\pi$ in $S$ such that either $x$ or some $y \in \omega(x) \cap(X \backslash S)$ is contained in $W^{s}(C)$.

Proof. In view of Corollary 2.2, there exists $x^{s} \in X \backslash S$ such that $\omega\left(x^{s}\right) \subset S$, and $x^{s}$ is either $x$ itself or lies in $\omega(x)$. Let $R(S)$ be the maximal chain recurrent set of the semiflow $\pi$ restricted in $I(S)$. According to [8], in every neighborhood of $R(S)$, there is a Morse decomposition $D$ in $S$ such that the union $M(D)$ of the Morse sets is in that neighborhood. Choose a decreasing sequence $\epsilon_{n} \rightarrow \infty$ and a corresponding sequence of Morse decompositions $\left\{D^{n}\right\}$ such that $M\left(D^{n}\right)$ lies in the $\epsilon_{n}$-neighborhood of $R(S)$. By using intersections of Morse sets, we may assume without loss of generality that $D^{n}$ becomes finer as $n$ increases.

We select a decreasing sequence of Morse sets $M^{n} \in D^{n}$ and a precompact sequence of points $x_{n} \in X \backslash S$ such that $\omega\left(x_{n}\right) \subset M^{n}$ as follows. Let $N$ be a fixed isolating neighborhood of $I(S)$ in $X$. By either reducing $N$ or following the trajectory from $x^{s}$ if necessary, we may assume $x^{s} \in \partial N$. Without loss of generality, we may also assume that $M\left(D^{1}\right) \subset N$. Applying Theorem 2.3 to $x^{s}$ and $D^{1}$, we see that there is an $x_{1} \in X \backslash S$ such that $\omega\left(x_{1}\right) \in M^{1}$ for some $M^{1} \in D^{1}$, and $x_{1}$ is either $x^{s}$ or lies in $\omega\left(x^{s}\right)$. We show that $x_{1}$ can be chosen on $\partial N$. Indeed, if $x_{1}=x^{s}$, we already have $x_{1} \in \partial N$. If $x_{1} \in \omega\left(x^{s}\right)$, then by the invariance of $\omega$-limit sets, there is a full orbit $\gamma\left(x_{1}\right)$ passing through $x_{1}$. Since $x_{1} \notin S$ and since $N$ is an isolating neighborhood of $I(S)$, it follows that $\gamma\left(x_{1}\right) \not \subset N$. Using the fact that $\omega\left(x_{1}\right) \subset M^{1} \subset I(S)$, one sees that there exists $x_{1}^{\prime} \in \gamma\left(x_{1}\right)$ such that $x_{1}^{\prime} \in \partial N$ and $\omega\left(x_{1}^{\prime}\right) \in M^{1}$. We can then choose $x_{1}^{\prime}$ to replace $x_{1}$.

Next, assume that there exist Morse sets $M^{k} \in D^{k}$ and points $x_{k} \in \partial N \backslash S$, $k=1, \ldots, n$, such that

$$
M^{1} \supset M^{2} \supset \cdots \supset M^{n}
$$

and $\omega\left(x_{k}\right) \subset M^{k}$. Assume also that each $x_{k}$ is either $x^{s}$ or lies in $\omega\left(x^{s}\right)$. It is easy to see that the intersections of $M^{n}$ with the Morse sets of $D^{n+1}$ constitute a Morse decomposition of $M^{n}$. Hence, in view of the remark following the proof of Theorem 2.3, there exist a Morse set $M^{n+1} \in D^{n+1}$ and a point $x_{n+1} \in X \backslash S$ such that $M^{n+1} \subset M^{n}$ and $\omega\left(x_{n+1}\right) \subset M^{n+1}$. Furthermore, $x_{n+1}$ is either the same as $x_{n}$ or lies in $\omega\left(x_{n}\right)$. By the transitivity of $\omega$-limit sets, we see that $x_{n+1}$ is either the same as $x^{s}$ or lies in $\omega\left(x^{s}\right)$. Finally, using a similar argument in the preceding paragraph, $x_{n+1}$ can be chosen to lie on $\partial N$. This completes the induction, and also the construction of sequences $\left\{M^{n}\right\}$ and $\left\{x_{n}\right\}$.

Let $C \equiv \bigcap_{n=1}^{\infty} M^{n}$. Then clearly, $C$ is invariant and chain recurrent for $\pi$ in $S$. By the compactness of $\omega\left(x^{s}\right)$, we see that there exists a convergent subsequence $\left\{x_{n^{\prime}}\right\}$ of $\left\{x_{n}\right\}$ such that

$$
\lim _{n^{\prime} \rightarrow \infty} x_{n^{\prime}}=y \in \partial N
$$

We show that $\omega(y) \subset C$ and $y$ is either $x$ itself or lies in $\omega(x) \backslash S$. First observe that by the construction of $\left\{x_{n}\right\}$, for each fixed $n^{\prime}$ and each $k \geq n^{\prime}, x_{k}$ is either $x_{n^{\prime}}$ itself or lies in $\omega\left(x_{n^{\prime}}\right)$. Hence by the closedness of $\omega$-limit sets, the same is true for $y$. This implies that $\omega(y) \subset M^{n^{\prime}}$ for all $n^{\prime}$, which leads to $\omega(y) \subset C$. Next, since each $x_{n}$ is either $x^{s}$ itself or lies in $\omega\left(x^{s}\right)$, and $x^{s}$ is either $x$ itself or lies in $\omega(x)$, by the transitivity, the same is true for $y$. In the case where $y \in \omega(x)$, there is a full orbit passing through $y$. Since $y \in \partial N$ implies that $y \notin I(S)$, it follows that $y \notin S$. Finally, since $\omega(x)$ is connected, in case $C$ is not, we may simply replace $C$ by a component containing $\omega(x)$. This completes the proof.

The above Theorems 2.3 and 2.4 lead to the following results for the persistence of the semiflow.

COROLLARY 2.5. Let conditions (A) and (B) hold. Then the semiflow $\pi$ is persistent if either (i) $I(S)$ has a Morse decomposition $\left\{M_{1}, \ldots, M_{n}\right\}$ such that $W^{s}\left(M_{i}\right) \cap$ $(X \backslash S)=\emptyset$ for $i=1, \ldots, n$, or (ii) each component $C \subset I(S)$ of the chain-recurrent set of $\pi$ in $S$ satisfies $W^{s}(C) \cap(X \backslash S)=\emptyset$.

Proof. Suppose by contradiction that $\pi$ is not persistent. Then there is $x \in X \backslash S$ such that $\gamma^{+}(x)$ is bounded and $\omega(x) \cap S \neq \emptyset$. In view of Corollary 2.2, we may assume $\omega(x) \subset S$ without loss of generality. Suppose $I(S)$ has a Morse decomposition $\left\{M_{1}, \ldots, M_{n}\right\}$. Then since $I(S)$ is a repeller in $S$ (dual to $\emptyset$ ), Theorem 2.3 with
$M=I(S)$ asserts that there is a Morse set $M_{i}$ attracting trajectories from $X \backslash S$. Hence condition (i) does not hold. Also, since by Theorem 2.4 there is at least one connected chain-recurrent set of $\pi$ in $S$ attracting trajectories from $X \backslash S$, we see that condition (ii) does not hold either. This completes the proof.

By Theorem 2.4, if any $x \in X \backslash S$ is attracted to $S$ it is actually attracted to a chain-recurrent set $C \subset S$ of the semiflow. In the case when $\omega(x)$ contains more than one equilibrium point, we can show that the trajectory through $x$ will visit any neighborhood of each point of $\omega(x)$ infinitely many times, with increasingly slower pace, provided that each equilibrium itself does not attract any trajectory from $X \backslash S$. More generally, we have the following theorem.

THEOREM 2.6. Suppose (A) and (B) hold and suppose $C \subset S$ is a connected chainrecurrent set of $\pi$ in $S$ such that for each equilibrium $e \in C, W^{s}(e) \cap(X \backslash S)=\emptyset$. Let $x \in W^{s}(C) \cap(X \backslash S)$, and let $y \in \omega(x)$. Suppose there exists an equilibrium $y^{\prime} \neq y$ such that $y^{\prime} \in \omega(x)$. Then for each $T>0$ there exist constants $\varepsilon>0$ and $T_{3}>T_{2}>T_{1}>T_{0}>0$ such that $x \pi T_{0} \in N_{\varepsilon}(y), x \pi T_{3} \in N_{\varepsilon}(y), x \pi t \notin N_{\varepsilon}(y)$ for $t \in\left[T_{1}, T_{2}\right]$, and $T_{2}-T_{1} \geq T$.

Proof. Let $\left\{t_{n}\right\}$ and $\left\{t_{n}^{\prime}\right\}$ be sequences tending to $\infty$ such that $x \pi t_{n} \rightarrow y, x \pi t_{n}^{\prime} \rightarrow$ $y^{\prime}$, where $y^{\prime}$ is an equilibrium. Choose $\varepsilon$ sufficiently small so that the $\varepsilon$-neighborhoods $N_{\varepsilon}(y)$ and $N_{\varepsilon}\left(y^{\prime}\right)$ of $y$ and $y^{\prime}$ are disjoint. Then for large $n, x \pi t_{n} \in N_{\varepsilon}(y)$ and $x \pi t_{n}^{\prime} \in N_{\varepsilon}\left(y^{\prime}\right)$. By taking subsequences and relabeling them, we may assume that for all $n, t_{n}<t_{n}^{\prime}<t_{n+1}$. Define

$$
s_{n}=\sup \left\{t: t_{n}^{\prime}<t<t_{n+1}, x \pi\left[t_{n}^{\prime}, t\right) \subset N_{\epsilon}\left(y^{\prime}\right)\right\}
$$

It follows that $t_{n}<t_{n}^{\prime}<s_{n}<t_{n+1}, x \pi\left[t_{n}^{\prime}, s_{n}\right] \subset \overline{N_{\varepsilon}\left(y^{\prime}\right)}$ for all $n$, and $x \pi s_{n} \in \partial N_{\varepsilon}\left(y^{\prime}\right)$. In particular, $x \pi t \notin N_{\varepsilon}(y)$ for $t \in\left[t_{n}^{\prime}, s_{n}\right]$. We assert that $s_{n}-t_{n}^{\prime} \rightarrow \infty$ as $n \rightarrow \infty$. For if not, by choosing subsequences, we may assume without loss of generality that $s_{n}-t_{n}^{\prime} \rightarrow c \in \mathbb{R}^{+}$and $x \pi s_{n} \rightarrow y^{\prime \prime} \in \partial N_{\varepsilon}\left(y^{\prime}\right)$ as $n \rightarrow \infty$. However, since $y^{\prime}$ is an equilibrium, it follows that $x \pi s_{n}=x \pi t_{n}^{\prime} \pi\left(s_{n}-t_{n}^{\prime}\right) \rightarrow y^{\prime} \pi c=y^{\prime}$. This contradicts $y^{\prime \prime} \in \partial N_{\varepsilon}\left(y^{\prime}\right)$.

Now, choose $n$ large so that $s_{n}-t_{n}^{\prime}>T$. We see that for $T_{0}=t_{n}, T_{1}=t_{n}^{\prime}, T_{2}=s_{n}$ and $T_{3}=t_{n+1}$, the conclusion of the theorem holds.
3. Local average Liapunov functions. In view of Theorems 2.4 and 2.6 , to determine the persistence of a semiflow $\pi$, we need to examine a family of subsets of $I(S)$ and show that each member of the family does not attract trajectories from $X \backslash S$. The family can be either a Morse decomposition of $I(S)$ or the collection of connected chain-recurrent sets of $\pi$ in $S$. In this section, we show how the existence of an average Liapunov function defined in a neighborhood of an isolated invariant set in $S$ ensures that the invariant set does not attract trajectories from $X \backslash S$. Our approach in this section follows that in Hutson [13].

Let $M \subset S$ be an isolated invariant set for $\pi$ and let $N$ be an isolating neighborhood of $M$ in $X$. We say that a continuous function $P: N \mapsto \mathbb{R}$ is a (local) average Liapunov function in $N$ with respect to $S$ if
(i) $P(x)>0$ for $x \in N \backslash S$,
(ii) for each $x \in M$ there is $t>0$ such that $\liminf _{y \in N \backslash S ; y \rightarrow x} P(y \pi t) / P(y)>0$. Define a function $Q(x, t)$ for $x \in N$ and $t \geq 0$ by

$$
Q(x, t)= \begin{cases}P(x \pi t) / P(x) & x \in N \backslash S  \tag{3.1}\\ \liminf _{y \in N \backslash S ; y \rightarrow x} P(y \pi t) / P(y) & x \in N \cap S\end{cases}
$$

Then part (ii) of the definition of $P$ is equivalent to saying that for each $x \in M$ there is $t>0$ such that $Q(x, t)>0$. It is easy to see that $Q(\cdot, t)$ is lower semicontinuous. This is obvious if $x \in N \backslash S$. Suppose $x \in N \cap S$. Let $\varepsilon>0$. Then there is $\delta>0$ such that

$$
Q(y, t) \equiv P(y \pi t) / P(y)>Q(x, t)-\varepsilon
$$

for all $y \in N \backslash S, d(x, y)<\delta$. Hence for any $z \in N \cap S$ with $d(z, x)<\delta$, we have $Q(z, t) \geq Q(x, t)-\varepsilon$. This proves the semicontinuity of $Q(\cdot, t)$ at $x$.

In the next theorem, we use functions $P$ and $Q$ to give a sufficient condition for $M$ not to attract any trajectory from $X \backslash S$.

THEOREM 3.1. Let the condition (A)(ii) hold. Suppose $M \subset S$ is an isolated invariant set of $\pi$ in $X$, and suppose that there exists an average Liapunov function $P$ defined in a neighborhood $N \supset M$ with respect to $S$. If for each $x \in M$ there is $t>0$ such that $Q(x, t)>1$, then $W^{s}(M) \cap(X \backslash S)=\emptyset$.

Proof. Since the function $Q(x, t)$ is lower semicontinuous, it follows that for each $h>0$ and $t>0$, the set

$$
\begin{equation*}
U(h, t)=\left\{x \in N^{\circ}: Q(x, t)>h\right\} \tag{3.2}
\end{equation*}
$$

is open. (Here $N^{\circ}$ is the interior of $N$ in $X$.) Clearly $U(h, t)$ is monotone for any fixed $t$, i.e., $U\left(h_{1}, t\right) \supset U\left(h_{2}, t\right)$ if $h_{1}<h_{2}$. Using the assumption that for each $x \in M$ there is $t>0$ such that $Q(x, t)>1$, we see that $M$ is covered by the family $\{U(h, t): h>1, t>0\}$. Since $M$ is compact by the assumption (A), there exist $h_{0}>1$ and $t_{1}, \ldots, t_{n}>0$ such that

$$
M \subset U \equiv \bigcup_{i=1}^{n} U\left(h_{0}, t_{i}\right)
$$

It is clear that $U \subset N$ and is open in $X$.
Suppose now by contradiction that there is $y \in X \backslash S$ such that $\omega(y) \subset M$. Then there exists $T>0$ such that $y \pi t \in U$ for all $t \geq T$. Use a translation in $t$ if necessary; we may assume that $y \in U$. Let $\bar{t}=\max \left(t_{1}, \ldots, t_{n}\right)$ and $\underline{t}=\min \left(t_{1}, \ldots, t_{n}\right)$. Then given any $t \geq 0$, there is $\underline{t} \leq \tau \leq \bar{t}$ such that

$$
P(y \pi(t+\tau)) \geq h_{0} P(y \pi t)
$$

Repeated use of this inequality and the fact that $P(y)>0$ shows that there is a sequence $\left\{\tau_{n}\right\} \rightarrow \infty$ such that $P\left(y \pi \tau_{n}\right) \rightarrow \infty$. However, since $\omega(y) \subset M$, by choosing a subsequence if necessary, we may assume that $\left\{y \pi \tau_{n}\right\}$ converges to a point in $M$. Hence by the continuity of $P$, the set $\left\{P\left(y \pi \tau_{n}\right)\right\}$ is bounded. This contradiction shows that such $y$ does not exist.

The conditions in Theorem 3.1 can be relaxed as follows. Let $M_{\omega}$ be the closure of the set $\bigcup_{x \in M} \omega(x)$. Then instead of requiring $Q(x, t)>1$ for each $x \in M$ and a corresponding $t>0$, it suffices to require that the inequality be satisfied in $M_{\omega}$ only. This is shown in the next theorem.

THEOREM 3.2. The conclusion of Theorem 3.1 remains true if there exists an average Liapunov function $P$ defined in a neighborhood $N \supset M$ with respect to $S$ such that for each $x \in M_{\omega}$, there is $t>0$ for which $Q(x, t)>1$.

Proof. We first show that for any $x \in M$ and any $t_{0}>0$ there is a $\tau>t_{0}$ such that $Q(x, \tau)>0$. Let $U(h, t)$ be the open set defined in (3.2). Since $P$ is an average

Liapunov function, it follows from part (ii) of the definition that for each $x \in M$ there is $t>0$ such that $Q(x, t)>0$. Hence $M$ is covered by the family of open sets $\{U(h, t): \quad h>0, t>0\}$, and by the compactness of $M$, there exist $h_{0}>0$ and $t_{1}, \ldots, t_{n}>0$ such that

$$
M \subset U \equiv \bigcup_{i=1}^{n} U\left(h_{0}, t_{i}\right) \subset N
$$

Clearly $U$ is a neighborhood of $M$ in $X$. Let $\bar{t}=\max \left(t_{1}, \ldots, t_{n}\right)$ and $\underline{t}=\min \left(t_{1}, \ldots, t_{n}\right)$. We choose an integer $k$ such that $k \underline{t} \geq t_{0}$ and a neighborhood $N(x)$ such that $N(x) \pi[0, k \bar{t}] \subset U$. Then for any $y \in N(x) \backslash S$, there exist $0=\tau_{0}<\tau_{1}<\cdots<\tau_{k} \leq k \bar{t}$ such that $\underline{t} \leq \tau_{i} \leq \bar{t}$ and $P\left(y \pi \tau_{i}\right)>h_{0} P\left(y \pi \tau_{i-1}\right)$ for $i=1, \ldots, k$. This implies that $P\left(y \pi \tau_{k}\right)>h_{0}^{k} P(y)$ for all $y \in N(x) \backslash S$. Hence $Q\left(x, \tau_{k}\right) \geq h_{0}^{k}>0$. Since $\tau_{k} \geq k \underline{t} \geq t_{0}$, the assertion is proven with $\tau=\tau_{k}$.

We now show that the condition of Theorem 3.2 implies the condition of Theorem 3.1. That is, we show that for each $x \in M$ there is a $t>0$ such that $Q(x, t)>1$. It is clear that $M_{\omega}$ is a closed subset of the compact set $M$. Since by the assumption of the theorem $M_{\omega}$ is covered by $\bigcup_{h>1, t>0} U(h, t)$, it follows that there is a finite covering

$$
M_{\omega} \subset U_{1} \equiv \bigcup_{i=1}^{m} U\left(h_{1}, t_{i}\right)
$$

where $h_{1}>1$ and $t_{1}, \ldots, t_{m}$ are positive constants. Thus $U_{1}$ is an open neighborhood of $M_{\omega}$ in $X$. Let $t^{\prime}=\max \left(t_{1}, \ldots, t_{m}\right)$. Suppose $x \in M$. Then there exist $t_{0}$ and $\tau$ such that $t_{0} \leq \tau, x \pi t \in U_{1}$ for all $t \geq t_{0}$, and $Q(x, \tau)=\delta>0$. Choose an integer $\nu$ such that $h_{1}^{\nu} \delta / 2>1$, and choose a neighborhood $N(x)$ of $x$ such that $N(x) \pi\left[\tau, \tau+\nu t^{\prime}\right] \subset U_{1}$ and

$$
\begin{equation*}
P(y \pi \tau) / P(y)>\delta / 2 \quad \text { for } y \in N(x) \tag{3.3}
\end{equation*}
$$

Then for each $y \in N(x)$, we have $z \equiv y \pi \tau \in U_{1}$ and $z \pi\left[0, \nu t^{\prime}\right] \subset U_{1}$. This implies that there exist $0=\tau_{0}<\tau_{1}<\cdots<\tau_{\nu} \leq \nu t^{\prime}$ such that $\tau_{i} \leq t^{\prime}$ and $P\left(z \pi \tau_{i}\right)>h_{1} P\left(z \pi \tau_{i-1}\right)$ for $i=1, \ldots, \nu$. Therefore, by (3.3),

$$
P\left(y \pi\left(\tau+\tau_{\nu}\right)\right)=P\left(z \pi \tau_{\nu}\right)>h_{1}^{\nu} P(z)=h_{1}^{\nu} P(y \pi \tau)>h_{1}^{\nu}(\delta / 2) P(y)
$$

This leads to $Q(x, t) \geq h_{1}^{\nu} \delta / 2>1$ for $t=\tau+\tau_{\nu}$. The assertion is proven.
The conclusion of the theorem follows now from Theorem 3.1.
In the remainder of this section, we consider the system (1.1) of parabolic partial differential equations. We present certain techniques of constructing local average Liapunov functions and use them to obtain conditions for an invariant set not to attract trajectories from $X \backslash S$. In the following, $X$ is the positive cone of the product space $\prod_{i=1}^{N} X_{i}$ where $X_{i}=C_{0}(\Omega)$ if $B_{i}$ is the Dirichlet condition and

$$
X_{i}=\left\{u \in C^{1}(\bar{\Omega}): B_{i} u=0\right\}
$$

if $B_{i}$ is Neumann or Robin condition, and $S \equiv \bigcup_{i=1}^{N} S_{i}$ is the union of the faces $S_{i} \equiv\left\{u \in X: u_{i} \equiv 0\right\}$. It is clear from the uniqueness of the solution of (1.1) that each face $S_{i}$ is forwardly invariant for the semiflow $\pi$ generated by (1.1). Hence $S$ is also forwardly invariant.

We first use eigenfunctions of adjoint operators to construct average Liapunov functions. For $i=1, \ldots, N$, let $L_{i}^{*}$ and $B_{i}^{*}$ be the adjoint operators corresponding to $L_{i}$ and $B_{i}$ given by (1.2) and (1.3), i.e.,

$$
\begin{aligned}
L_{i}^{*} u & =\sum_{i, j=1}^{n}\left(a_{i j} u_{x_{j}}\right)_{x_{i}}-\sum_{i=1}^{n} b_{i} u_{x_{i}}-u \sum_{i=1}^{n}\left(b_{i}\right)_{x_{i}} \\
B_{i}^{*} u & =\delta_{i} \frac{\partial u(x)}{\partial \nu^{*}(x)}+\left(\delta_{i} \sum_{i=1}^{n} b_{i} \zeta_{i}+\beta\right) u
\end{aligned}
$$

where $\nu^{*}=\left(\nu_{1}^{*}, \ldots, \nu_{n}^{*}\right)$ is the adjoint conormal vector at $x \in \partial \Omega$ with $\nu_{j}^{*}=\sum_{i=1}^{n} a_{i j} \zeta_{i}$. A simple computation shows that

$$
\begin{equation*}
\int_{\Omega} v L_{i} u d x=\int_{\Omega} u L_{i}^{*} v d x \quad \text { if } B u=B^{*} v=0 \tag{3.4}
\end{equation*}
$$

Let $\phi$ be a positive function that satisfies the relation

$$
\begin{equation*}
L_{i}^{*} \phi=g(x) \phi \quad(x \in \Omega), \quad B_{i}^{*} \phi=0 \quad(x \in \partial \Omega) \tag{3.5}
\end{equation*}
$$

for some function $g$. Define the function $P: X \mapsto \mathbb{R}$ by

$$
\begin{equation*}
P(\xi)=\int_{\Omega} \xi_{i} \phi d x \tag{3.6}
\end{equation*}
$$

Then $P(\xi)>0$ for all $\xi \in X \backslash S_{i}$ and

$$
\begin{align*}
\frac{P(\xi \pi t)}{P(\xi)} & =\exp \left(\ln \int_{\Omega} \phi u_{i}(x, t) d x-\ln \int_{\Omega} \phi u_{i}(x, 0) d x\right) \\
& =\exp \left(\int_{0}^{t} \frac{\int_{\Omega} \phi u_{i, t}(x, \tau) d x}{\int_{\Omega} \phi u_{i}(x, \tau) d x} d \tau\right) \tag{3.7}
\end{align*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)$ is the solution of (1.1) with $u(x, 0)=\xi$ and $u_{i, t}$ is the partial derivative of $u_{i}$ with respect to $t$. Since by (1.1) and (3.4),

$$
\begin{align*}
\int_{\Omega} \phi u_{i, t} d x & =\int_{\Omega} \phi\left(L_{i} u_{i}+u_{i} f_{i}(u)\right) d x \\
& =\int_{\Omega} \phi u_{i}\left(g(x)+f_{i}(u(x, t))\right) d x  \tag{3.8}\\
& \geq c_{0} \int_{\Omega} \phi u_{i} d x
\end{align*}
$$

where $c_{0}=\inf _{x \in \Omega}\left\{g(x)+f_{i}(u(x, t))\right\}$, it follows from the definition of $Q(x, t)$ in (3.1) that $Q(\xi, t) \geq \exp \left(c_{0}\right)>0$ for all $\xi \in X$ and $t>0$. This shows that $P$ is a local average Liapunov function for $\pi$ with respect to $S_{i}$. It is clear that for any constant $\alpha>0$, the function $P^{\alpha}$ is also a local average Liapunov function with respect to $S_{i}$. Using this construction and Theorem 3.1 we obtain the following result.

THEOREM 3.3. Let $M \subset S_{i}$ be an isolated invariant set of $\pi$. Suppose the semiflow defined by (1.1) satisfies the condition (A)(ii), and suppose that there exists a function $\phi>0$ that satisfies the relation in (3.5) for some function $g$ such that $g(x)>-f_{i}(\xi)$ for all $\xi \in M$ and $x \in \bar{\Omega}$. Then $W^{s}(M) \cap\left(X \backslash S_{i}\right)=\emptyset$.

Proof. Let $P$ be defined by (3.6). As it is shown above, $P$ is a local average Liapunov function of $\pi$ with respect to $S_{i}$. Let $Q$ be the corresponding semicontinuous function defined by (3.1). Then by (3.5) and (3.7),

$$
Q(\xi, t)=\liminf _{\eta \in X \backslash S_{i} ; \eta \rightarrow \xi} P(\eta \pi t) / P(\eta) \geq e^{c_{0} t} \quad \text { for } \xi \in M, t>0
$$

where $c_{0}=\inf _{x \in \Omega, \xi \in M}\left\{g(x)+f_{i}(\xi)\right\}$. Since by the assumption of the theorem $c_{0}>0$, it follows that $Q(\xi, t)>1$. The conclusion of the theorem now follows from Theorem 3.1.

Remark. Since by the Fredholm alternative and the Krein-Rutman theorem problem (3.5) has a positive solution if and only if the problem

$$
\begin{equation*}
L_{i} \psi=g(x) \psi \quad(x \in \Omega), \quad B_{i} \psi=0 \quad(x \in \partial \Omega) \tag{3.9}
\end{equation*}
$$

has a positive solution, the conclusion of Theorem 3.3 is valid if equation (3.5) is replaced by (3.9).

In the case when $M \equiv\left\{u^{0}\right\} \subset S_{i}$ is a singleton, the attractivity of $u^{0}$ to $X \backslash S$ is described by the eigenvalue problem:

$$
\begin{equation*}
L_{i} \psi+f_{i}\left(u^{0}\right) \psi=\lambda \psi \quad(x \in \Omega), \quad B_{i} \psi=0 \quad(x \in \partial \Omega) \tag{3.10}
\end{equation*}
$$

As a special case of Theorem 3.3, we have the following result.
Corollary 3.4. Let $u^{0} \in S$ be an isolated equilibrium of $\pi$ which also constitutes an isolated invariant set of $\pi$ in $X$. Then $W^{s}\left(u^{0}\right) \cap(X \backslash S)=\emptyset$ if problem (3.10) has a positive eigenvalue for some $i \in\{1, \ldots, N\}$ such that $u^{0} \in S_{i}$.

Proof. Suppose problem (3.10) has a positive solution $\psi$ for some $\lambda>0$. Then the function $g(x)$ in (3.9) satisfies

$$
g(x)=-f\left(u^{0}\right)+\lambda>-f\left(u^{0}\right)
$$

Hence by Theorem 3.3, the conclusion follows.
More complicated average Liapunov functions can be constructed as follows. Suppose $P_{1}$ and $P_{2}$ are two functions defined by

$$
\begin{equation*}
P_{1}(\xi)=\int_{\Omega} \xi_{i_{1}} \phi_{1} d x, \quad P_{2}(\xi)=\int_{\Omega} \xi_{i_{2}} \phi_{2} d x \tag{3.11}
\end{equation*}
$$

where $i_{1}, i_{2} \in\{1, \ldots, n\}$ and $\phi_{1}, \phi_{2}$ satisfy the relation

$$
\begin{array}{llll}
L_{i_{1}}^{*} \phi_{1}=g_{1}(x) \phi_{1} & (x \in \Omega), & B_{i_{1}}^{*} \phi_{1}=0 & (x \in \partial \Omega) \\
L_{i_{2}}^{*} \phi_{2}=g_{2}(x) \phi_{2} & (x \in \Omega), & B_{i_{2}}^{*} \phi_{2}=0 & (x \in \partial \Omega),
\end{array}
$$

for some functions $g_{1}$ and $g_{2}$.
THEOREM 3.5. Let $P_{1}$ and $P_{2}$ be defined by (3.11) and let $\alpha_{1}, \alpha_{2}, \delta_{1}, \delta_{2}$ be positive constants. Then (i) the function $P_{1}^{\alpha_{1}} P_{2}^{\alpha_{2}}$ is a local average Liapunov function of $\pi$ with respect to $S_{i_{1}} \cup S_{i_{2}}$, and (ii) the function $\delta_{1} P_{1}^{\alpha_{1}}+\delta_{2} P_{2}^{\alpha_{2}}$ is a local average Liapunov function of $\pi$ with respect to $S_{i_{1}} \cap S_{i_{2}}$.

Proof. (i) Let $P=P_{1}^{\alpha_{1}} P_{2}^{\alpha_{2}}$. Then clearly, $P(\xi)>0$ for $\xi \notin S_{i_{1}} \cup S_{i_{2}}$. Let $Q$ be the semicontinuous functions defined by (3.1) and let $Q_{1}$ and $Q_{2}$ be defined similarly with $P$ replaced by $P_{1}$ and $P_{2}$, respectively. Then by taking limit-infimum, $Q \geq Q_{1}^{\alpha_{1}} Q_{2}^{\alpha_{2}}$. Since $Q_{1}(\xi, t)>0$ and $Q_{2}(\xi, t)>0$ for all $\xi \in K$ and $t>0$, the same is true for $Q$. This proves that $P$ is a local average Liapunov function with respect to $S_{i_{1}} \cup S_{i_{2}}$.
(ii) Let $P=\delta_{1} P_{1}^{\alpha_{1}}+\delta_{2} P_{2}^{\alpha_{2}}$ and let $\xi \in K \backslash\left(S_{i_{1}} \cap S_{i_{2}}\right)$. Suppose $u(t)=\xi \pi t$ for $t \geq 0$. Then, by computation,

$$
\begin{aligned}
P(\xi \pi t) / P(\xi) & =\exp (\ln (P(\xi \pi t))-\ln (P(\xi)))=\exp (\ln (P(u(t))-\ln (P(u(0))))) \\
& =\exp \left(\int_{0}^{t} \dot{P}(u(\tau)) / P(u(\tau)) d \tau\right)
\end{aligned}
$$

where $\dot{P}$ is the derivative of $P(u(t))$ with respect to $t$ along the trajectory. Using the definition of $P_{1}$ and $P_{2}$ in (3.11), we compute

$$
\begin{aligned}
\dot{P}(u(t))= & \delta_{1} \alpha_{1} \int_{\Omega} \phi_{1} u_{i_{1}, t} d x\left(\int_{\Omega} \phi_{1} u_{i_{1}} d x\right)^{\alpha_{1}-1} \\
& +\delta_{2} \alpha_{2} \int_{\Omega} \phi_{2} u_{i_{2}, t} d x\left(\int_{\Omega} \phi_{2} u_{i_{2}} d x\right)^{\alpha_{2}-1}
\end{aligned}
$$

where $u_{i_{1}, t}$ and $u_{i_{2}, t}$ are the respective partial derivatives of $u_{i_{1}}$ and $u_{i_{2}}$ with respect to $t$. Following the derivation in (3.8), we have

$$
\int_{\Omega} \phi_{k} u_{i_{k}, t} d x \geq c_{k} \int_{\Omega} \phi_{k} u_{i_{k}} d x
$$

with the constants

$$
c_{k}=\inf _{x \in \Omega}\left\{g_{k}(x)+f_{i_{k}}(u(x, t))\right\}, \quad k=1,2
$$

Thus, by letting $c_{0}=\min \left\{\alpha_{1} c_{1}, \alpha_{2} c_{2}\right\}$, it follows that

$$
\dot{P}(u(t)) \geq \delta_{1} \alpha_{1} c_{1}\left(\int_{\Omega} \phi_{1} u_{i_{1}} d x\right)^{\alpha_{1}}+\delta_{2} \alpha_{2} c_{2}\left(\int_{\Omega} \phi_{2} u_{i_{2}} d x\right)^{\alpha_{2}} \geq c_{0} P(u(t)) .
$$

Hence by dividing $P(u(t))$ and taking limit-infimum, we arrive at

$$
Q(\xi, t) \geq e^{c_{0} t}>0 \quad \text { for all } t>0
$$

This proves the part (ii) of the theorem.
In the case where $I_{\omega}(S)$, the closure of the set $\cup_{x \in S} \omega(x)$ is a finite set, we give a condition for the system to be persistent. It is clear that in this case, each member $u^{j}$ of $I_{\omega}(S)$ is an equilibrium of the system, and there is $i \in\{1, \ldots, N\}$ such that $u^{j} \in S_{i}$. An equilibrium $u^{i}$ is said to be chained to another equilibrium $u^{j}$ if there exists a connecting orbit from $u^{i}$ to $u^{j}$. A finite sequence $u^{i_{1}}, \ldots, u^{i_{k}}$ is called a cycle if $u^{i_{1}}=u^{i_{k}}$ and $u^{i_{j}}$ is chained to $u^{i_{j+1}}$ for $j=1, \ldots, k$. We show that the system is uniformly persistent if the following conditions are satisfied:
(C) (i) The set $I_{\omega}(S)=\left\{u^{j}\right\}$ contains no cycle.
(ii) At each equilibrium $u^{j}$, there is $i \in\{1, \ldots, N\}$ such that $u^{j} \in S_{i}$ and problem (3.10) has a positive eigenvalue.
THEOREM 3.6. Suppose the system (1.1) satisfies conditions (A) and (B) and suppose that $I_{\omega}(S)=\left\{u^{j}\right\}$ is a finite set which satisfies condition (C). Then the system defined by (1.1) is uniformly persistent.

Proof. Since $I_{\omega}(S)$ is a finite set and contains no cycle, its members constitute a Morse decomposition $D$ for the invariant set $I(S)$. Rearranging the subscripts if
necessary, we may assume that $D=\left\{M_{1}, \ldots, M_{n}\right\}$ with $M_{j}=\left\{u^{j}\right\}$ for $j=1, \ldots, n$. In view of Theorem 2.3, the semiflow $\pi$ is uniformly persistent with respect to $S$ if $W^{s}\left(u^{j}\right) \cap(X \backslash S)=\emptyset$ for each $j \in\{1, \ldots, n\}$. This condition is ensured by the assumption (C)(ii) and Corollary 3.4.

Finally, we comment that for the semiflow generated by the parabolic system (1.1), the condition (A) is the consequence of the following conditions:
(D) (i) Uniform boundedness. Given $\alpha>0$, there exists a constant $B(\alpha)$ such that $\left\|u^{0}\right\|_{\infty} \leq \alpha$ implies that the solution $u(x, t)$ of (1.1) satisfies $\|u(\cdot, t)\|_{\infty}<B(\alpha)$ for all $t>0$.
(ii) Dissipativity in $L^{\infty}$. There exists a positive constant $\gamma$ such that for each $u^{0} \in X$, there is a $t_{0}>0$ such that

$$
\|u(\cdot, t)\|_{\infty} \leq \gamma \quad \text { for all } t \geq t_{0}
$$

Here $\|\cdot\|_{\infty}$ is the $L^{\infty}$ norm. This result is essentially Theorem 3.3 in Cantrell, Cosner, and Hutson, [6], although in [6] the differential operators $L_{i}$ are restricted to the type $\mu_{i} \Delta$, where $\mu_{i}$ are positive constants and $\Delta$ is the Laplacian, and the boundary conditions are either the homogeneous Dirichlet type or the homogeneous Neumann type. The proof is valid for the more general (1.1). Furthermore, condition (D) can often be deduced by the comparison principle and the method of upper and lower solutions, as the example in the next section shows.
4. A food chain model. In this final section, we discuss a Lotka-Volterra food chain model of three species as an illustration of the results obtained in the previous sections. For the sake of simplicity, we assume that the diffusion coefficients for all three species are identical and the interacting mechanisms are also identical. The analysis for the general case is similar, but lengthy. Our model has the form

$$
\begin{array}{cc}
\partial u_{1} / \partial t-d \Delta u_{1}=u_{1}\left(a-u_{1}-b u_{2}+c u_{3}\right) & \\
\partial u_{2} / \partial t-d \Delta u_{2}=u_{2}\left(a+c u_{1}-u_{2}-b u_{3}\right) & (x \in \Omega), \\
\partial u_{3} / \partial t-d \Delta u_{3}=u_{3}\left(a-b u_{1}+c u_{2}-u_{3}\right) &  \tag{4.1}\\
B u_{1}=B u_{2}=B u_{3}=0 & (x \in \partial \Omega),
\end{array}
$$

where $a, b, c$ and $d$ are positive constants, $\Omega \subset \mathbb{R}^{n}$ is a bounded domain with a smooth boundary $\partial \Omega \in C^{1+\alpha}$ for some $\alpha>0$, and

$$
B=\delta \frac{\partial}{\partial \nu}+\beta(x)
$$

where $\delta$ is either 0 or $1, \beta \in C^{1+\delta}(\partial \Omega)$ is a nonnegative function such that $\beta \equiv 1$ if $\delta=0$, and $\nu$ is the outward normal vector on $\partial \Omega$. We consider two cases. In the first case, the system has semitrivial solutions with two positive components. Hence, when one species is absent, the other two may coexist. In the second case, the system has no semitrivial solution with two positive components. Thus if one species is absent, one of the others cannot survive. We will see that in this case, the three semitrivial solutions (each has only one positive component) form a cycle. For each case, we use local average Liapunov functions to obtain conditions for the system to be persistent.

Our basic assumption for this section is

$$
\begin{equation*}
a>\lambda_{0}, \quad 0<c<1, \tag{4.2}
\end{equation*}
$$

where $\lambda_{0}$ is the principal eigenvalue of the problem

$$
-d \Delta \psi=\lambda \psi \quad(x \in \Omega), \quad B \psi=0 \quad(x \in \partial \Omega)
$$

The next lemma gives the compactness and dissipativity of the semiflow.
Lemma 4.1. Suppose $a, c$, and $d$ are positive constants, $b$ is a nonnegative constant, and $c<1$. Then the semiflow $\pi$ generated by the system (4.1) satisfies condition (A).

Proof. In view of the remark at the end of the preceding section, it suffices to verify condition (D). Let $\alpha$ be a positive constant, and let $u(x, t)$ be a solution of (4.1) with $\left\|u^{0}\right\|_{\infty} \leq \alpha$. We choose the constant $M=\max \{\alpha, a /(1-c)\}$ and let $\mathbf{y} \equiv\left(y_{1}, y_{2}, y_{3}\right)$ be the solution of the system

$$
\begin{align*}
& y_{1}^{\prime}=y_{1}\left(a-y_{1}+c y_{3}\right) \\
& y_{2}^{\prime}=y_{2}\left(a+c y_{1}-y_{2}\right)  \tag{4.3}\\
& y_{3}^{\prime}=y_{3}\left(a+c y_{2}-y_{3}\right) \\
& y_{1}(0)=y_{2}(0)=y_{3}(0)=M
\end{align*}
$$

It is easy to see that the functions $\mathbf{y}$ and $\mathbf{0} \equiv(0,0,0)$ form a pair of ordered upper and lower solutions for the problem (4.1) (cf. [16, Chapter 8]). Hence

$$
\begin{equation*}
0 \leq u_{i}(x, t) \leq y_{i}(t) \quad \text { for }(x, t) \in \Omega \times(0, \infty), i=1,2,3 \tag{4.4}
\end{equation*}
$$

On the other hand, due to the symmetry of (4.3), $y_{1}, y_{2}, y_{3}$ are identical and they solve the scalar problem

$$
y^{\prime}=y(a-(1-c) y), \quad y(0)=M
$$

Since by assumption $c<1$ and $M \geq a /(1-c)$, it follows that $y_{i}$ 's are monotone nonincreasing in $t$ and have the limit $a /(1-c)$. Thus by $(4.4),\|u(\cdot, t)\|_{\infty} \leq M$ for all $t>0$, and

$$
\limsup _{t \rightarrow \infty}\|u(\cdot, t)\|_{\infty} \leq a /(1-c)
$$

This proves the fulfillment of condition (D), and hence (A).
We next identify the equilibria on the boundary of the positive cone. The system clearly has a trivial solution $\mathbf{0}$. A spectral analysis shows that it is unstable. Since by assumption $a>\lambda_{0}$, it is well known (cf. [2]) that the problem

$$
\begin{equation*}
-d \Delta \phi=\phi(a-\phi) \quad(x \in \Omega), \quad B \phi=0 \quad(x \in \partial \Omega) \tag{4.5}
\end{equation*}
$$

has a unique positive solution $\phi$. Hence problem (4.1) has three semitrivial solutions $\Phi_{1} \equiv(\phi, 0,0), \Phi_{2} \equiv(0, \phi, 0)$, and $\Phi_{3} \equiv(0,0, \phi)$. A spectral analysis shows that all are unstable. To determine the existence of a semitrivial solution with two positive components, we consider the two-component system

$$
\begin{array}{cc}
\partial u / \partial t-d \Delta u=u(a-u-b v) & (x \in \Omega)  \tag{4.6}\\
\partial v / \partial t-d \Delta v=v(a+c u-v) & \\
B u=B v=0 & (x \in \partial \Omega)
\end{array}
$$

Let $\lambda_{0}(p)$ denote the principal eigenvalue of the problem

$$
\begin{equation*}
-d \Delta \psi+p \psi=\lambda \psi \quad(x \in \Omega), \quad B \psi=0 \quad(x \in \partial \Omega) \tag{4.7}
\end{equation*}
$$

where $p$ is a continuous function. It is easy to see that whenever problem (4.6) has a positive steady-state solution $\left(u_{s}, v_{s}\right)$, then $a>\lambda_{0}\left(b v_{s}\right)$ (see [2]). Since the principal eigenvalue $\lambda_{0}(p)$ is monotone increasing in $p$ (which can be easily seen from the variational formulation of the principal eigenvalue), it follows that a necessary condition for the existence of a positive solution is $a>\lambda_{0}(0) \equiv \lambda_{0}$. The next lemma shows that another necessary condition is $b \leq 1$.

Lemma 4.2. Suppose $a>\lambda_{0}$ and $b>1$. Then
(i) every solution $(u, v)$ with $u(x, 0) \geq 0, u(x, 0) \not \equiv 0$, and $v(x, 0) \equiv 0$ converges to $(\phi, 0)$ as $t \rightarrow \infty$;
(ii) every solution $(u, v)$ with $u(x, 0) \geq 0, v(x, 0) \geq 0$, and $v(x, 0) \not \equiv 0$ converges to $(0, \phi)$ as $t \rightarrow \infty$.
In each case, the convergence is uniform for $x \in \bar{\Omega}$.
Proof. Consider the scalar problem

$$
\begin{equation*}
\partial z / \partial t-d \Delta z=z(a-p-z) \quad(x \in \Omega), \quad B z=0 \quad(x \in \partial \Omega) \tag{4.8}
\end{equation*}
$$

where $p$ is a smooth function. It is well known that if $a \leq \lambda_{0}(p)$, then all nonnegative solutions converge uniformly to 0 , and if $a>\lambda_{0}(p)$, then each solution $z(x, t)$ with $z(x, 0) \geq 0, z(x, 0) \not \equiv 0$ converges uniformly to the unique positive steady-state solution $z_{s}$ (cf. e.g., [16, Chapter 8]). Part (i) of the lemma is a consequence of this result with $p=0$ and $z_{s}=\phi$. We prove part (ii) of the lemma as follows.

We first show that the steady-state solution $(0, \phi)$ of (4.6) is asymptotically stable. The eigenvalue problem with respect to $(0, \phi)$ is

$$
\begin{align*}
d \Delta \xi+(a-b \phi) \xi=\lambda \xi & (x \in \Omega) \\
d \Delta \eta+c \phi \xi+(a-2 \phi) \eta=\lambda \eta &  \tag{4.9}\\
B \xi=B \eta=0 & (x \in \partial \Omega)
\end{align*}
$$

Since $\phi$ is a positive solution of (4.7) with $\lambda=a$ and $p=\phi$, it follows that $a=\lambda_{0}(\phi)$. Thus by the monotonicity of $\lambda_{0}(\cdot)$ and the assumption $b>1$, we have $a<\lambda_{0}(b \phi)$ and $a<\lambda_{0}(2 \phi)$. This implies that the first equation has a nontrivial solution only for some $\lambda<0$, and so does the second equation with $\xi=0$ to have a nontrivial solution. Hence all the eigenvalues of (4.9) are negative, which implies that $(0, \phi)$ is asymptotically stable.

Let $\omega_{0}$ be the $\omega$-limit set of the trajectory starting with $(u(\cdot, 0), v(\cdot, 0))$. It is well known for the Lotka-Volterra system (4.6) that any trajectory with a nonnegative initial condition has a connected, compact $\omega$-limit set in the positive cone of the Banach space $X^{2}$, where $X=C_{0}(\Omega)$ if $B$ is of Dirichlet type and $X=C^{1}(\bar{\Omega})$ if $B$ is of Neumann or Robin type. To show that the solution $(u(\cdot, t), v(\cdot, t))$ converges to $(0, \phi)$, it suffices to show that $(0, \phi) \in \omega_{0}$. Because this would ensure that the trajectory will enter any small neighborhood of $(0, \phi)$ in finite time. Thus by the asymptotic stability, the trajectory must be attracted to $(0, \phi)$.

We first show that for each $\left(u^{*}, v^{*}\right) \in \omega_{0}$ the inequalities

$$
\begin{equation*}
u^{*}(x) \leq \phi(x), \quad v^{*}(x) \geq \phi(x) \quad(x \in \Omega) \tag{4.10}
\end{equation*}
$$

hold. To see this, let $\tilde{u}(x, t)$ and $\hat{v}(x, t)$ be solutions of (4.8) with $p=0$ such that $\tilde{u}(x, 0)=u(x, 0)$ and $\hat{v}(x, 0)=v(x, 0)$. Then since $u$ and $v$ are nonnegative, it follows from the comparison principle (cf. e.g., [16, Theorem 2.3 of Chapter 4]) that $u(x, t) \leq \tilde{u}(x, t)$ and $v(x, t) \geq \hat{v}(x, t)$ for all $x \in \Omega, t>0$. Since by the assumption
of the lemma $\lambda_{0}(0)<a<\lambda_{0}(b \phi)$ and $v(x, 0) \not \equiv 0$, we have $\lim _{t \rightarrow \infty} \tilde{u}(\cdot, t) \leq \phi$, and $\lim _{t \rightarrow \infty} \hat{v}(\cdot, t)=\phi$ uniformly in $\bar{\Omega}$. This proves (4.10).

Next, we let $\left(u^{*}(x, t), v^{*}(x, t)\right)$ be a solution of $(4.6)$ with $\left(u^{*}(\cdot, 0), v^{*}(\cdot, 0)\right) \in \omega_{0}$ and show that $\left(u^{*}(\cdot, t), v^{*}(\cdot, t)\right) \rightarrow(0, \phi)$ as $t \rightarrow \infty$. Once this is shown, then by the invariance of $\omega$-limit sets, it is necessary that $(0, \phi) \in \omega_{0}$, which completes the proof of part (ii) of the lemma. Let $\tilde{u}(x, t)$ be a solution of (4.8) with $p=b \phi$ and $\tilde{u}(x, 0)=u^{*}(x, 0)$. Since by invariance $\left(u^{*}(\cdot, t), v^{*}(\cdot, t)\right) \in \omega_{0}$ for all $t>0$, it follows from (4.10) that

$$
\begin{equation*}
u^{*}(x, t) \leq \phi(x), \quad v^{*}(x, t) \geq \phi(x) \quad \text { for all } x \in \Omega, t \geq 0 \tag{4.11}
\end{equation*}
$$

Hence, by the comparison principle, $\tilde{u}(x, t) \geq u^{*}(x, t)$ for all $x \in \Omega$ and $t>0$. Using the relation $a<\lambda_{0}(b \phi)$ we see that $\tilde{u}(\cdot, t) \rightarrow 0$ as $t \rightarrow \infty$, uniformly in $\bar{\Omega}$. Hence $u^{*}(\cdot, t) \rightarrow 0$. To find the limit of $v^{*}(\cdot, t)$, we observe that for any $\epsilon>0$, there is $T>0$ such that $c u^{*}(x, t) \leq \varepsilon$ for all $x \in \Omega$ and $t \geq T$. Let $\hat{v}(x, t)$ be a solution of (4.8) with $p=-\varepsilon$ and $\tilde{v}(x, 0)=v^{*}(x, T)$. Then by the comparison principle, $\tilde{v}(\cdot, t-T) \geq v^{*}(\cdot, t)$ for $t \geq T$. Since by the monotonicity of the principal eigenvalue $\lambda_{0}(\cdot)$,

$$
a>\lambda_{0}(0)>\lambda_{0}(-\varepsilon)
$$

it follows that $\tilde{v}(\cdot, t) \rightarrow \phi_{\varepsilon}$ as $t \rightarrow \infty$, where $\phi_{\varepsilon}$ is the positive solution of problem (4.5) with $a$ replaced by $a+\varepsilon$. This leads to $v^{*}(x, t) \leq \phi_{\varepsilon}(x)$ for $t$ sufficiently large. Moreover, by the continuity of the solution of (4.5) with respect to $a, \phi_{\varepsilon} \rightarrow \phi$ as $\varepsilon \rightarrow 0^{+}$. Hence, we have

$$
\limsup _{t \rightarrow \infty} v^{*}(x, t) \leq \phi(x) \quad \text { for all } x \in \Omega
$$

This, together with (4.11), shows that $v^{*}(\cdot, t) \rightarrow \phi$. The proof is complete.
Remark. It can be shown using the degree theory that a sufficient condition for problem (4.6) to have a positive solution is $a>\lambda_{0}$ and $b<1$.

Case 1: when there exist semitrivial solutions with two positive components. We show below that if $a>\lambda_{0}, c<1$, and $b(1+c)<1$ then the system is persistent. To prove this, we first find a priori bounds for the invariant sets of the system in $S$. This is done by using upper and lower solutions. Let $(\tilde{u}, \tilde{v})$ and $(\hat{u}, \hat{v})$ be smooth functions satisfying the inequalities

$$
\tilde{u} \geq \hat{u} \geq 0, \quad \tilde{v} \geq \hat{v} \geq 0
$$

and

$$
\begin{array}{rll}
-d \Delta \tilde{u} \geq \tilde{u}(a-\tilde{u}-b \hat{v}), & -d \Delta \tilde{v} \geq \tilde{v}(a+c \tilde{u}-\tilde{v}), & (x \in \Omega) \\
-d \Delta \hat{u} \leq \hat{u}(a-\hat{u}-b \tilde{v}), & -d \Delta \hat{v} \leq \hat{v}(a+c \hat{u}-\hat{v}), & (x \in \partial \Omega) \\
B \tilde{u} \geq 0 \geq B \hat{u}, & B \tilde{v} \geq 0 \geq B \hat{v} &
\end{array}
$$

It is well known that any solution $(u, v)$ of (4.6) with the initial condition

$$
\hat{u}(x) \leq u(x, 0) \leq \tilde{u}(x), \quad \hat{v}(x) \leq v(x, 0) \leq \tilde{v}(x) \quad(x \in \Omega)
$$

satisfies

$$
\hat{u}(x) \leq u(x, t) \leq \tilde{u}(x), \quad \hat{v}(x) \leq v(x, t) \leq \tilde{v}(x) \quad(x \in \Omega, t>0)
$$

Furthermore, there exist functions $(\bar{u}, \bar{v})$ and $(\underline{u}, \underline{v})$ satisfying the relations

$$
\hat{u} \leq \underline{u} \leq \bar{u} \leq \tilde{u}, \quad \hat{v} \leq \underline{v} \leq \bar{v} \leq \tilde{v} \quad \text { in } \Omega
$$

such that

$$
\begin{aligned}
& \underline{u}(x) \leq \liminf _{t \rightarrow \infty} u(x, t) \leq \lim \sup _{t \rightarrow \infty} u(x, t) \leq \bar{u}(x) \\
& \underline{v}(x) \leq \lim \inf _{t \rightarrow \infty} v(x, t) \leq \lim \sup _{t \rightarrow \infty} v(x, t) \leq \bar{v}(x)
\end{aligned}
$$

In fact, $(\bar{u}, \bar{v})$ and $(\underline{u}, \underline{v})$ form a "quasi-solution" of problem (4.6) in the sense that they satisfy

$$
\begin{array}{rll}
-d \Delta \bar{u}=\bar{u}(a-\bar{u}-b \underline{v}), & -d \Delta \bar{v}=\bar{v}(a+c \bar{u}-\bar{v}), & (x \in \Omega)  \tag{4.12}\\
-d \Delta \underline{u}=\underline{u}(a-\underline{u}-b \bar{v}), & -d \Delta \underline{v}=\underline{v}(a+c \underline{u}-\underline{v}), & \\
B \bar{u}=B \underline{u}=0, & B \bar{v}=B \underline{v}=0 & (x \in \partial \Omega)
\end{array}
$$

(see Theorem 4.2 of Chapter 8 in [16]). The next lemma gives upper and lower bounds of these functions.

LEmmA 4.3. Suppose $a>\lambda_{0}, b(1+c)<1, \hat{u} \not \equiv 0$, and $\hat{v} \not \equiv 0$. Then the inequalities

$$
(1-b-b c) \phi \leq \underline{u} \leq \bar{u} \leq \phi, \quad \phi \leq \underline{v} \leq \bar{v} \leq(1+c) \phi
$$

hold for $x \in \Omega$.
Proof. Since by assumption $\hat{u}$ and $\hat{v}$ are nonnegative functions and none of them is identically zero, it follows from the maximum principle that $\underline{u}$ and $\underline{v}$ are both positive functions in $\Omega$. Using the comparison principle to equations (4.5) and (4.12), we see that $\underline{v} \geq \phi$ and $\bar{u} \leq \phi$. On the other hand, since the function $\xi=(1+\mu) \phi$ satisfies

$$
\begin{aligned}
-d \Delta \xi & =\xi(a+\mu \phi-\xi) & & (x \in \Omega) \\
B \xi & =0 & & (x \in \partial \Omega)
\end{aligned}
$$

for any $\mu \in \mathbb{R}$, it follows again from the comparison principle that $\bar{v} \leq(1+c) \phi$. Finally, since $\underline{u}>0$ in $\Omega$, by comparing the above equation with (4.12), we have $\underline{u} \geq(1-b(1+c)) \phi$. This proves the lemma.

Lemma 4.3 and Theorems 2.4 and 3.3 lead to the following persistence result.
THEOREM 4.4. Suppose $a>\lambda_{0}, c<1$, and $b(1+c)<1$. Then system (4.1) is uniformly persistent.

Proof. Let $M_{1}$ be the maximal invariant set of the semiflow $\pi$ in the region

$$
\left\{u_{1}=0,(1-b-b c) \phi \leq u_{2} \leq \phi, \phi \leq u_{3} \leq(1+c) \phi\right\} \subset S_{1}
$$

We show that $W^{s}\left(M_{1}\right) \cap(X \backslash S)=\emptyset$. First observe that by assumption, $1-b-b c>0$; we have $M_{1} \cap\left(S_{2} \cup S_{3}\right)=\emptyset$. Thus the relation is equivalent to $W^{s}\left(M_{1}\right) \cap\left(X \backslash S_{1}\right)=\emptyset$. In view of Theorem 3.3, we need only to find a function $g(x)$ with the property that (1) $g(x)>-a+b u_{2}-c u_{3}$ in $\Omega$ for all $u_{2}$ and $u_{3}$ such that $\left(0, u_{2}, u_{3}\right) \in M_{1}$, and (2) the problem

$$
d \Delta \psi=g(x) \psi \quad(x \in \Omega), \quad B \psi=0 \quad(x \in \partial \Omega)
$$

has a positive solution $\psi$. We choose $g$ as follows. Since by assumption $b(1+c)<1$, it follows that $b<1<1+c$. Hence by the monotonicity of $\lambda_{0}(\cdot)$,

$$
a=\lambda_{0}(\phi)>\lambda_{0}((b-c) \phi) .
$$

This ensures that for some sufficiently small $\epsilon$, there is a positive solution $\psi$ to the scalar problem

$$
-d \Delta \psi=\psi(a-\varepsilon-(b-c) \phi-\psi) \quad(x \in \Omega), \quad B \psi=0 \quad(x \in \partial \Omega)
$$

Choose $g=-a+\epsilon+(b-c) \phi+\psi$. Then

$$
g(x)>-a+b u_{2}-c u_{3} \quad \text { if } u_{2} \leq \phi \text { and } u_{3} \geq \phi
$$

In particular, this holds if $\left(0, u_{2}, u_{3}\right) \in M_{1}$. The assertion $W^{s}\left(M_{1}\right) \cap(X \backslash S)=\emptyset$ thus follows from Theorem 3.3.

Define $M_{2} \subset S_{2}$ and $M_{3} \subset S_{3}$ analogously as the maximal invariant sets in the subregions

$$
\left\{\phi \leq u_{1} \leq(1+c) \phi, u_{2}=0,(1-b-b c) \phi \leq u_{3} \leq \phi\right\}
$$

and

$$
\left\{(1-b-b c) \phi \leq u_{1} \leq \phi, \phi \leq u_{2} \leq(1+c) \phi, u_{3}=0\right\}
$$

respectively. Then a similar proof shows that $W^{s}\left(M_{i}\right) \cap(X \backslash S)=\emptyset$ for $i=1,2$.
To show that the system (4.1) is persistent, we observe that the invariant set $I(S)$ has the Morse decomposition $\left\{M_{1}, M_{2}, M_{3}, \Phi_{1}, \Phi_{2}, \Phi_{3}, \mathbf{0}\right\}$. In view of Theorem 2.4, we need only show that each Morse set does not attract trajectories from $X \backslash S$. This has been done for $M_{i}(i=1,2,3)$ in the preceding paragraphs. To see that the same is true for $\Phi_{i}$ and $\mathbf{0}$, we use Corollary 3.4. Consider $\Phi_{1}$. It is clear that $\Phi_{1} \in S_{3}$ and the eigenvalue problem (3.10) with $i=3$ has the form

$$
d \Delta \psi+(a-b \phi) \psi=\lambda \psi \quad(x \in \Omega), \quad B \psi=0 \quad(x \in \partial \Omega)
$$

This problem has a positive solution if and only if $a-\lambda=\lambda_{0}(b \phi)$. Since $b<1$, it follows that $a=\lambda_{0}(\phi)>\lambda_{0}(b \phi)$. Hence $\lambda>0$, and by Corollary 3.4, $W^{s}\left(\Phi_{1}\right) \cap(X \backslash S)=\emptyset$. A similar argument gives the property for $\Phi_{2}$ and $\Phi_{3}$.

Finally, since $\mathbf{0} \in S_{1}$, its corresponding eigenvalue problem has the form

$$
d \Delta \psi+a \psi=\lambda \psi \quad(x \in \Omega), \quad B \psi=0 \quad(x \in \partial \Omega)
$$

Since by assumption $a>\lambda_{0}$, it certainly has a positive eigenvalue. Hence $W^{s}(\mathbf{0}) \cap$ $(X \backslash S)=\emptyset$. This completes the proof.

Case 2: when there exists no semitrivial solution with two positive components. Suppose $a>\lambda_{0}$ and $b>1$. In view of Lemma 4.2, the system has no semitrivial solution with two positive components. The phase portrait of the semiflow in $S$ is described in Figure 1. As can be seen, the maximal invariant set $I(S)$ has the Morse decomposition $\left\{M_{1}, M_{2}\right\}$, where $M_{1}$ consists of semitrivial solutions $\Phi_{1}, \Phi_{2}, \Phi_{3}$, and the connecting orbits, and $M_{2}$ consists of the trivial solution $\mathbf{0}$. (Since each $\Phi_{i}$ has a one-dimensional unstable manifold as can be verified by examining the corresponding eigenvalue problem, the connecting orbit between each pair of semitrivial solutions is a one-dimensional manifold.) It is clear that $M_{1}$ is a chain-recurrent set in $S$. We consider the conditions for $W^{s}\left(M_{i}\right) \cap(X \backslash S)=\emptyset$ for $i=1,2$.

First consider $M_{2}=\{\mathbf{0}\}$, which is a singleton. By Corollary 3.4, $W^{s}\left(M_{2}\right) \cap(X \backslash$ $S)=\emptyset$ if for some $i \in\{1,2,3\}$, the problem

$$
d \Delta \psi+a \psi=\lambda \psi \quad(x \in \Omega), \quad B \psi=0 \quad(x \in \partial \Omega)
$$

has a positive eigenvalue. This is ensured by the assumption $a>\lambda_{0}$.


Fig. 1. The boundary flow with a cycle.
To obtain conditions for $W^{s}\left(M_{1}\right) \cap(X \backslash S)=\emptyset$, we construct the function $P$ as follows. Let $\lambda^{*}$ be the principal eigenvalue of the problem

$$
\begin{equation*}
d \Delta \varphi+(a+c \phi) \varphi=\lambda \varphi \quad(x \in \Omega), \quad B \varphi=0 \quad(x \in \partial \Omega) \tag{4.13}
\end{equation*}
$$

Since by assumption and the monotonicity of principal eigenvalue,

$$
a>\lambda_{0}(0)>\lambda_{0}(-c \phi)
$$

it follows that $\lambda^{*}>0$. Choose a positive eigenfunction $\varphi$ and define

$$
P(u) \equiv \prod_{i=1}^{3} \int_{\Omega} \varphi u_{i} d x
$$

In view of Theorem 3.5, $P$ is a local average Liapunov function with respect to $S$. A direct computation shows that

$$
\begin{equation*}
\frac{P(\eta \pi t)}{P(\eta)}=\exp \left[\int_{0}^{t} \sum_{i=1}^{3} \frac{\int_{\Omega} \varphi u_{i, t}(x, \tau) d x}{\int_{\Omega} \varphi u_{i}(x, \tau) d x} d \tau\right] \quad \text { for } \eta \in X \backslash S \tag{4.14}
\end{equation*}
$$

where $u(\cdot, t) \equiv\left(u_{1}(\cdot, t), u_{2}(\cdot, t), u_{3}(\cdot, t)\right)=\eta \pi t$ and $u_{i, t}=\partial u_{i} / \partial t$. Since $M_{1}$ has the $\omega$ limit set $M_{1, \omega}=\left\{\Phi_{1}, \Phi_{2}, \Phi_{3}\right\}$, it follows from Theorem 3.2 that $W^{s}\left(M_{1}\right) \cap(X \backslash S)=\emptyset$ provided that for each $j=1,2,3$ there is a $t=t(j)>0$ such that

$$
\begin{equation*}
Q\left(\Phi_{j}, t\right)=\liminf _{\eta \in X \backslash S, \eta \rightarrow \Phi_{j}} \frac{P(\eta \pi t)}{P(\eta)}>1 \tag{4.15}
\end{equation*}
$$

Once this holds, Theorem 2.4 ensures that the system is uniformly persistent. Such condition is given in the following theorem.

THEOREM 4.5. Suppose $a>\lambda_{0}, c<1, b>1$, and

$$
\begin{equation*}
2 \lambda^{*}>(b+c)\|\phi\|_{C(\bar{\Omega})} \tag{4.16}
\end{equation*}
$$

Then the system (4.1) is uniformly persistent.
Proof. It suffices to show that for each $j=1,2,3$, there is $t=t(j)>0$ such that (4.15) holds. We only prove the assertion for $j=1$. The proof for other values of $j$ is similar. From equations (4.1) and (4.13) we see with the Green's identity that

$$
\begin{equation*}
\int_{\Omega} \varphi u_{1, t}(x, \tau) d x=\int_{\Omega} \varphi u_{1}\left(\lambda^{*}-u_{1}-b u_{2}-c\left(\phi-u_{3}\right)\right) d x \tag{4.17}
\end{equation*}
$$

Since by the continuity of the solution of (4.1) with respect to the initial value $\lim _{\eta \rightarrow \Phi_{1}} u=\Phi_{1}$, it follows that the right side of (4.17) tends to $\int_{\Omega} \varphi \phi\left(\lambda^{*}-(c+1) \phi\right) d x$. Using (4.13) and the Green's identity, we have

$$
\begin{aligned}
\int_{\Omega} \varphi \phi\left(\lambda^{*}-(c+1) \phi\right) d x & =\int_{\Omega}\left(d \phi \Delta \varphi+(a+c \phi) \phi \varphi-(c+1) \phi^{2} \varphi\right) d x \\
& =\int_{\Omega} \varphi\left(d \Delta \phi+a \phi-\phi^{2}\right) d x
\end{aligned}
$$

which is 0 by (4.5). Also using (4.13) and the Green's identity, we derive

$$
\begin{aligned}
\int_{\Omega} \varphi u_{2, t}(x, \tau) d x & =\int_{\Omega} \varphi u_{2}\left(\lambda^{*}-c\left(\phi-u_{1}\right)-u_{2}-b u_{3}\right) d x \\
\int_{\Omega} \varphi u_{3, t}(x, \tau) d x & =\int_{\Omega} \varphi u_{3}\left(\lambda^{*}-b u_{1}-c\left(\phi-u_{2}\right)-u_{3}\right) d x
\end{aligned}
$$

By the continuity of the solution $u$ with respect to the initial value $\eta$, it follows that for any $\varepsilon>0$ there is a constant $T>0$ and a neighborhood $N\left(\Phi_{1}\right)$ such that

$$
\left\|c\left(\phi-u_{1}\right)+u_{2}+b u_{3}\right\|_{C(\bar{\Omega})}<\varepsilon, \quad\left\|b u_{1}+c\left(\phi-u_{2}\right)+u_{3}\right\|_{C(\bar{\Omega})}<\|(b+c) \phi\|_{C(\bar{\Omega})}+\varepsilon
$$

for $0 \leq t \leq T$. Hence in this neighborhood $N\left(\Phi_{1}\right)$,

$$
\begin{aligned}
& \int_{\Omega} \varphi u_{2, t}(x, \tau) d x / \int_{\Omega} \varphi u_{2}(x, \tau) d x \geq \lambda^{*}-\varepsilon \\
& \int_{\Omega} \varphi u_{3, t}(x, \tau) d x / \int_{\Omega} \varphi u_{3}(x, \tau) d x \geq \lambda^{*}-(b+c)\|\phi\|_{C(\bar{\Omega})}-\varepsilon
\end{aligned}
$$

Thus, using the assumption (4.16), we may choose $N\left(\Phi_{1}\right)$ sufficiently small such that

$$
2 \lambda^{*}-(b+c)\|\phi\|_{C(\bar{\Omega})}>2 \varepsilon
$$

This ensures that

$$
\sum_{i=1}^{3} \frac{\int_{\Omega} \varphi u_{i, t}(x, \tau) d x}{\int_{\Omega} \varphi u_{i}(x, \tau) d x}>0 \quad \text { for } \eta \in N\left(\Phi_{1}\right) \text { and } \tau \in(0, T]
$$

Therefore, by (4.14),

$$
\liminf _{\eta \in X \backslash S, \eta \rightarrow \Phi_{1}} \frac{P(\eta \pi t)}{P(\eta)}>1 \quad \text { for } t \in(0, T]
$$

The proof is complete.
Remark. In the case when the boundary operator $B$ is of the Neumann type, we have $\phi=a$ and $\lambda^{*}=a(1+c)$. Hence condition (4.16) is reduced to $b<c+2$.
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# EXPONENTIAL STABILITY OF A THERMOELASTIC SYSTEM WITH FREE BOUNDARY CONDITIONS WITHOUT MECHANICAL DISSIPATION* 
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#### Abstract

We show herein the uniform stability of a thermoelastic plate model with no added dissipative mechanism on the boundary (uniform stability of a thermoelastic plate with added boundary dissipation was shown in [J. Lagnese, Boundary Stabilization of Twin Plates, SIAM Stud. Appl. Math. 10, SIAM, Philadelphia, PA, 1989], as was that of the analytic case-where rotational forces are neglected-in [Z. LiU and S. ZHENG, Quarterly Appl. Math., 55 (1997), pp. 551-564]). The proof is constructive in the sense that we make use of a multiplier with respect to the coupled system involved so as to generate a fortiori the desired estimates; this multiplier is of an operator theoretic nature, as opposed to the more standard differential quantities used for related work. Moreover, the particular choice of our multiplier becomes clear only after recasting the PDE model into an associated abstract evolution equation.
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## 1. Introduction.

1.1. Statement of the problem. Let $\Omega$ be a bounded open subset of $\mathbb{R}^{2}$ with sufficiently smooth boundary $\Gamma=\Gamma_{0} \cup \Gamma_{1}, \Gamma_{0}$ and $\Gamma_{1}$ both nonempty, and $\overline{\Gamma_{0}} \cap \overline{\Gamma_{1}}=$ $\varnothing$. We consider here the following thermoelastic system taken from J. Lagnese's monograph [12]:

$$
\left\{\begin{array}{l}
\left\{\begin{array}{l}
\omega_{t t}-\gamma \Delta \omega_{t t}+\Delta^{2} \omega+\alpha \Delta \theta=0 \\
\beta \theta_{t}-\eta \Delta \theta+\sigma \theta-\alpha \Delta \omega_{t}=0
\end{array} \quad \text { on }(0, \infty) \times \Omega\right.  \tag{1.1}\\
\omega=\frac{\partial \omega}{\partial \nu}=0 \text { on }(0, \infty) \times \Gamma_{0} ; \\
\left\{\begin{array}{l}
\Delta \omega+(1-\mu) B_{1} \omega+\alpha \theta=0 \\
\frac{\partial \Delta \omega}{\partial \nu}+(1-\mu) \frac{\partial B_{2} \omega}{\partial \tau}-\gamma \frac{\partial \omega_{t t}}{\partial \nu}+\alpha \frac{\partial \theta}{\partial \nu}=0
\end{array} \quad \text { on }(0, \infty) \times \Gamma_{1} ;\right. \\
\frac{\partial \theta}{\partial \nu}+\lambda \theta=0 \quad \text { on }(0, \infty) \times \Gamma, \lambda \geq 0 ; \\
\omega(t=0)=\omega^{0}, \omega_{t}(t=0)=\omega^{1}, \theta(t=0)=\theta^{0} \text { on } \Omega .
\end{array}\right.
$$
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Here, $\alpha, \beta$, and $\eta$ are strictly positive constants; positive constant $\gamma$ is proportional to the thickness of the plate and assumed to be small with $0<\gamma \leq M$; the constant $\sigma \geq 0$ and the boundary operators $B_{i}$ are given by

$$
\begin{align*}
B_{1} \omega & \equiv 2 \nu_{1} \nu_{2} \frac{\partial^{2} \omega}{\partial x \partial y}-\nu_{1}^{2} \frac{\partial^{2} \omega}{\partial y^{2}}-\nu_{2}^{2} \frac{\partial^{2} \omega}{\partial x^{2}} \\
B_{2} \omega & \equiv\left(\nu_{1}^{2}-\nu_{2}^{2}\right) \frac{\partial^{2} \omega}{\partial x \partial y}+\nu_{1} \nu_{2}\left(\frac{\partial^{2} \omega}{\partial y^{2}}-\frac{\partial^{2} \omega}{\partial x^{2}}\right) \tag{1.2}
\end{align*}
$$

the constant $\mu$ is the familiar Poisson's ratio $\in\left(0, \frac{1}{2}\right)$, and $\left[\nu_{1}, \nu_{2}\right]$ denotes the outward unit normal to the boundary. The given model mathematically describes a Kirchoff plate, the displacement of which is represented by the function $\omega$ subjected to a thermal damping as quantified by $\theta$. We are concerned here with the uniform stability of solutions $[\omega, \theta]$ to (1.1).
1.2. Preliminaries and abstract formulation. As a departure point for obtaining the proofs of well posedness and of exponential stability, we will consider the system (1.1) as an abstract evolution equation in a certain Hilbert space, for which we introduce the following definitions and notation:

- With $H_{\Gamma_{0}}^{k}(\Omega) \equiv\left\{\omega \in H^{k}(\Omega):\left.\frac{\partial^{j} \omega}{\partial \nu^{j}}\right|_{\Gamma_{0}}=0\right.$ for $\left.j=0, \ldots, k-1\right\}$, we define $\AA \AA: L^{2}(\Omega) \supset D(\AA) \rightarrow L^{2}(\Omega)$ to be $\AA=\Delta^{2}$, with domain

$$
\begin{align*}
D(\AA)= & \left\{\omega \in H^{4}(\Omega) \cap H_{\Gamma_{0}}^{2}(\Omega): \Delta \omega+(1-\mu) B_{1} \omega=0 \text { on } \Gamma_{1}\right. \text { and } \\
& \left.\frac{\partial \Delta \omega}{\partial v}+(1-\mu) \frac{\partial B_{2} \omega}{\partial \tau}=0 \text { on } \Gamma_{1}\right\} \tag{1.3}
\end{align*}
$$

- $\AA$ is then positive definite, self-adjoint, and consequently from [8] we have the characterizations

$$
\begin{align*}
& D\left(\AA^{\frac{1}{4}}\right)=H_{\Gamma_{0}}^{1}(\Omega) \\
& D\left(\AA^{\frac{1}{2}}\right)=H_{\Gamma_{0}}^{2}(\Omega)  \tag{1.4}\\
& D\left(\AA^{\frac{3}{4}}\right)=\left\{\omega \in H^{3}(\Omega) \cap H_{\Gamma_{0}}^{2}(\Omega): \Delta \omega+(1-\mu) B_{1} \omega=0 \text { on } \Gamma_{1}\right\} .
\end{align*}
$$

Moreover, using the Green's formula in [12], we have that for $\omega$, $\widehat{\omega}$ "smooth enough,"

$$
\begin{align*}
\int_{\Omega}\left(\Delta^{2} \omega\right) \widehat{\omega} d \Omega= & a(\omega, \widehat{\omega}) \\
& +\int_{\Gamma}\left[\frac{\partial \Delta \omega}{\partial \nu}+(1-\mu) \frac{\partial B_{2} \omega}{\partial \tau}\right] \widehat{\omega} d \Gamma  \tag{1.5}\\
& -\int_{\Gamma}\left[\Delta \omega+(1-\mu) B_{1} \omega\right] \frac{\partial \widehat{\omega}}{\partial \nu} d \Gamma,
\end{align*}
$$

where $a(\cdot, \cdot)$ is defined by

$$
\begin{equation*}
a(\omega, \widehat{\omega}) \equiv \int_{\Omega}\left[\omega_{x x} \widehat{\omega}_{x x}+\omega_{y y} \widehat{\omega}_{y y}+\mu\left(\omega_{x x} \widehat{\omega}_{y y}+\omega_{y y} \widehat{\omega}_{x x}\right)+2(1-\mu) \omega_{x y} \widehat{\omega}_{x y}\right] d \Omega \tag{1.6}
\end{equation*}
$$

In particular, this formula and the second characterization in (1.4) give that for all $\omega, \widehat{\omega} \in D\left(\AA^{\frac{1}{2}}\right)$,

$$
\begin{equation*}
\langle\AA \omega, \widehat{\omega}\rangle_{\left[D\left(\AA^{\frac{1}{2}}\right)\right]^{\prime} \times D\left(\AA^{\frac{1}{2}}\right)}=\left(\AA^{\frac{1}{2}} \omega, \AA^{\frac{1}{2}} \widehat{\omega}\right)_{L^{2}(\Omega)}=a(\omega, \widehat{\omega})_{L^{2}(\Omega)} \tag{1.7}
\end{equation*}
$$

and in addition,

$$
\begin{equation*}
\|\omega\|_{D\left(\AA^{\frac{1}{2}}\right)}^{2}=\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}=a(\omega, \omega) . \tag{1.8}
\end{equation*}
$$

- We define $A_{D}: L^{2}(\Omega) \supset D\left(A_{D}\right) \rightarrow L^{2}(\Omega)$ to be $A_{D}=-\Delta$, with Dirichlet boundary conditions, viz.

$$
\begin{equation*}
D\left(A_{D}\right)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega) \tag{1.9}
\end{equation*}
$$

$A_{D}$ is also positive definite, self-adjoint, and, by [8],

$$
\begin{equation*}
D\left(A_{D}^{\frac{1}{2}}\right)=H_{0}^{1}(\Omega) \tag{1.10}
\end{equation*}
$$

- The space $L_{\sigma+\lambda}^{2}(\Omega)$ will be defined as

$$
L_{\sigma+\lambda}^{2}(\Omega) \equiv\left\{\begin{array}{l}
L^{2}(\Omega) \text { if } \sigma+\lambda>0  \tag{1.11}\\
L_{0}^{2}(\Omega) \text { if } \sigma+\lambda=0
\end{array}\right.
$$

where $L_{0}^{2}(\Omega)=\left\{\theta \in L^{2}(\Omega) \ni \int_{\Omega} \theta=0\right\}$.

- We designate as $A_{R}: L^{2}(\Omega) \supset D\left(A_{R}\right) \rightarrow L^{2}(\Omega)$ the following second-order elliptic operator:

$$
\begin{align*}
& A_{R}=-\Delta+\frac{\sigma}{\eta} \mathbf{I} \\
& D\left(A_{R}\right)=\left\{\theta \in H^{2}(\Omega): \frac{\partial \theta}{\partial \nu}+\lambda \theta=0\right\} \tag{1.12}
\end{align*}
$$

$A_{R}$ is self-adjoint, positive semidefinite on $L^{2}(\Omega)$, and, once more by [8],

$$
\begin{equation*}
D\left(A_{R}^{\frac{1}{2}}\right)=H^{1}(\Omega) \tag{1.13}
\end{equation*}
$$

When $\lambda=\sigma=0$, we shall denote the corresponding operator as $A_{N}$ (instead of as $A_{R}$ ).
Furthermore, as the bilinear form $(\nabla \theta, \nabla \widetilde{\theta})_{L^{2}(\Omega)}$ is $H^{1}(\Omega)$-elliptic on $H^{1}(\Omega) \cap$ $L_{0}^{2}(\Omega)$, we can define the norm-inducing inner product on $H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)$ as

$$
\begin{equation*}
(\theta, \widetilde{\theta})_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)} \equiv(\nabla \theta, \nabla \widetilde{\theta})_{L^{2}(\Omega)}+\lambda(\theta, \widetilde{\theta})_{L^{2}(\Gamma)}+\frac{\sigma}{\eta}(\theta, \widetilde{\theta})_{L^{2}(\Omega)} \tag{1.14}
\end{equation*}
$$

- $\left(\gamma_{0}, \gamma_{1}\right)$ will denote the Sobolev trace maps, which yield for $f \in C^{\infty}(\bar{\Omega})$

$$
\begin{equation*}
\gamma_{0} f=\left.f\right|_{\Gamma} ; \gamma_{1} f=\left.\frac{\partial f}{\partial \nu}\right|_{\Gamma} \tag{1.15}
\end{equation*}
$$

- We define the elliptic operators $G_{1}, G_{2}$, and $D$ as thus:

$$
\begin{align*}
& G_{1} h=v \Longleftrightarrow\left\{\begin{array}{l}
\Delta^{2} v=0 \text { in }(0, \infty) \times \Omega ; \\
v=\frac{\partial v}{\partial \nu}=0 \text { on }(0, \infty) \times \Gamma_{0} ; \\
\left\{\begin{array}{l}
\Delta v+(1-\mu) B_{1} v=h \\
\frac{\partial \Delta v}{\partial \nu}+(1-\mu) \frac{\partial B_{2} v}{\partial \tau}=0
\end{array} \quad \text { on }(0, \infty) \times \Gamma_{1} ;\right.
\end{array}\right.  \tag{1.16}\\
& G_{2} h=v \Longleftrightarrow\left\{\begin{array}{l}
\Delta^{2} v=0 \text { in }(0, \infty) \times \Omega ; \\
v=\frac{\partial v}{\partial \nu}=0 \text { on }(0, \infty) \times \Gamma_{0} ; \\
\left\{\begin{array}{l}
\Delta v+(1-\mu) B_{1} v=0 \\
\frac{\partial \Delta v}{\partial \nu}+(1-\mu) \frac{\partial B_{2} v}{\partial \tau}=h
\end{array} \quad \text { on }(0, \infty) \times \Gamma_{1} ;\right.
\end{array}\right.  \tag{1.17}\\
& D h=v \Longleftrightarrow\left\{\begin{array}{l}
\Delta v=0 \text { on }(0, \infty) \times \Omega ; \\
\left.v\right|_{\Gamma}=h \text { on }(0, \infty) \times \Gamma .
\end{array}\right. \tag{1.18}
\end{align*}
$$

The classic regularity results of $[19, \mathrm{p} .152]$ then provide that for $s \in \mathbb{R}$,

$$
\left\{\begin{array}{l}
D \in \mathcal{L}\left(H^{s}(\Gamma), H^{s+\frac{1}{2}}(\Omega)\right)  \tag{1.19}\\
G_{1} \in \mathcal{L}\left(H^{s}\left(\Gamma_{1}\right), H^{s+\frac{5}{2}}(\Omega)\right) \\
G_{2} \in \mathcal{L}\left(H^{s}\left(\Gamma_{1}\right), H^{s+\frac{7}{2}}(\Omega)\right)
\end{array}\right.
$$

With the operators $\AA$ and $G_{i}$ as defined above, one can readily show with the use of the Green's formula (1.5) that $\forall \omega \in D\left(\AA^{\frac{1}{2}}\right)$ the adjoints $G_{i}^{*} \AA$ $\in \mathcal{L}\left(D\left(\AA^{\frac{1}{2}}\right), L^{2}(\Gamma)\right)$ satisfy, respectively,

$$
\begin{align*}
& G_{1}^{*} \AA \hat{\mathbf{A}} \omega=\left\{\begin{array}{cc}
\left.\frac{\partial \omega}{\partial \nu}\right|_{\Gamma_{1}} & \text { on }(0, \infty) \times \Gamma_{1} ; \\
0 & \text { on }(0, \infty) \times \Gamma_{0} ;
\end{array}\right. \\
& G_{2}^{*} \AA \hat{\AA}=\left\{\begin{array}{cc}
-\left.\omega\right|_{\Gamma_{1}} & \text { on }(0, \infty) \times \Gamma_{1} ; \\
0 & \text { on }(0, \infty) \times \Gamma_{0} .
\end{array}\right. \tag{1.20}
\end{align*}
$$

- We define the operator $P_{\gamma}$ by

$$
\begin{equation*}
P_{\gamma} \equiv \mathbf{I}+\gamma A_{N} \tag{1.21}
\end{equation*}
$$

and make the following points:
(i) With the parameter $\gamma>0$, we define a space $H_{\Gamma_{0}, \gamma}^{1}(\Omega)$ equivalent to $H_{\Gamma_{0}}^{1}(\Omega)$ with its inner product being

$$
\begin{equation*}
\left(\omega_{1}, \omega_{2}\right)_{H_{\Gamma_{0}, \gamma}^{1}(\Omega)} \equiv\left(\omega_{1}, \omega_{2}\right)_{L^{2}(\Omega)}+\gamma\left(\nabla \omega_{1}, \nabla \omega_{2}\right)_{L^{2}(\Omega)} \quad \forall \omega_{1}, \omega_{2} \in H_{\Gamma_{0}}^{1}(\Omega) \tag{1.22}
\end{equation*}
$$

and with its dual (pivotal with respect to $L_{2}$ inner product) denoted as $H_{\Gamma_{0}, \gamma}^{-1}(\Omega)$. After recalling that $H^{1}(\Omega)=D\left(A_{N}^{1 / 2}\right)$, two extensions by continuity will then yield that

$$
\begin{align*}
& P_{\gamma} \in \mathcal{L}\left(H_{\Gamma_{0}, \gamma}^{1}(\Omega), H_{\Gamma_{0}, \gamma}^{-1}(\Omega)\right) \text {, with }  \tag{1.23}\\
& \left\langle P_{\gamma} \omega_{1}, \omega_{2}\right\rangle_{H_{\Gamma_{0}, \gamma}^{-1}(\Omega) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)}=\left(\omega_{1}, \omega_{2}\right)_{H_{\Gamma_{0}, \gamma}^{1}}(\Omega) . \tag{1.24}
\end{align*}
$$

Furthermore, the obvious $H_{\Gamma_{0}, \gamma}^{1}(\Omega)$-ellipticity of $P_{\gamma}$ and Lax-Milgram give us that $P_{\gamma}$ is boundedly invertible, i.e.,

$$
\begin{equation*}
P_{\gamma}^{-1} \in \mathcal{L}\left(H_{\Gamma_{0}, \gamma}^{-1}(\Omega), H_{\Gamma_{0}, \gamma}^{1}(\Omega)\right) ; \tag{1.25}
\end{equation*}
$$

and moreover, $P_{\gamma}$ being positive definite and self-adjoint as an operator $P_{\gamma}$ : $L^{2}(\Omega) \supset D\left(P_{\gamma}\right) \rightarrow L^{2}(\Omega)$, the square root $P_{\gamma}^{1 / 2}$ is consequently well defined with $D\left(P_{\gamma}^{1 / 2}\right)=H_{\Gamma_{0}, \gamma}^{1}(\Omega)$ (using the interpolation theorem in [19, p. 10]; it then follows from (1.22) and (1.24) that for $\omega$ and $\widehat{\omega} \in H_{0, \gamma}^{1}(\Omega)$,

$$
\begin{align*}
& \left\|P_{\gamma}^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}=\|\omega\|_{L^{2}(\Omega)}^{2}+\gamma\|\nabla \omega\|_{L^{2}(\Omega)}^{2}=\|\omega\|_{H_{\Gamma_{0}}^{1}(\Omega)}^{2}  \tag{1.26}\\
& \left(P_{\gamma}^{\frac{1}{2}} \omega, P_{\gamma}^{\frac{1}{2}} \widehat{\omega}\right)_{L^{2}(\Omega)}=(\omega, \widehat{\omega})_{H_{\Gamma_{0}, \gamma}^{1}(\Omega)} . \tag{1.27}
\end{align*}
$$

(ii) Finally, inasmuch as Green's formula yields for $\omega, \widehat{\omega} \in D\left(\AA^{\frac{1}{2}}\right)$,

$$
\begin{align*}
& \gamma\left\langle\left(\Delta+\AA G_{2} \gamma_{1}\right) \omega, \widehat{\omega}\right\rangle_{H_{\Gamma_{0}, \gamma}^{-1}(\Omega) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)} \\
&=-\gamma(\nabla \omega, \nabla \widehat{\omega})_{L^{2}(\Omega)}+\gamma\left(\frac{\partial \omega}{\partial \nu}, \widehat{\omega}\right)_{L^{2}\left(\Gamma_{1}\right)}+\gamma\left(\gamma \omega, G_{2}^{*} \AA \widehat{\omega}\right)_{L^{2}\left(\Gamma_{1}\right)} \\
&=-\gamma(\nabla \omega, \nabla \widehat{\omega})_{L^{2}(\Omega)}=-\gamma\left\langle A_{N} \omega, \widehat{\omega}\right\rangle_{H_{\Gamma_{0}, \gamma}^{-1}(\Omega) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)}, \tag{1.28}
\end{align*}
$$

after using (1.20). We thus obtain after two extensions by continuity to $H_{\Gamma_{0}, \gamma}^{1}(\Omega)$ that
(1.29) $\quad P_{\gamma}=\mathbf{I}-\gamma\left(\Delta+\AA G_{2} \gamma_{1}\right)$ as elements of $\mathcal{L}\left(H_{\Gamma_{0}, \gamma}^{1}(\Omega), H_{\Gamma_{0}, \gamma}^{-1}(\Omega)\right)$.

In obtaining the equality above, we have used implicitly the fact that for every $\varpi^{*} \in H_{\Gamma_{0}, \gamma}^{-1}(\Omega)$ and $\varpi \in D\left(\AA^{1 / 2}\right)$,

$$
\begin{equation*}
\left\langle\varpi^{*}, \varpi\right\rangle_{H_{\Gamma_{0}, \gamma}^{-1}(\Omega) \times H_{\Gamma_{0}, \gamma}^{1}}(\Omega)=\left\langle\varpi^{*}, \varpi\right\rangle_{\left[D\left(\AA^{\frac{1}{2}}\right)\right]^{\prime} \times D\left(\AA^{\frac{1}{2}}\right)} . \tag{1.30}
\end{equation*}
$$

- We denote the Hilbert space $\mathbf{H}_{\gamma}$ to be

$$
\begin{equation*}
\mathbf{H}_{\gamma} \equiv D\left(\AA^{\frac{1}{2}}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega) \times L_{\sigma+\lambda}^{2}(\Omega), \tag{1.31}
\end{equation*}
$$

with the inner product

$$
\begin{align*}
& \left(\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\theta
\end{array}\right],\left[\begin{array}{l}
\widehat{\omega}_{1} \\
\widehat{\omega}_{2} \\
\widehat{\theta}
\end{array}\right]\right)_{\mathbf{H}_{\gamma}}  \tag{1.32}\\
& =\left(\AA^{\frac{1}{2}} \omega_{1}, \AA^{\frac{1}{2}} \widehat{\omega}_{1}\right)_{L^{2}(\Omega)}+\left(P_{\gamma}^{\frac{1}{2}} \omega_{2}, P_{\gamma}^{\frac{1}{2}} \widehat{\omega}_{2}\right)_{L^{2}(\Omega)}+\beta(\theta, \widehat{\theta})_{L^{2}(\Omega)} .
\end{align*}
$$

- With the above definitions, we then set $\mathcal{A}_{\gamma}: \mathbf{H}_{\gamma} \supset D\left(\mathcal{A}_{\gamma}\right) \rightarrow \mathbf{H}_{\gamma}$ to be

$$
\begin{gather*}
\mathcal{A}_{\gamma} \equiv\left(\begin{array}{ccc}
\mathbf{I} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & P_{\gamma}^{-1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{I}
\end{array}\right)\left(\begin{array}{ccc}
0 & \mathbf{I} & 0 \\
-\AA & 0 & (\boldsymbol{\AA}) \\
0 & -\frac{\alpha}{\beta} A_{D}\left(\mathbf{I}-D \gamma_{0}\right) & -\frac{\eta}{\beta} A_{R}
\end{array}\right),  \tag{1.33}\\
\text { where }(\boldsymbol{\Omega}) \equiv \alpha\left(A_{R}-\frac{\sigma}{\eta}-\AA G_{1} \gamma_{0}+\lambda \AA G_{2} \gamma_{0}\right), \\
\text { with } D\left(\mathcal{A}_{\gamma}\right)=\left\{\left[\omega_{1}, \omega_{2}, \theta\right] \in D\left(\AA^{\frac{1}{2}}\right) \times D\left(\AA^{\frac{1}{2}}\right) \times D\left(A_{R}\right) \cap L_{\sigma+\lambda}^{2}(\Omega)\right. \\
\text { such that } \AA \omega_{1}+\alpha \AA G_{1} \gamma_{0} \theta-\alpha \lambda \AA G_{2} \gamma_{0} \theta \in H_{\Gamma_{0}, \gamma}^{-1}(\Omega) \\
\text { and } \left.\alpha \Delta \omega_{2}+\eta \Delta \theta \in L_{\sigma+\lambda}^{2}(\Omega)\right\} .
\end{gather*}
$$

If we take the initial data $\left[\omega^{0}, \omega^{1}, \theta^{0}\right]$ to be in $\mathbf{H}_{\gamma}$, then the coupled system (1.1) becomes the operator theoretic model

$$
\begin{align*}
& \frac{d}{d t}\left[\begin{array}{c}
\omega \\
\omega_{t} \\
\theta
\end{array}\right]=\mathcal{A}_{\gamma}\left[\begin{array}{c}
\omega \\
\omega_{t} \\
\theta
\end{array}\right], \\
& {\left[\begin{array}{c}
\omega(0) \\
\omega_{t}(0) \\
\theta(0)
\end{array}\right]=\left[\begin{array}{l}
\omega^{0} \\
\omega^{1} \\
\theta^{0}
\end{array}\right] .} \tag{1.34}
\end{align*}
$$

REMARK 1. For initial data $\left[\omega^{0}, \omega^{1}, \theta^{0}\right]$ in $D\left(\mathcal{A}_{\gamma}\right)$, the two equations of (1.1) may be written pointwise as

$$
\begin{align*}
& P_{\gamma} \omega_{t t}=-\AA \boldsymbol{A} \omega-\alpha \AA G_{1} \gamma_{0} \theta+\alpha \lambda \AA \boldsymbol{A}_{2} \gamma_{0} \theta-\alpha \Delta \theta \text { in } H_{\Gamma_{0}, \gamma}^{-1}(\Omega)  \tag{1.35}\\
& \beta \theta_{t}=\eta \Delta \theta-\sigma \theta+\alpha \Delta \omega_{t} \text { in } L_{\sigma+\lambda}^{2}(\Omega) \tag{1.36}
\end{align*}
$$

1.3. Previous literature. In recent years, questions related to the controllability and stabilization of thermoelastic plates have drawn considerable attention in the recent past (see [10], [12], [9], [21], [22], and [24]); we shall concentrate here on detailing results of strong and uniform stability related to the present model, that of the two-dimensional Kirchoff plate coupled with the heat equation. This particular model, associated with free boundary conditions, was introduced by J. Lagnese in [12]. In that work, he established the well posedness and exponential stability of (1.1) with $\gamma$ strictly positive, and with the appropriately chosen feedback mechanisms $\left[\mathcal{F}_{1}\left(\omega_{t}\right), \mathcal{F}_{2}\left(\omega_{t}\right)\right]$ inserted into the natural boundary conditions of the Kirchoff plate component of the system, viz.

$$
\left\{\begin{array}{l}
\omega=\frac{\partial \omega}{\partial \nu}=0 \text { on }(0, \infty) \times \Gamma_{0}  \tag{1.37}\\
\Delta \omega+(1-\mu) B_{1} \omega+\alpha \theta=\mathcal{F}_{1}\left(\omega_{t}\right) \text { on }(0, \infty) \times \Gamma_{1} \\
\frac{\partial \Delta \omega}{\partial \nu}+(1-\mu) \frac{\partial B_{2} \omega}{\partial \tau}-\gamma \frac{\partial \omega_{t t}}{\partial \nu}+\alpha \frac{\partial \theta}{\partial \nu}=\mathcal{F}_{2}\left(\omega_{t}\right) \text { on }(0, \infty) \times \Gamma_{1}
\end{array}\right.
$$

the proof of Lagnese is based on the use of differential multipliers, and it exploits the fact that $\gamma>0$. Since, from a physical point of view, the thermal effects present should induce some measure of energy dissipation (in fact, one can show the homogeneous system's strong stability by routine methods; see [12, Chap. 7], including the remark at the end of sect. 2.3 on p. 161), a natural question arising in this context is whether the system is actually (uniformly) stable without the boundary feedbacks $\mathcal{F}_{1}\left(\omega_{t}\right)$, $\mathcal{F}_{2}\left(\omega_{t}\right)$ in place, i.e., when there are no added mechanical forces. Indeed, in the case $\gamma=0$ and with different boundary conditions than those in (1.1) imposed upon the system, the answer to the question is in the affirmative and has been provided by several authors. With $\gamma=0$, J. Kim in [10] showed the uniform stability of (1.1) with the clamped boundary conditions $\omega=\frac{\partial \omega}{\partial \nu}=\theta=0$ on $\Gamma$, as did J. Rivera and R. Racke in [25], who studied the coupled equation with the hinged boundary conditions $\omega=\Delta \omega=\theta=0$. Also with $\gamma=0$, Z. Liu and S. Zheng in [21] proved the exponential stability of (1.1) with the boundary conditions

$$
\left\{\begin{array}{l}
\omega=\frac{\partial \omega}{\partial \nu}=0 \text { on }(0, \infty) \times \Gamma_{0}  \tag{1.38}\\
\omega=\Delta \omega+(1-\mu) B_{1} \omega+\alpha \theta=0 \text { on }(0, \infty) \times \Gamma_{1}
\end{array}\right.
$$

leaving the case of free boundary conditions as an open question, even in the case $\gamma=0$. The proof of Liu and Zheng is indirect in the sense that it is based on a contradiction argument applied to the exponential decay stability criterion (due to L. Monauni, R. Nagel, and F. Huang), a criterion essentially dictating the uniform estimate for that part of the resolvent which lies on the imaginary axis. On the other hand, it is now known that the case $\gamma=0$ is rather special as the corresponding system (at least for certain boundary conditions) generates an analytic semigroup (see [20]), a consequence of which will be the exponential stability of the system (recall that the system is strongly stable). Given these results, the question of interest now is whether the given thermoelastic system (without any additional boundary dissipation) is uniformly stable in the nonanalytic case, viz. $\gamma>0$, with consequently the elastic part of the system being of hyperbolic character.

A partial answer to the question above was given by the present authors in [2], [3]: with $\gamma>0$ in (1.1) and the boundary conditions

$$
\left\{\begin{array}{l}
\omega=(1-\chi) \frac{\partial \omega}{\partial \nu}=0  \tag{1.39}\\
\chi\left(\Delta \omega+(1-\mu) B_{1} \omega\right)+\alpha \theta=0
\end{array} \quad \text { on }(0, \infty) \times \Gamma\right.
$$

replacing the higher order ones for $\omega$ which are being considered in this work, where the parameter $\chi$ above is either 0 or 1 , it is shown that the partial differential equation is uniformly stable with decay estimates which are "robust" with respect to the parameter $\gamma$. The proof of this stability result is through an implementation of the multiplier method (see [11] a for treatise of this technique), with an operator theoretic quantity taken as the particular multiplier of choice.

The main goal of the present paper is to provide an affirmative answer to the question of uniform stability of (1.1) with the free boundary conditions in place, again with $\gamma>0$. The fact that the presence of these higher order boundary conditions greatly complicates the analysis was duly noted in [21], and the arguments employed in that work do not carry over for plates with free boundary conditions, even when $\gamma=0$.

Like our earlier work in [2], [3], the proof of uniform decay here is "direct," based on pseudodifferential (or operator theoretic) multipliers, in contrast to the contradiction argument supplied in [21] for the case $\gamma=0$ and clamped boundary conditions. In addition, our direct proof, making use as it does of the multiplier method, carries the advantage of providing explicit estimates of the decay rates. However, an application of the multiplier method alone is not enough to obtain the desired inequalities for the equation (1.1) in the case when free boundary conditions are present. Indeed, in proving the stability result (Theorem 1.3 below) we must couple the use of an operator theoretic multiplier with a decomposition of the solution $\omega$ into three separate components, and a subsequent and crucial invocation of recently derived trace regularity results to handle each of these in distinct fashion; in particular, we exploit the observation that the time derivative of one of these components (modulo a change of variable) solves a certain wave equation. This scrutiny of boundary traces for the hyperbolic component $\omega$ of the dynamics is a sine qua non for obtaining the necessary estimates for uniform decay. Finally, we must emphasize that the acute difficulty of the problem which necessitates the use of microlocally derived trace estimates is owing solely to the specific boundary conditions being considered here and does not appear for other combinations of lower order boundary conditions.
1.4. Statement of the results. We shall begin by giving preliminary results regarding the well posedness of the system (1.1) and the regularity of its solutions.

THEOREM 1.1 (well posedness). Again with the parameter $\gamma>0, \mathcal{A}_{\gamma}$, given by (1.33), generates a $C_{0}$-semigroup of contractions $\left\{e^{\mathcal{A}_{\gamma} t}\right\}_{t \geq 0}$ on the energy space $\boldsymbol{H}_{\gamma}$; therefore for initial data $\left[\omega^{0}, \omega^{1}, \theta^{0}\right]$ in $\boldsymbol{H}_{\gamma}$, the solution $\left[\omega, \omega_{t}, \theta\right]$ to (1.34), and consequently to (1.1), is given by

$$
\left[\begin{array}{c}
\omega  \tag{1.40}\\
\omega_{t} \\
\theta
\end{array}\right]=e^{\mathcal{A}_{\gamma}(\cdot)}\left[\begin{array}{c}
\omega^{0} \\
\omega^{1} \\
\theta^{0}
\end{array}\right] \in C\left([0, T], \boldsymbol{H}_{\gamma}\right)
$$

The following regularity result is needed to justify the computations performed below.

THEOREM 1.2. For initial data $\left[\omega^{0}, \omega^{1}, \theta^{0}\right] \in D\left(\mathcal{A}_{\gamma}^{2}\right)$, we have the following:
(i) the solution $\left[\omega, \omega_{t}, \theta\right]$ to (1.1) is an element of $C\left([0, T] ; H^{4}(\Omega) \times H^{3}(\Omega) \times\right.$ $\left.H^{2}(\Omega)\right)$.
(ii) $\omega-\gamma G_{2} \gamma_{1} \omega_{t t}+\alpha G_{1} \gamma_{0} \theta-\alpha \lambda G_{2} \gamma_{0} \theta \in C([0, T] ; D(\boldsymbol{A}))$.

Our main result is as follows.
THEOREM 1.3 (uniform stability). With $\gamma>0$, the solution $\left[\omega, \omega_{t}, \theta\right]$ of (1.1) decays exponentially; that is to say, there exist constants $\delta>0$ and $M_{\delta} \geq 1$ such that for all $t>0$,

$$
\left\|\left[\begin{array}{c}
\omega(t)  \tag{1.41}\\
\omega_{t}(t) \\
\theta(t)
\end{array}\right]\right\|_{\boldsymbol{H}_{\gamma}} \leq M_{\delta} e^{-\delta t}\left\|\left[\begin{array}{c}
\omega^{0} \\
\omega^{1} \\
\theta^{1}
\end{array}\right]\right\|_{\boldsymbol{H}_{\gamma}} .
$$

REMARK 2. The estimates obtained in Theorem 1.3 are not uniform with respect to the parameter $\gamma>0$. Indeed, the arguments used in the proof break down when $\gamma=0$, and consequently the estimates leading to the statement in Theorem 1.3 blow up when $\gamma \rightarrow 0$. This is due to technicalities of the proof which rely on the strict hyperbolicity of the model (a property which is lost in the limit case $\gamma=0$ ). On the other hand, in the case $\gamma=0$, it has been recently shown in [27] that the thermoelastic
system with free boundary conditions generates an analytic semigroup. Therefore, a posteriori (recalling the strong stability of the system), we conclude that uniform stability holds true also for the case $\gamma=0$. However, these estimates cannot be reconstructed as a limiting case of the present problem when $\gamma>0$. This is unlike the case of other boundary conditions associated with this model (see [3]).
2. Proofs. The proofs of well posedness and of regularity (Theorems 1.1 and 1.2 ) are by now fairly routine (see [12, Chap. 7] for related well posedness/regularity results). However, since these preliminaries are critical for our ultimate end of uniform stability, we provide their concise proofs for the sake of completeness.
2.1. Proof of Theorem 1.1. In establishing the semigroup generation of $\mathcal{A}_{\gamma}$, we will show that the conditions of the Lumer-Phillips theorem are satisfied; namely, we demonstrate here that $\mathcal{A}_{\gamma}$ is maximal dissipative.

To show the dissipativity of $\mathcal{A}_{\gamma}$ : for $\left[\omega_{1}, \omega_{2}, \theta\right] \in D\left(\mathcal{A}_{\gamma}\right)$ we have

$$
\begin{align*}
& \left(\mathcal{A}_{\gamma}\left[\begin{array}{c}
\omega_{1} \\
\omega_{2} \\
\theta
\end{array}\right],\left[\begin{array}{c}
\omega_{1} \\
\omega_{2} \\
\theta
\end{array}\right]\right)_{\mathbf{H}_{\gamma}}  \tag{2.1}\\
& =\left(\AA^{\frac{1}{2}} \omega_{2}, \AA^{\frac{1}{2}} \omega_{1}\right)_{L^{2}(\Omega)} \\
& +\left(P_{\gamma}^{\frac{1}{2}} P_{\gamma}^{-1}\left(-\AA \omega_{1}+\alpha A_{R} \theta-\frac{\alpha \sigma}{\eta} \theta-\alpha \AA G_{1} \gamma_{0} \theta+\alpha \lambda \AA G_{2} \gamma_{0} \theta\right), P_{\gamma}^{\frac{1}{2}} \omega_{2}\right)_{L^{2}(\Omega)} \\
& -\alpha\left(A_{D}\left(\mathbf{I}-D \gamma_{0}\right) \omega_{2}, \theta\right)_{L^{2}(\Omega)}-\left(\eta A_{R} \theta, \theta\right)_{L^{2}(\Omega)}
\end{align*}
$$

using the characterizations in (1.4) and (1.20), along with the equality posted in (2.23), we have upon the taking of adjoints that

$$
\begin{aligned}
(2.1)= & \left(\AA^{\frac{1}{2}} \omega_{2}, \AA^{\frac{1}{2}} \omega_{1}\right)_{L^{2}(\Omega)}-\left\langle\AA \omega_{1}, \omega_{2}\right\rangle_{\left[D\left(\AA^{\frac{1}{2}}\right)\right]^{\prime} \times D\left(\AA^{\frac{1}{2}}\right)} \\
& +\alpha\left(A_{R} \theta-\frac{\sigma}{\eta} \theta, \omega_{2}\right)_{L^{2}(\Omega)}-\alpha\left(\theta, \frac{\partial \omega_{2}}{\partial \nu}\right)_{L^{2}\left(\Gamma_{1}\right)}-\alpha \lambda\left(\theta, \omega_{2}\right)_{L^{2}\left(\Gamma_{1}\right)} \\
& -\alpha\left(A_{D}\left(\mathbf{I}-D \gamma_{0}\right) \omega_{2}, \theta\right)_{L^{2}(\Omega)}-\left(\eta A_{R} \theta, \theta\right)_{L^{2}(\Omega)} \\
= & \left(\AA^{\frac{1}{2}} \omega_{2}, \AA^{\frac{1}{2}} \omega_{1}\right)_{L^{2}(\Omega)}-\left(\AA^{\frac{1}{2}} \omega_{1}, \AA^{\frac{1}{2}} \omega_{2}\right)_{L^{2}(\Omega)}-\alpha\left(\Delta \theta, \omega_{2}\right)_{L^{2}(\Omega)} \\
& -\alpha\left(\theta, \frac{\partial \omega_{2}}{\partial \nu}\right)_{L^{2}\left(\Gamma_{1}\right)}-\alpha \lambda\left(\theta, \omega_{2}\right)_{L^{2}\left(\Gamma_{1}\right)}+\alpha\left(\Delta \omega_{2}, \theta\right)_{L^{2}(\Omega)}+(\eta \Delta \theta-\sigma \theta, \theta)_{L^{2}(\Omega)} \\
= & \left(\AA^{\frac{1}{2}} \omega_{2}, \AA^{\frac{1}{2}} \omega_{1}\right)_{L^{2}(\Omega)}-\left(\AA^{\frac{1}{2}} \omega_{1}, \AA^{\frac{1}{2}} \omega_{2}\right)_{L^{2}(\Omega)}+\alpha\left(\nabla \theta, \nabla \omega_{2}\right)_{L^{2}(\Omega)} \\
& -\alpha\left(\nabla \omega_{2}, \nabla \theta\right)_{L^{2}(\Omega)}-\eta\|\nabla \theta\|_{L^{2}(\Omega)}^{2}-\lambda \eta\|\theta\|_{L^{2}(\Gamma)}^{2}-\sigma\|\theta\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

(here, we are using the fact that $\frac{\partial \theta}{\partial \nu}=-\lambda \theta$ ); i.e., $\mathcal{A}_{\gamma}$ is dissipative.

To show the maximality of $\mathcal{A}_{\gamma}$ : if for some $\xi>0$ and arbitrary $\left[f_{1}, f_{2}, f_{3}\right] \in \mathbf{H}_{\gamma}$, $\left[\omega_{1}, \omega_{2}, \theta\right] \in D\left(\mathcal{A}_{\gamma}\right)$ solves the equation

$$
\left(\xi \mathbf{I}-\mathcal{A}_{\gamma}\right)\left[\begin{array}{l}
\omega_{1}  \tag{2.3}\\
\omega_{2} \\
\theta
\end{array}\right]=\left[\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right]
$$

then this relation holds if and only if

$$
\begin{align*}
& \left\{\begin{array}{l}
\xi \omega_{1}-\omega_{2}=f_{1} \text { in } D\left(\AA^{\frac{1}{2}}\right), \\
\xi \omega_{2}+P_{\gamma}^{-1}\left(\AA \omega_{1}+\alpha \AA G_{1} \gamma_{0} \theta-\alpha \lambda \AA G_{2} \gamma_{0} \theta-\alpha A_{R} \theta+\frac{\alpha \sigma}{\eta} \theta\right)=f_{2} \quad \text { in } H_{\Gamma_{0}, \gamma}^{1}(\Omega), \\
\xi \theta+\frac{\alpha}{\beta} A_{D}\left(\mathbf{I}-D \gamma_{0}\right) \omega_{2}+\frac{\eta}{\beta} A_{R} \theta=f_{3} \quad \text { in } L_{\sigma+\lambda}^{2}(\Omega)
\end{array}\right.  \tag{2.4}\\
& \left\{\begin{array}{l}
\quad \Longleftrightarrow \\
\xi^{3} P_{\gamma} \omega_{1}+\xi \AA \omega_{1}+\alpha \xi \AA G_{1} \gamma_{0} \theta-\alpha \lambda \xi \AA G_{2} \gamma_{0} \theta-\alpha \xi A_{R} \theta+\frac{\alpha \xi \sigma}{\eta} \theta \\
=\xi P_{\gamma} f_{2}+\xi^{2} P_{\gamma} f_{1} \text { in } H_{\Gamma_{0}, \gamma}^{-1}(\Omega), \\
\alpha \xi A_{D}\left(\mathbf{I}-D \gamma_{0}\right) \omega_{1}+\beta \xi \theta+\eta A_{R} \theta=\beta f_{3}+\alpha A_{D}\left(\mathbf{I}-D \gamma_{0}\right) f_{1} \text { in } L^{2}(\Omega) .
\end{array}\right.
\end{align*}
$$

At this point we bring forth the following proposition.
Proposition 2.1. The operator $\boldsymbol{F}$ defined by

$$
\boldsymbol{F} \equiv\left[\begin{array}{lc}
\xi^{3} P_{\gamma}+\xi \AA & \alpha \xi \AA \boldsymbol{A}_{1} \gamma_{0}-\alpha \lambda \xi \AA \AA G_{2} \gamma_{0}-\alpha \xi A_{R}+\frac{\alpha \xi \sigma}{\eta} \boldsymbol{I}  \tag{2.6}\\
\alpha \xi A_{D}\left(\boldsymbol{I}-D \gamma_{0}\right) & \beta \xi \boldsymbol{I}+\eta A_{R}
\end{array}\right]
$$

is an element of $\mathcal{L}\left(D\left(\AA^{1 / 2}\right) \times H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega),\left[D\left(\AA^{1 / 2}\right)\right]^{\prime} \times\left[H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)\right]^{\prime}\right)$ and is boundedly invertible.

Proof of Proposition 2.1. Easily, from the definitions of the operators which make up the components of $\mathbf{F}$, all of which are given in section 1.2 , we deduce that $\mathbf{F}$ is bounded in the asserted topology. Moreover, we note by Green's theorem that for arbitrary $\theta \in D\left(A_{R}\right)$ and $\omega \in D\left(\AA^{1 / 2}\right)$,

$$
\begin{equation*}
\left\langle A_{R} \theta+\alpha \lambda \xi \AA G_{2} \gamma_{0}, \omega\right\rangle_{\left[D\left(\AA^{\frac{1}{2}}\right)\right]^{\prime} \times D\left(\AA^{\frac{1}{2}}\right)}=(\nabla \theta, \nabla \omega)_{L^{2}(\Omega)}+\frac{\sigma}{\eta}(\theta, \omega)_{L^{2}(\Omega)} \tag{2.7}
\end{equation*}
$$

the characterization (1.13) and an extension by continuity will then have that (2.7) holds for all $\theta$ in $H^{1}(\Omega)$, and so for $\theta$ in $H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)$. (2.7) in turn, when coupled with $(2.23),(1.24),(1.14),(1.20)$, and Green's formula will provide the following coercivity inequality for all $[\omega, \theta] \in D\left(\AA^{1 / 2}\right) \times H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)$ :

$$
\begin{aligned}
\left\langle\mathbf{F}\left[\begin{array}{c}
\omega \\
\theta
\end{array}\right],\left[\begin{array}{c}
\omega \\
\theta
\end{array}\right]\right\rangle= & \xi^{3}\|\omega\|_{L^{2}(\Omega)}^{2}+\xi^{3} \gamma\|\nabla \omega\|_{L^{2}(\Omega)}^{2}+\xi\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} \\
& -\alpha \xi(\nabla \theta, \nabla \omega)_{L^{2}(\Omega)}+\alpha \xi(\nabla \theta, \nabla \omega)_{L^{2}(\Omega)} \\
& +\eta\|\nabla \theta\|_{L^{2}(\Omega)}^{2}+\lambda \eta\|\theta\|_{L^{2}(\Gamma)}^{2}+(\sigma+\beta \xi)\|\theta\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

(after noting the cancellation of boundary terms)

$$
\begin{equation*}
\geq C\left[\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}+\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2}\right] \tag{2.8}
\end{equation*}
$$

(where $\langle\cdot, \cdot\rangle$ in (2.8) denotes the pairing between $D\left(\AA^{1 / 2}\right) \times H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)$ and its dual, and where the constant $C>0$ ). Thus, by Lax-Milgram, $\mathbf{F}^{-1}$ exists as an element of

$$
\mathcal{L}\left(\left[D\left(\AA^{\frac{1}{2}}\right)\right]^{\prime} \times\left[H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)\right]^{\prime}, D\left(\AA^{\frac{1}{2}}\right) \times H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)\right)
$$

and the Proposition is proved.
To complete the proof of the maximality of $\mathcal{A}_{\gamma}$, we apply the inverse assured by Proposition 2.1 to both sides of (2.5) to obtain

$$
\left\{\begin{array}{l}
{\left[\begin{array}{l}
\omega_{1} \\
\theta
\end{array}\right] \equiv \mathbf{F}^{-1}\left[\begin{array}{l}
\xi P_{\gamma} f_{2}+\xi^{2} P_{\gamma} f_{1} \\
\beta f_{3}+\alpha A_{D}\left(\mathbf{I}-D \gamma_{0}\right) f_{1}
\end{array}\right]}  \tag{2.9}\\
\omega_{2} \equiv \xi \omega_{1}-f_{1}
\end{array}\right.
$$

and a fortiori, one has, by using the second equation in (2.5), that

$$
A_{R} \theta=-\frac{\beta \xi}{\eta} \theta-\frac{\alpha \xi}{\eta} A_{D}\left(\mathbf{I}-D \gamma_{0}\right) \omega_{1}+\frac{\beta}{\eta} f_{3}+\frac{\alpha}{\eta} A_{D}\left(\mathbf{I}-D \gamma_{0}\right) f_{1} \in L^{2}(\Omega)
$$

viz. $\theta \in D\left(A_{R}\right) \cap L_{\sigma+\lambda}^{2}(\Omega)$. This additional regularity of $\theta$, in conjunction with that implied in the first equation of (2.5) (namely, $\AA \omega_{1}+\alpha \AA G_{1} \gamma_{0} \theta-\alpha \lambda \AA G_{2} \gamma_{0} \theta \in H_{\Gamma_{0}, \gamma}^{-1}(\Omega)$ ) and along with the third equation of (2.4), gives that our constructively acquired solution $\left[\omega_{1}, \omega_{2}, \theta\right]$ to (2.3) is in $D\left(\mathcal{A}_{\gamma}\right)$ as defined in (1.33). Hence, $\mathcal{A}_{\gamma}$ is maximal dissipative and the proof of Theorem 1.1 is complete.
2.2. Proof of Theorem 1.2. By definition, if $\left[\omega^{0}, \omega^{1}, \theta^{0}\right] \in D\left(\mathcal{A}_{\gamma}\right)$, then $\omega^{1} \in$ $D\left(\AA^{1 / 2}\right)$ and $\theta^{0} \in D\left(A_{R}\right)$, and

$$
\begin{equation*}
\AA \AA \omega^{0}+\alpha \AA G_{1} \gamma_{0} \theta^{0}-\alpha \lambda \AA G_{2} \gamma_{0} \theta^{0}=g \in H_{\Gamma_{0}, \gamma}^{-1}(\Omega)=\left[D\left(\AA^{\frac{1}{4}}\right)\right]^{\prime} \tag{2.10}
\end{equation*}
$$

as $\AA^{-1}:\left[D\left(\AA^{1 / 4}\right)\right]^{\prime} \rightarrow D\left(\AA^{3 / 4}\right) \subset H^{3}(\Omega)$ (this containment deduced by the last characterization in (1.4)), we have after applying $\AA^{-1}$ to (2.10), the use of trace theory and the regularity posted in (1.19) that

$$
\begin{equation*}
\omega^{0}=\AA^{-1} g-\alpha G_{1} \gamma_{0} \theta^{0}+\alpha \lambda G_{2} \gamma_{0} \theta^{0} \in H^{3}(\Omega) \tag{2.11}
\end{equation*}
$$

Thus for $\left[\omega^{0}, \omega^{1}, \theta^{0}\right] \in D\left(\mathcal{A}_{\gamma}^{2}\right)$,

$$
\begin{align*}
& \mathcal{A}_{\gamma}\left[\begin{array}{l}
\omega^{0} \\
\omega^{1} \\
\theta^{0}
\end{array}\right]  \tag{2.12}\\
& =\left[\begin{array}{c}
\omega^{1} \\
P_{\gamma}^{-1}\left[-\AA \AA^{0}-\alpha \AA G_{1} \gamma_{0} \theta^{0}+\alpha \lambda \AA \AA G_{2} \gamma_{0} \theta^{0}+\alpha\left(A_{R} \theta^{0}-\frac{\sigma}{\eta} \theta^{0}\right)\right] \\
-\frac{\eta}{\beta} A_{R} \theta^{0}-\frac{\alpha}{\beta} A_{D}\left(\mathbf{I}-D \gamma_{0}\right) \omega^{1}
\end{array}\right] \in D\left(\mathcal{A}_{\gamma}\right)
\end{align*}
$$

and (2.12) coupled with (2.11) implies that

$$
\begin{equation*}
\omega^{1} \in H^{3}(\Omega) \tag{2.13}
\end{equation*}
$$

Moreover, (2.12) also has that

$$
\begin{equation*}
P_{\gamma}^{-1}\left[\AA \AA \omega^{0}+\alpha \AA G_{1} \gamma_{0} \theta^{0}-\alpha \lambda \AA G_{2} \gamma_{0} \theta^{0}-\alpha\left(A_{R} \theta^{0}-\frac{\sigma}{\eta} \theta^{0}\right)\right]=g, \tag{2.14}
\end{equation*}
$$

where $g \in D\left(\AA^{1 / 2}\right)$, or equivalently

$$
\begin{equation*}
\AA \AA \omega^{0}+\gamma \AA G_{2} \gamma_{1} g+\alpha \AA G_{1} \gamma_{0} \theta^{0}-\alpha \lambda \AA G_{2} \gamma_{0} \theta^{0}=g-\gamma \Delta g-\alpha \Delta \theta^{0} \in L^{2}(\Omega), \tag{2.15}
\end{equation*}
$$

after using (1.29). A fortiori then, $\omega^{0}+\gamma G_{2} \gamma_{1} g+\alpha G_{1} \gamma_{0} \theta^{0}-\alpha \lambda G_{2} \gamma_{0} \theta^{0} \in D(\AA) \subset$ $H^{4}(\Omega)$. But trace theory and the smoothing specified in (1.19) give that $G_{2} \gamma_{1} g, G_{1} \gamma_{0} \theta^{0}$ and $G_{2} \gamma_{0} \theta^{0} \in H^{4}(\Omega)$, and thus $D\left(\mathcal{A}_{\gamma}^{2}\right) \subset H^{4}(\Omega) \times H^{3}(\Omega) \times H^{2}(\Omega)$ with the inclusion being continuous. The solution $\left[\omega, \omega_{t}, \theta\right]$ will consequently have the asserted regularity upon consideration of the fundamental property that for $\xi \geq 0,\left[\omega^{0}, \omega^{1}, \theta^{0}\right]$ $\in D\left(\mathcal{A}_{\gamma}^{\xi}\right) \Rightarrow$

$$
\left[\begin{array}{l}
\omega  \tag{2.16}\\
\omega_{t} \\
\theta
\end{array}\right]=e^{\mathcal{A}_{\gamma}(\cdot)}\left[\begin{array}{c}
\omega^{0} \\
\omega^{1} \\
\theta^{0}
\end{array}\right] \in C\left([0, T] ; D\left(\mathcal{A}_{\gamma}^{\xi}\right)\right)
$$

To prove (ii), we note that with $\left[\omega^{0}, \omega^{1}, \theta^{0}\right] \in D\left(\mathcal{A}_{\gamma}^{2}\right), \omega_{t t} \in C\left([0, T] ; D\left(\AA^{1 / 2}\right)\right)$, so the solution $\left[\omega, \omega_{t}, \theta\right]$ to (1.1) satisfies

$$
\begin{equation*}
-\AA \AA \omega+\gamma \AA G_{2} \gamma_{1} \omega_{t t}-\alpha \AA G_{1} \gamma_{0} \theta+\alpha \lambda \AA G_{2} \gamma_{0} \theta=\omega_{t t}-\gamma \Delta \omega_{t t}+\alpha \Delta \theta \tag{2.17}
\end{equation*}
$$

in $C\left([0, T] ; L^{2}(\Omega)\right)$, which establishes the result.
REMARK 3. Because of the regularity result posted in Theorem 1.2 (ii), we have for sufficiently smooth initial data the valid pointwise representation

$$
\begin{equation*}
\omega_{t t}+\Delta^{2} \omega-\gamma \Delta \omega_{t t}+\alpha \Delta \theta=0 \tag{2.18}
\end{equation*}
$$

REMARK 4. If either $\lambda$ or $\sigma>0$, then for initial data $\left[\omega^{0}, \omega^{1}, \theta^{0}\right] \in D\left(\mathcal{A}_{\gamma}^{2}\right)$, we will also have that the solution component $\theta$ of 1.1 is in $C\left([0, T] ; H^{3}(\Omega)\right)$. In fact, the last component on the right-hand side of (2.12), the definition of $D\left(\mathcal{A}_{\gamma}\right)$, and (2.13) give that

$$
\begin{equation*}
A_{R} \theta^{0}=h+\frac{\alpha}{\eta} \Delta \omega^{1} \in H^{1}(\Omega) \tag{2.19}
\end{equation*}
$$

where $h \in H^{2}(\Omega)$. Applying $A_{R}{ }^{-1}$ (which exists for $\lambda$ or $\sigma>0$ ) to both sides of (2.19) thus yields

$$
\begin{equation*}
\theta^{0} \in H^{3}(\Omega) \tag{2.20}
\end{equation*}
$$

and the result will follow from the semigroup property posted in (2.16).
2.3. Proof of Theorem 1.3. In proving Theorem 1.3, we begin with a preliminary energy identity.

Lemma 2.2. Again, with initial data $\left[\omega^{0}, \omega^{1}, \theta^{0}\right] \in \boldsymbol{H}_{\gamma}$, we have that the component $\theta$ of the solution of (1.1) is an element of $L^{2}\left(0, \infty ; H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)\right)$; indeed, we have the following relation $\forall T>0$ :

$$
\begin{equation*}
-2 \eta \int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t=E_{\gamma}(T)-E_{\gamma}(0) \tag{2.21}
\end{equation*}
$$

where the "energy" $E_{\gamma}(t)$ is defined by

$$
\begin{equation*}
E_{\gamma}(t) \equiv\left\|\AA^{\frac{1}{2}} \omega(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|P_{\gamma}^{\frac{1}{2}} \omega_{t}(t)\right\|_{L^{2}(\Omega)}^{2}+\|\theta\|_{L_{\sigma+\lambda}^{2}(\Omega)}^{2} \tag{2.22}
\end{equation*}
$$

and where the norm of $H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)$ is as defined in (1.14).
Proof. Starting with initial data in $D\left(\mathcal{A}_{\gamma}\right)$ which will provide $\forall T>0$ that the solution $\left[\omega, \omega_{t}, \theta\right] \in C\left([0, T] ; D\left(\mathcal{A}_{\gamma}\right)\right)$ and $\left[\omega_{t}, \omega_{t t}, \theta_{t}\right] \in C\left([0, T] ; \mathbf{H}_{\gamma}\right)$, we have pointwise on $(0, T)$

$$
\frac{d}{d t}\left\|\left[\begin{array}{c}
\omega(t) \\
\omega_{t}(t) \\
\theta(t)
\end{array}\right]\right\|_{\mathbf{H}_{\gamma}}^{2}=2\left(\mathcal{A}_{\gamma}\left[\begin{array}{c}
\omega(t) \\
\omega_{t}(t) \\
\theta(t)
\end{array}\right],\left[\begin{array}{c}
\omega(t) \\
\omega_{t}(t) \\
\theta(t)
\end{array}\right]\right)_{\mathbf{H}_{\gamma}}
$$

and for this special choice of initial data we will have the desired equality (2.21) upon integration and using the fact from (1.12) that

$$
\begin{align*}
& \left(A_{R} \theta, \theta\right)_{L^{2}(\Omega)}=\left(-\Delta \theta+\frac{\sigma}{\eta} \theta, \theta\right)_{L^{2}(\Omega)} \\
& =\|\nabla \theta\|_{L^{2}(\Omega)}^{2}+\frac{\sigma}{\eta}\|\theta\|_{L^{2}(\Omega)}^{2}+\lambda\|\theta\|_{L^{2}(\Gamma)}^{2} \text { for } \theta \in D\left(A_{R}\right) \tag{2.23}
\end{align*}
$$

The asserted $L^{2}$-regularity follows immediately from (2.21), using the norm definition (1.14) for $H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)$, and the fact that $\left\{e^{\mathcal{A}_{\gamma} t}\right\}_{t \geq 0}$ is a contraction semigroup. A density argument concludes the proof.

REMARK 5. J. Lagnese in [12] first showed the dissipativity property (2.21) through a formal integration and a subsequent justification through variational arguments, and the alternate proof is included here as a simple consequence of contractive semigroups.

We next derive a trace regularity result for the model under consideration here, a regularity which does not follow from the standard Sobolev trace theory, and which is critical in our estimates of uniform decay. We note that related trace regularity results for Euler-Bernoulli plates were proved in [18] and for Kirchoff plates in [14].

LEMMA 2.3. One has the component $\omega$ of the solution $\left[\omega, \omega_{t}, \theta\right]$ of (1.1) satisfies $\left.\Delta \omega\right|_{\Gamma_{0}} \in L^{2}\left(0, T ; L^{2}\left(\Gamma_{0}\right)\right)$ with the estimate

$$
\left.\left.\begin{array}{l}
\int_{0}^{T}\|\Delta \omega\|_{L^{2}\left(\Gamma_{0}\right)}^{2} d t \leq C\left(\int _ { 0 } ^ { T } \left[\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}\right.\right.
\end{array}+\left\|P_{\gamma}^{\frac{1}{2}} \omega_{t}\right\|_{L^{2}(\Omega)}^{2}+\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2}\right] d t\right) ~ \begin{aligned}
(2.24) & \left.+E_{\gamma}(T)+E_{\gamma}(0)\right)
\end{aligned}
$$

where $C$ does not depend on the parameter $\gamma$.
Proof. If we take initial data $\left[\omega^{0}, \omega^{1}, \theta^{0}\right]$ in $D\left(\mathcal{A}_{\gamma}^{2}\right)$, then Theorem 1.2 provides that $\left[\omega, \omega_{t}, \theta\right]$ is a classical pointwise solution of (1.1). We will work to extract the desired estimate (2.24) in this special case-and consequently for all initial data after an extension by continuity - by multiplying the first equation of (1.1) by the quantity $h \cdot \nabla \omega$, where $h(x, y) \equiv\left[h_{1}(x, y), h_{2}(x, y)\right]$ is a $\left[C^{2}(\bar{\Omega})\right]^{2}$ vector field ${ }^{1}$ which satisfies

$$
\left.h\right|_{\Gamma}= \begin{cases}{\left[\nu_{1}, \nu_{2}\right]} & \text { on } \Gamma_{0}  \tag{2.25}\\ 0 & \text { on } \Gamma_{1}\end{cases}
$$

[^9]followed by an integration from 0 to $T$; i.e., we will work with the equation
\[

$$
\begin{equation*}
\int_{0}^{T}\left(\omega_{t t}-\gamma \Delta \omega_{t t}+\Delta^{2} \omega+\alpha \Delta \theta, h \cdot \nabla \omega\right)_{L^{2}(\Omega)} d t=0 \tag{2.26}
\end{equation*}
$$

\]

(i) First,

$$
\begin{align*}
& \int_{0}^{T}\left(\omega_{t t}, h \cdot \nabla \omega\right)_{L^{2}(\Omega)} d t=\left.\left(\omega_{t}, h \cdot \nabla \omega\right)_{L^{2}(\Omega)}\right|_{0} ^{T}-\int_{0}^{T}\left(\omega_{t}, h \cdot \nabla \omega_{t}\right)_{L^{2}(\Omega)} d t  \tag{2.27}\\
= & \left.\left(\omega_{t}, h \cdot \nabla \omega\right)_{L^{2}(\Omega)}\right|_{0} ^{T}-\frac{1}{2} \int_{0}^{T} \int_{\Omega} \operatorname{div}\left(\omega_{t}^{2} h\right) d t d \Omega \\
& +\frac{1}{2} \int_{0}^{T} \int_{\Omega} \omega_{t}^{2}\left[h_{1 x}+h_{2 y}\right] d t d \Omega \\
= & \left.\left(\omega_{t}, h \cdot \nabla \omega\right)_{L^{2}(\Omega)}\right|_{0} ^{T}+\frac{1}{2} \int_{0}^{T} \int_{\Omega} \omega_{t}^{2}\left[h_{1 x}+h_{2 y}\right] d t d \Omega
\end{align*}
$$

after making use of the divergence theorem and the fact that $\omega_{t}=0$ on $\Gamma_{0}$.
(ii) Next,

$$
\begin{align*}
& \int_{0}^{T}\left(-\Delta \omega_{t t}, h \cdot \nabla \omega\right)_{L^{2}(\Omega)} d t  \tag{2.28}\\
& =\left.\left(\nabla \omega_{t}, \nabla(h \cdot \nabla \omega)\right)_{L^{2}(\Omega)}\right|_{0} ^{T}-\int_{0}^{T}\left(\nabla \omega_{t}, \nabla\left(h \cdot \nabla \omega_{t}\right)\right)_{L^{2}(\Omega)} d t \\
& =\left.\left(\nabla \omega_{t}, \nabla(h \cdot \nabla \omega)\right)_{L^{2}(\Omega)}\right|_{0} ^{T}-\frac{1}{2} \int_{0}^{T} \int_{\Omega} \operatorname{div}\left(\left|\nabla \omega_{t}\right|^{2} h\right) d t d \Omega \\
& -\int_{0}^{T} \int_{\Omega}\left[\frac{\omega_{t x}^{2} h_{1 x}}{2}+\frac{\omega_{t y}^{2} h_{2 y}}{2}\right] d t d \Omega-\int_{0}^{T} \int_{\Omega}\left[\omega_{t x} \omega_{t y} h_{2 x}+\omega_{t x} \omega_{t y} h_{1 y}\right] d t d \Omega \\
& +\int_{0}^{T} \int_{\Omega}\left[\frac{\omega_{t x}^{2} h_{2 y}}{2}+\frac{\omega_{t y}^{2} h_{1 x}}{2}\right] d t d \Omega \\
& =\left.\left(\nabla \omega_{t}, h \cdot \nabla \omega\right)_{L^{2}(\Omega)}\right|_{0} ^{T} \\
& +\int_{0}^{T} \int_{\Omega}\left[\frac{\omega_{t x}^{2} h_{2 y}}{2}+\frac{\omega_{t y}^{2} h_{1 x}}{2}-\frac{\omega_{t x}^{2} h_{1 x}}{2}-\frac{\omega_{t y}^{2} h_{2 y}}{2}\right] d t d \Omega \\
& \quad-\int_{0}^{T} \int_{\Omega}\left[\omega_{t x} \omega_{t y} h_{2 x}+\omega_{t x} \omega_{t y} h_{1 y}\right] d t d \Omega,
\end{align*}
$$

after again using the divergence theorem and the fact that

$$
\int_{\Omega} \operatorname{div}\left(\left|\nabla \omega_{t}\right|^{2} h\right) d \Omega=\int_{\Gamma_{0}}\left|\nabla \omega_{t}\right|^{2} d \Gamma_{0}=0\left(\text { as } \omega_{t}(t) \in H_{\Gamma_{0}}^{2}(\Omega)\right)
$$

(iii) To handle the fourth-order term, we use Green's theorem (1.5), the given boundary conditions of $(1.1),(2.25)$, and the fact that $\omega \in H_{\Gamma_{0}}^{2}(\Omega)$ to obtain

$$
\begin{align*}
& \int_{0}^{T}\left(\Delta^{2} \omega, h \cdot \nabla \omega\right)_{L^{2}(\Omega)} d t=\int_{0}^{T} a(\omega, h \cdot \nabla \omega) d t  \tag{2.29}\\
& +\alpha \int_{0}^{T} \int_{\Gamma_{1}} \theta \cdot \frac{\partial h \cdot \nabla \omega}{\partial \nu} d \Gamma_{1} d t-\int_{0}^{T} \int_{\Gamma_{0}}\left(\Delta \omega+(1-\mu) B_{1} \omega\right) \frac{\partial^{2} \omega}{\partial \nu^{2}} d \Gamma_{0} d t
\end{align*}
$$

We note at this point that we can rewrite the first term on the right-hand side of (2.29) as

$$
\begin{align*}
& \int_{0}^{T} a(\omega, h \cdot \nabla \omega) d t=\frac{1}{2} \int_{0}^{T} \int_{\Omega} h \cdot \nabla\left[\omega_{x x}^{2}+\omega_{y y}^{2}+2 \mu \omega_{x x} \omega_{y y}+2(1-\mu) \omega_{x y}^{2}\right] d t d \Omega  \tag{2.30}\\
& \quad+\mathcal{O}\left(\int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} d t\right)
\end{align*}
$$

where $\mathcal{O}\left(\int_{0}^{T}\left\|\AA^{1 / 2} \omega\right\|_{L^{2}(\Omega)}^{2} d t\right)$ denotes a series of terms which can be majorized by the $L^{2}\left(0, T ; D\left(\AA^{1 / 2}\right)\right)$-norm of $\omega$; we consequently have by the divergence theorem that

$$
\begin{aligned}
& \int_{0}^{T} a(\omega, h \cdot \nabla \omega) d t= \\
& \frac{1}{2} \int_{0}^{T} \int_{\Omega} h \cdot \nabla\left[\omega_{x x}^{2}+\omega_{y y}^{2}+2 \mu \omega_{x x} \omega_{y y}+2(1-\mu) \omega_{x y}^{2}\right] d t d \Omega \\
& +\mathcal{O}\left(\int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} d t\right) \\
= & \frac{1}{2} \int_{0}^{T} \int_{\Omega} \operatorname{div}\left\{h\left[\omega_{x x}^{2}+\omega_{y y}^{2}+2 \mu \omega_{x x} \omega_{y y}+2(1-\mu) \omega_{x y}^{2}\right]\right\} \\
& +\mathcal{O}\left(\int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} d t\right) \\
= & \frac{1}{2} \int_{0}^{T} \int_{\Gamma_{0}}\left[\omega_{x x}^{2}+\omega_{y y}^{2}+2 \mu \omega_{x x} \omega_{y y}+2(1-\mu) \omega_{x y}^{2}\right] d t d \Gamma_{0} \\
& +\mathcal{O}\left(\int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} d t\right) \\
= & \frac{1}{2} \int_{0}^{T} \int_{\Gamma_{0}}(\Delta \omega)^{2} d t+\mathcal{O}\left(\int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} d t\right),
\end{aligned}
$$

where in the last step above, we have used the fact (as reasoned in [12, Ch. 4] that $\left.\omega\right|_{\Gamma_{0}}=\left.\frac{\partial \omega}{\partial \nu}\right|_{\Gamma_{0}}=0$ implies that $\omega_{x x}^{2}+\omega_{y y}^{2}+2 \mu \omega_{x x} \omega_{y y}+2(1-\mu) \omega_{x y}^{2}=$ $(\Delta \omega)^{2}$ on $\Gamma_{0}$.

To handle the last term on the right-hand side of (2.29), we note that $B_{1} \omega=0$ on $\Gamma_{0}$, which implies that

$$
\begin{equation*}
\Delta \omega=\Delta \omega+(1-\mu) B_{1} \omega=\frac{\partial^{2} \omega}{\partial \nu^{2}} \text { on } \Gamma_{0} \tag{2.32}
\end{equation*}
$$

we consequently have upon the insertion of (2.31) into (2.29), as well as by the consideration of (2.32), that

$$
\begin{align*}
& \int_{0}^{T}\left(\Delta^{2} \omega, h \cdot \nabla \omega\right)_{L^{2}(\Omega)} d t=-\frac{1}{2} \int_{0}^{T}\|\Delta \omega\|_{L^{2}\left(\Gamma_{0}\right)}^{2} d t \\
& +\alpha \int_{0}^{T} \int_{\Gamma_{1}} \theta \cdot \frac{\partial h \cdot \nabla \omega}{\partial \nu} d \Gamma_{1} d t+\mathcal{O}\left(\int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} d t\right) \tag{2.33}
\end{align*}
$$

(iv) To handle the last term on the left-hand side of equation (2.26), we again use Green's theorem and the boundary conditions posted in (1.1) to obtain

$$
\begin{equation*}
\int_{0}^{T}(\Delta \theta, h \cdot \nabla \omega)_{L^{2}(\Omega)} d t=-\int_{0}^{T}(\nabla \theta, \nabla(h \cdot \nabla \omega))_{L^{2}(\Omega)} d t \tag{2.34}
\end{equation*}
$$

To finish the proof, we rewrite (2.26) by collecting the relations given above in $(2.27),(2.28),(2.33)$, and (2.34) to attain the desired inequality (2.24), upon the taking of norms and a subsequent majorization.

In showing the exponential decay of the semigroup $\left\{e^{\mathcal{A}_{\gamma} t}\right\}_{t \geq 0}$ (Theorem 1.3) it will suffice as usual, to prove that there exists a time $0<T<\infty$ which satisfies for all initial data in $\mathbf{H}_{\gamma}$,

$$
\begin{equation*}
E_{\gamma}(T) \leq \xi E_{\gamma}(0) \text { with } \xi<1 \tag{2.35}
\end{equation*}
$$

By a density argument, it will then be enough by Lemma 2.2 to show the existence of a time $T, 0<T<\infty$, and a positive constant $C_{T}$ (independent of $\gamma$ ) for initial data in $\left[\omega^{0}, \omega^{1}, \theta^{0}\right] \in D\left(\mathcal{A}_{\gamma}^{2}\right)$ such that

$$
\begin{equation*}
E_{\gamma}(T) \leq C_{T} \int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t \tag{2.36}
\end{equation*}
$$

to which end we will proceed to work.
2.4. Proof of inequality (2.36). Because of Theorem 1.2 , we have for initial data $\left[\omega^{0}, \omega^{1}, \theta^{0}\right] \in D\left(\mathcal{A}_{\gamma}^{2}\right)$ a classical pointwise solution $\left[\omega, \omega_{t}, \theta\right]$ of $(1.1)$; we can thus multiply the first equation in (1.1) by $A_{D}^{-1} \theta$ and integrate in time and space to obtain

$$
\begin{equation*}
\int_{0}^{T}\left(\omega_{t t}-\gamma \Delta \omega_{t t}+\Delta^{2} \omega+\alpha \Delta \theta, A_{D}^{-1} \theta\right)_{L^{2}(\Omega)} d t=0 \tag{2.37}
\end{equation*}
$$

the bulk of the work from here on out will be the scrutiny of the left-hand side of this equation.
(A.1) Dealing with $\int_{0}^{T}\left(\omega_{t t}-\gamma \Delta \omega_{t t}, A_{D}^{-1} \theta\right)_{L^{2}(\Omega)} d t$. Using an integration by parts, the second differential equation of (1.1) and the fact that $A_{R} \theta=-\Delta \theta+\frac{\sigma}{\eta} \theta=-\Delta \theta+$
$\Delta D \gamma_{0} \theta+\frac{\sigma}{\eta} \theta=A_{D}\left(\mathbf{I}-D \gamma_{0}\right) \theta+\frac{\sigma}{\eta} \theta$ produce

$$
\begin{align*}
& \int_{0}^{T}\left(\omega_{t t}-\gamma \Delta \omega_{t t}, A_{D}^{-1} \theta\right)_{L^{2}(\Omega)} d t \\
= & \left.\left(\omega_{t}, A_{D}^{-1} \theta\right)_{L^{2}(\Omega)}\right|_{0} ^{T}+\left.\gamma\left(\nabla \omega_{t}, \nabla A_{D}^{-1} \theta\right)_{L^{2}(\Omega)}\right|_{0} ^{T} \\
& -\int_{0}^{T}\left[\left(\omega_{t}, A_{D}^{-1} \theta_{t}\right)_{L^{2}(\Omega)}+\gamma\left(\nabla \omega_{t}, \nabla A_{D}^{-1} \theta_{t}\right)_{L^{2}(\Omega)}\right] d t \\
= & \alpha \beta^{-1} \int_{0}^{T}\left[\left\|\omega_{t}\right\|_{L^{2}(\Omega)}^{2}+\gamma\left\|\nabla \omega_{t}\right\|_{L^{2}(\Omega)}^{2}\right] d t \\
& -\alpha \beta^{-1} \int_{0}^{T}\left[\left(\omega_{t}, D \gamma_{0} \omega_{t}\right)_{L^{2}(\Omega)}+\gamma\left(\nabla \omega_{t}, \nabla D \gamma_{0} \omega_{t}\right)_{L^{2}(\Omega)}\right] d t \\
& +\eta \beta^{-1} \int_{0}^{T}\left[\left(\omega_{t},\left(\mathbf{I}-D \gamma_{0}\right) \theta\right)_{L^{2}(\Omega)}+\gamma\left(\nabla \omega_{t}, \nabla\left(\mathbf{I}-D \gamma_{0}\right) \theta\right)_{L^{2}(\Omega)}\right] d t \\
& +\sigma \beta^{-1} \int_{0}^{T}\left[\left(\omega_{t}, A_{D}^{-1} \theta\right)_{L^{2}(\Omega)}+\gamma\left(\nabla \omega_{t}, \nabla A_{D}^{-1} \theta\right)_{L^{2}(\Omega)}\right] d t \\
& +\left.\left(\omega_{t}, A_{D}^{-1} \theta\right)_{L^{2}(\Omega)}\right|_{0} ^{T}+\left.\gamma\left(\nabla \omega_{t}, \nabla A_{D}^{-1} \theta\right)_{L^{2}(\Omega)}\right|_{0} ^{T} . \tag{2.38}
\end{align*}
$$

A further integration by parts, an application of Green's theorem (1.5) to the term $\int_{0}^{T}\left(\nabla \omega_{t}, \nabla D \gamma_{0} \omega_{t}\right)_{L^{2}(\Omega)} d t$, and a consideration of the boundary conditions posted in (1.1) yield

$$
\begin{align*}
& -\gamma \int_{0}^{T}\left(\nabla \omega_{t}, \nabla D \gamma_{0} \omega_{t}\right)_{L^{2}(\Omega)} d t  \tag{2.39}\\
= & -\left.\gamma\left(\nabla \omega_{t}, \nabla D \gamma_{0} \omega\right)_{L^{2}(\Omega)}\right|_{0} ^{T}+\gamma \int_{0}^{T}\left(\nabla \omega_{t t}, \nabla D \gamma_{0} \omega\right)_{L^{2}(\Omega)} d t \\
= & -\left.\gamma\left(\nabla \omega_{t}, \nabla D \gamma_{0} \omega\right)_{L^{2}(\Omega)}\right|_{0} ^{T}-\gamma \int_{0}^{T}\left(\Delta \omega_{t t}, D \gamma_{0} \omega\right)_{L^{2}(\Omega)} d t \\
& +\gamma \int_{0}^{T}\left(\frac{\partial \omega_{t t}}{\partial \nu}, \gamma_{0} \omega\right)_{L^{2}\left(\Gamma_{1}\right)} d t \\
= & -\gamma\left(\nabla \omega_{t}, \nabla D \gamma_{0} \omega\right)_{\left.L^{2}(\Omega)\right|_{0} ^{T}-\int_{0}^{T}\left(\omega_{t t}+\Delta^{2} \omega+\alpha \Delta \theta, D \gamma_{0} \omega\right)_{L^{2}(\Omega)} d t} \begin{aligned}
= & -\gamma\left(\nabla \omega_{0}^{T}\left(\frac{\partial \omega_{t t}}{\partial \nu}, \gamma_{0} \omega\right)_{L^{2}\left(\Gamma_{1}\right)} d t\right. \\
& -\left.\int_{0}^{T} a\left(D \gamma_{0} \omega\right)_{L^{2}(\Omega)}\right|_{0} ^{T}-\left.\left(\omega_{t}, D \gamma_{0} \omega\right)_{L^{2}(\Omega)}\right|_{0} ^{T}+\int_{0}^{T}\left(\omega_{t}, D \gamma_{0} \omega_{t}\right)_{L^{2}(\Omega)} d t-\int_{0}^{T}\left(\alpha \theta, \frac{\partial D \gamma_{0} \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{1}\right)} d t-\int_{0}^{T}\left(\Delta \omega, \frac{\partial D \gamma_{0} \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{0}\right)} d t \\
& +\alpha \int_{0}^{T}\left(\nabla \theta, \nabla D \gamma_{0} \omega\right)_{L^{2}(\Omega)} d t .
\end{aligned} r l
\end{align*}
$$

Given that $D \gamma_{0} \in \mathcal{L}\left(H^{s}(\Omega)\right)$ for all real $s$ and further using the fact that $A_{D}^{-1}$ is "smoothing," viz. $\left\|A_{D}^{-1} \theta\right\|_{H^{2}(\Omega)} \leq C\|\theta\|_{L^{2}(\Omega)}$, we have the following estimates for the solution $\left[\omega, \omega_{t}, \theta\right]$ of (1.1) corresponding to arbitrary initial data in $\mathbf{H}_{\gamma}$ :

$$
\begin{align*}
& \left\|\left(I-D \gamma_{0}\right) \theta\right\|_{L^{2}(\Omega)}+\left\|A_{D}^{-1} \theta\right\|_{L^{2}(\Omega)} \leq C\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}  \tag{2.40}\\
& \left\|\nabla\left(I-D \gamma_{0}\right) \theta\right\|_{L^{2}(\Omega)}+\left\|\nabla A_{D}^{-1} \theta\right\|_{L^{2}(\Omega)} \leq C\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}  \tag{2.41}\\
& \left\|\nabla D \gamma_{0} \omega\right\|_{L^{2}(\Omega)} \leq C\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}  \tag{2.42}\\
& \left\|\frac{\partial D \gamma_{0} \omega}{\partial \nu}\right\|_{H^{\frac{1}{2}}(\Gamma)} \leq C\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)} \tag{2.43}
\end{align*}
$$

Thus a substitution of (2.39) into (2.38) and a subsequent majorization which makes use of the inequalities $(2.40)-(2.43)$ will give the estimate

$$
\begin{align*}
& \left|\int_{0}^{T}\left(\omega_{t t}-\gamma \Delta \omega_{t t}, A_{D}^{-1} \theta\right)_{L^{2}(\Omega)} d t-\alpha \beta^{-1} \int_{0}^{T}\left[\left\|\omega_{t}\right\|_{L^{2}(\Omega)}^{2}+\gamma\left\|\nabla \omega_{t}\right\|_{L^{2}(\Omega)}^{2}\right] d t\right|  \tag{2.44}\\
\leq & C \int_{0}^{T}\left[\left\|\omega_{t}\right\|_{L^{2}(\Omega)}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}+\gamma\left\|\nabla \omega_{t}\right\|_{L^{2}(\Omega)}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}\right] d t \\
& +C\left[E_{\gamma}(0)+E_{\gamma}(T)\right]+\left|\int_{0}^{T} a\left(D \gamma_{0} \omega, \omega\right) d t\right| \\
& +\left|\int_{0}^{T}\left(\Delta \omega, \frac{\partial D \gamma_{0} \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{0}\right)} d t\right| \\
\leq & \epsilon \int_{0}^{T}\left[\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}+\left\|\omega_{t}\right\|_{L^{2}(\Omega)}^{2}+\gamma\left\|\nabla \omega_{t}\right\|_{L^{2}(\Omega)}^{2}\right] d t+C_{\epsilon} \int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t \\
& +C\left[E_{\gamma}(0)+E_{\gamma}(T)\right]+\frac{\alpha}{\beta}\left|\int_{0}^{T} a\left(D \gamma_{0} \omega, \omega\right) d t\right| \\
& +\frac{\alpha}{\beta}\left|\int_{0}^{T}\left(\Delta \omega, \frac{\partial D \gamma_{0} \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{0}\right)} d t\right|
\end{align*}
$$

where the constants $C$ and $C_{\epsilon}$ do not depend on $\gamma, 0<\gamma \leq M$.
(A.2) Dealing with $\int_{0}^{T}\left(\Delta^{2} \omega, A_{D}^{-1} \theta\right) d t$. Yet another application of Green's theorem in (1.5) and the use of the enforced boundary conditions in (1.1) give

$$
\begin{aligned}
& \int_{0}^{T}\left(\Delta^{2} \omega, A_{D}^{-1} \theta\right) d t \\
(2.45)+ & \int_{0}^{T} a\left(\omega, A_{D}^{-1} \theta\right) d t-\int_{0}^{T}\left(\Delta \omega, \frac{\partial A_{D}^{-1} \theta}{\partial \nu}\right)_{L^{2}\left(\Gamma_{0}\right)} d t \\
& d t
\end{aligned}
$$

Estimating the right-hand side of (2.45) yields, after the use of trace theory, elliptic regularity and the mean inequality,

$$
\begin{aligned}
& \left|\int_{0}^{T}\left(\Delta^{2} \omega, A_{D}^{-1} \theta\right) d t\right| \\
\leq & C_{0} \int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)} d t \\
& +\frac{\epsilon}{2 C} \int_{0}^{T}\|\Delta \omega\|_{L^{2}\left(\Gamma_{0}\right)}^{2} d t+C_{\epsilon} \int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t
\end{aligned}
$$

(where the inverted $C$ is the same constant present in (2.24))

$$
\begin{aligned}
\leq & C_{0} \int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)} d t \\
& +\frac{\epsilon}{2}\left[\int_{0}^{T}\left(\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}+\left\|P_{\gamma}^{\frac{1}{2}} \omega_{t}\right\|_{L^{2}(\Omega)}^{2}\right) d t+\right. \\
& \left.+E_{\gamma}(0)+E_{\gamma}(T)\right]+C_{\epsilon} \int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t
\end{aligned}
$$

(by Lemma 2.3)

$$
\begin{aligned}
\leq & \epsilon \int_{0}^{T}\left[\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}+\left\|P_{\gamma}^{\frac{1}{2}} \omega_{t}\right\|_{L^{2}(\Omega)}^{2}\right] d t \\
& +C\left[E_{\gamma}(0)+E_{\gamma}(T)\right]+C_{\epsilon} \int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t
\end{aligned}
$$

after the use of the mean inequality.
(A.3) Dealing with $\int_{0}^{T}\left(\alpha \Delta \theta, A_{D}^{-1} \theta\right)_{L^{2}(\Omega)} d t$. Finally, for the last term of (2.37), again using the fact that $A_{R} \theta=A_{D}\left(\mathbf{I}-D \gamma_{0}\right) \theta+\frac{\sigma}{\eta} \theta$, we have easily

$$
\begin{align*}
& \alpha \int_{0}^{T}\left(A_{D}\left(\mathbf{I}-D \gamma_{0}\right) \theta+\frac{\sigma}{\eta} \theta, A_{D}^{-1} \theta\right)_{L^{2}(\Omega)} d t \\
& \quad=\alpha \int_{0}^{T}\left[\|\theta\|_{L^{2}(\Omega)}^{2}-\left(D \gamma_{0} \theta, \theta\right)_{L^{2}(\Omega)}+\left(\frac{\alpha \sigma}{\eta} A_{D}^{-1} \theta, \theta\right)_{L^{2}(\Omega)}\right] d t  \tag{2.47}\\
& \quad \leq C \int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\bar{\sigma}+\lambda}^{2}(\Omega)}^{2} .
\end{align*}
$$

(A.4) Combining (2.37), (2.44), (2.46), and (2.47) thus results in the following. For $\epsilon>0$ small enough there exists a constant $C>0$ (independent of $\gamma$ ) such that the solution $\left[\omega, \omega_{t}, \theta\right]$ of (1.1) satisfies

$$
\begin{align*}
& \left(\frac{\alpha}{\beta}-2 \epsilon\right) \int_{0}^{T}\left[\left\|\omega_{t}\right\|_{L^{2}(\Omega)}^{2}+\gamma\left\|\nabla \omega_{t}\right\|_{L^{2}(\Omega)}^{2}\right] d t \\
\leq & C\left[\int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\bar{\sigma}+\lambda}^{2}(\Omega)}^{2} d t+E_{\gamma}(T)+E_{\gamma}(0)\right] \\
& +2 \epsilon \int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} d t+\frac{\alpha}{\beta}\left|\int_{0}^{T} a\left(D \gamma_{0} \omega, \omega\right) d t\right| \\
& +\frac{\alpha}{\beta}\left|\int_{0}^{T}\left(\Delta \omega, \frac{\partial D \gamma_{0} \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{0}\right)} d t\right| \tag{2.48}
\end{align*}
$$

where the noncrucial dependence of $C$ upon $\epsilon$ has not been noted.
(A.5) Estimating the residual terms $\left|\int_{0}^{T} a\left(D \gamma_{0} \omega, \omega\right) d t\right|$ and $\left|\int_{0}^{T}\left(\Delta \omega, \frac{\partial D \gamma_{0} \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{0}\right)} d t\right| .^{2}$ At this point we will find it advantageous to consider a decomposition of the solution component $\left[\omega, \omega_{t}\right]$ into $\omega=\omega^{(1)}+\omega^{(2)}+\omega^{(3)}$ (again with the corresponding initial data $\left[\omega_{0}, \omega_{1}\right] \in D\left(\mathcal{A}_{\gamma}^{2}\right)$ ), where the $\omega^{(i)}$ solve, respectively,

$$
\begin{align*}
& \left\{\begin{array}{l}
-\gamma \Delta \omega_{t t}^{(1)}+\Delta^{2} \omega^{(1)}=-\alpha \Delta \theta \text { on }(0, \infty) \times \Omega, \\
\omega^{(1)}=\frac{\partial \omega^{(1)}}{\partial \nu}=0 \text { on }(0, \infty) \times \Gamma_{0}, \\
\left\{\begin{array}{l}
\Delta \omega^{(1)}+(1-\mu) B_{1} \omega^{(1)}+\alpha \theta=0 \\
\frac{\partial \Delta \omega^{(1)}}{\partial \nu}+(1-\mu) \frac{\partial B_{2} \omega^{(1)}}{\partial \tau}-\gamma \frac{\partial \omega_{t t}^{(1)}}{\partial \nu}=0
\end{array} \text { on }(0, \infty) \times \Gamma_{1},\right. \\
\omega^{(1)}(t=0)=\omega_{t}^{(1)}(t=0)=0 ;
\end{array}\right.  \tag{2.49}\\
& \left\{\begin{array}{l}
-\gamma \Delta \omega_{t t}^{(2)}+\Delta^{2} \omega^{(2)}=-\omega_{t t} \text { on }(0, \infty) \times \Omega ; \\
\omega^{(2)}=\frac{\partial \omega^{(2)}}{\partial \nu}=0 \text { on }(0, \infty) \times \Gamma_{0} ; \\
\left\{\begin{array}{l}
\Delta \omega^{(2)}+(1-\mu) B_{1} \omega^{(2)}=0 \\
\frac{\partial \Delta \omega^{(2)}}{\partial \nu}+(1-\mu) \frac{\partial B_{2} \omega^{(2)}}{\partial \tau}-\gamma \frac{\partial \omega_{t t}^{(2)}}{\partial \nu}+\alpha \frac{\partial \theta}{\partial \nu}=0
\end{array} \text { on }(0, \infty) \times \Gamma_{1} ;\right. \\
\omega^{(2)}(t=0)=\omega_{t}^{(2)}(t=0)=0 .
\end{array}\right.  \tag{2.50}\\
& \left\{\begin{array}{l}
-\gamma \Delta \omega_{t t}^{(3)}+\Delta^{2} \omega^{(3)}=0 \text { on }(0, \infty) \times \Omega ; \\
\omega^{(3)}=\frac{\partial \omega^{(3)}}{\partial \nu}=0 \text { on }(0, \infty) \times \Gamma_{0} ; \\
\left\{\begin{array}{l}
\Delta \omega^{(3)}+(1-\mu) B_{1} \omega^{(3)}=0 \\
\frac{\partial \Delta \omega^{(3)}}{\partial \nu}+(1-\mu) \frac{\partial B_{2} \omega^{(3)}}{\partial \tau}-\gamma \frac{\partial \omega_{t t}^{(3)}}{\partial \nu}=0
\end{array} \text { on }(0, \infty) \times \Gamma_{1} ; ~\right. \\
\omega^{(3)}(0)=\omega^{0} ; \quad \omega_{t}^{(3)}(0)=\omega^{1} .
\end{array}\right. \tag{2.51}
\end{align*}
$$

Through a semigroup formulation, the well posedness of (2.50) and (2.51) can be handled just as easily as the entire system (1.1); to wit, defining on the state space

[^10]$D\left(\AA^{1 / 2}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)$ the operator $\widetilde{\mathcal{A}}_{\gamma}$ as
\[

$$
\begin{align*}
& \widetilde{\mathcal{A}}_{\gamma} \equiv\left(\begin{array}{cc}
0 & \mathbf{I} \\
-\widetilde{P}_{\gamma}^{-1} \AA & 0
\end{array}\right)  \tag{2.52}\\
& \text { (where } \left.\widetilde{P}_{\gamma} \equiv \gamma A_{N} \in \mathcal{L}\left(H_{\Gamma_{0}, \gamma}^{1}(\Omega), H_{\Gamma_{0}, \gamma}^{-1}(\Omega)\right)\right)  \tag{2.53}\\
& \text { with domain } D\left(\widetilde{\mathcal{A}}_{\gamma}\right)=\left\{\left[\omega_{1}, \omega_{2}\right] \in D\left(\AA^{\frac{3}{4}}\right) \times D\left(\AA^{\frac{1}{2}}\right)\right\} \tag{2.54}
\end{align*}
$$
\]

then with the same degree of effort as in the proof of Theorem 1.1, we can show that $\widetilde{\mathcal{A}}_{\gamma}$ generates a unitary $C_{0}$-group $\left\{e^{\tilde{\mathcal{A}}_{\gamma} t}\right\}_{t \geq 0}$ on $D\left(\AA^{1 / 2}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)$ (note we are using the knowledge that $\widetilde{P}_{\gamma}^{-1}$ exists, inasmuch as $A_{N}$ is elliptic on $H_{\Gamma_{0}, \gamma}^{1}(\Omega)$, and that $\widetilde{P}_{\gamma}=\gamma\left(\Delta+\AA G_{2} \gamma_{1}\right)$ from (1.29)). Consequently we have that $\omega^{(2)} \in$ $C\left([0, T] ; D\left(\AA^{1 / 2}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)\right)$, with this unique solution of (2.50) written explicitly as

$$
\left[\begin{array}{c}
\omega^{(2)}(t)  \tag{2.55}\\
\omega_{t}^{(2)}(t)
\end{array}\right]=\int_{0}^{t} e^{\widetilde{\mathcal{A}}_{\gamma}(t-s)}\left[\begin{array}{c}
0 \\
\widetilde{P}_{\gamma}^{-1}\left(-\omega_{t t}(s)+\alpha \lambda \AA G_{2} \gamma_{0} \theta(s)\right)
\end{array}\right] d s
$$

where again $\omega_{t t}$ is the second time derivative of the solution component $\omega$. Recall that we are taking the initial data $\left[\omega^{0}, \omega^{1}, \theta^{0}\right]$ to be in $D\left(\mathcal{A}_{\gamma}^{2}\right)$, and so $\omega_{t t} \in$ $C\left([0, T] ; H_{\Gamma_{0}, \gamma}^{1}(\Omega)\right)$. Moreover, for arbitrary initial data, $\theta \in L^{2}\left(0, T ; H^{1}(\Omega) \cap\right.$ $L_{\sigma+\lambda}^{2}(\Omega)$ ), by Lemma 2.2, and this regularity, coupled with the facts contained in (1.17), (1.19), and (1.4), provide that $\AA G_{2} \gamma_{0} \theta(t) \in L^{2}\left(0, T ; H_{\Gamma_{0}, \gamma}^{-1}(\Omega)\right)$. Hence the formula (2.55) is well defined. Likewise, $\omega^{(3)} \in C\left([0, T] ; D\left(\AA^{1 / 2}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)\right)$ with

$$
\omega^{(3)}(t)=e^{\tilde{\mathcal{A}}_{\gamma} t}\left[\begin{array}{l}
\omega^{0}  \tag{2.56}\\
\omega^{1}
\end{array}\right]
$$

Regarding the well posedness of the system (2.49), we have the following result from [14] and [13].

REGULARITY THEOREM. For arbitrary initial data $\left[\omega_{0}, \omega_{1}\right] \in D\left(\AA^{1 / 2}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)$, parameter $\xi \geq 0, f \in L^{2}\left(0, T ; H_{\Gamma_{0}, \gamma}^{-1}(\Omega)\right)$, and $g \in L^{2}\left(0, T ; H^{1 / 2}\left(\Gamma_{1}\right)\right)$, the following system is well posed:

$$
\left\{\begin{array}{l}
\xi \omega_{t t}-\gamma \Delta \omega_{t t}+\Delta^{2} \omega=f \text { on }(0, \infty) \times \Omega  \tag{2.57}\\
\omega=\frac{\partial \omega}{\partial \nu}=0 \text { on }(0, \infty) \times \Gamma_{0} \\
\left\{\begin{array}{l}
\Delta \omega+(1-\mu) B_{1} \omega=g \\
\frac{\partial \Delta \omega}{\partial \nu}+(1-\mu) \frac{\partial B_{2} \omega}{\partial \tau}-\gamma \frac{\partial \omega_{t t}}{\partial \nu}=0
\end{array} \text { on }(0, \infty) \times \Gamma_{1}\right. \\
\omega(0)=\omega_{0}, \quad \omega_{t}(0)=\omega_{1}
\end{array}\right.
$$

with the solution $\left[\omega, \omega_{t}\right] \in C\left([0, T] ; D\left(\AA^{1 / 2}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)\right)$.
To make use of the above theorem for the resolution of (2.49) with arbitrary $\theta$ in $H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)$ subject to Robin boundary conditions, we note that $-\Delta=$
$A_{R}-\frac{\sigma}{\eta} \in \mathcal{L}\left(H^{1}(\Omega),\left[H^{1}(\Omega)\right]^{\prime}\right)$ and consequently $\Delta \theta \in L^{2}\left(0, T ; H_{\Gamma_{0}, \gamma}^{-1}(\Omega)\right)$; moreover, $\left.\theta\right|_{\Gamma} \in L^{2}\left(0, T ; H^{1 / 2}(\Gamma)\right)$ by the trace theorem, and so the regularity theorem will give us that

$$
\begin{equation*}
\omega^{(1)} \in C\left([0, T] ; D\left(\AA^{\frac{1}{2}}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)\right) \tag{2.58}
\end{equation*}
$$

with the pointwise estimate

$$
\begin{array}{ll}
\left\|\begin{array}{l}
\omega^{(1)}(t) \\
\omega_{t}^{(1)}(t)
\end{array}\right\|_{D\left(\AA^{\frac{1}{2}}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)}^{2} & \leq C\left[\int_{0}^{T}\|\Delta \theta(t)\|_{H_{\Gamma_{0}, \gamma}^{-1}(\Omega)}^{2} d t+\alpha \int_{0}^{T}\|\theta(t)\|_{H^{\frac{1}{2}}\left(\Gamma_{1}\right)}^{2} d t\right] \\
2.59) & \leq C \int_{0}^{T}\|\theta(t)\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t . \tag{2.59}
\end{array}
$$

A simple uniqueness argument which makes use of the regularity theorem verifies that indeed the solution component $\omega \equiv \omega^{(1)}+\omega^{(2)}+\omega^{(3)}$. Moreover, concerning the explicit representation (2.55), an integration by parts has that

$$
\begin{align*}
& \int_{0}^{t} e^{\widetilde{\mathcal{A}}_{\gamma}(t-s)}\left[\begin{array}{c}
0 \\
\widetilde{P}_{\gamma}^{-1} \omega_{t t}(s)
\end{array}\right] d s=\left.e^{\widetilde{\mathcal{A}}_{\gamma}(t-s)}\left[\begin{array}{c}
0 \\
\widetilde{P}_{\gamma}^{-1} \omega_{t}(s)
\end{array}\right]\right|_{0} ^{t} \\
& +\int_{0}^{t} e^{\widetilde{\mathcal{A}}_{\gamma}(t-s)} \widetilde{\mathcal{A}}_{\gamma}\left[\begin{array}{c}
0 \\
\widetilde{P}_{\gamma}^{-1} \omega_{t}(s)
\end{array}\right] d s \\
= & \left.e^{\widetilde{\mathcal{A}}_{\gamma}(t-s)}\left[\begin{array}{c}
0 \\
\widetilde{P}_{\gamma}^{-1} \omega_{t}(s)
\end{array}\right]\right|_{0} ^{t}-\int_{0}^{t} e^{\widetilde{\mathcal{A}}_{\gamma}(t-s)}\left[\begin{array}{c}
\widetilde{P}_{\gamma}^{-1} \omega_{t}(s) \\
0
\end{array}\right] d s \tag{2.60}
\end{align*}
$$

where the last equality above makes sense pointwise in $\left[D\left(\widetilde{\mathcal{A}}_{\gamma}{ }^{*}\right)\right]^{\prime}=\left[D\left(\AA^{\frac{3}{4}}\right)\right]^{\prime} \times$ $\left[D\left(\AA^{1 / 2}\right)\right]^{\prime}$; hence upon majorizing (2.55) with the expression (2.60) in mind (and using the contraction of the semigroup $\left.\left\{e^{\widetilde{\mathcal{A}}_{\gamma}(t)}\right\}_{t \geq 0}\right)$, we have

$$
\left\|\begin{array}{l}
\omega^{(2)}(t)  \tag{2.61}\\
\omega_{t}^{(2)}(t)
\end{array}\right\|_{D\left(\AA^{\frac{1}{2}}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)}^{2} \leq C_{T}\left[\|\theta\|_{L^{2}\left(0, T ; H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)\right)}^{2}+\left\|\omega_{t}\right\|_{C\left([0, T] ; L^{2}(\Omega)\right)}^{2}\right]
$$

Thus, using (2.59), (2.61), and the explicit representation (2.56), we have

$$
\begin{align*}
& \left\|\left[\begin{array}{l}
\omega^{(1)}(t)+\omega^{(2)}(t) \\
\omega^{(1)}(t)+\omega_{t}^{(2)}(t)
\end{array}\right]\right\|_{D\left(\AA^{\frac{1}{2}}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)}^{2} \\
& \leq C_{T}\left[\|\theta\|_{L^{2}\left(0, T ; H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)\right)}^{2}+\left\|\omega_{t}\right\|_{C\left([0, T] ; L^{2}(\Omega)\right)}^{2}\right] ;  \tag{2.62}\\
& \left\|\left[\begin{array}{c}
\omega^{(3)}(t) \\
\omega_{t}^{(3)}(t)
\end{array}\right]\right\|_{D\left(\AA^{\frac{1}{2}}\right) \times H_{\Gamma_{0}, \gamma}^{1}(\Omega)}^{2} \leq E_{\gamma}(0) . \tag{2.63}
\end{align*}
$$

Further analyzing $\omega^{(3)}$, if we make the substitution $z \equiv \Delta \omega^{(3)}$, we then note that $z$ solves the wave equation

$$
\begin{equation*}
\gamma z_{t t}=\Delta z \tag{2.64}
\end{equation*}
$$

with $\left[z, z_{t}\right] \in C\left([0, T] ; L^{2}(\Omega) \times H^{-1}(\Omega)\right)$. Consequently, the recent regularity result of [26] (specifically, apply Theorem 3 therein together with Remark 2.3 and the remark after Theorem 9 in [26]) reveals that $z$ has a "trace" on $\Gamma$ with a positive constant $C(T, \gamma)$ and a $\rho>0$ such that the following estimate holds: ${ }^{3}$

$$
\begin{equation*}
\left\|\left.z\right|_{\Gamma}\right\|_{L^{2}\left(0, T ; H^{-\frac{1}{2}+\rho}(\Gamma)\right)} \leq C(T, \gamma)\left\|\left[z, z_{t}\right]\right\|_{C\left([0, T] ; L^{2}(\Omega) \times H^{-1}(\Omega)\right)} \tag{2.65}
\end{equation*}
$$

and as pointwise we have

$$
\begin{equation*}
\|z(t)\|_{L^{2}(\Omega)}^{2}+\left\|z_{t}(t)\right\|_{H^{-1}(\Omega)}^{2} \leq C E_{\gamma}(0) \tag{2.66}
\end{equation*}
$$

(from the estimate (2.63)), we end up with

$$
\begin{equation*}
\left\|\left.\Delta \omega^{(3)}\right|_{\Gamma}\right\|_{L^{2}\left(0, T ; H^{-\frac{1}{2}+\rho}(\Gamma)\right)}^{2} \leq C(T, \gamma) E_{\gamma}(0) . \tag{2.67}
\end{equation*}
$$

Recall that $\omega^{(3)}$, as the solution of (2.51), satisfies

$$
\begin{equation*}
\Delta \omega^{(3)}-(1-\mu) \frac{\partial^{2} \omega^{(3)}}{\partial \tau^{2}}=(1-\mu) \kappa \frac{\partial \omega^{(3)}}{\partial \nu} \quad \text { on }(0, T) \times \Gamma_{1} \tag{2.68}
\end{equation*}
$$

where $\kappa$ denotes the curvature, and so (2.68), coupled with the estimates (2.67) and

$$
\left\|\frac{\partial \omega^{(3)}}{\partial \nu}\right\|_{C\left([0, T] ; H^{\frac{1}{2}}\left(\Gamma_{1}\right)\right)} \leq C\left\|\omega^{(3)}\right\|_{C\left([0, T] ; H^{2}(\Omega)\right)} \leq C(T) E_{\gamma}(0)
$$

gives that $\frac{\partial^{2} \omega^{(3)}}{\partial \tau^{2}} \in L^{2}\left(0, T ; H^{-\frac{1}{2}+\rho}\left(\Gamma_{1}\right)\right)$ with

$$
\begin{equation*}
\left\|\frac{\partial^{2} \omega^{(3)}}{\partial \tau^{2}}\right\|_{L^{2}\left(0, T ; H^{-\frac{1}{2}+\rho}\left(\Gamma_{1}\right)\right)} \leq C(T, \gamma) E_{\gamma}(0) \tag{2.69}
\end{equation*}
$$

and (2.69) is in turn equivalent to

$$
\begin{equation*}
\left\|\gamma_{0} \omega^{(3)}\right\|_{L^{2}\left(0, T ; H^{\frac{3}{2}+\rho}\left(\Gamma_{1}\right)\right)} \leq C(T, \gamma) E_{\gamma}(0) \tag{2.70}
\end{equation*}
$$

REMARK 6. The estimate in (2.70) can also be derived independently of Tataru's result in [26] by decomposing problem (2.51) microlocally into respective elliptic and hyperbolic parts. In the elliptic sector, we can use standard elliptic regularity and the boundary conditions on $\Gamma_{1}$ to deduce the regularity of the trace $\gamma_{0} \omega^{(3)}$ in $H^{2}\left(0, T \times \Gamma_{1}\right)$. In the hyperbolic sector, we apply the transformation $z \equiv \Delta \omega^{(3)}$, and we are subsequently led to the study of the wave equation with its forcing term in $L^{2}\left(0, T ; H^{-1}(\Omega)\right)$ (due to microlocalization). The arguments presented in [16] and (see also [17]) apply to the hyperbolic sector specifically and provide the estimate (2.70) valid in that sector. Combining elliptic and hyperbolic estimates yields (2.70) with the value of $\rho$ being at least $\frac{1}{10}$. Instead, the estimate obtained by using Tataru's result [26] leads to the optimal value of $\rho=\frac{1}{6}$.

[^11]Given this extra regularity for the trace of $\left.\omega^{(3)}\right|_{\Gamma_{1}}$, we can hence invoke a classical PDE interpolation inequality to finally obtain

$$
\begin{align*}
& \left\|\gamma_{0} \omega^{(3)}\right\|_{L^{2}\left(0, T ; H^{\frac{3}{2}}\left(\Gamma_{1}\right)\right)}^{2} \leq C(T, \gamma)^{-1}\left\|\gamma_{0} \omega^{(3)}\right\|_{L^{2}\left(0, T ; H^{\frac{3}{2}+\rho}\left(\Gamma_{1}\right)\right)}^{2}  \tag{2.71}\\
& \quad+C_{T, \gamma}\left\|\gamma_{0} \omega^{(3)}\right\|_{L^{2}\left(0, T ; H^{\frac{1}{2}}\left(\Gamma_{1}\right)\right)}^{2}
\end{align*}
$$

(where $C(T, \gamma)$ is as in (2.70), and $C_{T, \gamma}$ denotes another positive constant depending on $T$ and $\gamma$ )

$$
\leq E_{\gamma}(0)+C_{T, \gamma}\left\|\omega^{(3)}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}
$$

(after using the estimate (2.70) and trace theory)

$$
\leq E_{\gamma}(0)+C_{T, \gamma}\|\omega\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}+C_{T, \gamma}\left\|\omega^{(1)}+\omega^{(2)}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}
$$

(after using the decomposition $\omega=\omega^{(1)}+\omega^{(2)}+\omega^{(3)}$ )

$$
\leq E_{\gamma}(0)+C_{T, \gamma}\left[\|\theta\|_{L^{2}\left(0, T ; H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)\right)}^{2}+\|\omega\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}+\left\|\omega_{t}\right\|_{C\left([0, T] ; L^{2}(\Omega)\right)}^{2}\right]
$$

after using the inequality (2.62).
With the decomposition of $\omega$ in hand, along with its accompanying norm estimates, particularly that of the trace $\gamma_{0} \omega^{(3)}$ in (2.71), we can now deal with the recalcitrant terms $\left|\int_{0}^{T} a\left(D \gamma_{0} \omega, \omega\right) d t\right|$ and $\left|\int_{0}^{T}\left(\Delta \omega, \frac{\partial D \gamma_{0} \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{0}\right)} d t\right|$ :
(A5.i) Dealing with $\left|\int_{0}^{T} a\left(D \gamma_{0} \omega, \omega\right) d t\right|:$

$$
\begin{aligned}
& \left|\int_{0}^{T} a\left(D \gamma_{0} \omega, \omega\right) d t\right| \\
= & \left|\int_{0}^{T} a\left(D \gamma_{0}\left(\omega^{(1)}+\omega^{(2)}+\omega^{(3)}\right), \omega\right) d t\right| \\
\leq & \int_{0}^{T} C\left\|D \gamma_{0}\left(\omega^{(1)}+\omega^{(2)}+\omega^{(3)}\right)\right\|_{H^{2}(\Omega)}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)} d t
\end{aligned}
$$

(after using the fact that $D \gamma_{0} \in \mathcal{L}\left(H^{2}(\Omega)\right)$ )

$$
\begin{align*}
\leq & \epsilon \int_{0}^{T}\|\AA \omega\|_{L^{2}(\Omega)}^{2} d t+C_{T, \gamma}\left[\int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L^{2}(\Omega)}^{2} d t+\|\omega\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}\right. \\
& \left.+\left\|\omega_{t}\right\|_{C\left([0, T] ; L^{2}(\Omega)\right)}^{2}\right] \\
& +C\left[E_{\gamma}(T)+E_{\gamma}(0)\right] \tag{2.72}
\end{align*}
$$

after using the boundedness of the Dirichlet map $D$ followed by the standard mean inequality as well as the crucial estimates (2.71) and (2.62) (here we have not noted the noncrucial dependence of $\epsilon$ in the constant $C_{T, \gamma}$ ).
(A.5ii) Dealing with $\left|\int_{0}^{T}\left(\Delta \omega, \frac{\partial D \gamma_{0} \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{0}\right)} d t\right|$. By Lemma 2, $\left.\Delta \omega\right|_{\Gamma_{0}} \in L^{2}\left(0, T ; L^{2}\left(\Gamma_{0}\right)\right)$, and so with this bit of information we have

$$
\begin{aligned}
& \left|\int_{0}^{T}\left(\Delta \omega, \frac{\partial D \gamma_{0} \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{0}\right)} d t\right| \\
\leq & C \int_{0}^{T}\|\Delta \omega\|_{L^{2}\left(\Gamma_{0}\right)}\left\|D \gamma_{0} \omega\right\|_{H^{2}(\Omega)} d t
\end{aligned}
$$

(by the trace theorem)

$$
\begin{aligned}
= & C \int_{0}^{T}\|\Delta \omega\|_{L^{2}\left(\Gamma_{0}\right)}\left\|D \gamma_{0}\left(\omega^{(1)}+\omega^{(2)}+\omega^{(3)}\right)\right\|_{H^{2}(\Omega)} d t \\
\leq & \frac{\epsilon}{C} \int_{0}^{T}\|\Delta \omega\|_{L^{2}\left(\Gamma_{0}\right)}^{2} d t+C_{T, \gamma}\left[\int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L^{2}(\Omega)}^{2} d t+\|\omega\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}\right. \\
& \left.+\left\|\omega_{t}\right\|_{C\left([0, T] ; L^{2}(\Omega)\right)}^{2}\right] \\
& +C\left[E_{\gamma}(T)+E_{\gamma}(0)\right]
\end{aligned}
$$

(again using the mean inequality followed by (2.71) and (2.62), and where the inverted positive constant $C$ is that in (2.24))

$$
\leq \epsilon \int_{0}^{T}\left[\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}+\int_{0}^{T}\left\|P_{\gamma}^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}\right] d t+C_{T, \gamma}\left[\int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L^{2}(\Omega)}^{2} d t\right.
$$

$$
\begin{equation*}
\left.+\|\omega\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}+\left\|\omega_{t}\right\|_{C\left([0, T] ; L^{2}(\Omega)\right)}^{2}\right]+C\left[E_{\gamma}(0)+E_{\gamma}(T)\right] . \tag{2.73}
\end{equation*}
$$

Combining (2.48), (2.72), and (2.73), we finally have

$$
\begin{align*}
& \left(\frac{\alpha}{\beta}-3 \epsilon\right) \int_{0}^{T}\left[\left\|\omega_{t}\right\|_{L^{2}(\Omega)}^{2}+\gamma\left\|\nabla \omega_{t}\right\|_{L^{2}(\Omega)}^{2}\right] d t \\
\leq & 3 \epsilon \int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} d t+C_{T, \gamma}\left[\int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t\right. \\
& \left.+\|\omega\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}+\left\|\omega_{t}\right\|_{C\left([0, T] ; L^{2}(\Omega)\right)}^{2}\right] \\
& +C\left[E_{\gamma}(0)+E_{\gamma}(T)\right] . \tag{2.74}
\end{align*}
$$

(B) Conclusion of the Proof of Theorem 3. To majorize the norm of the component $\omega$, we multiply (1.35) by $\omega$, integrate from 0 to $T$ and employ Green's theorem to obtain (after accounting for the boundary conditions and using (1.20))

$$
\begin{align*}
& \left.\left(P_{\gamma}^{\frac{1}{2}} \omega_{t}, P_{\gamma}^{\frac{1}{2}} \omega\right)_{L^{2}(\Omega)}\right|_{0} ^{T}-\int_{0}^{T}\left\|P_{\gamma}^{\frac{1}{2}} \omega_{t}\right\|_{L^{2}(\Omega)}^{2} d t \\
& =-\int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} d t-\alpha \int_{0}^{T}\left(\theta, \frac{\partial \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{1}\right)} d t \\
& \quad+\alpha \int_{0}^{T}(\nabla \theta, \nabla \omega)_{L^{2}(\Omega)} d t ; \tag{2.75}
\end{align*}
$$

since by the trace theorem we have pointwise

$$
\begin{align*}
& \left|\left(\theta, \frac{\partial \omega}{\partial \nu}\right)_{L^{2}\left(\Gamma_{1}\right)}\right|+\left|(\nabla \theta, \nabla \omega)_{L^{2}(\Omega)}\right| \\
\leq & C\left[\|\theta\|_{H^{\frac{1}{2}}(\Gamma)}\left\|\frac{\partial \omega}{\partial \nu}\right\|_{H^{\frac{1}{2}}\left(\Gamma_{1}\right)}+\|\theta\|_{H^{1}(\Omega)}\|\omega\|_{H^{1}(\Omega)}\right] \\
\leq & C\|\theta\|_{H^{1}(\Omega)}\|\omega\|_{H^{2}(\Omega)} \leq \epsilon\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}+C_{\epsilon}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}}^{2}(\Omega) \tag{2.76}
\end{align*},
$$

we thus arrive at the following.

There exists a constant $C>0$ such that for $\epsilon>0$ small enough, the solution [ $\omega, \omega_{t}, \theta$ ] of (1.1) satisfies

$$
\begin{align*}
(1-\epsilon) \int_{0}^{T}\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2} d t \leq & C \int_{0}^{T}\left[\left\|\omega_{t}\right\|_{L^{2}(\Omega)}^{2}+\gamma\left\|\nabla \omega_{t}\right\|_{L^{2}(\Omega)}^{2}\right] d t \\
& +C\left(\int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t+E_{\gamma}(T)+E_{\gamma}(0)\right) \tag{2.77}
\end{align*}
$$

where the noncrucial dependence of $C$ upon $\epsilon$ has not been noted.
Thus, if $\epsilon$ is small enough, we then have, upon combining (2.74) and (2.77), the existence of constants $C$ and $C_{T, \gamma}$ such that

$$
\begin{align*}
& \int_{0}^{T}\left[\left\|\AA^{\frac{1}{2}} \omega\right\|_{L^{2}(\Omega)}^{2}+\left\|\omega_{t}\right\|_{L^{2}(\Omega)}^{2}+\gamma\left\|\nabla \omega_{t}\right\|_{L^{2}(\Omega)}^{2}+\|\theta\|_{L^{2}(\Omega)}^{2}\right] d t \\
\leq & C_{T, \gamma} \int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t+C\left[E_{\gamma}(T)+E_{\gamma}(0)\right] \\
& +C_{T, \gamma}\left[\|\omega\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}+\left\|\omega_{t}\right\|_{C\left([0, T] ; L^{2}(\Omega)\right)}^{2}\right] \tag{2.78}
\end{align*}
$$

From here, we apply the relation (2.21) and its inherent dissipativity property (that is, $\left.E_{\gamma}(T) \leq E_{\gamma}(t) \forall 0 \leq t \leq T\right)$ to (2.78) to finally attain the preliminary inequality; namely, for $T>2 C$ (with $C$ as in (2.78) independent of $T$ ),

$$
\begin{align*}
E_{\gamma}(T) \leq & \frac{C_{T, \gamma}+2 C \eta}{T-2 C} \int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t \\
& +C_{T, \gamma}\left[\|\omega\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}+\left\|\omega_{t}\right\|_{C\left([0, T] ; L^{2}(\Omega)\right)}^{2}\right] \tag{2.79}
\end{align*}
$$

A straightforward compactness-uniqueness argument similar to that employed in [15] and [1] will subsequently eliminate the lower order terms in (2.79), viz. we have the following proposition.

Proposition 2.4. The presence of the inequality (2.79) implies that there exists a constant $C_{T}$ which satisfies

$$
\begin{equation*}
\|\omega\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}+\left\|\omega_{t}\right\|_{C\left([0, T] ; H^{2}(\Omega)\right)}^{2} d t \leq C_{T} \int_{0}^{T}\|\theta\|_{H^{1}(\Omega) \cap L_{\sigma+\lambda}^{2}(\Omega)}^{2} d t \tag{2.80}
\end{equation*}
$$

Hence, the inequalities (2.79) and (2.80) give the desired estimate (2.36) (and consequently (2.35)), and so the proof of Theorem 1.3 is now complete.

Note added in proof. As one reads through the arguments in the present paper, he or she gathers the understanding that the key ingredient in our stability proof is the selection of the "right" multiplier $A_{D}^{-1} \theta$ (which is novel when compared to the standard differential multipliers used in plate theory). This multiplier was first devised in our paper [3] (which initially considered the easier case of the thermoelastic plate with lower order "clamped" or "hinged" boundary conditions), and we have since invoked it in later problems (see [4], [13], [6], [5]. In particular, [4] is a preliminary version
of our present paper). In our present paper, it is this particular choice of multiplier which allows us to obtain sharp results on the uniform stabilization of thermoelastic plates with the higher order "free" boundary conditions in place, results which include the attainment of explicit decay rates.

Related work on this problem includes that of E. Bisognin, V. Bisognin, P. Menzala, and E. Zuazua in [7], who employed an alternative and indirect argument for the stabilization of the nonlinear thermoelastic plate in the case of clamped/hinged boundary conditions only. This method, even in the case of linear models, yielded weaker results than those posted in [2], [3]. (We assume that at the time of their work the four authors were unaware of [3].) Indeed, the indirect (proof by contradiction) method in [7] has the following shortcomings:
(i) The method requires two different treatments of the problem, corresponding to the respective cases $\gamma>0$ and $\gamma=0$. This dichotomy is necessitated by the fact that the accompanying decay rates they obtain blow up as $\gamma \downarrow 0$.
(ii) The decay rates they obtain are not explicit.
(iii) In the specific case $\gamma=0$, the analyticity of the underlying semigroup is used in an essential way, which precludes the possibility that their indirect method can be adjusted so as to give a unified treatment of the problem for all cases $\gamma \geq 0$ (recall that $\gamma>0$ corresponds to hyperbolic-like dynamics).
In contrast, the paper [3] (which is critical and constitutes a basis for the present paper) obtains decay estimates which are uniform in the parameter $\gamma \geq 0$, this being accomplished via the use of the multiplier $A_{D}^{-1} \theta$. As the authors of [7] were apparently informed much before the date of submission of [23] of this comparison between their work and that in [3] (this is a documented fact), one may then view as perplexing the subsequent appearance of the paper [23], which now claims for itself the right (and much improved with respect to [7]) result using the very same techniques and ideas as in [3] (which again are radically different from those in [7]). In particular, [23] uses the same multiplier and the same trace result, the latter being proclaimed therein as "hidden regularity." Perhaps adding to the perplexity is the fact that the two authors in [23], while freely addressing the aforementioned shortcomings of [7], make neither acknowledgment nor reference to [3]. Our main point here is to stress the fact that the critical multiplier and the resulting technique for proving uniform decay rates for thermoelastic plates takes its origin in [2], [3], and not in [23].
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# STABILITY OF $N$-FRONTS BIFURCATING FROM A TWISTED HETEROCLINIC LOOP AND AN APPLICATION TO THE FITZHUGH-NAGUMO EQUATION* 
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#### Abstract

In this article, existence and stability of $N$-front travelling-wave solutions of partial differential equations on the real line is investigated. The $N$-fronts considered here arise as heteroclinic orbits bifurcating from a twisted heteroclinic loop in the underlying ordinary differential equation describing travelling-wave solutions. It is proved that the $N$-front solutions are linearly stable provided the fronts building the twisted heteroclinic loop are linearly stable. The result is applied to travelling waves arising in the FitzHugh-Nagumo equation.
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1. Introduction. In this article, existence and stability of $N$-front solutions of parabolic equations

$$
\begin{equation*}
U_{t}=A U+F(U, \epsilon), \quad x \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

on the real line is investigated. Here, the differential operator $A$ generates a $C^{0}$ semiflow on $B U\left(\mathbb{R}, \mathbb{R}^{m}\right)$-the space of bounded, uniformly continuous functions from $\mathbb{R}$ to $\mathbb{R}^{m}$-and $F$ is a superposition operator-that is, $F(U, \epsilon)(x)$ depends only on the values of $U$ and possibly derivatives of $U$ at the point $x$-defined on the same space. Fronts and backs are travelling-wave solutions $U(\xi)=U(x+c t)$ which are asymptotically constant for $\xi \rightarrow \pm \infty$. Transforming (1.1) into a moving coordinate frame $(x, t) \mapsto(x+c t, t)=(\xi, t)$ yields

$$
\begin{equation*}
U_{t}=A U-c U_{\xi}+F(U, \epsilon), \quad \xi \in \mathbb{R} \tag{1.2}
\end{equation*}
$$

Then fronts and backs of (1.1) with wave speed $c$ correspond to equilibria of (1.2) solving

$$
\begin{align*}
A U-c U_{\xi}+F(U, \epsilon) & =0  \tag{1.3}\\
\lim _{\xi \rightarrow \pm \infty} U(\xi) & =U_{ \pm}
\end{align*}
$$

Stability of a front $U$ is often determined by the spectrum of the linearized operator

$$
\begin{equation*}
L(U) V=A V-c V_{\xi}+D_{U} F(U, \epsilon) V \tag{1.4}
\end{equation*}
$$

A front or back is called linearly stable if the spectrum of $L$ is contained in the left half-plane with the exception of a simple eigenvalue at zero which is inevitable due
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Fig. 1. $N$-front solutions consist of $2 N+1$ concatenated copies of a simple front and back.
to translational invariance. Under rather general assumptions on $A$, linear stability implies nonlinear stability; see [Hen81] or [BJ89].

Suppose now that for $(c, \epsilon)=\left(c_{0}, \epsilon_{0}\right)$ linearly stable front and back waves do exist simultaneously. Then, upon varying $\mu:=(c, \epsilon)$, other front solutions may arise. In particular, so-called $N$-fronts which are formed by alternately concatenating $2 N+1$ copies of the simple front and back may bifurcate; see Figure 1. A natural and interesting question is whether the bifurcating $N$-fronts $U_{N}$ inherit the linear stability from the simple front and back. For a fairly general class of operators $A$, it follows from [AGJ90] that the spectrum of $L\left(U_{N}\right)$ is bounded to the left of the imaginary axis except for $2 N+1$ eigenvalues near zero. It therefore suffices to calculate these critical eigenvalues, that is, solutions $(\lambda, V)$ of

$$
\begin{equation*}
A V-c_{N} V_{\xi}+D_{U} F\left(U_{N}, \epsilon_{N}\right) V=\lambda V \tag{1.5}
\end{equation*}
$$

for $\lambda$ close to zero, where $U_{N}$ is the $N$-front existing for $(c, \epsilon)=\left(c_{N}, \epsilon_{N}\right)$.
Notice that the steady-state equation (1.3) and the eigenvalue problem (1.5) are ordinary differential equations in the time variable $\xi$. As such they can be written as first-order systems

$$
\begin{array}{ll}
\dot{u}=f(u, \mu), & \mu=(c, \epsilon), \\
\dot{v}=\left(D_{u} f(u, \mu)+\lambda B\right) v, &
\end{array}
$$

respectively. Simple fronts and backs of (1.3) correspond to heteroclinic solutions $q_{1}(\xi)$ and $q_{2}(\xi)$ of (1.6) connecting two equilibria $p_{1}$ and $p_{2}$.

In this article, we investigate the existence and stability of $N$-fronts (and $N$ backs) under the assumption that the simple heteroclinic orbits $q_{1}$ and $q_{2}$ form a twisted heteroclinic loop; see Figure 2. Under certain generic assumptions, we prove existence of $N$-fronts of (1.6) for any $N \geq 1$ and determine all eigenvalues $\lambda$ of (1.7) with $|\lambda|$ small. The $N$-fronts are either all stable or all unstable depending only on conditions on the simple front and back solution. The proof relies on a geometric reduction of the flow onto a two-dimensional invariant manifold containing the heteroclinic loop; see [Hom96], [San93], and [San95]. The reduction allows for a smooth linearization of the vector field near both equilibria. The existence of $N$-fronts is then proved using the Lyapunov-Schmidt reduction for the resulting vector field in $\mathbb{R}^{2}$ in the spirit of [Lin90] and [San93]. Finally, the critical eigenvalues of the operator (1.5) are calculated using [San96].

Deng [Den91a] proved the existence of $N$-fronts bifurcating from a twisted heteroclinic loop under the additional assumption that the stable manifolds of the relatively contractive equilibria $p_{1}$ and $p_{2}$ are one-dimensional using topological methods; see [Den91a, section 7(a)]. Shashkov [Sha92] asserts the existence of $N$-fronts for twodimensional vector fields of class $C^{3}$, however, without giving a proof.


Fig. 2. A twisted heteroclinic loop. The dashed curves indicate the stable manifolds of the equilibria continued backward in time.

Finally, we apply the stability result to the FitzHugh-Nagumo equation

$$
\begin{aligned}
& u_{t}=u_{x x}+f(u)-w \\
& w_{t}=\epsilon(u-\gamma w)
\end{aligned}
$$

Deng [Den91b] showed that the hypotheses of his existence result [Den91a] are satisfied, while Yanagida [Yan89] proved that the simple front and back are both linearly stable. Nii [Nii95b] proved linear stability of the 1-front provided $f$ is linear near both equilibria. We show that in fact all $N$-fronts are linearly stable. Recently, Nii (personal communication) announced an extension of his result to $N$-fronts under the same restrictive hypothesis on $f$ using topological methods.

The paper is organized as follows. In section 2, we state the basic assumptions and the main results about existence and stability of $N$-front solutions. The existence theorem is proved in section 3, the stability result in section 4 . Finally, in section 5, the application to the FitzHugh-Nagumo system is given.
2. Main results. Consider the equation

$$
\dot{u}=f(u, \mu), \quad(u, \mu) \in \mathbb{R}^{n} \times \mathbb{R}^{2}
$$

where $f: \mathbb{R}^{n} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{n}$ is $C^{2}$. We assume that equation (2.1) possesses two hyperbolic equilibria $p_{1}(\mu)$ and $p_{2}(\mu)$ for all $\mu$. Moreover, the spectrum $\sigma\left(D_{u} f\left(p_{k}(\mu), \mu\right)\right)$ for $k=1,2$ of the linearized vector field at these equilibria decomposes as follows.
(H1) We assume that $\operatorname{dim} W^{s}\left(p_{1}(0), 0\right)=\operatorname{dim} W^{s}\left(p_{2}(0), 0\right)$ and

$$
\sigma\left(D_{u} f\left(p_{k}(\mu), \mu\right)\right)=\sigma_{k}^{s s} \cup\left\{-\alpha_{k}^{s}(\mu), \alpha_{k}^{u}(\mu)\right\} \cup \sigma_{k}^{u u}, \quad 0<\alpha_{k}^{s}(\mu)<\alpha_{k}^{u}(\mu)
$$

hold with $\operatorname{Re} \sigma_{k}^{s s}<-\alpha_{k}^{s}(\mu), \operatorname{Re} \sigma_{k}^{u u}>\alpha_{k}^{u}(\mu)$ for $k=1,2$ and all $\mu$. Moreover, $-\alpha_{k}^{s}(\mu)$ and $\alpha_{k}^{u}(\mu)$ are simple eigenvalues for $k=1,2$. We define $\alpha_{k}(\mu)=\alpha_{k}^{u}(\mu) / \alpha_{k}^{s}(\mu)>1$. Also, let $\alpha_{k}:=\alpha_{k}(0)$ and $\alpha_{k}^{i}:=\alpha_{k}^{i}(0)$ for $i=s, u$ and $k=1,2$.

We choose coordinates such that the equilibria do not depend on $\mu$. Suppose that for $\mu=0$ there exist two heteroclinic orbits $q_{1}(t)$ and $q_{2}(t)$ connecting $p_{1}$ to $p_{2}$ and vice versa; see (H2).
(H2) The solution $q_{1}(t)$ satisfies $\lim _{t \rightarrow-\infty} q_{1}(t)=p_{1}$ and $\lim _{t \rightarrow \infty} q_{1}(t)=p_{2}$ while $q_{2}(t)$ satisfies $\lim _{t \rightarrow-\infty} q_{2}(t)=p_{2}$ and $\lim _{t \rightarrow \infty} q_{2}(t)=p_{1}$.

Due to hypothesis (H1), the next assumption is met for generic vector fields.
$(\mathrm{H} 3)$ The heteroclinic solutions $q_{1}(t)$ and $q_{2}(t)$ are nondegenerate, that is,

$$
\begin{aligned}
& T_{q_{1}(0)} W^{u}\left(p_{1}, 0\right) \cap T_{q_{1}(0)} W^{s}\left(p_{2}, 0\right)=\mathbb{R} \dot{q_{1}}(0), \\
& T_{q_{2}(0)} W^{u}\left(p_{2}, 0\right) \cap T_{q_{2}(0)} W^{s}\left(p_{1}, 0\right)=\mathbb{R} \dot{q_{2}}(0)
\end{aligned}
$$

hold.
Due to (H3), there exist two unique (up to constant multiples) bounded solutions $\psi_{k}(t)$ of the adjoint variational equation

$$
\dot{w}=-D_{u} f\left(q_{k}(t), 0\right)^{*} w
$$

evaluated at $q_{k}(t)$ for $k=1,2$, respectively. As a matter of fact, they satisfy

$$
\begin{equation*}
\psi_{k}(t) \perp\left(T_{q_{k}(t)} W^{u}\left(p_{k}, 0\right)+T_{q_{k}(t)} W^{s}\left(p_{k+1}, 0\right)\right) \tag{2.2}
\end{equation*}
$$

Here, the index $k$ is taken modulo two. Upon changing the parameter $\mu$, the heteroclinic solutions $q_{k}(t)$ should break up. This is made precise in the next hypothesis.
(H4) The Melnikov integrals

$$
N_{k}:=\int_{-\infty}^{\infty}\left\langle\psi_{k}(t), D_{\mu} f\left(q_{k}(t), 0\right)\right\rangle d t \in \mathbb{R}^{2}, \quad k=1,2
$$

are linearly independent (and in particular nonzero).
We need to assume that $q_{k}(t)$ and $\psi_{k}(t)$ converge along the leading directions to the equilibria and zero, respectively.
(H5) Assume that the limits

$$
\begin{array}{llll}
\lim _{t \rightarrow-\infty} e^{-\alpha_{k}^{u} t} \dot{q}_{k}(t) & =: & v_{k}^{-}, & \lim _{t \rightarrow \infty} e^{\alpha_{k+1}^{s} t} \dot{q}_{k}(t)=: \\
\lim _{t \rightarrow-\infty} e^{-\alpha_{k}^{s} t} \psi_{k}(t) & =: & w_{k}^{+}, & \lim _{t \rightarrow \infty} e^{\alpha_{k+1}^{u} t} \psi_{k}(t)=: \\
w_{k+1}^{-}
\end{array}
$$

are nonzero for $k=1,2$; see Figure 2. Again, the index $k$ is taken modulo two.
Then $v_{k}^{ \pm}$and $w_{k}^{ \pm}$are right and left eigenvectors of $D_{u} f\left(p_{k}, 0\right)$ for the eigenvalues $\alpha_{k}^{s, u}$. Due to (2.2), hypothesis (H5) is equivalent to the strong inclination property. Finally, we suppose that both heteroclinic orbits are twisted.
(H6) Suppose that the scalar products $\left\langle w_{k}^{-}, v_{k}^{-}\right\rangle>0$ and $\left\langle w_{k}^{+}, v_{k}^{+}\right\rangle>0$ are positive for $k=1,2$; see Figure 2. Note that the scalar products do not vanish according to hypotheses (H1) and (H5).

Choose two sections $\Sigma_{k}$ transverse to the vector field and placed at $q_{k}(0)$ for $k=1,2$. We call the heteroclinic solutions $q_{1}(t)$ and $q_{2}(t)$ simple fronts and backs, respectively. An $N$-front solution is a heteroclinic orbit connecting $p_{1}$ to $p_{2}$ and intersecting $\Sigma_{2} N$-times; see Figure 3. In other words, it follows the heteroclinic loop $N+\frac{1}{2}$ times and hits the set $\Sigma_{1} \cup \Sigma_{2} 2 N+1$ times. Similarly, $N$-backs are defined connecting $p_{2}$ to $p_{1}$.

Associated with each $N$-front are $2 N$ return times $T_{j}$ for $j=0, \ldots, 2 N-1$. With $l=0, \ldots, N-1$, the numbers $T_{2 l}$ are the times consecutively spent between $\Sigma_{1}$ and $\Sigma_{2}$, that is, near the equilibrium $p_{2}$, while $T_{2 l+1}$ are the times spent between $\Sigma_{2}$ and $\Sigma_{1}$, that is, near the equilibrium $p_{1}$.

We remark that, on account of hypothesis (H4), there is a change of parameters of class $C^{2}$ such that the Melnikov integrals coincide with the coordinate axes


Fig. 3. An $N$-front solution for $N=1$. There are two return times $T_{0}$ and $T_{1}$ associated with the 1-front. $T_{0}$ is the time spent between $\Sigma_{1}$ and $\Sigma_{2}$, while $T_{1}$ is the time spent between $\Sigma_{2}$ and $\Sigma_{1}$.


Fig. 4. The bifurcation diagram. The parameters have been transformed such that a simple front (back) exists precisely when $\mu_{1}=0\left(\mu_{2}=0\right)$ and such that the Melnikov integrals are given by $N_{1}=(1,0)$ and $N_{2}=(0,1)$. The twisted heteroclinic loop exists for $\mu=0$.
in $\mathbb{R}^{2}$, that is, $N_{1}=(1,0)$ and $N_{2}=(0,1)$, and that simple fronts (backs) exist precisely when $\mu_{1}=0\left(\mu_{2}=0\right)$; see Figure 4. We refer to section 3.2 for the proof.

The first result is an extension of the existence theorem proved by Deng [Den91a], who assumed that the unstable manifolds are one-dimensional.

THEOREM 2.1. Assume that (H1)-(H6) are satisfied. Then, for each $N \geq 1$, there exists a unique curve $\bar{\mu}_{N}(r)$ in parameter space defined for $r \in\left[0, r_{0}\right)$ with $\bar{\mu}_{N}(0)=0$ such that (2.1) has an $N$-front solution $(u, \mu)$ if and only if there exists an $r$ such that $\mu=\bar{\mu}_{N}(r)$. The $N$-fronts are unique and the curves $\bar{\mu}_{N}$ are of class $C^{1}$. The return times (as defined right before this theorem) of the $N$-fronts are given by

$$
\begin{array}{lll}
T_{2 l}=-\frac{1}{\alpha_{2}^{s}}(1+\mathrm{o}(1)) \ln r, & \text { time spent near } p_{2} \\
T_{2 l+1}=-\frac{\alpha_{2}+\theta_{N-l}}{\alpha_{1}^{s}}(1+\mathrm{o}(1)) \ln r, & \text { time spent near } p_{1} \tag{2.3}
\end{array}
$$

for $l=0, \ldots, N-1$ as $r \rightarrow 0$. Here, the sequence $\theta_{l}$ is defined recursively by $\theta_{1}=0$, $\theta_{2}=\alpha_{1} \alpha_{2}-1>0$, and $\theta_{l+1}:=\alpha_{1} \theta_{l}+\theta_{2}>\theta_{l}$. Different choices of the sections $\Sigma_{k}$ do not change the leading order term in (2.3). Analogous results hold for $N$-backs.

Now, assume in addition that parameters have been transformed according to the remark stated right before this theorem. Then the curves $\bar{\mu}_{N}$ satisfy

$$
\bar{\mu}_{N}(r)=\left(r^{\alpha_{2}}(1+\mathrm{o}(1)), r\right)
$$

as $r \rightarrow 0$, and the bifurcation diagram is given in Figure 4.
Next we describe the bounded solutions $v \in C^{1}\left(\mathbb{R}, \mathbb{R}^{n}\right)$ of the equation

$$
\begin{equation*}
\dot{v}=\left(D_{u} f\left(q_{N}(r)(t), \bar{\mu}_{N}(r)\right)+\lambda B(t)\right) v \tag{2.4}
\end{equation*}
$$

for $\lambda \in \mathbb{C}$ with $|\lambda|$ small, where $q_{N}(r)$ denotes the $N$-front existing for $\mu=\bar{\mu}_{N}(r)$. Here, $B$ is a bounded, continuous, and matrix-valued function. Equation (2.4) is a generalized eigenvalue problem of the form

$$
L v=\lambda B v
$$

Generalized eigenfunctions of (2.4) corresponding to an eigenvalue $\lambda$ are functions $v_{i}$ satisfying

$$
L v_{i}=\lambda B v_{i}+B v_{i-1}
$$

with $v_{0}=0$. The algebraic multiplicity of eigenvalues can be defined in the usual way. We assume a nondegeneracy assumption with respect to $\lambda$.
(H7) Suppose that the Melnikov integrals

$$
M_{k}:=\int_{-\infty}^{\infty}\left\langle\psi_{k}(t), B(t) \dot{q}_{k}(t)\right\rangle d t \neq 0
$$

are nonzero for $k=1,2$, where $\psi_{k}$ is chosen according to hypothesis (H6).
The next theorem-which is the main result of the present paper-describes the set of $\lambda \in \mathbb{C}$ with $|\lambda|$ small for which (2.4) possesses a bounded solution $v$.

THEOREM 2.2. Suppose that the assumptions (H1)-(H7) are satisfied. Then there exists $a \delta>0$ independent of $N$ such that the following holds. For any $N \geq 1$ and $r_{0}=r_{0}(N)>0$ sufficiently small there exist precisely $2 N+1$ solutions $\left(\lambda_{j}, v_{j}\right) \in$ $\mathbb{C} \times C^{1}\left(\mathbb{R}, \mathbb{R}^{n}\right)$ of (2.4) with $|\lambda|<\delta$. The eigenvalues are counted with multiplicity and are given by

$$
\begin{aligned}
\lambda_{2 l-1} & =\left(c_{2 l-1}+\mathrm{o}(1)\right) r \\
\lambda_{2 l} & =\left(c_{2 l}+\mathrm{o}(1)\right) r^{\alpha_{2}+\theta_{N+1-l}}, \\
\lambda_{2 N+1} & =0
\end{aligned}
$$

for $l=1, \ldots, N$ as $r \rightarrow 0$, where the exponents $\theta_{N+1-l}$ have been defined in Theorem 2.1.

The constants $c_{j}$ are nonzero and satisfy $\operatorname{sign} c_{2 l}=\operatorname{sign} M_{1}$ and $\operatorname{sign} c_{2 l-1}=$ $\operatorname{sign} M_{2}$. In particular, the eigenvalues $\lambda_{j}$ are contained in the left half-plane for $j=1, \ldots, 2 N$ provided $M_{1}, M_{2}<0$ are negative. Analogous results hold for $N$-backs.

The second theorem establishes stability of the $N$-front solutions with respect to the underlying partial differential equation; see section 5 for an example.

Notice that there exist precisely two pulses converging to $p_{1}$ and $p_{2}$, respectively; see Figure 4. The existence proof is implicitly contained in section 3.3. As far as their stability is concerned, the same statement as for the $N$-fronts holds. This follows from [Nii95a] or section 4 of the present article.
3. Existence. In order to prove existence of $N$-fronts, a geometric reduction onto a two-dimensional invariant manifold in phase space is employed. The manifold is diffeomorphic to an annulus. Next, a system of $2 N+1$ equations is derived using the Lyapunov-Schmidt reduction applied to the flow on the invariant manifold. In the final section, this system is being solved for using an implicit function theorem.

Throughout we assume that hypotheses (H1)-(H6) are met.

### 3.1. Center-manifold reduction. We have the following lemma.

LEMMA 3.1. There exists a two-dimensional, locally invariant, and normally hyperbolic manifold $W_{\text {hom }}^{c} \subset \mathbb{R}^{n}$ of class $C^{1, \rho}$ jointly in $(u, \mu)$ for some $\rho>0$. All solutions staying near the heteroclinic loop for all times and for parameter values close to zero are contained in $W_{\text {hom }}^{c}$. The manifold is homeomorphic to an annulus.

Moreover, the flow restricted to $W_{\text {hom }}^{c}$ is $C^{1}$-conjugated to the flow of an appropriate vector field $g(u, \mu)$ of class $C^{1}$ defined on $\mathbb{R}^{2}$. The hypotheses $(\mathrm{H} 1)-(\mathrm{H} 6)$ are still satisfied for $g$ and, in addition, $g$ is linear locally near both equilibria.

Proof. The existence of $W_{h o m}^{c}$ is an application of [San95, Theorem 1]. We shall verify the assumptions of that theorem using the decomposition

$$
\sigma\left(D_{u} f\left(p_{k}, 0\right)\right)=\sigma_{k}^{s s} \cup \sigma_{k}^{c} \cup \sigma_{k}^{u u}, \quad \sigma_{k}^{c}=\left\{-\alpha_{k}^{s}, \alpha_{k}^{u}\right\}
$$

Then $[\operatorname{San} 95,(\mathrm{H} 1),(\widetilde{\mathrm{H}} 3)]$ are satisfied due to $(\mathrm{H} 1)$ and $(\mathrm{H} 5)$, while $[\mathrm{San} 95,(\mathrm{H} 4)]$ is void. It remains to verify $[\operatorname{San} 95,(\widetilde{\mathrm{H} 2})]$ which reads

$$
\begin{aligned}
& T_{q_{1}(0)} W^{u u}\left(p_{1}\right) \oplus T_{q_{1}(0)} W^{u, s, s s}\left(p_{2}\right)=\mathbb{R}^{n} \\
& T_{q_{1}(0)} W^{s, u, u u}\left(p_{1}\right) \oplus T_{q_{1}(0)} W^{s s}\left(p_{2}\right)=\mathbb{R}^{n}
\end{aligned}
$$

and the analogous condition for $q_{2}(t)$. Here, $W^{u, s, s s}\left(p_{2}\right)$ denotes an invariant manifold tangent to the generalized eigenspace $E^{u, s, s s}$ associated with $\sigma_{2}^{s s} \cup \sigma_{2}^{c}$ at $p_{2}$ and similarly for $W^{s, u, u u}\left(p_{1}\right)$. On account of (H1), it suffices to prove that

$$
\begin{align*}
& T_{q_{1}(0)} W^{u u}\left(p_{1}\right) \cap T_{q_{1}(0)} W^{u, s, s s}\left(p_{2}\right)=\{0\},  \tag{3.1}\\
& T_{q_{1}(0)} W^{s, u, u u}\left(p_{1}\right) \cap T_{q_{1}(0)} W^{s s}\left(p_{2}\right)=\{0\} .
\end{align*}
$$

We have

$$
T_{q_{1}(0)} W^{u, s, s s}\left(p_{2}\right)=T_{q_{1}(0)} W^{s}\left(p_{2}\right) \oplus \mathbb{R} v^{u}
$$

for some nonzero $v^{u}$. On account of (H3) and (H5), the intersection

$$
T_{q_{1}(0)} W^{u u}\left(p_{1}\right) \cap T_{q_{1}(0)} W^{s}\left(p_{2}\right)=\{0\}
$$

is trivial. Therefore, if the first equation of (3.1) does not hold, there exists a vector $w \in T_{q_{1}(0)} W^{s}\left(p_{2}\right)$ such that

$$
v^{u}+w \in T_{q_{1}(0)} W^{u u}\left(p_{1}\right) \cap T_{q_{1}(0)} W^{u, s, s s}\left(p_{2}\right)
$$

Let $v^{u}(t)$ and $w(t)$ be the solutions of the variational equation along $q_{1}(t)$ satisfying $v^{u}(0)=v^{u}$ and $w(0)=w$. Choose $q_{1}(0)$ close to $p_{2}$, so that $T_{q_{1}(0)} W^{u, s, s s}\left(p_{2}\right)$ is close to $E^{u, s, s s}$. Then, due to (H5), $\left\langle\psi_{1}(0), v^{u}\right\rangle \neq 0$. However, the solution $v^{u}(t)+w(t) \in$ $T_{q_{1}(t)} W^{u u}\left(p_{1}\right)$ decays exponentially to zero for $t \rightarrow-\infty$, while

$$
\left\langle\psi_{1}(t), v^{u}(t)+w(t)\right\rangle \stackrel{(2.2)}{=}\left\langle\psi_{1}(t), v^{u}(t)\right\rangle=\left\langle\psi_{1}(0), v^{u}(0)\right\rangle \neq 0
$$



FIG. 5. The choice of the sections in $\mathbb{R}^{2}$. The arrows denote the positive direction once sections are identified with intervals in $\mathbb{R}$.
is independent of $t$ as $\psi_{1}(t)$ solves the adjoint equation. This is a contradiction to $\psi_{1}(t)$ being bounded; thus

$$
T_{q_{1}(0)} W^{u u}\left(p_{1}\right) \cap T_{q_{1}(0)} W^{u, s, s s}\left(p_{2}\right)=\{0\} .
$$

The argument for the second equation of (3.1) is similar. Thus we can apply [San95, Theorem 1] to conclude the existence of an invariant manifold $W_{h o m}^{c}$. Moreover, by the construction in [San95], $W_{h o m}^{c}$ is homeomorphic to an annulus owing to (H6). That the flow on $W_{h o m}^{c}$ is $C^{1}$-conjugated to the flow of a $C^{1}$-vector field in $\mathbb{R}^{2}$ follows from [San95, section 3.5]. The statement about the smooth linearization is proved in [Hom96, Proposition A.1.1].

Hence we can restrict the analysis to a $C^{1}$-vector field $g$ in $\mathbb{R}^{2}$ satisfying ( $\widetilde{\mathrm{H} 1}$ ), (H2)-(H6), and being linear locally near both equilibria, where hypothesis (H1) is given by the following.
( H 1$) \quad W e$ assume that $\operatorname{dim} W^{s}\left(p_{1}, 0\right)=\operatorname{dim} W^{s}\left(p_{2}, 0\right)=1$ and

$$
\sigma\left(D_{u} f\left(p_{k}(\mu), \mu\right)\right)=\left\{-\alpha_{k}^{s}(\mu), \alpha_{k}^{u}(\mu)\right\}, \quad 0<\alpha_{k}^{s}(\mu)<\alpha_{k}^{u}(\mu)
$$

hold for $k=1,2$. We define $\alpha_{k}(\mu)=\alpha_{k}^{u}(\mu) / \alpha_{k}^{s}(\mu)>1$.
3.2. Lin's method in $\mathbb{R}^{2}$. According to the last section, it suffices to consider a vector field

$$
\begin{equation*}
\dot{u}=g(u, \mu), \quad(u, \mu) \in \mathbb{R}^{2} \times \mathbb{R}^{2} \tag{3.2}
\end{equation*}
$$

with $g \in C^{1}$ such that ( $\left.\widetilde{\mathrm{H} 1}\right)$ and (H2) up to (H6) are satisfied and the flow near the equilibria $p_{k}$ for $k=1,2$ is linear. Choose Poincaré sections $\Sigma_{k}$ and $\tilde{\Sigma}_{k}$ for $k=1,2$ as in Figure 5. All sections are chosen inside the regions near the equilibria $p_{k}$ where the flow is linear. Moreover, we shall identify the one-dimensional sections with intervals in $\mathbb{R}$ as shown in Figure 5. Next, we compute various Poincaré maps. Denoting the time spent between $\Sigma_{1}$ and $\Sigma_{2}$ by $T$, the map from $\Sigma_{1}$ to $\Sigma_{2}$ is given by

$$
\begin{array}{ccc}
\Sigma_{1} & \rightarrow & \Sigma_{2}, \\
e^{-\alpha_{2}^{u}(\mu) T} & \mapsto & e^{-\alpha_{2}^{s}(\mu) T}, \tag{3.3}
\end{array}
$$

using the fact that the vector field is linear. Similarly, the map from $\tilde{\Sigma}_{2}$ to $\tilde{\Sigma}_{1}$ equals

$$
\begin{array}{ccc}
\tilde{\Sigma}_{2} & \rightarrow & \tilde{\Sigma}_{1} \\
e^{-\alpha_{1}^{u}(\mu) \tau} & \mapsto & e^{-\alpha_{1}^{s}(\mu) \tau} \tag{3.4}
\end{array}
$$

The maps

$$
\begin{align*}
\tilde{\Pi}_{k}(u, \mu): & : \tilde{\Sigma}_{k}  \tag{3.5}\\
& \rightarrow \Sigma_{k} \\
u & \mapsto-\Pi_{k}(u, \mu)+d_{k}(\mu)
\end{align*}
$$

are diffeomorphisms with $\Pi_{k}(u, \mu) \in C^{1}, \Pi_{k}(0, \mu)=0$, and $D_{u} \Pi_{k}(0, \mu)>0$ for $k=1,2$. The minus sign before the term $\Pi_{k}(u, \mu)$ appearing in (3.5) is a consequence of hypothesis (H6); see Figure 5. Due to hypothesis (H4), we may assume that $d_{k}(\mu)=\mu_{k}$ by a $C^{1}$-transformation of parameters. Indeed, with $u_{k}^{u}(\mu) \in W^{u}\left(p_{k}, \mu\right)$ and $u_{k}^{s}(\mu) \in W^{s}\left(p_{k}, \mu\right)$ chosen properly, and after possibly shifting time such that $q_{k}(0) \in \Sigma_{k}$, the separation function $d_{k}(\mu)=\left\langle\psi_{k}(0), u_{k}^{u}(\mu)-u_{k+1}^{s}(\mu)\right\rangle$ measures the signed distance of the one-dimensional stable and unstable manifolds of the equilibria at the section $\Sigma_{k}$; see, for instance, [Kok88], [Lin90], or [Den91b]. The integrals $N_{k}$ appearing in (H4) are in fact the derivatives of $d_{k}(\mu)$ at $\mu=0$. For consistency with the remark stated before Theorem 2.1, we note that parameters can be changed in the original system before applying the center-manifold reduction resulting in a $C^{2}$-transformation.

Summarizing the above, we obtain a map

$$
\begin{array}{ccc}
\Sigma_{2} & \rightarrow & \Sigma_{1}  \tag{3.6}\\
-\Pi_{2}\left(e^{-\alpha_{1}^{u}(\mu) \tau}, \mu\right)+\mu_{2} & \mapsto & -\Pi_{1}\left(e^{-\alpha_{1}^{s}(\mu) \tau}, \mu\right)+\mu_{1}
\end{array}
$$

All solutions being mapped from $\Sigma_{2}$ to $\Sigma_{1}$ are captured by the above parametrization. The next step consists in formulating the Poincare map by means of the return time with respect to the sections $\Sigma_{k}$ instead of the one for $\Sigma_{k}$.

The times needed for initial points $u \in \tilde{\Sigma}_{k}$ to reach the sections $\Sigma_{k}$ are given by functions $\Omega_{k}(u, \mu)$. Both functions $\Omega_{k}(u, \mu)$ are in $C^{1}$ and bounded uniformly in $u$. Thus the time $T$ needed for the initial point

$$
-\Pi_{2}\left(e^{-\alpha_{1}^{u}(\mu) \tau}, \mu\right)+\mu_{2} \in \Sigma_{2}
$$

to reach

$$
-\Pi_{1}\left(e^{-\alpha_{1}^{s}(\mu) \tau}, \mu\right)+\mu_{1} \in \Sigma_{1}
$$

is given by

$$
T=\tau+\Omega_{1}\left(e^{-\alpha_{1}^{s}(\mu) \tau}, \mu\right)+\Omega_{2}\left(e^{-\alpha_{1}^{u}(\mu) \tau}, \mu\right)
$$

By the implicit function theorem, we can solve this equation with respect to $\tau$ yielding a $C^{1}$-function $\tau(T, \mu)$, with

$$
\begin{equation*}
\tau(T, \mu)=T-\Omega_{1}\left(e^{-\alpha_{1}^{s}(\mu) \tau(T, \mu)}, \mu\right)-\Omega_{2}\left(e^{-\alpha_{1}^{u}(\mu) \tau(T, \mu)}, \mu\right) \tag{3.7}
\end{equation*}
$$

Therefore, we obtain the following lemma.
Lemma 3.2. The Poincaré maps from $\Sigma_{1}$ to $\Sigma_{2}$ and vice versa are given by

$$
\begin{array}{ccc}
\Sigma_{1} & \rightarrow & \Sigma_{2}, \\
e^{-\alpha_{2}^{u}(\mu) T} & \mapsto & e^{-\alpha_{2}^{s}(\mu) T} \tag{3.8}
\end{array}
$$

and

$$
\begin{array}{ccc}
\Sigma_{2} & \rightarrow & \Sigma_{1} \\
-\Pi_{2}\left(e^{-\alpha_{1}^{u}(\mu) \tau(T, \mu)}, \mu\right)+\mu_{2} & \mapsto & -\Pi_{1}\left(e^{-\alpha_{1}^{s}(\mu) \tau(T, \mu)}, \mu\right)+\mu_{1}, \tag{3.9}
\end{array}
$$

respectively. The $C^{1}$-function $\tau(T, \mu)$ defined in (3.7) satisfies

$$
\left|\frac{d}{d T} \tau(T, \mu)-1\right| \ll 1
$$

and the $C^{1}$-maps $\Omega_{k}(u, \mu)$ are bounded uniformly in $u$. Moreover, $\Pi_{k}(u, \mu) \in C^{1}$, $\Pi_{k}(0, \mu)=0$, and $D_{u} \Pi_{k}(0, \mu)>0$ for $k=1,2$. Up to this point, the construction looks pretty much like using Shilnikov variables. However, in order to describe solutions following the original heteroclinic loop several times, we shall adopt a boundary-value-point-of-view. That is, we are not going to iterate the Poincaré maps given in the previous lemma, but shall derive matching conditions in the sections.

Using Lemma 3.2, the existence of $N$-front solutions is equivalent to the existence of return times $T_{j}<\infty$ for $j=0, \ldots, 2 N-1$ and parameter values $\mu$ such that

$$
\begin{array}{ccc}
e^{-\alpha_{2}^{u}(\mu) T_{0}} & = & \mu_{1}, \\
e^{-\alpha_{2}^{s}(\mu) T_{2 j}} & =-\Pi_{2}\left(e^{-\alpha_{1}^{u}(\mu) \tau\left(T_{2 j+1}, \mu\right)}, \mu\right)+\mu_{2}, & j=0, \ldots, N-1, \\
e^{-\alpha_{2}^{u}(\mu) T_{2 j}} & =-\Pi_{1}\left(e^{-\alpha_{1}^{s}(\mu) \tau\left(T_{2 j-1}, \mu\right)}, \mu\right)+\mu_{1}, & j=1, \ldots, N-1,  \tag{3.10}\\
0 & =-\Pi_{1}\left(e^{-\alpha_{1}^{s}(\mu) \tau\left(T_{2 N-1}, \mu\right)}, \mu\right)+\mu_{1} &
\end{array}
$$

holds. Indeed, then the various pieces of solutions defined in between the sections will fit together. Moreover, the first and last equation assert that the solution is contained in the unstable and stable manifolds of the equilibria $p_{1}$ and $p_{2}$, respectively. In fact, $T_{2 j+1}$ and $T_{2 j}$ are the times spent near the equilibria $p_{1}$ and $p_{2}$, respectively. Define

$$
\begin{array}{ll}
a_{2 j+1} s=e^{-\alpha_{1}^{s}(\mu) \tau\left(T_{2 j+1}, \mu\right)}, & s=e^{-\alpha_{1}^{s}(\mu) \tau\left(T_{2 N-1}, \mu\right)} \\
a_{2 j} r & =e^{-\alpha_{2}^{s}(\mu) T_{2 j}}, \tag{3.11}
\end{array} r=e^{-\alpha_{2}^{s}(\mu) T_{0}},
$$

for $j=0, \ldots, N-1$ such that $a_{0}=a_{2_{N-1}}=1$ and $a_{1}, \ldots, a_{2_{N-2}}$ are bounded. In the new variables $a_{j}, r$, and $s$, equation (3.10) reads

$$
\begin{array}{ccc}
r^{\alpha_{2}(\mu)}-\mu_{1} & =0, & \\
r+\Pi_{2}\left(\left(a_{1} s\right)^{\alpha_{1}(\mu)}, \mu\right)-\mu_{2} & =0, & \\
\left(a_{2 j} r\right)^{\alpha_{2}(\mu)}+\Pi_{1}\left(a_{2 j-1} s, \mu\right)-\mu_{1} & =0, & j=1, \ldots, N-1,  \tag{3.12}\\
a_{2 j} r+\Pi_{2}\left(\left(a_{2 j+1} s\right)^{\alpha_{1}(\mu)}, \mu\right)-\mu_{2} & =0, & j=1, \ldots, N-1, \\
\Pi_{1}(s, \mu)-\mu_{1} & =0 &
\end{array}
$$

with $\alpha_{k}(\mu)=\alpha_{k}^{u}(\mu) / \alpha_{k}^{s}(\mu)>1$. Whenever $\left(a_{j}, r, s\right)$ solve (3.12) such that $a_{j}>0$ and $r, s>0$, we obtain associated return times $T_{j}<\infty$ which solve (3.10) by using (3.11). Indeed, we have

$$
\begin{array}{ll}
\tau\left(T_{2 j+1}, \mu\right) & =-\frac{1}{\alpha_{1}^{s}(\mu)} \ln \left(a_{2 j+1} s\right), \\
T_{2 j} & =-\frac{1}{\alpha_{2}^{s}(\mu)} \ln \left(a_{2 j} r\right), \tag{3.13}
\end{array}
$$

and Lemma 3.2 implies that $\tau(T, \mu)$ is invertible with respect to $T$. Hence, it suffices to consider (3.12) keeping in mind that only positive solutions of this system correspond to solutions of the original problem.
3.3. Existence of $N$-fronts bifurcating from a twisted heteroclinic cycle. We shall solve (3.12). Note that the functions $\Pi_{1}$ and $\Pi_{2}$ are in $C^{1}$. By convention, for $\alpha>1$, define $x^{\alpha}$ to be zero for negative values of $x$ yielding a $C^{1}$-function, too. Then (3.12) is defined for all $a_{j}$ bounded and $r, s$ small including negative values. Throughout this section, the range of the index $j$ is $j=1, \ldots, N-1$.

First, solve

$$
\begin{array}{cl}
\mu_{1} & =r^{\alpha_{2}(\mu)} \\
\Pi_{1}(s, \mu) & =r^{\alpha_{2}(\mu)} \tag{3.14}
\end{array}
$$

with respect to $\left(\mu_{1}, s\right)$ near $(r, s, \mu)=0$ by the implicit function theorem using Lemma 3.2. Denote the solutions by $\mu_{1}\left(\mu_{2}, r\right)$ and $s\left(\mu_{2}, r\right)$, both of which are of class $C^{1}$. Observe that, owing to $\Pi_{1}(0, \mu)=0$, the estimates

$$
\begin{equation*}
\left|s\left(\mu_{2}, r\right)\right|,\left|D_{\mu_{2}} s\left(\mu_{2}, r\right)\right| \leq C_{\delta} r^{\alpha_{2}-\delta} \tag{3.15}
\end{equation*}
$$

hold for arbitrary small positive $\delta$. Using the ansatz $\mu_{2}=\epsilon r$, the second equation in (3.12) reads

$$
\begin{equation*}
r+\Pi_{2}\left(\left(a_{1} s\right)^{\alpha_{1}(\mu)}, \mu\right)-\mu_{2}=r+\Pi_{2}\left(\left(a_{1} s(\epsilon r, r)\right)^{\alpha_{1}(\epsilon r, r)}, \mu_{1}(\epsilon r, r), \epsilon r\right)-\epsilon r=0 \tag{3.16}
\end{equation*}
$$

Here and in the following, we will be a bit sloppy concerning the dependence of $\alpha_{k}(\mu)$ and $\Pi_{k}$ on $\epsilon$ and $r$ to avoid unnecessary complicated notation. Dividing (3.16) by $r$ yields

$$
\begin{equation*}
1+r^{-1} \Pi_{2}\left(\left(a_{1} s(\epsilon r, r)\right)^{\alpha_{1}(\epsilon r, r)}, \mu_{1}(\epsilon r, r), \epsilon r\right)-\epsilon=0 \tag{3.17}
\end{equation*}
$$

which is $C^{1}$ in $\left(\epsilon, a_{1}\right)$ for $r \geq 0$ owing to (3.15) and since the dependence on $\epsilon$ is due to $\mu_{2}=\epsilon r$. Using (3.15), we can solve (3.17) with respect to $\epsilon$ near $\epsilon=1, r=0$, and arbitrary bounded $a_{1}$ yielding a $C^{1}$-function

$$
\begin{equation*}
\epsilon=\epsilon\left(a_{1}, r\right)=1+r^{-1} \Pi_{2}\left(\left(a_{1} \tilde{s}\left(a_{1}, r\right)\right)^{\tilde{\alpha}_{1}\left(a_{1}, r\right)}, \tilde{\mu}_{1}\left(a_{1}, r\right), \epsilon\left(a_{1}, r\right) r\right) \tag{3.18}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{s}\left(a_{1}, r\right) & =s\left(\epsilon\left(a_{1}, r\right) r, r\right) \\
\tilde{\alpha}_{k}\left(a_{1}, r\right) & =\alpha_{k}\left(\epsilon\left(a_{1}, r\right) r, r\right) \\
\tilde{\mu}_{1}\left(a_{1}, r\right) & =\mu_{1}\left(\epsilon\left(a_{1}, r\right) r, r\right)
\end{aligned}
$$

Notice that the dependence of all these functions on $a_{1}$ is due to terms of the form $\epsilon\left(a_{1}, r\right) r$. It remains to solve the system

$$
\begin{aligned}
& \Pi_{1}\left(a_{2 j-1} \tilde{s}\left(a_{1}, r\right), \tilde{\mu}\left(a_{1}, r\right)\right)+\left(a_{2 j} r\right)^{\tilde{\alpha}_{2}\left(a_{1}, r\right)}-\tilde{\mu}_{1}\left(a_{1}, r\right)=0 \\
& a_{2 j} r+\Pi_{2}\left(\left(a_{2 j+1} \tilde{s}\left(a_{1}, r\right)\right)^{\tilde{\alpha}_{1}\left(a_{1}, r\right)}, \tilde{\mu}\left(a_{1}, r\right)\right)-\epsilon\left(a_{1}, r\right) r=0
\end{aligned}
$$

for $j=1, \ldots, N-1$. Dividing by $r^{\tilde{\alpha}_{2}\left(a_{1}, r\right)}$ and $r$, respectively, yields

$$
\begin{array}{ll}
r^{-\tilde{\alpha}_{2}\left(a_{1}, r\right)} \Pi_{1}\left(a_{2 j-1} \tilde{s}\left(a_{1}, r\right), \tilde{\mu}\left(a_{1}, r\right)\right)+a_{2 j}^{\tilde{\alpha}_{2}\left(a_{1}, r\right)}-1 & =0  \tag{3.19}\\
a_{2 j}+r^{-1} \Pi_{2}\left(\left(a_{2 j+1} \tilde{s}\left(a_{1}, r\right)\right)^{\tilde{\alpha}_{1}\left(a_{1}, r\right)}, \tilde{\mu}\left(a_{1}, r\right)\right)-\epsilon\left(a_{1}, r\right)=0
\end{array}
$$

The functions

$$
\begin{gathered}
r^{-\tilde{\alpha}_{2}\left(a_{1}, r\right)} \Pi_{1}\left(a_{2 j-1} \tilde{s}\left(a_{1}, r\right), \tilde{\mu}\left(a_{1}, r\right)\right), \\
r^{-1} \Pi_{2}\left(\left(a_{2 j-1} \tilde{s}\left(a_{1}, r\right)\right)^{\tilde{\alpha}_{1}\left(a_{1}, r\right)}, \tilde{\mu}\left(a_{1}, r\right)\right)
\end{gathered}
$$

are $C^{1}$ in $\left(a_{2 j-1}, a_{1}\right)$ up to $r=0$ owing to (3.14) and the above comment about the dependence on $a_{1}$. Moreover, the derivative with respect to $a_{2 j-1}$ at $r=0$ equals one for the first and zero for the second function. Therefore, $a_{2 j}=1$ and $a_{2 j-1}=0$ for $j=1, \ldots, N-1$ solve (3.19) with $r=0$, and we can use the implicit function theorem to obtain solutions $a_{2 j}(r)$ and $a_{2 j-1}(r)$ for positive $r$.

It remains to show that $a_{2 j-1}(r)>0$ is positive for $r>0$. Define constants $\gamma_{j}$ recursively by

$$
\begin{array}{ll}
\gamma_{N} & :=0 \\
\gamma_{N-1} & :=\alpha_{1} \alpha_{2}-1>0  \tag{3.20}\\
\gamma_{j-1} & :=\alpha_{1} \gamma_{j}+\gamma_{N-1}>\gamma_{j}
\end{array}
$$

for $j=1, \ldots, N-1$. These constants are related to the numbers $\theta_{j}$ via

$$
\begin{equation*}
\gamma_{j}=\theta_{N+1-j} \tag{3.21}
\end{equation*}
$$

We will, however, work with the $\gamma_{j}$ in order to keep the notation simpler. Let

$$
\begin{align*}
& a_{2 j-1}=b_{2 j-1} r^{\gamma_{j}}  \tag{3.22}\\
& a_{2 j}=1-b_{2 j} r^{\gamma_{j}}
\end{align*}
$$

for $j=1, \ldots, N-1$, and set $b_{2_{N-1}}=1$. Substituting these expressions together with (3.18) into equation (3.19) yields

$$
\begin{aligned}
0= & r^{-\hat{\alpha}_{2}\left(b_{1}, r\right)} \Pi_{1}\left(b_{2 j-1} r^{\gamma_{j}} \hat{s}\left(b_{1}, r\right), \hat{\mu}\left(b_{1}, r\right)\right)-1+\left(1-b_{2 j} r^{\gamma_{j}}\right)^{\hat{\alpha}_{2}\left(b_{1}, r\right)} \\
0= & b_{2 j} r^{\gamma_{j}}+r^{-1}\left(\Pi_{2}\left(\left(b_{1} r^{\gamma_{1}} \hat{s}\left(b_{1}, r\right)\right)^{\hat{\alpha}_{1}\left(b_{1}, r\right)}, \hat{\mu}\left(b_{1}, r\right)\right)\right. \\
& \left.-\Pi_{2}\left(\left(b_{2 j+1} r^{\gamma_{j+1}} \hat{s}\left(b_{1}, r\right)\right)^{\hat{\alpha}_{1}\left(b_{1}, r\right)}, \hat{\mu}\left(b_{1}, r\right)\right)\right)
\end{aligned}
$$

where

$$
\begin{align*}
\hat{s}\left(b_{1}, r\right) & =s\left(\epsilon\left(b_{1} r^{\gamma_{1}}, r\right) r, r\right), \\
\hat{\alpha}_{k}\left(b_{1}, r\right) & =\alpha_{k}\left(\epsilon\left(b_{1} r^{\gamma_{1}}, r\right) r, r\right), \\
\hat{\mu}_{1}\left(b_{1}, r\right) & =\mu_{1}\left(\epsilon\left(b_{1} r^{\gamma_{1}}, r\right) r, r\right),  \tag{3.23}\\
\hat{\mu}_{2}\left(b_{1}, r\right) & =\epsilon\left(b_{1} r^{\gamma_{1}}, r\right) r .
\end{align*}
$$

Dividing these equations by $r^{\gamma_{j}}$ reads

$$
\begin{align*}
0= & r^{-\left(\hat{\alpha}_{2}\left(b_{1}, r\right)+\gamma_{j}\right)} \Pi_{1}\left(b_{2 j-1} r^{\gamma_{j}} \hat{s}\left(b_{1}, r\right), \hat{\mu}\left(b_{1}, r\right)\right) \\
& +r^{-\gamma_{j}}\left(\left(1-b_{2 j} r^{\gamma_{j}}\right)^{\hat{\alpha}_{2}\left(b_{1}, r\right)}-1\right), \\
0= & b_{2 j}+r^{-\left(1+\gamma_{j}\right)}\left(\Pi_{2}\left(\left(b_{1} r^{\gamma_{1}} \hat{s}\left(b_{1}, r\right)\right)^{\hat{\alpha}_{1}\left(b_{1}, r\right)}, \hat{\mu}\left(b_{1}, r\right)\right)\right.  \tag{3.24}\\
& \left.-\Pi_{2}\left(\left(b_{2 j+1} r^{\gamma_{j+1}} \hat{s}\left(b_{1}, r\right)\right)^{\hat{\alpha}_{1}\left(b_{1}, r\right)}, \hat{\mu}\left(b_{1}, r\right)\right)\right) .
\end{align*}
$$

As before, using the recursive relations (3.20), it is tedious but straightforward to see that the functions appearing in (3.24) are $C^{1}$ up to $r=0$. Moreover, for $r=0,(3.24)$ boils down to

$$
\begin{array}{cll}
b_{2 i-1}-\alpha_{2} b_{2 i} & =0, & i=1, \ldots, N-1, \\
b_{2 i}-D_{u} \Pi_{2}(0,0) D_{u} \Pi_{1}(0,0)^{-\alpha_{1}} b_{2 i+1}^{\alpha_{1}} & =0, & i=1, \ldots, N-2,  \tag{3.25}\\
b_{2 N-2}-D_{u} \Pi_{2}(0,0) D_{u} \Pi_{1}(0,0)^{-\alpha_{1}} & =0 &
\end{array}
$$

owing to (3.14). It is straightforward to check that the Jacobian of (3.25) with respect to $\left(b_{j}\right)$ is upper triangular with nonzero diagonal elements. Equation (3.24) can therefore be solved near

$$
\begin{align*}
b_{2 N-2} & =D_{u} \Pi_{2}(0,0) D_{u} \Pi_{1}(0,0)^{-\alpha_{1}}, & & \\
b_{2 i-1} & =\alpha_{2} b_{2 i}, & & i=1, \ldots, N-1,  \tag{3.26}\\
b_{2 i-2} & =b_{2 N-2} b_{2 i-1}^{\alpha_{1}}, & & i=2, \ldots, N-1
\end{align*}
$$

by invoking an implicit function theorem. This proves that

$$
\begin{align*}
a_{2 j-1} & =\left(b_{2 j-1}+\mathrm{o}(1)\right) r^{\gamma_{j}},  \tag{3.27}\\
a_{2 j} & =1-\left(b_{2 j}+\mathrm{o}(1)\right) r^{\gamma_{j}}
\end{align*}
$$

holds for $j=1, \ldots, N-1$. In particular, $a_{2 j-1}(r)>0$ is positive for $r>0$ thanks to (3.26) and Lemma 3.2.

The expansion (2.3) of the return times is now an easy consequence of (3.13) and (3.27) using the relation (3.21) of $\gamma_{j}$ and $\theta_{j}$.

Finally, we prove the claim about the ordering of the bifurcation curves in Figure 4. Summarizing the results obtained thus far and using the exponents $\theta_{j}$ instead of $\gamma_{j}$, the bifurcation curve $\bar{\mu}_{N}(r)$ for $N$-fronts is given by

$$
\begin{align*}
& \mu_{1}(r)=r^{\alpha_{2}\left(\mu_{1}(r), \mu_{2}(r)\right)} \\
& \mu_{2}(r)=r+\left(C_{N}+\mathrm{o}(1)\right) r^{\alpha_{1}\left(\alpha_{2}+\theta_{N}\right)}=: r+\rho_{N}(r) \tag{3.28}
\end{align*}
$$

for some positive constant $C_{N}$. Indeed, the first equation is (3.14), while the second is obtained by substituting (3.27) for $j=1$ and the solution $s\left(\mu_{2}, r\right)$ of (3.14) into (3.16). Define the function $\hat{\mu}_{1}(r)$ by solving

$$
\hat{\mu}_{1}=r^{\alpha_{2}\left(\hat{\mu}_{1}, r\right)}
$$

with respect to $\hat{\mu}_{1}$. This definition allows us to separate the parts of $\bar{\mu}_{N}(r)$ which are independent of $N$ from those which are not. Write

$$
\left(\mu_{1}, \mu_{2}\right)(r)=\left(\hat{\mu}_{1}(r)+\sigma_{N}, r+\rho_{N}(r)\right) .
$$

Then, using (3.28), a straightforward calculation shows that

$$
\sigma_{N}(r)=\mathrm{O}\left(r^{\alpha_{2}\left(\hat{\mu}_{1}(r), r\right)} r^{\alpha_{1}\left(\alpha_{2}+\theta_{N}\right)-\delta}\right),
$$

where $\delta>0$ can be chosen as small as we wish. Thus, the bifurcation curve $\bar{\mu}_{N}(r)$ for $N$-fronts is given by

$$
\begin{aligned}
& \mu_{1}(r)=r^{\alpha_{2}\left(\hat{\mu}_{1}(r), r\right)}\left(1+\mathrm{O}\left(r^{\alpha_{1}\left(\alpha_{2}+\theta_{N}\right)-\delta}\right)\right), \\
& \mu_{2}(r)=r+\left(C_{N}+\mathrm{o}(1)\right) r^{\alpha_{1}\left(\alpha_{2}+\theta_{N}\right)} .
\end{aligned}
$$

As the exponent $\alpha_{1}\left(\alpha_{2}+\theta_{N}\right)$ is larger than one, it is possible to write $r$ as a function of $\mu_{2}$ :

$$
r\left(\mu_{2}\right)=\mu_{2}-\left(C_{N}+\mathrm{o}(1)\right) \mu_{2}^{\alpha_{1}\left(\alpha_{2}+\theta_{N}\right)}
$$

for $\mu_{2} \geq 0$. Therefore, using that $\delta>0$ can be chosen smaller than one, we obtain

$$
\begin{aligned}
\mu_{1} & =\mu_{2}^{\hat{\alpha}_{2}\left(\mu_{2}\right)}\left(1-\left(C_{N}+\mathrm{o}(1)\right) \mu_{2}^{\alpha_{1}\left(\alpha_{2}+\theta_{N}\right)-1}\right)^{\hat{\alpha}_{2}\left(\mu_{2}\right)}\left(1+\mathrm{O}\left(\mu_{2}^{\alpha_{1}\left(\alpha_{2}+\theta_{N}\right)-\delta}\right)\right) \\
& =\mu_{2}^{\hat{\alpha}_{2}\left(\mu_{2}\right)}\left(1-\hat{\alpha}_{2}\left(\mu_{2}\right) C_{N} \mu_{2}^{\alpha_{1}\left(\alpha_{2}+\theta_{N}\right)-1}+\mathrm{O}\left(\mu_{2}^{\alpha_{1}\left(\alpha_{2}+\theta_{N}\right)-\delta}\right)\right)
\end{aligned}
$$



Fig. 6. Description of $N$-front solutions for $N=1$.
with $\hat{\alpha}_{2}\left(\mu_{2}\right):=\alpha_{2}\left(\hat{\mu}_{1}\left(r\left(\mu_{2}\right)\right), r\left(\mu_{2}\right)\right)$. Now, the claim about the ordering of the curves $\bar{\mu}_{N}(r)$ is an easy consequence of the fact that $\theta_{N}$ is strictly increasing in $N$.

Hence the proof of Theorem 2.1 is complete.
4. Stability. This section is devoted to the proof of Theorem 2.2. The basic technique used is Lin's method applied to the eigenvalue problem (2.4). We shall use the abstract results from [San96] together with certain modifications needed in the present situation. As for the concrete bifurcation investigated here, we are again going to exploit the reduction to a two-dimensional invariant manifold. Finally, the eigenvalues of the resulting tridiagonal matrix are calculated.

Throughout we suppose that hypotheses (H1)-(H7) are met.
Convention. Throughout this section, we use the convention that the ranges of the indices $i$ and $j$ are $i=1, \ldots, 2 N+1$ and $j=1, \ldots, 2 N$ unless stated otherwise. Moreover, we define $i \bmod 2 \in\{1,2\}$ by convention. The Landau symbol o(1) is taken with respect to $r \rightarrow 0$.
4.1. Abstract reduction of the eigenvalue problem. We consider equation (2.1) and (2.4) in $\mathbb{R}^{n}$ keeping in mind that the $N$-fronts are actually contained in the invariant $C^{1}$-manifold $W_{h o m}^{c}$. We also extend the sections $\Sigma_{k}$ for $k=1,2$ to sections in $\mathbb{R}^{n}$ without changing notation.

Any solution with initial point in $\Sigma_{k}$ and end point in $\Sigma_{k+1}$ is uniquely described by the associated return time $T$. In particular, any $N$-front $q_{N}(t)$ is determined by $2 N$ return times $T_{j}$ for $j=0, \ldots, 2 N-1$; see Theorem 2.1 and the proof in the last section. Define $u_{i}^{ \pm}(t)$ by

$$
q_{N}\left(t+\sum_{j=0}^{i-2} T_{j}\right)= \begin{cases}u_{i}^{-}(t) & \text { for } t \in\left[-\frac{1}{2} T_{i-2}, 0\right]  \tag{4.1}\\ u_{i}^{+}(t) & \text { for } t \in\left[0, \frac{1}{2} T_{i-1}\right]\end{cases}
$$

for $i=1, \ldots, 2 N+1$ and with $T_{-1}=T_{2_{N}}=\infty$; see Figure 6. As $q_{N}(t)$ is a solution of (2.1), the functions $u_{i}^{ \pm}$satisfy

$$
\begin{align*}
u_{i}^{+}(0) & =u_{i}^{-}(0), & & i=1, \ldots, 2 N+1 \\
u_{j}^{+}\left(\frac{1}{2} T_{j-1}\right) & =u_{j+1}^{-}\left(-\frac{1}{2} T_{j-1}\right), & & j=1, \ldots, 2 N . \tag{4.2}
\end{align*}
$$

The eigenvalue problem (2.4)

$$
\dot{v}=\left(D_{u} f\left(q_{N}(t), \bar{\mu}_{N}\right)+\lambda B(t)\right) v, \quad t \in \mathbb{R}
$$

can be written as

$$
\begin{array}{rlrl}
\dot{v}_{i}^{-} & =\left(D_{u} f\left(u_{i}^{-}(t), \bar{\mu}_{N}\right)+\lambda B(t)\right) v_{i}^{-} & & \text {for } t \in\left(-\frac{1}{2} T_{i-2}, 0\right), \\
\dot{v}_{i}^{+} & =\left(D_{u} f\left(u_{i}^{+}(t), \bar{\mu}_{N}\right)+\lambda B(t)\right) v_{i}^{+} & & \text {for } t \in\left(0, \frac{1}{2} T_{i-1}\right), \\
v_{i}^{+}(0) & =v_{i}^{-}(0), &  \tag{4.3}\\
v_{j}^{+}\left(\frac{1}{2} T_{j-1}\right) & =v_{j+1}^{-}\left(-\frac{1}{2} T_{j-1}\right), &
\end{array}
$$

considered as equations over the complex field. Exploiting the fact that $\dot{q}_{N}(t)$ solves (2.4) for $\lambda=0$ and using (4.1), we take the ansatz

$$
v_{i}^{ \pm}(t)=\dot{u}_{i}^{ \pm}(t) d_{i}+w_{i}^{ \pm}(t)
$$

with $d_{i} \in \mathbb{R}$. On account of $[\operatorname{San} 96$, section 3.1] and (4.2), equation (4.3) is then equivalent to

$$
\begin{align*}
\dot{w}_{i}^{ \pm}= & \left(D_{u} f\left(u_{i}^{ \pm}(t), \bar{\mu}_{N}\right)+\lambda B(t)\right) w_{i}^{ \pm}+\lambda B(t) \dot{u}_{i}^{ \pm}(t) d_{i} \\
& \text { for } t \in\left(-\frac{1}{2} T_{i-2}, 0\right) \text { and } t \in\left(0, \frac{1}{2} T_{i-1}\right), \text { respectively } \\
w_{i}^{+}(0)= & w_{i}^{-}(0)  \tag{4.4}\\
w_{i}^{ \pm}(0) \in & X_{i \bmod 2}, \\
w_{j}^{+}\left(\frac{1}{2} T_{j-1}\right)= & w_{j+1}^{-}\left(-\frac{1}{2} T_{j-1}\right)+\dot{u}_{j+1}^{-}\left(-\frac{1}{2} T_{j-1}\right)\left(d_{j+1}-d_{j}\right),
\end{align*}
$$

where the (complexified) subspaces $X_{k}$ are defined by $\Sigma_{k}=q_{k}(0)+X_{k}$ for $k=1,2$. Following [San96], we shall investigate the system

$$
\begin{align*}
& \dot{w}_{i}^{ \pm}= \\
&\left(D_{u} f\left(u_{i}^{ \pm}(t), \bar{\mu}_{N}\right)+\lambda B(t)\right) w_{i}^{ \pm}+\lambda B(t) \dot{u}_{i}^{ \pm}(t) d_{i} \\
& \text { for } t \in\left(-\frac{1}{2} T_{i-2}, 0\right) \text { and } t \in\left(0, \frac{1}{2} T_{i-1}\right), \text { respectively },  \tag{4.5}\\
& w_{i}^{+}(0)-w_{i}^{-}(0) \in \mathbb{C} T_{u_{i}^{+}(0)} W_{h o m}^{c}\left(\bar{\mu}_{N}\right) \cap X_{i \bmod 2} \cong \mathbb{C}, \\
& w_{i}^{ \pm}(0) \in X_{i \bmod 2}, \\
& w_{j}^{+}\left(\frac{1}{2} T_{j-1}\right)= \\
& w_{j+1}^{-}\left(-\frac{1}{2} T_{j-1}\right)+\dot{u}_{j+1}^{-}\left(-\frac{1}{2} T_{j-1}\right)\left(d_{j+1}-d_{j}\right) .
\end{align*}
$$

Define the signed distances

$$
\begin{equation*}
\xi_{i}:=\left\langle\psi_{i \bmod 2}(0), w_{i}^{+}(0)-w_{i}^{-}(0)\right\rangle \in \mathbb{C} \tag{4.6}
\end{equation*}
$$

see Figure 5. Then we have the following lemma.
LEMMA 4.1. Equation (4.5) possesses a unique bounded solution $w=W(\lambda) d$ linear in $d$ and analytic in $\lambda$. Moreover, $w$ solves (4.4) if and only if

$$
\begin{equation*}
\xi=S(\lambda) d=\left(A(r)-\lambda(M+\mathrm{o}(1))+\mathrm{O}\left(|\lambda|^{2}\right)\right) d=0 \tag{4.7}
\end{equation*}
$$

for some analytic, matrix-valued function $S(\lambda)$ and

$$
M=\operatorname{diag}\left(M_{1} K_{1}, M_{2} K_{2}, \ldots, M_{1} K_{1}\right)
$$

with $K_{1}, K_{2}>0$ positive. The matrix $A(r)$ is determined by (4.5) with $\lambda=0$. Any solution of (2.4) with $|\lambda|$ small is given by the above function $W(\lambda)$. In particular, $d=(1, \ldots, 1)$ solves $S(0) d=0$.

With the equivalence of (2.4) and (4.1) as well as Lemma 4.1 at hand, it therefore remains to solve the reduced equation

$$
\begin{equation*}
\operatorname{det} S(\lambda)=0 \tag{4.8}
\end{equation*}
$$

Proof. The proof of the lemma is essentially contained in [San96], where the analysis was done for $N$-pulses. We will briefly mention the changes needed here.

The hypotheses (H1) and (H3) ensure that the technique developed in [San96] works in the present context. The only difference is that the linearized flows for the heteroclinic solutions are used instead of linearizing along a single homoclinic orbit. The major change made here in comparison with [San96] is that we allow for jumps in

$$
w_{i}^{+}(0)-w_{i}^{-}(0) \in \mathbb{C} T_{u_{i}^{+}(0)} W_{\text {hom }}^{c}\left(\bar{\mu}_{N}\right) \cap X_{i \bmod 2} \cong \mathbb{C}
$$

compared with jumps in $\mathbb{C} \psi(0)$

$$
w_{i}^{+}(0)-w_{i}^{-}(0) \in \mathbb{C} \psi_{i \bmod 2}(0)
$$

where $\psi_{k}(t)$ are the unique bounded solutions of the adjoint equation; see section 2 . However, the only property of $\mathbb{C} \psi_{k}(0)$ used in [San96] is the transversality condition

$$
\mathbb{R} \psi_{k}(0) \oplus \mathbb{R} \dot{q}_{k}(0) \oplus T_{q_{k}(0)} W^{u u}\left(p_{k}\right) \oplus T_{q_{k}(0)} W^{s s}\left(p_{k+1}\right)=\mathbb{R}^{n}
$$

for $k=1,2$; see [San96, Lemma 3.5]. The corresponding relations

$$
\left(T_{u_{i}^{+}(0)} W_{h o m}^{c}\left(\bar{\mu}_{N}\right) \cap X_{k}\right) \oplus \mathbb{R} \dot{q}_{k}(0) \oplus T_{q_{k}(0)} W^{u u}\left(p_{k}\right) \oplus T_{q_{k}(0)} W^{s s}\left(p_{k+1}\right)=\mathbb{R}^{n}
$$

are satisfied where $k=i \bmod 2$. Indeed, this is a consequence of (2.2) and the proof of Lemma 3.1. The statement about the matrix $M$ follows from [San96, Lemma 3.6] and the above discussion. Indeed, taking the limit $r \rightarrow 0$ is equivalent to computing the matrix $M$ by investigating the eigenvalue problem (2.4) for the primary heteroclinic orbits $q_{k}(t)$ for $k=1,2$ as $u_{i} \rightarrow q_{i \bmod 2}$ for $r \rightarrow 0$ in the sup-norm. The positive factors $K_{1}$ and $K_{2}$ stem from the projection of $\psi_{k}(0)$ onto the tangent spaces $T_{q_{k}(0)} W_{h o m}^{c}$ for $k=1,2$.
4.2. Determining the reduced problem using center-manifolds. In order to solve (4.8)

$$
\operatorname{det} S(\lambda)=\operatorname{det}\left(A(r)-\lambda(M+\mathrm{o}(1))+\mathrm{O}\left(|\lambda|^{2}\right)\right)=0
$$

we have to determine the matrix $A(r)$. By definition, with $\lambda=0$,

$$
\xi=\left(\left\langle\psi_{i \bmod 2}(0), w_{i}^{+}(0)-w_{i}^{-}(0)\right\rangle\right)_{i=1, \ldots, 2_{N+1}}=A(r) d
$$

where $w=W(0) d$ solves (4.5) with $\lambda=0$; that is,

$$
\begin{array}{rlrl}
\text { (i) } & \dot{w}_{i}^{ \pm} & = & D_{u} f\left(u_{i}^{ \pm}, \bar{\mu}_{N}\right) w_{i}^{ \pm} \\
& & \text {for } t \in\left(-\frac{1}{2} T_{i-2}, 0\right) \text { and } t \in\left(0, \frac{1}{2} T_{i-1}\right) \text {, respectively, } \\
\text { (ii) } & w_{i}^{+}(0)-w_{i}^{-}(0) \in & \mathbb{C} T_{u_{i}^{+}(0)} W_{h o m}^{c}\left(\bar{\mu}_{N}\right) \cap X_{i \bmod 2} \\
\text { (iii) } & w_{i}^{ \pm}(0) & \in & X_{i \bmod 2} \\
\text { (iv) } & w_{j}^{+}\left(\frac{1}{2} T_{j-1}\right) & = & w_{j+1}^{-}\left(-\frac{1}{2} T_{j-1}\right)+\dot{u}_{j+1}^{-}\left(-\frac{1}{2} T_{j-1}\right)\left(d_{j+1}-d_{j}\right) . \tag{iv}
\end{array}
$$

Therefore, the solutions $w_{i}$ have to solve the variational equation along the $N$-front. Since $W_{\text {hom }}^{c}$ is locally invariant and $C^{1}$, its continuous tangent bundle is invariant under the linearized flow. Since $\dot{u}_{i} \in T_{q_{N}} W_{\text {hom }}^{c}$ and the jumps of $w_{i}$ are required to be in $T_{q_{N}} W_{h o m}^{c}$, too, we expect that the solutions $w_{i} \in T_{q_{N}} W_{h o m}^{c}$ are contained in the tangent bundle as well. By uniqueness of $w$ as stated in Lemma 4.1, it is therefore sufficient to prove that we can solve (4.9) with $w_{i} \in T_{u_{i}} W_{h o m}^{c}$. Since the linearized flow is still $C^{0}$-conjugated to the linearized flow in $\mathbb{R}^{2}$, see Lemma 3.1, it suffices to consider (4.9) for the vector field in $\mathbb{R}^{2}$ investigated in section 3-note that we do not need any differentiability further on.

Hence consider $w \in \mathbb{R}^{2}$ from now on. Denote the evolution of

$$
\dot{w}=D_{u} f\left(u_{i}^{ \pm}(t), \bar{\mu}_{N}\right) w
$$

by $\Phi_{i}^{ \pm}(t, s)$, then $w_{i}^{ \pm}(t)=\Phi_{i}^{ \pm}(t, 0) w_{i}^{ \pm}(0)$ solves (4.9)(i) and (iii) for arbitrary $w_{i}^{ \pm}(0) \in$ $X_{k}$. Note that (4.9)(ii) is then satisfied, too, as the subspaces $X_{k} \subset \mathbb{R}^{2}$ are onedimensional. We shall solve (4.9)(iv)

$$
\begin{equation*}
w_{j}^{+}\left(\frac{1}{2} T_{j-1}\right)=w_{j+1}^{-}\left(-\frac{1}{2} T_{j-1}\right)+\dot{u}_{j+1}^{-}\left(-\frac{1}{2} T_{j-1}\right)\left(d_{j+1}-d_{j}\right) \tag{4.10}
\end{equation*}
$$

for given $d=\left(d_{i}\right)_{i=1, \ldots, 2_{N+1}}$ and $j=1, \ldots, 2 N$. Observe that these equations decouple as we can choose $w_{i}^{ \pm}(0) \in X_{k}$ arbitrarily.

First, consider (4.10) for odd $j=2 l+1$ for $l=0, \ldots, N-1$. Then

$$
\Phi_{2 l+1}^{+}(t, 0)=\Phi_{2 l+2}^{-}(t, 0)=\left(\begin{array}{cc}
e^{-\alpha_{2}^{s}(\mu) t} & 0 \\
0 & e^{\alpha_{2}^{u}(\mu) t}
\end{array}\right)
$$

as the flow is linear. Also,

$$
\dot{u}_{2 l+2}^{-}\left(-\frac{1}{2} T_{2 l}\right)=\left(-\alpha_{2}^{s}(\mu) e^{-\frac{1}{2} \alpha_{2}^{s}(\mu) T_{2 l}}, \alpha_{2}^{u}(\mu) e^{-\frac{1}{2} \alpha_{2}^{u}(\mu) T_{2 l}}\right)
$$

and

$$
\begin{aligned}
w_{2 l+1}^{+}\left(\frac{1}{2} T_{2 l}\right) & =\left(0, e^{\frac{1}{2} \alpha_{2}^{u}(\mu) T_{2 l}} w_{2 l+1}^{+}(0)\right) \\
w_{2 l+2}^{-}\left(-\frac{1}{2} T_{2 l}\right) & =\left(e^{\frac{1}{2} \alpha_{2}^{s}(\mu) T_{2 l}} w_{2 l+2}^{-}(0), 0\right)
\end{aligned}
$$

identifying the subspaces $X_{k}$ with $\mathbb{R}$ as in Figure 5. Thus, we conclude that

$$
\begin{align*}
w_{2 l+1}^{+}(0) & =\alpha_{2}^{u}(\mu) e^{-\alpha_{2}^{u}(\mu) T_{2 l}}\left(d_{2 l+2}-d_{2 l+1}\right)=\mathrm{o}(r)\left(d_{2 l+2}-d_{2 l+1}\right) \\
w_{2 l+2}^{-}(0) & =\alpha_{2}^{s}(\mu) e^{-\alpha_{2}^{s}(\mu) T_{2 l}}\left(d_{2 l+2}-d_{2 l+1}\right)  \tag{4.11}\\
& =\alpha_{2}^{s}(1+\mathrm{o}(1)) r\left(d_{2 l+2}-d_{2 l+1}\right)
\end{align*}
$$

using (3.7) and (3.27).
Next, consider (4.10) for even $j=2 l$ for $l=1, \ldots, N$. Then

$$
\begin{aligned}
\Phi_{2 l}^{+}(t, 0) & =\left(\begin{array}{cc}
e^{-\alpha_{1}^{s}(\mu)\left(t-\Omega_{2}\right)} & 0 \\
0 & e^{\alpha_{1}^{u}(\mu)\left(t-\Omega_{2}\right)}
\end{array}\right) \Phi_{2 l}^{+}\left(\Omega_{2}, 0\right) \\
\Phi_{2 l+1}^{-}(-t, 0) & =\left(\begin{array}{cc}
e^{-\alpha_{1}^{s}(\mu)\left(-t+\Omega_{1}\right)} & 0 \\
0 & e^{\alpha_{1}^{u}(\mu)\left(-t+\Omega_{1}\right)}
\end{array}\right) \Phi_{2 l+1}^{+}\left(-\Omega_{1}, 0\right)
\end{aligned}
$$

for $t>0$ large and with

$$
\begin{aligned}
& \Omega_{1}=\Omega_{1}\left(e^{-\alpha_{1}^{s}(\mu) \tau\left(T_{2 l-1}, \mu\right)}, \mu\right) \\
& \Omega_{2}=\Omega_{2}\left(e^{-\alpha_{1}^{u}(\mu) \tau\left(T_{2 l-1}, \mu\right)}, \mu\right)
\end{aligned}
$$

see section 3.2. Therefore, we obtain

$$
\begin{array}{ll}
w_{2 l}^{+}\left(\frac{1}{2} T_{2 l-1}\right) & =\left(e^{\alpha_{1}^{s}(\mu)\left(-\frac{1}{2} T_{2 l-1}+\Omega_{2}\right)} \pi_{2 l}^{s}, e^{\alpha_{1}^{u}(\mu)\left(\frac{1}{2} T_{2 l-1}-\Omega_{2}\right)} \pi_{2 l}^{u}\right) w_{2 l}^{+}(0) \\
w_{2 l+1}^{-}\left(-\frac{1}{2} T_{2 l-1}\right) & =\left(e^{\alpha_{1}^{s}(\mu)\left(\frac{1}{2} T_{2 l-1}-\Omega_{1}\right)} \pi_{2 l+1}^{s}, e^{\alpha_{1}^{u}(\mu)\left(-\frac{1}{2} T_{2 l-1}+\Omega_{1}\right)} \pi_{2 l+1}^{u}\right) w_{2 l+1}^{-}(0)
\end{array}
$$

for some constants $\pi_{2 l}^{k}, \pi_{2 l+1}^{k}$ uniformly bounded in $T_{2 l-1}$ for $k=s, u$ such that

$$
\begin{equation*}
\pi_{2 l}^{u}, \pi_{2 l+1}^{s}<-\delta<0 \tag{4.12}
\end{equation*}
$$

for some $\delta$ owing to the sign convention for the sections-we identify the subspaces $X_{k}$ with $\mathbb{R}$ in the same way as we did for $\Sigma_{k}$; see Figure 5 . The time derivative is given by

$$
\dot{u}_{2 l+1}^{-}\left(-\frac{1}{2} T_{2 l-1}\right)=\left(-\alpha_{1}^{s}(\mu) e^{-\alpha_{1}^{s}(\mu)\left(\frac{1}{2} T_{2 l-1}-\Omega_{2}\right)}, \alpha_{1}^{u}(\mu) e^{-\alpha_{1}^{u}(\mu)\left(\frac{1}{2} T_{2 l-1}-\Omega_{1}\right)}\right)
$$

Thus, (4.10) reads

$$
\begin{gathered}
\left(\begin{array}{cc}
-e^{\alpha_{1}^{s}(\mu)\left(\frac{1}{2} T_{2 l-1}-\Omega_{1}\right)} \pi_{2 l+1}^{s} & e^{\alpha_{1}^{s}(\mu)\left(-\frac{1}{2} T_{2 l-1}+\Omega_{2}\right)} \pi_{2 l}^{s} \\
-e^{\alpha_{1}^{u}(\mu)\left(-\frac{1}{2} T_{2 l-1}+\Omega_{1}\right)} & \pi_{2 l+1}^{u} \\
e^{\alpha_{1}^{u}(\mu)\left(\frac{1}{2} T_{2 l-1}-\Omega_{2}\right)} \pi_{2 l}^{u}
\end{array}\right)\binom{w_{2 l}^{-}(0)}{w_{2 l+1}^{+}(0)} \\
=\binom{-\alpha_{1}^{s}(\mu) e^{-\alpha_{1}^{s}(\mu)\left(\frac{1}{2} T_{2 l-1}-\Omega_{2}\right)}}{\alpha_{1}^{u}(\mu) e^{-\alpha_{1}^{u}(\mu)\left(\frac{1}{2} T_{2 l-1}-\Omega_{1}\right)}}\left(d_{2 l+1}-d_{2 l}\right)
\end{gathered}
$$

and it is straightforward to calculate that for some $\delta>0$

$$
\begin{align*}
w_{2 l}^{+}(0) & =\alpha_{1}^{u}(\mu) e^{-\alpha_{1}^{u}(\mu)\left(T_{2 l-1}-\Omega_{1}-\Omega_{2}\right)} \pi_{2 l}^{u}\left(1+\mathrm{O}\left(e^{-\delta T_{2 l-1}}\right)\right)\left(d_{2 l+1}-d_{2 l}\right) \\
& =\alpha_{1}^{u}(\mu) e^{-\alpha_{1}^{u}(\mu) \tau\left(T_{2 l-1}\right)} \pi_{2 l}^{u}\left(1+\mathrm{O}\left(e^{-\delta \tau\left(T_{2 l-1}\right)}\right)\right)\left(d_{2 l+1}-d_{2 l}\right) \\
& =\mathrm{o}\left(r^{\alpha_{2}+\gamma_{l}}\right)\left(d_{2 l+1}-d_{2 l}\right)  \tag{4.13}\\
w_{2 l+1}^{-}(0) & =\alpha_{1}^{s}(\mu) e^{-\alpha_{1}^{s}(\mu)\left(T_{2 l-1}-\Omega_{1}-\Omega_{2}\right)} \pi_{2 l+1}^{s}\left(1+\mathrm{O}\left(e^{-\delta T_{2 l-1}}\right)\right)\left(d_{2 l+1}-d_{2 l}\right) \\
& =\alpha_{1}^{s}(\mu) e^{-\alpha_{1}^{s}(\mu) \tau\left(T_{2 l-1}\right)} \pi_{2 l+1}^{s}\left(1+\mathrm{O}\left(e^{-\delta \tau\left(T_{2 l-1}\right)}\right)\right)\left(d_{2 l+1}-d_{2 l}\right) \\
& =\alpha_{1}^{s}\left(b_{2 l-1}+\mathrm{o}(1)\right) \pi_{2 l+1}^{s} r^{\alpha_{2}+\gamma_{l}}\left(d_{2 l+1}-d_{2 l}\right)
\end{align*}
$$

see again (3.7) and (3.27). It is convenient to check the signs appearing in (4.11) and (4.13) by inspecting Figures 5 and 6.

Thus, the differences of $w_{i}^{ \pm}(0)$ for $i=1, \ldots, 2 N+1$ with $\lambda=0$ are given by

$$
\begin{aligned}
w_{2 l}^{+}(0)-w_{2 l}^{-}(0)= & \mathrm{o}\left(r^{\alpha_{2}+\gamma_{l}}\right)\left(d_{2 l+1}-d_{2 l}\right)-\alpha_{2}^{s}(1+\mathrm{o}(1)) r\left(d_{2 l}-d_{2 l-1}\right) \\
w_{2 l+1}^{+}(0)-w_{2 l+1}^{-}(0)= & \mathrm{o}(r)\left(d_{2 l+2}-d_{2 l+1}\right) \\
& -\alpha_{1}^{s}\left(b_{2 l-1}+\mathrm{o}(1)\right) \pi_{2 l+1}^{s} r^{\alpha_{2}+\gamma_{l}}\left(d_{2 l+1}-d_{2 l}\right)
\end{aligned}
$$

and the jumps $\xi_{i}$ read

$$
\begin{align*}
\xi_{2 l}= & \left\langle\psi_{2}(0), w_{2 l}^{+}(0)-w_{2 l}^{-}(0)\right\rangle \\
= & r\left(\mathrm{o}\left(r^{\alpha_{2}+\gamma_{l}-1}\right)\left(d_{2 l+1}-d_{2 l}\right)+\alpha_{2}^{s}(1+\mathrm{o}(1))\left(d_{2 l}-d_{2 l-1}\right)\right) \\
\xi_{2 l+1}= & \left\langle\psi_{1}(0), w_{2 l+1}^{+}(0)-w_{2 l+1}^{-}(0)\right\rangle  \tag{4.14}\\
= & r\left(\mathrm{o}(1)\left(d_{2 l+2}-d_{2 l+1}\right)\right. \\
& \left.-\alpha_{1}^{s}\left(b_{2 l-1}+\mathrm{o}(1)\right) \pi_{2 l+1}^{s} r^{\alpha_{2}+\gamma_{l}-1}\left(d_{2 l+1}-d_{2 l}\right)\right)
\end{align*}
$$

Notice that the sign changes in the first equation since $\psi_{2}(0)$ points in the negative direction of $X_{2}$; see Figure 5. We rewrite (4.14) according to

$$
\begin{aligned}
& \xi_{2 l}=r\left(-\kappa_{2 l-1} d_{2 l-1}+\left(\kappa_{2 l-1}-\tilde{\kappa}_{2 l}\right) d_{2 l}+\tilde{\kappa}_{2 l} d_{2 l+1}\right) \\
& \xi_{2 l+1}=r\left(-\kappa_{2 l} d_{2 l}+\left(\kappa_{2 l}-\tilde{\kappa}_{2 l+1}\right) d_{2 l+1}+\tilde{\kappa}_{2 l+1} d_{2 l+2}\right)
\end{aligned}
$$

using the definitions

$$
\begin{align*}
& \kappa_{2 l-1}:=c_{2 l-1}+\mathrm{o}(1) \quad:=\alpha_{2}^{s}(1+\mathrm{o}(1)) \\
& \tilde{\kappa}_{2 l-1}:=\mathrm{o}(1), \\
& \kappa_{2 l}:=\left(c_{2 l}+\mathrm{o}(1)\right) r^{\beta_{l}}:=-\alpha_{1}^{s}\left(b_{2 l-1}+\mathrm{o}(1)\right) \pi_{2 l+1}^{s} r^{\alpha_{2}+\gamma_{l}-1},  \tag{4.15}\\
& \tilde{\kappa}_{2 l}:=\mathrm{o}\left(r^{\beta_{l}}\right) \quad:=\mathrm{o}\left(r^{\alpha_{2}+\gamma_{l}-1}\right)
\end{align*}
$$

for $l=1, \ldots, N$ and

$$
\kappa_{0}=\tilde{\kappa}_{0}=\kappa_{2_{N+1}}=\tilde{\kappa}_{2_{N+1}}=0
$$

The exponents $\beta_{l}$ and the constants $c_{j}$ satisfy

$$
\begin{array}{ll}
\beta_{l}:=\alpha_{2}+\gamma_{l}-1, & l=1, \ldots, N \\
0<\alpha_{2}-1=\beta_{N}<\beta_{l}<\beta_{l-1}, & l=2, \ldots, N-1  \tag{4.16}\\
c_{j}>0, & j=1, \ldots, 2 N
\end{array}
$$

due to (3.20), (3.26), and (4.12).
Therefore, we end up with computing solutions of

$$
\begin{equation*}
\operatorname{det}(r \tilde{A}(r)-M \lambda+\mathrm{O}(|\lambda|(|\lambda|+\mathrm{o}(1))))=0 \tag{4.17}
\end{equation*}
$$

where

$$
M=\operatorname{diag}\left(M_{1} K_{1}, M_{2} K_{2}, \ldots, M_{1} K_{1}\right)
$$

for some positive constants $K_{1}, K_{2}>0$ and

$$
\tilde{A}(r)=\left(\begin{array}{ccccc}
-\tilde{\kappa}_{1} & \tilde{\kappa}_{1} & & &  \tag{4.18}\\
-\kappa_{1} & \kappa_{1}-\tilde{\kappa}_{2} & \tilde{\kappa}_{2} & & \\
& -\kappa_{2} & \kappa_{2}-\tilde{\kappa}_{3} & \tilde{\kappa}_{3} & \\
& & \ddots & \ddots & \\
& & & -\kappa_{2 N} & \kappa_{2_{N}}
\end{array}\right)
$$

As we are mainly interested in stable $N$-front solutions, we assume

$$
\operatorname{sign} M_{1}=\operatorname{sign} M_{2}=-1
$$

from now on, and, by rescaling the solutions $\psi_{k}(t)$, we obtain

$$
M=-\mathrm{id}
$$

The other cases can be handled similarly.
4.3. Solving the reduced eigenvalue problem. Thus we shall solve (4.17). By Rouché's theorem, there exist precisely $2 N+1$ solutions of (4.17), since $S(\lambda)$ is analytic in $\lambda$ and

$$
\operatorname{det} S(\lambda)=\lambda^{2 N+1}+\mathrm{o}(1)
$$

near $\lambda=0$.
One of these solutions is equal to zero,

$$
\begin{equation*}
\lambda_{2_{N+1}}=0 \tag{4.19}
\end{equation*}
$$

due to translational invariance. By construction, the associated eigenvector is given by $v=(1, \ldots, 1)$; see Lemma 4.1.

Substituting $\lambda=\nu r$ and $M=-$ id into (4.17) and dividing by $r^{2_{N+1}}$ yields

$$
\begin{equation*}
\operatorname{det}(\tilde{A}(r)+\nu(\mathrm{id}+\mathrm{o}(1)))=0 \tag{4.20}
\end{equation*}
$$

There are another $N$ eigenvalues which can be computed easily. Indeed, setting $r=0$ in (4.20), we obtain

$$
\operatorname{det}(\tilde{A}(0)+\nu \mathrm{id})=\nu^{N+1} \prod_{l=1}^{N}\left(c_{2 l-1}+\nu\right)
$$

Hence, again by Rouché's theorem, there exist precisely $N$ solutions $\nu_{2 l-1}(r)$ of (4.20) counted with multiplicity and continuous in $r$ such that

$$
\nu_{2 l-1}(0)=-c_{2 l-1}<0
$$

They correspond to $N$ eigenvalues $\lambda_{2 l-1}(r)$ of (4.17) given by

$$
\begin{equation*}
\lambda_{2 l-1}(r)=\nu_{2 l-1}(r) r=-\left(c_{2 l-1}+\mathrm{o}(1)\right) r<0, \quad l=1, \ldots, N \tag{4.21}
\end{equation*}
$$

It remains to calculate the remaining $N$ eigenvalues of (4.20). The columns of the matrix $S(\nu, r)=\tilde{A}(r)+\nu(\mathrm{id}+\mathrm{o}(1))$ are given by

$$
\begin{aligned}
C_{1} & =\left(-\tilde{\kappa}_{1}+\nu,-\kappa_{1}, 0, \ldots, 0\right)+\mathrm{o}(1) \nu \\
C_{j} & =(0, \ldots, 0, \tilde{\kappa}_{j-1}, \underbrace{\kappa_{j-1}-\tilde{\kappa}_{j}+\nu}_{j \text { th }},-\kappa_{j}, 0, \ldots, 0)+\mathrm{o}(1) \nu, \quad j=2, \ldots, 2 N \\
C_{2 N+1} & =\left(0, \ldots, 0, \tilde{\kappa}_{2 N}, \kappa_{2 N}+\nu\right)+\mathrm{o}(1) \nu
\end{aligned}
$$

see (4.18). Adding successively the $j$ th column $C_{j}$ to $C_{j-1}$ for $j=2 N+1, \ldots, 2$ yields a matrix with columns

$$
\begin{aligned}
C_{1} & =(\nu, \ldots, \nu)+\mathrm{o}(1) \nu \\
C_{j} & =(0, \ldots, 0, \tilde{\kappa}_{j-1}, \underbrace{\kappa_{j-1}+\nu}_{j \mathrm{th}}, \nu, \ldots, \nu)+\mathrm{o}(1) \nu, \quad j=2, \ldots, 2 N, \\
C_{2 N+1} & =\left(0, \ldots, 0, \tilde{\kappa}_{2 N}, \kappa_{2 N}+\nu\right)+\mathrm{o}(1) \nu .
\end{aligned}
$$

Note that this transformation does not change the determinant. Moreover, recall from (4.15) that

$$
\begin{array}{llll}
\kappa_{2 l-1} & =c_{2 l-1}+\mathrm{o}(1), & \tilde{\kappa}_{2 l-1} & =\mathrm{o}(1) \\
\kappa_{2 l} & =\left(c_{2 l}+\mathrm{o}(1)\right) r^{\beta_{l}}, & \tilde{\kappa}_{2 l}=\mathrm{o}\left(\kappa_{2 l-1}\right), \\
\mathrm{o}\left(r^{\beta_{l}}\right) & =\mathrm{o}\left(\kappa_{2 l}\right)
\end{array}
$$

for positive constants $c_{j}>0$ and exponents $\beta_{l}>0$ strictly decreasing in $l$; see (4.16). For fixed $k$ satisfying $1 \leq k \leq N$, we make the ansatz

$$
\nu=r^{\beta_{k}} \eta
$$

Substituting it into the matrix yields

$$
\begin{aligned}
C_{1}= & {[(\eta, \ldots, \eta)+\mathrm{o}(1)] r^{\beta_{k}}, } \\
C_{2 l}= & {[(0, \ldots, 0, \underbrace{c_{2 l-1}}_{(2 l) \mathrm{th}}, 0 \ldots, 0)+\mathrm{o}(1)], } \\
& {[(0, \ldots, 0, \underbrace{\eta}_{(2 l+1) \mathrm{th}}, \eta, \ldots, \eta)+\mathrm{o}(1)] r^{\beta_{k}}, } \\
C_{2 l+1}= & l<k, \\
{[(0, \ldots, 0, \underbrace{c_{2 k}+\eta}_{(2 k+1) \mathrm{th}}, \eta, \ldots, \eta)+\mathrm{o}(1)] r^{\beta_{k}}, } & l=k, \\
{[(0, \ldots, 0, \underbrace{c_{2 l}}_{(2 l+1) \mathrm{th}}, 0, \ldots, 0)+\mathrm{o}(1)] r^{\beta_{l}}, } & l>k
\end{aligned}
$$

for $l=1, \ldots, N$. Thus, factorizing the powers of $r$ multiplying each column, the determinant of the matrix $S\left(r^{\beta_{k}} \eta, r\right)$ equals

$$
\operatorname{det} S\left(r^{\beta_{k}} \eta, r\right)=(\operatorname{det} \tilde{S}(\eta, r)) r^{(k+1) \beta_{k}} \prod_{l=k+1}^{N} r^{\beta_{l}}
$$

where the columns of $\tilde{S}(\eta, r)$ are given by

$$
\begin{aligned}
& C_{1}= {[(\eta, \ldots, \eta)+\mathrm{o}(1)], } \\
& C_{2 l}= {[(0, \ldots, 0, \underbrace{c_{2 l-1}}_{(2 l) \mathrm{th}}, 0 \ldots, 0)+\mathrm{o}(1)], } \\
& {[(0, \ldots, 0, \underbrace{\eta}_{(2 l+1) \mathrm{th}}, \eta, \ldots, \eta)+\mathrm{o}(1)], } \\
& C_{2 l+1}= \begin{cases} & {[(0, \ldots, 0, \underbrace{c_{2 k}+\eta}_{(2 k+1) \mathrm{th}}, \eta, \ldots, \eta)+\mathrm{o}(1)],} \\
{[(0, \ldots, 0, \underbrace{c_{2 l}}_{(2 l+1) \mathrm{th}}, 0, \ldots, 0)+\mathrm{o}(1)],} & l=k, \\
{[(0,}\end{cases}
\end{aligned}
$$

As we are interested in zeroes for $r>0$, it suffices to solve

$$
\begin{equation*}
\operatorname{det} \tilde{S}(\eta, r)=0 \tag{4.22}
\end{equation*}
$$

This matrix, however, is upper triangular up to terms of order o(1). Its determinant is therefore given by

$$
\begin{aligned}
\operatorname{det} \tilde{S}(\eta, r) & =\operatorname{det} \tilde{S}(\eta, 0)+\mathrm{o}(1) \\
& =\eta^{k}\left(\prod_{l=k+1}^{N} c_{2 l}\right)\left(\eta+c_{2 k}\right)\left(\prod_{l=1}^{N} c_{2 l-1}\right)+\mathrm{o}(1)
\end{aligned}
$$

Again by Rouché's theorem, there is a unique solution $\eta_{2 l}(r)$ of (4.22) satisfying

$$
\eta_{2 l}(0)=-c_{2 l}
$$

for $l=1, \ldots, N$. The corresponding solution $\lambda_{2 l}(r)$ of (4.17) is given by

$$
\begin{align*}
\lambda_{2 l}(r) & =\nu_{2 l}(r) r=\eta_{2 l}(r) r^{1+\beta_{l}}=-\left(c_{2 l}+\mathrm{o}(1)\right) r^{1+\beta_{l}}  \tag{4.23}\\
& =-\left(c_{2 l}+\mathrm{o}(1)\right) r^{\alpha_{2}+\gamma_{N+1-l}}
\end{align*}
$$

for $l=1, \ldots, N$; see (4.16) for the last identity. Note that these solutions are not the same for different values of $l$ owing to (4.16). Moreover, they converge faster to zero than the eigenvalues $\lambda_{2 l-1}$ obtained in (4.21).

Summarizing the facts obtained above, we have calculated $2 N+1$ solutions $\lambda_{j}$ of (4.17) appearing in (4.19), (4.21), and (4.23). According to the remark above, they are pairwise distinct, from which we have found all solutions. This proves Theorem 2.2.
5. Application to the FitzHugh-Nagumo equation. Consider the Fitz-Hugh-Nagumo equation

$$
\begin{align*}
u_{t} & =u_{x x}+f(u)-w \\
w_{t} & =\epsilon(u-\gamma w) \tag{5.1}
\end{align*}
$$

for $x \in \mathbb{R}$ with $f(u)=u(1-u)(u-a)$ and $a \in\left(0, \frac{1}{2}\right)$ fixed. This equation is a simplification of the Hodgkin-Huxley equation modeling the propagation of impulses in nerve axons. Being interested in travelling waves $(u, w)(x, t)=(u, w)(x+c t)$, we introduce new variables $(\xi, t)=(x+c t, t)$ in which (5.1) takes the form

$$
\begin{align*}
u_{t} & =u_{\xi \xi}-c u_{\xi}+f(u)-w  \tag{5.2}\\
w_{t} & =-c w_{\xi}+\epsilon(u-\gamma w)
\end{align*}
$$

The existence of fronts travelling with wave speed $c$ boils down to investigating heteroclinic orbits of the ordinary differential equation

$$
\begin{align*}
\dot{u} & =v \\
\dot{v} & =c v-f(u)+w,  \tag{5.3}\\
\dot{w} & =\frac{\epsilon}{c}(u-\gamma w),
\end{align*}
$$

which is the steady-state equation corresponding to (5.2). Here ${ }^{\cdot}=d / d \xi$. Linearized stability of equilibria $(u, w)$ of (5.2) is determined by the spectrum of the linear operator

$$
\begin{equation*}
L(U, W)=\binom{U_{\xi \xi}-c U_{\xi}+D_{u} f(u) U-W}{-c W_{\xi}+\epsilon(U-\gamma W)} \tag{5.4}
\end{equation*}
$$



Fig. 7. The $N$-front wave solution for $N=3$. The distances of the layers are given by $T$ and $\delta_{j} T=\frac{\alpha_{2}^{u}+\alpha_{2}^{s} \theta_{N+1-j}}{\alpha_{1}^{s}} T$ with $\theta_{N+1-j}>0$ strictly decreasing in $j$; see Theorem 2.1 .

In particular, eigenvalues $\lambda$ with corresponding eigenfunction $(U, W)$ of $L$ are given by bounded solutions of

$$
\begin{align*}
\dot{U} & =V \\
\dot{V} & =c V-D_{u} f(u) U+W+\lambda U  \tag{5.5}\\
\dot{W} & =\frac{\epsilon}{c}(U-\gamma W)-\frac{\lambda}{c} W
\end{align*}
$$

Deng proved in [Den91b] that there is a curve $(\gamma(\epsilon), c(\epsilon))$ for all $\epsilon>0$ sufficiently small such that the FitzHugh-Nagumo equation (5.3) possesses a twisted heteroclinic loop for these values of parameters. In particular, he concluded the existence of $N$ fronts for any $N \geq 1$ using his result [Den91a]. Theorem 2.1 of the present article provides the distance of the layers; see Figure 7. Yanagida proved in [Yan89] that the simple fronts $q_{1}(t)$ and $q_{2}(t)$ building the heteroclinic loop are linearly stable with respect to the partial differential equation; that is, the spectrum of the linearized operator (5.4) is contained in the left half-plane except for a simple eigenvalue at zero. Finally, Nii [Nii95b] proved that the 1-fronts are linearly stable, too, using topological methods-however, he had to assume that the flow of (5.3) is linear near both equilibria. The next result asserts that in fact all $N$-fronts are linearly stable and provides asymptotic expansions of the critical eigenvalues.

THEOREM 5.1. The $N$-fronts (and $N$-backs) of (5.1) proved to exist by Deng [Den91b] are linearly stable for all $N$. The $2 N+1$ critical eigenvalues near zero are given by Theorem 2.2. Note that linear stability implies nonlinear stability by [BJ89].

Proof. We shall use Theorem 2.2 to conclude linear stability of the $N$-fronts. First note that the hypotheses (H1)-(H6) needed in that theorem are met by [Den91b]. Moreover, by the results in [AGJ90] and the stability of the simple fronts proved in [Yan89], it is sufficient to calculate eigenvalues of the linearized operator (5.4) near zero; see for example [Nii95b] for a discussion. Indeed, the spectrum of (5.4) does not contain eigenvalues with nonnegative real part and large modulus; see [Eva75]. Comparing the eigenvalue problem (5.5) and the travelling wave equation (5.3) with equations (2.1) and (2.4), we see that they are of the same form by taking $B$ according to

$$
B=\left(\begin{array}{ccc}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & -\frac{1}{c}
\end{array}\right)
$$

Hence it suffices to prove that the Melnikov integrals

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left\langle\psi_{k}(t), B \dot{q}_{k}(t)\right\rangle d t<0 \tag{5.6}
\end{equation*}
$$



Fig. 8. Conventions used by Deng and the present article.
are negative for $k=1,2$, where $\psi_{k}(t)$ are chosen according to hypothesis (H6); see Figures 2 or 8. Indeed, then the statement of the theorem follows immediately from Theorem 2.2.

In order to do so, notice that for any solution $(u, v, w)$ of (5.3)

$$
B\left(\begin{array}{c}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{array}\right)=\left(\begin{array}{c}
0 \\
\dot{u} \\
-\frac{1}{c} \dot{w}
\end{array}\right)=\left(\begin{array}{c}
0 \\
v \\
-\frac{\epsilon}{c^{2}}(u-\gamma w)
\end{array}\right)=D_{c} F(u, v, w, c)
$$

holds, where $F$ denotes the right-hand side of (5.3). In particular, we obtain

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left\langle\psi_{k}(t), B \dot{q}_{k}(t)\right\rangle d t=\int_{-\infty}^{\infty}\left\langle\psi_{k}(t), D_{c} F\left(q_{k}(t), c\right)\right\rangle d t \tag{5.7}
\end{equation*}
$$

The second integral in the above formula is the derivative with respect to $c$ of the signed distance of unstable and unstable manifolds measured in the direction $\psi_{k}(0)$, that is,

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left\langle\psi_{k}(t), D_{c} F\left(q_{k}(t), c\right)\right\rangle d t=\frac{d}{d c}\left\langle\psi_{k}(0), p_{k}^{u}(c)-p_{k+1}^{s}(c)\right\rangle \tag{5.8}
\end{equation*}
$$

where $p_{k}^{u}(c) \in W^{u}\left(p_{k}, c\right)$ and $p_{k}^{s}(c) \in W^{s}\left(p_{k}, c\right)$; see, for instance, [Kok88], [Lin90], or [Den91b]. Here, and in the following, the index $k$ is taken modulo two. The last quantity appearing in (5.8) has been computed in [Den91b]. What is actually computed therein is

$$
\begin{equation*}
\frac{d}{d c} Q_{k}=\frac{d}{d c}\left\langle e_{k}, p_{k+1}^{s}(c)-p_{k}^{u}(c)\right\rangle<0 \tag{5.9}
\end{equation*}
$$

see [Den91b, eq. (3.1)] for the definition and [Den91b, eqs. (5.3a), (5.4a)] for the actual computation. Moreover, the vectors $e_{k}$ appearing in (5.9) above are chosen in [Den91b, pp. 1641 and 1644] such that

$$
\begin{equation*}
e_{k}=-\psi_{k}(0) \tag{5.10}
\end{equation*}
$$

see Figure 8. Summarizing, we obtain from (5.7) and (5.8) that the Melnikov integrals

$$
\begin{aligned}
\int_{-\infty}^{\infty}\left\langle\psi_{k}(t), B \dot{q}_{k}(t)\right\rangle d t & \stackrel{(5.7),(5.8)}{=} \frac{d}{d c}\left\langle\psi_{k}(0), p_{k}^{u}(c)-p_{k+1}^{s}(c)\right\rangle \\
\stackrel{(5.10)}{=} & \frac{d}{d c}\left\langle-e_{k}(0), p_{k}^{u}(c)-p_{k+1}^{s}(c)\right\rangle \\
& \stackrel{(5.9)}{=} \frac{d}{d c} Q_{k}<0
\end{aligned}
$$

are indeed negative. Thus the theorem is proved.
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#### Abstract

The existence of phaselocked solutions in chains of weakly coupled oscillators is proven rigorously. The solutions show interesting monotonicity which plays an important role for the existence proofs. Under some conditions, we show that two-dimensional arrays can be decomposed into two one-dimensional problems. With this theory of decomposition, target patterns can be explained. Numerical results are provided to illustrate the theorems on the chain problem and to show traveling waves in the chains and arrays.
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1. Introduction. Coupled oscillators play an increasingly important role in our understanding of various types of repetitive activity in the nervous system. There have been numerous analytic and numerical studies of the behavior of systems of coupled oscillators. These range from models of cognitive processing and binding [1] to attempts to model locomotor patterns [2]. Several connection topologies have been explored primarily due to their mathematical tractability. The simplest topology is a one-dimensional chain of oscillators. Mathematically, the case in which the two ends are connected is the easiest to analyze, but in realistic applications, this rarely arises. However, the chain topology is quite natural for models of systems such as the lamprey swim central pattern generator [2] or the central pattern generator of the leech [3]. The behavior of weakly coupled oscillators in a chain has been the object of extensive work by several authors $[4,5,6,7,8]$.

Two-dimensional arrays of oscillators have been subject to far less mathematical analysis; most work deals exclusively with numerical simulations. They arise more naturally than chains in attempts to understand oscillatory neural behavior in neural tissue which is typically arranged in distinct two-dimensional sheets. Furthermore, there are many phenomena that can occur in two- and three-dimensional systems of oscillators that are not possible in one dimension.

It was shown in [5] that the phaselocked behavior of a sufficiently long chain of weakly coupled oscillators can be described by the solutions of a singularly perturbed two-point boundary value problem. The point of this reduction is that the analysis of phaselocking and the behavior of the chain in the presence of inhomogeneities and anisotropic coupling is much easier for the continuum model than for its discrete analogue. In this paper, we will use another approach to investigate the phaselocked behavior with any number of oscillators. That is, we do not require the length of the chain to tend to infinity.

Coupled oscillators present an almost impossible problem to analyze in any generality. Thus, we will restrict our attention to a class of so-called phase models that

[^13]arise when oscillatory elements are weakly coupled. As was the case in [5], we will restrict our attention in this paper to nearest-neighbor coupling. In a later paper, we investigate coupling with greater spread. We first consider one-dimensional chains of oscillators. Then, we turn our attention to two-dimensional arrays. Under the condition that the distribution of intrinsic frequencies is a sum of two stripe distributions: one with constant frequencies along each row and another with constant frequencies along each column, we are able to decompose the two-dimensional problem into a set of one-dimensional problems and from this gain insight into the global phaselocked behavior. The techniques for two-dimensional arrays can be generalized in an obvious fashion to three- and higher dimensional arrays.

The equations to be considered have the form

$$
\begin{equation*}
\theta_{i}^{\prime}=\omega_{i}+H^{+}\left(\theta_{i+1}-\theta_{i}\right)+H^{-}\left(\theta_{i-1}-\theta i\right) \tag{1.1}
\end{equation*}
$$

where $i=1, \ldots, n+1$, both $H^{+}$and $H^{-}$are smooth $2 \pi$-periodic functions of their arguments, and $\omega_{i}$ is the frequency for each oscillator. Note that (1.1) is a nearestneighbor coupled system. The term $H^{-}$(respectively, $H^{+}$) will be ignored for $i=1$ (respectively, $i=n+1$ ). Equation (1.1) arises naturally in systems of weakly coupled oscillators. We assume that without coupling, each component of the chain has an asymptotically stable limit cycle. Thus, without coupling, each oscillator is described by a single coordinate, the phase, $\theta_{i}$. The phase space of the $n+1$ oscillators then lies in an $n+1$ torus. If the oscillators interact weakly, then this invariant torus persists, and it follows from averaging theory that the equations for the phases of the $n+1$ oscillators is exactly equation (1.1). (For details on the derivation of these equations, see, e.g., [4].) The interaction functions $H^{ \pm}$are easily computed once the uncoupled oscillation is known and a formula is given for the interaction between the oscillators.

We point out that if two oscillators are coupled by diffusion, then the interaction functions $H^{ \pm}$vanish at 0 . Thus, if there are no local differences in the oscillators $\left(\omega_{i}\right.$ is independent of $i$ ) then the synchronous state $\theta_{i}(t)=\omega t$ is one possible solution. However, if the coupling between oscillators is based on chemical transmission then one does not expect that $H^{ \pm}(0)$ will vanish. Because oscillators on the boundary (at the ends in one dimension, on the edges in two dimensions, etc.) receive less synaptic input than oscillators in the interior, this sets up a natural frequency difference between the oscillators. This makes it possible to induce a pattern of relative phases such as a traveling wave in one dimension and target patterns in two dimensions. In [5] we analyzed chains of oscillators in which there is an intrinsic anisotropy in the coupling so that $H^{+}$and $H^{-}$are not necessarily the same. This was exploited in order to suggest a mechanism for the uniform traveling wave of electrical activity in the lamprey spinal cord. In this paper, we are mainly concerned with couplings for which $H^{ \pm}$are identical. In [7] the behavior of the chain is understood by letting $n$ get very large and converting to a continuum equation. Here we do not restrict the size of $n$; the results hold for both small and large $n$. The main reason that we first analyze the one-dimensional chain is that we can then use these results to analyze a class of solutions in two and higher dimensions.

In section 2, we shall take the technique used in [9] to prove the existence of phaselocked solutions for several general cases. The monotonicity of the phaselocked solutions is also obtained. The monotonicity does not have any specific implication for traveling wave, but it does play a critical role in the existence proof of the phaselocked solutions.

In section 3, we shall investigate the two-dimensional arrays of weakly coupled oscillators based on the existence results of section 2. As in the one-dimensional case,
we restrict our attention to nearest-neighbor coupling, but the coupling in each of the four directions need not be the same. Under some conditions on the frequencies $\omega_{i j}$, we can reduce this problem to two independent chain problems such that we can apply the results obtained from section 2 to describe the behavior of two-dimensional arrays of weakly coupled oscillators. One of the main results is that with isotropic "synaptic coupling," target patterns spontaneously form and synchrony cannot occur. This is due to the effects of boundaries in synaptically coupled cells.

Finally, we discuss some other two-dimensional solutions as well as how small chains can qualitatively differ from very long chains.
2. Chains of oscillators. For convenience, the equations (1.1) are written in the form

$$
\begin{align*}
\theta_{1}^{\prime} & =\omega_{1}+H^{+}\left(\theta_{2}-\theta_{1}\right) \\
\theta_{i}^{\prime} & =\omega_{i}+H^{-}\left(\theta_{i-1}-\theta_{i}\right)+H^{+}\left(\theta_{i+1}-\theta_{i}\right),  \tag{2.1}\\
\theta_{n+1}^{\prime} & =\omega_{n+1}+H^{-}\left(\theta_{n}-\theta_{n+1}\right)
\end{align*}
$$

We take $\phi_{i}=\theta_{i+1}-\theta_{i}, \beta_{i}=\omega_{i+1}-\omega_{i}, i=1, \ldots, n$. Also, we define two functions $f$ and $g$ related to $H^{+}$and $H^{-}$as $f(\phi)+g(\phi)=H^{+}(\phi)$ and $f(\phi)-g(\phi)=H^{-}(-\phi)$. In (2.1), if the $i$ th equation is subtracted from the $(i+1)$ th one, we have

$$
\begin{align*}
\phi_{1}^{\prime}= & \beta_{1}+f\left(\phi_{2}\right)+g\left(\phi_{2}\right)-2 g\left(\phi_{1}\right) \\
\phi_{i}^{\prime}= & \beta_{i}+f\left(\phi_{i+1}\right)-f\left(\phi_{i-1}\right)+g\left(\phi_{i+1}\right)-2 g\left(\phi_{i}\right)+g\left(\phi_{i-1}\right), \\
& i=2, \ldots, n-1,  \tag{2.2}\\
\phi_{n}^{\prime}= & \beta_{n}-f\left(\phi_{n-1}\right)-2 g\left(\phi_{n}\right)+g\left(\phi_{n-1}\right) .
\end{align*}
$$

Two numbers $\phi_{L}$ and $\phi_{R}$ need to be considered. They are defined as $f\left(\phi_{L}\right)=$ $g\left(\phi_{L}\right)$, i.e., $H^{-}\left(-\phi_{L}\right)=0$, and $f\left(\phi_{R}\right)=-g\left(\phi_{R}\right)$, i.e., $H^{+}\left(\phi_{R}\right)=0$.

We assume some hypotheses on $f$ and $g$ in a sufficiently large interval $J$ around $\phi=0$ :
(H1) $g^{\prime}(\phi)>\left|f^{\prime}(\phi)\right|$ for $\phi \in J$;
(H2) There exists a unique solution $\phi_{L}$ (respectively, $\phi_{R}$ ) to $f=g$ (respectively,

$$
f=-g) \text { for } \phi \in J
$$

These conditions are proposed in [5] with other conditions. Note that $\phi_{R}<0<$ $\phi_{L}$ if $f(0)>|g(0)|$ and $\phi_{L}<0<\phi_{R}$ if $f(0)<-|g(0)|$.
2.1. Isotropic case with $\boldsymbol{\beta}_{\boldsymbol{i}}=\mathbf{0}, \boldsymbol{i}=1, \ldots, \boldsymbol{n}$. We investigate the case with $H^{+}=H^{-}$and $\beta_{i}=0, i=0, \ldots, n$. In this case, $f$ is an even function and $g$ an odd one. And we have $\phi_{L}=-\phi_{R}$. Then (2.2) can be rewritten as

$$
\begin{align*}
\phi_{1}^{\prime}= & f\left(\phi_{2}\right)+g\left(\phi_{2}\right)-2 g\left(\phi_{1}\right) \\
\phi_{i}^{\prime}= & f\left(\phi_{i+1}\right)-f\left(\phi_{i-1}\right)+g\left(\phi_{i+1}\right)-2 g\left(\phi_{i}\right)+g\left(\phi_{i-1}\right), \\
& i=2, \ldots, n-1  \tag{2.3}\\
\phi_{n}^{\prime}= & -f\left(\phi_{n-1}\right)-2 g\left(\phi_{n}\right)+g\left(\phi_{n-1}\right) .
\end{align*}
$$

First of all, let's look at the initial value problem (IVP) (2.1) with $\theta_{i}(0)=c$ where $c$ is any real number. Then by the facts that $H^{+}=H^{-}$and $\omega_{i} \equiv \omega$ (since $\beta_{i}=0$, $i=1, \ldots, n)$, we have $\theta_{i}(t)=\theta_{n+2-i}(t)$ for $t \geq 0, i=1, \ldots, n+1$. Then the IVP (2.3) with $\phi_{i}(0)=0$ shall yield $\phi_{i}(t) \equiv-\phi_{n+1-i}(t)$. That inspires us to study the system including only half the number of equations of (2.3).

Lemma 2.1. Let $n=2 m-1$. Assume that $f$ and $g$ satisfy the conditions (H1), (H2), and $f(0)>0$; then the IVP (2.3) with $\phi_{i}(0)=0, i=1, \ldots, n$, has the following monotonicity along the trajectory:

$$
\begin{equation*}
\phi_{L}>\phi_{1}(t)>\phi_{2}(t)>\cdots>\phi_{m-1}(t)>\phi_{m}(t) \equiv 0 \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{i}^{\prime}(t)>0, i=1, \ldots, m-1 \tag{2.5}
\end{equation*}
$$

for $0<t<\hat{t}$, where $\hat{t}$ is such that $\phi_{i}^{\prime}(\hat{t})=0, i=1, \ldots, m$, or $\hat{t}=+\infty$.
Remark. The fixed point always happens at $t=+\infty$ for an autonomous system. So we should have $\hat{t}=+\infty$ here. But a finite positive $\hat{t}$ does not affect our results. Hence we define $\hat{t}$ in the above way for the convenience of proof.

Proof. As we mentioned, $\phi_{m}(t)=-\phi_{n+1-m}(t)=-\phi_{m}(t)$ for $t \geq 0$. Then $\phi_{m}(t) \equiv 0$ is obvious. Since we only use half the number of equations (2.3), we restate them as

$$
\begin{align*}
\phi_{1}^{\prime}= & f\left(\phi_{2}\right)+g\left(\phi_{2}\right)-2 g\left(\phi_{1}\right) \\
\phi_{i}^{\prime}= & f\left(\phi_{i+1}\right)-f\left(\phi_{i-1}\right)+g\left(\phi_{i+1}\right)-2 g\left(\phi_{i}\right)+g\left(\phi_{i-1}\right), \\
& i=2, \ldots, m-2,  \tag{2.6}\\
\phi_{m-1}^{\prime}= & f(0)-f\left(\phi_{m-2}\right)-2 g\left(\phi_{m-1}\right)+g\left(\phi_{m-2}\right)
\end{align*}
$$

Therefore $\phi_{1}^{\prime}(0)=f(0)>0, \phi_{i}^{\prime}(0)=0, i=2, \ldots, m-1$ (where we use the fact that $g(0)=0$ since $g$ is odd).

Furthermore, one can show by induction that

$$
\begin{array}{r}
\phi_{1}^{\prime}(0)>0 \\
\phi_{i}^{\prime}(0)=\cdots=\phi_{i}^{(i-1)}(0)=0  \tag{2.7}\\
\phi_{i}^{(i)}(0)=g^{\prime}(0) \phi_{i-1}^{(i-1)}(0)>0, \quad i=2, \ldots, m-1
\end{array}
$$

Remark. By (H1), $g^{\prime}(0)>0$ such that $\phi_{i}^{(i)}(0)=\left[g^{\prime}(0)\right]^{i-1} \phi_{1}^{\prime}(0)>0$.
So there exists small $\delta>0$ such that (2.4) and (2.5) hold for $0<t<\delta$ if one applies the Taylor's expansion for $\phi_{i}(t)$ and $\phi_{i}^{\prime}(t)$ around $t=0$. Starting with this result, we need to show that (2.4) and (2.5) are always true for $t>0$.

By contradiction, suppose that there is a first place $t_{0}$ where (2.4) and (2.5) break down. Then we need to study the following cases.

CASE 1. $\quad \phi_{L}=\phi_{1}\left(t_{0}\right) \geq \phi_{2}\left(t_{0}\right) \geq \cdots \geq \phi_{m-1}\left(t_{0}\right)>\phi_{m}\left(t_{0}\right) \equiv 0$ and $\phi_{i}^{\prime}\left(t_{0}\right) \geq 0$, $i=1, \ldots, m-1$.

Then

$$
\begin{aligned}
0 \leq \phi_{1}^{\prime}\left(t_{0}\right) & =f\left(\phi_{2}\left(t_{0}\right)\right)+g\left(\phi_{2}\left(t_{0}\right)\right)-2 g\left(\phi_{1}\left(t_{0}\right)\right) \\
& =f\left(\phi_{2}\left(t_{0}\right)\right)+g\left(\phi_{2}\left(t_{0}\right)\right)-2 g\left(\phi_{L}\right) \\
& =f\left(\phi_{2}\left(t_{0}\right)\right)+g\left(\phi_{2}\left(t_{0}\right)\right)-f\left(\phi_{L}\right)-g\left(\phi_{L}\right) \\
& =\left[f^{\prime}(\xi)+g^{\prime}(\xi)\right]\left(\phi_{2}\left(t_{0}\right)-\phi_{L}\right) \\
& \leq 0
\end{aligned}
$$

where $\xi \in\left(\phi_{2}\left(t_{0}\right), \phi_{L}\right)$ by the mean value theorem and $\left(f^{\prime}+g^{\prime}\right)(\xi)>0$ by (H1). This leads to $\phi_{2}\left(t_{0}\right)=\phi_{L}$.

By induction on $i$, we shall gain $\phi_{i}\left(t_{0}\right)=\phi_{L}, i=2, \ldots, m-1$.
Then we have

$$
\begin{aligned}
0 & \leq f(0)-f\left(\phi_{L}\right)-g\left(\phi_{L}\right) \\
& =f(0)+g(0)-f\left(\phi_{L}\right)-g\left(\phi_{L}\right) \\
& =\left(f^{\prime}+g^{\prime}\right)(\xi)\left(0-\phi_{L}\right)
\end{aligned}
$$

which implies $\phi_{L} \leq 0$. This leads to contradiction since $\phi_{L}>0$. Therefore Case 1 is impossible.

CASE 2. $\quad \phi_{L}>\phi_{1}\left(t_{0}\right)>\cdots>\phi_{j}\left(t_{0}\right)=\phi_{j+1} \geq \cdots \geq \phi_{m-1}\left(t_{0}\right)>\phi_{m}\left(t_{0}\right)=0$ for some $j \in\{1,2, \ldots, m-2\}$ and $\phi_{i}^{\prime}\left(t_{0}\right) \geq 0 \forall i \in\{1, \ldots, m-1\}$.

Then

$$
\begin{aligned}
0 \leq \phi_{j+1}^{\prime}\left(t_{0}\right) & =f\left(\phi_{j+2}\left(t_{0}\right)\right)-f\left(\phi_{j}\left(t_{0}\right)\right)+g\left(\phi_{j+2}\left(t_{0}\right)\right)-2 g\left(\phi_{j+1}\left(t_{0}\right)\right)+g\left(\phi_{j}\left(t_{0}\right)\right) \\
& =f\left(\phi_{j+2}\left(t_{0}\right)\right)-f\left(\phi_{j+1}\left(t_{0}\right)\right)+g\left(\phi_{j+2}\left(t_{0}\right)\right)-g\left(\phi_{j+1}\left(t_{0}\right)\right) \\
& =\left[f^{\prime}+g^{\prime}\right](\xi)\left(\phi_{j+2}\left(t_{0}\right)-\phi_{j+1}\left(t_{0}\right)\right) \\
& \leq 0
\end{aligned}
$$

which implies $\phi_{j+2}\left(t_{0}\right)=\phi_{j+1}\left(t_{0}\right)$ (since $f^{\prime}+g^{\prime}>0$ in $J$ and $\phi_{j+1}\left(t_{0}\right) \geq \phi_{j+2}\left(t_{0}\right)$ ).
By induction, we have $\phi_{L}>\phi_{1}\left(t_{0}\right)>\cdots>\phi_{j}\left(t_{0}\right)=\phi_{j+1}\left(t_{0}\right)=\cdots=\phi_{m-1}\left(t_{0}\right)>$ $\phi_{m}\left(t_{0}\right)=0$.

Then

$$
\begin{aligned}
0 \leq \phi_{m-1}^{\prime}\left(t_{0}\right) & =f(0)-f\left(\phi_{m-1}\left(t_{0}\right)\right)-g\left(\phi_{m-1}\left(t_{0}\right)\right) \\
& =f(0)+g(0)-f\left(\phi_{m-1}\left(t_{0}\right)\right)-g\left(\phi_{m-1}\left(t_{0}\right)\right) \\
& =\left[f^{\prime}+g^{\prime}\right](\xi)\left(0-\phi_{m-1}\left(t_{0}\right)\right),
\end{aligned}
$$

which implies $\phi_{m-1}\left(t_{0}\right) \leq 0$ : a contradiction!
Therefore we eliminate the possibility of Case 2.
CASE 3. $\quad \phi_{L}>\phi_{1}\left(t_{0}\right)>\cdots>\phi_{m-1}\left(t_{0}\right)>\phi_{m}\left(t_{0}\right)=0$ and $\phi_{i}^{\prime}\left(t_{0}\right) \geq 0 \forall i$ and $\phi_{j}^{\prime}\left(t_{0}\right)=0$ for some $j \in\{1, \ldots, m-1\}$.

First of all, if $j=1$, i.e., $\phi_{1}^{\prime}\left(t_{0}\right)=0$, then we must have $\phi_{2}^{\prime}\left(t_{0}\right)=0$. Otherwise $\phi_{2}^{\prime}\left(t_{0}\right)>0$; then for $\varepsilon>0$ small enough, we have

$$
\begin{aligned}
\phi_{1}^{\prime}\left(t_{0}-\varepsilon\right) & =\phi_{1}^{\prime}\left(t_{0}\right)-\phi_{1}^{\prime \prime}\left(t_{0}\right) \varepsilon+o\left(\varepsilon^{2}\right) \\
& =\phi_{1}^{\prime}\left(t_{0}\right)-\left[f^{\prime}\left(\phi_{2}\left(t_{0}\right)\right)+g^{\prime}\left(\phi_{2}\left(t_{0}\right)\right)\right] \phi_{2}^{\prime}\left(t_{0}\right) \varepsilon+2 g^{\prime}\left(\phi_{1}\left(t_{0}\right)\right) \phi_{1}^{\prime}\left(t_{0}\right) \varepsilon+o\left(\varepsilon^{2}\right) \\
& =-\left[f^{\prime}\left(\phi_{2}\left(t_{0}\right)\right)+g^{\prime}\left(\phi_{2}\left(t_{0}\right)\right)\right] \phi_{2}^{\prime}\left(t_{0}\right) \varepsilon+o\left(\varepsilon^{2}\right) \\
& <0
\end{aligned}
$$

This is a contradiction since $t_{0}$ is the first place where (2.4) and (2.5) break down.
Furthermore, we can get $\phi_{i}^{\prime}\left(t_{0}\right)=0, i=2, \ldots, m-1$ by using the techniques of induction and contradiction. Taking $\hat{t}=t_{0}$, we are done with the proof.

Secondly, assume that $\phi_{i}^{\prime}\left(t_{0}\right)>0, i=1, \ldots, j-1$, and $\phi_{j}^{\prime}\left(t_{0}\right)=0$ for some $j \in\{2, \ldots, m-1\}$. Then by applying the same technique above and noting that $g^{\prime}-f^{\prime}>0$ in $J$, we will obtain $\phi_{j-1}^{\prime}\left(t_{0}\right)=0$, which is a contradiction. Hence we eliminate Case 3.

Now by getting rid of Cases $1-3$, we can conclude that either there exists a $\hat{t}>0$ such that (2.4) and (2.5) hold for $0<t<\hat{t}$ and $\phi_{i}^{\prime}(\hat{t})=0, i=1, \ldots, m$, or the first place $t_{0}$ where (2.4) and (2.5) break down does not exist. The proof is completed.

Remark 1. In the proof of Lemma 2.1, the monotonicity of solution along the trajectory plays an important role. In order to get monotonicity at the start of the trajectory, we need the initial vector $\phi_{i}(0)=0, i=1, \ldots, n$. For other initial vectors, monotonicity fails.

Remark 2. Throughout this paper, we always start from $\phi_{i}(0)=0$. As we can see in the following sections, if the monotonicity fails on the trajectory, we cannot continue the proof theoretically. But numerical experiments show that the solution trajectory of (2.2) always converges to the same equilibrium for any initial vector. It seems that the basin of attraction is infinitely large.

Lemma 2.2. Let $n=2 m$. Assume that $f$ and $g$ satisfy the conditions (H1), (H2), and $f(0)>0$; then the IVP $(2.3)$ with $\phi_{i}(0)=0, i=1, \ldots, n$, has the following monotonicity along the trajectory:

$$
\begin{equation*}
\phi_{L}>\phi_{1}(t)>\phi_{2}(t)>\cdots>\phi_{m-1}(t)>\phi_{m}(t)>0 \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{i}^{\prime}(t)>0, \quad 0<t<\hat{t}, \quad i=1, \ldots, m \tag{2.9}
\end{equation*}
$$

where $\hat{t}$ is such that $\phi_{i}^{\prime}(\hat{t})=0, i=1, \ldots, m$, or $\hat{t}=+\infty$.
Proof. The proof is similar to the proof of Lemma 2.1. The difference is that we should restate the equations of (2.3) as

$$
\begin{align*}
\phi_{1}^{\prime}= & f\left(\phi_{2}\right)+g\left(\phi_{2}\right)-2 g\left(\phi_{1}\right) \\
\phi_{i}^{\prime}= & f\left(\phi_{i+1}\right)-f\left(\phi_{i-1}\right)+g\left(\phi_{i+1}\right)-2 g\left(\phi_{i}\right)+g\left(\phi_{i-1}\right) \\
& i=2, \ldots, m-1,  \tag{2.10}\\
\phi_{m}^{\prime}= & f\left(\phi_{m}\right)-f\left(\phi_{m-1}\right)-3 g\left(\phi_{m}\right)+g\left(\phi_{m-1}\right)
\end{align*}
$$

All the techniques from Lemma 2.1 can be applied here so we ignore the details.
THEOREM 2.3. Assume $f$ and $g$ satisfy the same conditions as in Lemmas 2.1 and 2.2; then the $\operatorname{IVP}(2.3)$ with $\phi_{i}(0)=0, i=1, \ldots, n$ has the following properties:
(i) For each $i \in\{1, \ldots, n\}$, there exists $\bar{\phi}_{i}$ such that $\lim _{t \rightarrow \hat{t}} \phi_{i}(t)=\bar{\phi}_{i}$;
(ii) $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is the fixed point of the system (2.3);
(iii) $\phi_{L}>\bar{\phi}_{\underline{1}}>\bar{\phi}_{2}>\cdots>\bar{\phi}_{n-1}>\bar{\phi}_{n}>\phi_{R}$;
(iv) $\bar{\phi}_{i}=-\bar{\phi}_{n+1-i}, i=1, \ldots, n$.

Proof. By the results of Lemmas 2.1 and 2.2, (i), (ii), and (iv) are easy to check. Also we have $\phi_{L} \geq \bar{\phi}_{1} \geq \bar{\phi}_{2} \geq \cdots \geq \bar{\phi}_{n-1} \geq \bar{\phi}_{n} \geq \phi_{R}$. We need to show that all the inequalities are strict. By contradiction, suppose $\phi_{L}=\bar{\phi}_{1}$. Then we have

$$
\begin{aligned}
0 & =f\left(\bar{\phi}_{2}\right)+g\left(\bar{\phi}_{2}\right)-2 g\left(\bar{\phi}_{1}\right) \\
& =f\left(\bar{\phi}_{2}\right)+g\left(\bar{\phi}_{2}\right)-2 g\left(\phi_{L}\right) \\
& =f\left(\bar{\phi}_{2}\right)+g\left(\bar{\phi}_{2}\right)-\left[f\left(\phi_{L}\right)+g\left(\phi_{L}\right)\right] \\
& =\left[f^{\prime}+g^{\prime}\right](\xi)\left(\bar{\phi}_{2}-\phi_{L}\right)
\end{aligned}
$$

which implies $\bar{\phi}_{2}=\phi_{L}$.
Then we would have $\bar{\phi}_{i}=\phi_{L}, i=1, \ldots, n$ by induction on $i$.
And $0=-f\left(\phi_{L}\right)-2 g\left(\phi_{L}\right)+g\left(\phi_{L}\right)=-f\left(\phi_{L}\right)-g\left(\phi_{L}\right)$ by the last equation of (2.3) such that $f\left(\phi_{L}\right)=-g\left(\phi_{L}\right)$ which leads to $\phi_{L}=\phi_{R}$. This contradicts $\phi_{L}=-\phi_{R}$ since $\phi_{L}>0$. Hence $\phi_{L}>\bar{\phi}_{1}$ must hold.


FIg. 2.1. The isotropic case with $H^{+}(\phi)=H^{-}(\phi)=H(\phi)=.5 \cos \phi+\sin \phi, n=11$, and $\beta_{i}=0.0$.

Suppose $\bar{\phi}_{1}=\bar{\phi}_{2}$; then $0=f\left(\bar{\phi}_{2}\right)+g\left(\bar{\phi}_{2}\right)-2 g\left(\bar{\phi}_{1}\right)$ by $(2.3)$. This is $0=f\left(\bar{\phi}_{1}\right)-$ $g\left(\bar{\phi}_{1}\right)$, which implies $\bar{\phi}_{1}=\phi_{L}$. So we must have $\phi_{L}>\bar{\phi}_{1}>\bar{\phi}_{2}$. By the symmetry, we have $\phi_{R}<\bar{\phi}_{n}<\bar{\phi}_{n-1}$.

Suppose $i$ is the first index such that $\bar{\phi}_{i}=\bar{\phi}_{i+1}$; then

$$
\begin{aligned}
0 & =f\left(\bar{\phi}_{i+1}\right)-f\left(\bar{\phi}_{i-1}\right)+g\left(\bar{\phi}_{i+1}\right)-2 g\left(\bar{\phi}_{i}\right)+g\left(\bar{\phi}_{i-1}\right) \\
& =f\left(\bar{\phi}_{i}\right)-f\left(\bar{\phi}_{i-1}\right)-g\left(\bar{\phi}_{i}\right)+g\left(\bar{\phi}_{i-1}\right) \\
& =f\left(\bar{\phi}_{i}\right)-g\left(\bar{\phi}_{i-1}\right)-g\left(\bar{\phi}_{i}\right)+g\left(\bar{\phi}_{i-1}\right) \\
& =\left(g^{\prime}-f^{\prime}\right)(\xi)\left(\bar{\phi}_{i-1}-\bar{\phi}_{i}\right)
\end{aligned}
$$

which implies $\bar{\phi}_{i-1}=\bar{\phi}_{i}$, a contradiction.
Hence $\phi_{L}>\bar{\phi}_{1}>\bar{\phi}_{2}>\cdots>\bar{\phi}_{n-1}>\bar{\phi}_{n}>\phi_{R}$.
In Figure 2.1 we illustrate the theory of Lemma 2.1 and Theorem 2.3 with a numerical example. Here we take $H^{+}(\phi)=H^{-}(\phi)=0.5 \cos \phi+\sin \phi$. Then $\phi_{L}=$ $-\phi_{R}=\arctan (0.5) \approx 0.464$ and $J=(-\arctan 2, \arctan 2) \approx(-1.107,1.107)$ for the conditions (H1) and (H2). We implemented the numerical computation by using the interactive package XPPAUT which was developed by B. Ermentrout. From the top to the bottom, the curves are $\phi_{1}(t), \ldots, \phi_{11}(t)(n=11)$, respectively. Note $\phi_{6}(t) \equiv 0$ is on the $x$-axis. The figure shows the monotonicity and symmetry of solution $\left(\phi_{1}(t), \ldots, \phi_{n}(t)\right)$ along the trajectory.

In Lemmas 2.1 and 2.2 and Theorem 2.3, we have the condition $f(0)>0$. For $f(0)<0$, the results and the proofs are very similar. We just state Theorem 2.4 without proof.

THEOREM 2.4. Assume $f$ and $g$ satisfy (H1), (H2), and $f(0)<0$; then the IVP (2.3) with $\phi_{i}(0)=0, i=1, \ldots, n$ has the following properties:
(i) For each $i \in\{1, \ldots, n\}$, there exists $\bar{\phi}_{i}$ such that $\lim _{t \rightarrow \hat{t}} \phi_{i}(t)=\bar{\phi}_{i}$;
(ii) $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is the fixed point of the system (2.3);
(iii) $\phi_{L}<\bar{\phi}_{1}<\bar{\phi}_{2}<\cdots<\bar{\phi}_{n-1}<\bar{\phi}_{n}<\phi_{R}$;
(iv) $\bar{\phi}_{i}=-\bar{\phi}_{n+1-i}, i=1, \ldots, n$.

We turn our attention back to the system (2.1). Notice that we have

$$
\omega+H^{+}\left(\bar{\phi}_{1}\right)=\omega+H^{-}\left(-\bar{\phi}_{i-1}\right)+H^{+}\left(\bar{\phi}_{i}\right)=\omega+H^{-}\left(-\bar{\phi}_{n}\right), i=2, \ldots, n-1
$$

We take $\Omega=\omega+H^{-}\left(-\bar{\phi}_{i-1}\right)+H^{+}\left(\bar{\phi}_{i}\right)$; then $\theta_{1}=\Omega t, \theta_{i}=\Omega t+\sum_{k=1}^{i-1} \bar{\phi}_{k}, i=$ $2, \ldots, n+1$, is the phaselocked solution of (2.1). Before showing that this phaselocked solution is stable, we state a general stability result due to Ermentrout [10].

THEOREM 2.5 (Ermentrout, 1992). Consider the equations

$$
\begin{equation*}
d \theta_{k} / d t=H_{k}\left(\theta_{1}-\theta_{k}, \ldots, \theta_{M}-\theta_{k}\right), \quad k=1, \ldots, M \tag{2.11}
\end{equation*}
$$

Let $\theta_{k}=\Omega t+\bar{\psi}_{k}$ be a phaselocked solution and let

$$
\begin{equation*}
a_{j k}=\partial H_{k}\left(z_{1}, \ldots, z_{M}\right) / \partial z_{j} \tag{2.12}
\end{equation*}
$$

evaluated at $z_{j}=\bar{\psi}_{j}-\bar{\psi}_{k}$. Suppose that $a_{j k} \geq 0$ and the graph of the matrix $\left(a_{j k}\right)$ is complete. Then the phaselocked solution is orbitally asymptotically stable in the sense that there is a simple zero eigenvalue corresponding to translation in time and all other eigenvalues have negative real parts.

Due to (H1), we have $g^{\prime} \pm f^{\prime}>0$ in $J$. Then the phaselocked solution $\theta_{1}=\Omega t$, $\theta_{i}=\Omega t+\sum_{k=1}^{i-1} \bar{\phi}_{k}, i=2, \ldots, n+1$, satisfies the nonnegativity assumption in Theorem 2.5. The graph of $\left(a_{j k}\right)$ is complete since $a_{i, i+1}>0$ and $a_{i+1, i}>0$ for $i=1, \ldots, n$. So we have shown that the phaselocked solution is asymptotically stable. This result is summarized in the following theorem.

THEOREM 2.6. Under the conditions of Theorem 2.3 or $2.4, \theta_{1}=\Omega t, \theta_{i}=\Omega t+$ $\sum_{k=1}^{i-1} \bar{\phi}_{k}, i=2, \ldots, n+1$, is the phaselocked solution of (2.1), orbitally asymptotically stable in the sense that there is a simple zero eigenvalue corresponding to translation in time and other eigenvalues have negative real parts.

As a matter of fact, in Theorem 2.6, all the $n$ nonzero eigenvalues with negative real parts are actually the eigenvalues of the system (2.3) linearized around the equilibrium $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$.

COROLLARY 2.7. Under the conditions of Theorems 2.3 or $2.4,\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is an asymptotically stable steady state of (2.3) and all the eigenvalues of the system (2.3) linearized around it have negative real parts.
2.2. Isotropic case with $\boldsymbol{\beta}_{i}=\beta \neq 0, i=1, \ldots, n$. Throughout this section, without loss of generality, we assume $\beta<0$. If $\beta>0$, you can subtract the consecutive equations of (2.1) in another direction such that the frequency difference is less than zero. In this case, we still have $H^{+}=H^{-}$, which implies that $f$ is even and $g$ odd such that $\phi_{L}=-\phi_{R}$. We restate (2.2) in the form

$$
\begin{align*}
\phi_{1}^{\prime}= & \beta+f\left(\phi_{2}\right)+g\left(\phi_{2}\right)-2 g\left(\phi_{1}\right) \\
\phi_{i}^{\prime}= & \beta+f\left(\phi_{i+1}\right)-f\left(\phi_{i-1}\right)+g\left(\phi_{i+1}\right)-2 g\left(\phi_{i}\right)+g\left(\phi_{i-1}\right), \\
& i=2, \ldots, n-1  \tag{2.13}\\
\phi_{n}^{\prime}= & \beta-f\left(\phi_{n-1}\right)-2 g\left(\phi_{n}\right)+g\left(\phi_{n-1}\right) .
\end{align*}
$$

For $\beta=0$, we have that $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is the asymptotically stable steady state of (2.13) following Corollary 2.7. Then if $|\beta|$ is small enough, we should get an asymptotically stable steady state $\bar{\phi}_{i}(\beta), i=1, \ldots, n$ near $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ by the implicit function theorem. We denote the trajectory by $\phi_{i}(t, \beta), i=1, \ldots, n$ for the IVP (2.13) with $\phi_{i}(0)=0$. By continuity, $\phi_{i}(t, \beta)$ should have the monotonicity and boundedness as in Lemmas 2.1 and 2.2, and $\phi_{i}(t, \beta) \rightarrow \bar{\phi}_{i}(\beta)$ as $t \rightarrow+\infty$ if $|\beta|$ is small enough. We summarize this fact in Theorem 2.8

THEOREM 2.8. Assume that $f$ and $g$ satisfy (H1) and (H2). Let $|\beta|$ be small enough; then the IVP (2.13) with $\phi_{i}(0)=0$ satisfies that
(i) if $f(0)>0$, then

$$
\begin{equation*}
\phi_{L}>\phi_{1}(t, \beta)>\cdots>\phi_{n}(t, \beta)>\phi_{R} \tag{2.14}
\end{equation*}
$$

(ii) if $f(0)<0$, then

$$
\begin{equation*}
\phi_{L}<\phi_{1}(t, \beta)<\cdots<\phi_{n}(t, \beta)<\phi_{R} . \tag{2.15}
\end{equation*}
$$

Also $\phi_{i}(t, \beta) \rightarrow \bar{\phi}_{i}(\beta)$ as $t \rightarrow+\infty$ for $i=1, \ldots, n$, where $\left(\bar{\phi}_{1}(\beta), \ldots, \bar{\phi}_{n}(\beta)\right)$ is the asymptotically stable steady state of (2.13) near $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$.

Theorem 2.8 is not a particularly strong result. To keep the monotonicity and boundedness, $|\beta|$ has to be assumed very small. We would like to know when the monotonicity breaks down. This leads to the following theorem.

Theorem 2.9. Assume that $f$ and $g$ satisfy (H1), (H2), and $f(0)>0$. Let $|\beta|$ be small enough that $\phi_{n-1}(t) \geq \phi_{R}, t>0$ for the IVP (2.13) with $\phi_{i}(0)=0, i=1, \ldots, n$. Then we have the following properties along the trajectory:
(i) there is a sequence $\left\{t_{k}\right\}_{k=1}^{\infty}$ (it could be a finite sequence) such that $0=t_{1}<$ $t_{2}<\cdots<t_{k}<\cdots<\hat{t}$, and for each $k$, there is $l_{k} \in\{1, \ldots, n\}$ so that

$$
\begin{array}{r}
\phi_{i}^{\prime}(t)>0, \quad i=1, \ldots, l_{k}, \quad t_{k}<t<t_{k+1}, \\
\phi_{j}^{\prime}(t)<0, \quad j=l_{k}+1, \ldots, n, \quad t_{k}<t<t_{k+1}, \\
l_{k+1} \in\left\{0, l_{k}-1, l_{k}, l_{k}+1, n\right\}, \\
\text { either } \phi_{l_{k}}^{\prime}\left(t_{k+1}\right)=0 \text { or } \phi_{\phi_{k}+1}^{\prime}\left(t_{k+1}\right)=0 \text { (not both), }, \\
\phi_{L}>\phi_{1}(t)>\cdots>\phi_{n-1}(t)>\phi_{n}(t)>\phi_{\beta}, \quad t_{k}<t \leq t_{k+1} \tag{2.19}
\end{array}
$$

where $\hat{t}$ is such that $\phi_{i}^{\prime}(\hat{t})=0, i=1, \ldots, n$ or $\hat{t}=+\infty$, and $\phi_{\beta} \in J$ is such that $f\left(\phi_{\beta}\right)+g\left(\phi_{\beta}\right)=\beta$ (note that $\left.\phi_{\beta}<\phi_{R}\right)$.
(ii) for each $i \in\{1, \ldots, n\}$, there exists $\bar{\phi}_{i}$ such that

$$
\begin{array}{r}
\lim _{t \rightarrow t} \phi_{i}(t)=\bar{\phi}_{i}, \\
\phi_{L}>\bar{\phi}_{1}>\cdots>\bar{\phi}_{n}>\phi_{\beta}, \tag{2.21}
\end{array}
$$

and $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is a fixed point of (2.13).
Remark. The condition $\phi_{n-1}(t) \geq \phi_{R}, t>0$ means that $\phi_{n-1}$ cannot cross $\phi_{R}$ along the trajectory. It is weaker than the condition in Theorem 2.8 since it allows $\phi_{n}$ to cross $\phi_{R}$. It holds when $|\beta|$ is small enough (but not as small as in Theorem 2.8) according to the results of section 2.1.

The proof of the theorem is very long. We put it in the Appendix for interested readers.

Figure 2.2 is a numerical solution illustrating Theorem 2.9. Here $H^{+}(\phi)=$ $H^{-}(\phi)=0.5 \cos \phi+\sin \phi$ and $\beta=-0.005$. The figure shows monotonicity of solution along the trajectory.

For the case $f(0)<0$, we have results parallel to Theorem 2.9.
Theorem 2.10. Assume that $f$ and $g$ satisfy (H1), (H2), and $f(0)<0$. Let $|\beta|$ be small enough that $\phi_{2}(t) \geq \phi_{L}, t>0$ for the IVP (2.13) with $\phi_{i}(0)=0, i=1, \ldots, n$. Then we have the following properties along the trajectory:
(i) there is a sequence $\left\{t_{k}\right\}_{k=1}^{\infty}$ (it could be a finite sequence) such that $0=t_{1}<$ $t_{2}<\cdots<t_{k}<\cdots<\hat{t}$ and for each $k$, there is $l_{k} \in\{1, \ldots, n\}$ so that

$$
\phi_{i}^{\prime}(t)<0, \quad i=1, \ldots, l_{k}, \quad t_{k}<t<t_{k+1},
$$



Fig. 2.2. The isotropic case with $H^{+}(\phi)=H^{-}(\phi)=H(\phi)=.5 \cos \phi+\sin \phi, n=11$, and $\beta_{i}=\beta=-0.005$.

$$
\begin{array}{r}
\phi_{j}^{\prime}(t)>0, \quad j=l_{k}+1, \ldots, n, \quad t_{k}<t<t_{k+1}, \\
l_{k+1} \in\left\{0, l_{k}-1, l_{k}, l_{k}+1, n\right\}, \\
\text { either } \phi_{l_{k}}^{\prime}\left(t_{k+1}\right)=0 \text { or } \phi_{l_{k}+1}^{\prime}\left(t_{k+1}\right)=0 \quad(\text { not both }), \\
\phi_{\beta}<\phi_{1}(t)<\cdots<\phi_{n-1}(t)<\phi_{n}(t)<\phi_{R}, \quad t_{k}<t \leq t_{k+1}, \tag{2.25}
\end{array}
$$

where $\hat{t}$ is such that $\phi_{i}^{\prime}(\hat{t})=0, i=1, \ldots, n$ or $\hat{t}=+\infty$, and $\phi_{\beta} \in J$ is such that $-f\left(\phi_{\beta}\right)+g\left(\phi_{\beta}\right)=\beta\left(\right.$ note that $\left.\phi_{\beta}<\phi_{L}\right)$.
(ii) for each $i \in\{1, \ldots, n\}$, there exists $\bar{\phi}_{i}$ such that

$$
\begin{array}{r}
\lim _{t \rightarrow \hat{t}} \phi_{i}(t)=\bar{\phi}_{i} \\
\phi_{\beta}<\bar{\phi}_{1}<\cdots<\bar{\phi}_{n}<\phi_{R} \tag{2.27}
\end{array}
$$

and $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is a fixed point of (2.13).
As we did in section 2.1, if we let $\theta_{1}(t)=\Omega t, \theta_{i}(t)=\Omega t+\sum_{k=1}^{i-1} \bar{\phi}_{k}, i=1, \ldots, n+$ 1 , where $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is the fixed point of (2.13) which we obtained in Theorems 2.9 and 2.10 , then Theorem 2.5 assures us that $\left(\theta_{1}(t), \ldots, \theta_{n+1}(t)\right)$ is an orbitally asymptotically stable phaselocked solution of (2.1).
2.3. Nonisotropic case with $\boldsymbol{\beta}_{\boldsymbol{i}}=\mathbf{0}, \boldsymbol{i}=1, \ldots, \boldsymbol{n}$. In this case, we have $H^{+} \neq H^{-}$which implies that $f$ is not even and $g$ is not odd anymore. So $\phi_{L} \neq-\phi_{R}$ in general. And we would like to restate (2.2) in the form

$$
\begin{align*}
\phi_{1}^{\prime}= & f\left(\phi_{2}\right)+g\left(\phi_{2}\right)-2 g\left(\phi_{1}\right) \\
\phi_{i}^{\prime}= & f\left(\phi_{i+1}\right)-f\left(\phi_{i-1}\right)+g\left(\phi_{i+1}\right)-2 g\left(\phi_{i}\right)+g\left(\phi_{i-1}\right), \\
& i=2, \ldots, n-1  \tag{2.28}\\
\phi_{n}^{\prime}= & -f\left(\phi_{n-1}\right)-2 g\left(\phi_{n}\right)+g\left(\phi_{n-1}\right) .
\end{align*}
$$

THEOREM 2.11. Assume that $f$ and $g$ satisfy (H1), (H2), and $f(0)>|g(0)|$. Then the IVP (2.28) with $\phi_{i}(0)=0, i=1, \ldots, n$ has the following properties along the trajectory:
(i) There is a sequence $\left\{t_{k}\right\}_{k=1}^{\infty}$ (it could be a finite sequence) such that $0=t_{1}<$ $t_{2}<\cdots<t_{k}<\cdots<\hat{t}$ and for each $k$, there is $l_{k} \in\{1, \ldots, n\}$ so that

$$
\begin{array}{r}
\phi_{i}^{\prime}(t)>0, \quad i=1, \ldots, l_{k}, \quad t_{k}<t<t_{k+1}, \\
\phi_{j}^{\prime}(t)<0, \quad j=l_{k}+1, \ldots, n, \quad t_{k}<t<t_{k+1}, \\
l_{k+1} \in\left\{0, l_{k}-1, l_{k}, l_{k}+1, n\right\}, \\
\text { either } \phi_{l_{k}}^{\prime}\left(t_{k+1}\right)=0 \text { or } \phi_{l_{k}+1}^{\prime}\left(t_{k+1}\right)=0(\text { not both }), \\
\phi_{L}>\phi_{1}(t)>\cdots>\phi_{n-1}(t)>\phi_{n}(t)>\phi_{R}, \quad t_{k}<t \leq t_{k+1}, \tag{2.32}
\end{array}
$$

where $\hat{t}$ is such that $\phi_{i}^{\prime}(\hat{t})=0, i=1, \ldots, n$, or $\hat{t}=+\infty$.
(ii) For each $i \in\{1, \ldots, n\}$, there exists $\bar{\phi}_{i}$ such that

$$
\begin{array}{r}
\lim _{t \rightarrow \hat{t}} \phi_{i}(t)=\bar{\phi}_{i}, \\
\phi_{L}>\bar{\phi}_{1}>\cdots>\bar{\phi}_{n}>\phi_{R} \tag{2.34}
\end{array}
$$

and $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is a fixed point of (2.28).
Proof. Note that $f(0)>|g(0)|$; then

$$
\begin{array}{r}
\phi_{1}^{\prime}(0)=f(0)-g(0)>0 \\
\phi_{i}^{\prime}(0)=0, \quad i=2, \ldots, n-1  \tag{2.35}\\
\phi_{n}^{\prime}(0)=-f(0)-g(0)<0
\end{array}
$$

Then by (2.28) and (2.35), we have

$$
\begin{gather*}
\phi_{2}^{\prime \prime}(0)=\left[g^{\prime}(0)-f^{\prime}(0)\right][f(0)-g(0)]>0 \\
\phi_{n-1}^{\prime \prime}(0)=\left[g^{\prime}(0)+f^{\prime}(0)\right][-f(0)-g(0)]<0 \tag{2.36}
\end{gather*}
$$

By induction on $i$, we can get that for $i=3, \ldots, m-1$

$$
\begin{array}{r}
\phi_{i}^{(k)}(0)=0, \quad k=1, \ldots, i-1,  \tag{2.37}\\
\phi_{i}^{(i)}(0)=\left[g^{\prime}(0)-f^{\prime}(0)\right]^{i-1}[f(0)-g(0)]>0, \\
\phi_{n-i+1}^{(k)}(0)=0, \quad k=1, \ldots, i-1, \\
\phi_{n-i+1}^{(i)}(0)=\left[g^{\prime}(0)-f^{\prime}(0)\right]^{i-1}[-f(0)+g(0)]<0
\end{array}
$$

whenever $n=2 m-1$ or $2 m-2$. And when $n=2 m-1$, we have extra terms

$$
\begin{equation*}
\phi_{m}^{(k)}(0)=0, \quad k=1, \ldots, m \tag{2.38}
\end{equation*}
$$

Assume $\phi_{m}^{(m+1)}(0) \neq 0$ (otherwise we can figure out $\phi_{m}^{(M)}(0) \neq 0$ and $\phi_{m}^{(k)}(0)=$ $0, k=1, \ldots, M-1)$.

Without loss of generality, we assume $\phi_{m}^{m+1}(0)>0$ when $n=2 m-1$.
Then we have $t_{1}=0, l_{1}=m-1$ when $n=2 m-2$, and $t_{1}=0, l_{1}=m$ when $n=2 m-1$. And the rest of the proof just mimics all the steps of proving Theorem 2.9

Again in Figure 2.3 we show the results of Theorem 2.11. Here $H^{+}(\phi)=H(\phi)$ and $H^{-}(\phi)=0.2 H(\phi)$ where $H(\phi)=0.5 \cos \phi+\sin \phi$. And $\phi_{L}=-\phi_{R}=\arctan (0.5)$ and $J=(-\arctan 2, \arctan 2)$. The monotonicity of the solution along the trajectory can be seen from the figure. Also we see that the solution converges to a fixed point.


Fig. 2.3. The nonisotropic case with $H^{+}(\phi)=H(\phi), H^{-}(\phi)=0.2 H(\phi), H(\phi)=.5 \cos \phi+\sin \phi$, $n=11$, and $\beta_{i}=\beta=0$.

THEOREM 2.12. Assume that $f$ and $g$ satisfy (H1), (H2), and $f(0)<-|g(0)|$. Then the IVP (2.28) with $\phi_{i}(0)=0, i=1, \ldots, n$ has the following properties along the trajectory:
(i) there is a sequence $\left\{t_{k}\right\}_{k=1}^{\infty}$ (it could be a finite sequence) such that $0=t_{1}<$ $t_{2}<\cdots<t_{k}<\cdots<\hat{t}$ and for each $k$, there is $l_{k} \in\{1, \ldots, n\}$ so that

$$
\begin{array}{r}
\phi_{i}^{\prime}(t)<0, \quad i=1, \ldots, l_{k}, \quad t_{k}<t<t_{k+1}, \\
\phi_{j}^{\prime}(t)>0, \quad j=l_{k}+1, \ldots, n, \quad t_{k}<t<t_{k+1}, \\
l_{k+1} \in\left\{0, l_{k}-1, l_{k}, l_{k}+1, n\right\}, \\
\text { either } \phi_{l_{k}}^{\prime}\left(t_{k+1}\right)=0 \text { or } \phi_{l_{k}+1}^{\prime}\left(t_{k+1}\right)=0 \text { (not both), } \\
\phi_{L}<\phi_{1}(t)<\cdots<\phi_{n-1}(t)<\phi_{n}(t)<\phi_{R}, t_{k}<t \leq t_{k+1}, \tag{2.42}
\end{array}
$$

where $\hat{t}$ is such that $\phi_{i}^{\prime}(\hat{t})=0, i=1, \ldots, n$ or $\hat{t}=+\infty$.
(ii) for each $i \in\{1, \ldots, n\}$, there exists $\bar{\phi}_{i}$ such that

$$
\begin{array}{r}
\lim _{t \rightarrow \hat{t}} \phi_{i}(t)=\bar{\phi}_{i}, \\
\phi_{L}<\bar{\phi}_{1}<\cdots<\bar{\phi}_{n}<\phi_{R}, \tag{2.44}
\end{array}
$$

and $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is a fixed point of (2.28).
2.4. Nonisotropic case with $\beta_{i}=\beta \neq 0, i=1, \ldots, n$. Throughout this section, without loss of generality, we assume $\beta<0$. If $\beta>0$, you can subtract the consecutive equations of (2.1) in another direction such that the frequency difference is less than zero. In this case, like in section 2.2 , we have $H^{+} \neq H^{-}$which implies $f$ is not even and $g$ not odd such that $\phi_{L} \neq-\phi_{R}$. And we would like to restate (2.2) in the form

$$
\begin{align*}
\phi_{1}^{\prime}= & \beta+f\left(\phi_{2}\right)+g\left(\phi_{2}\right)-2 g\left(\phi_{1}\right) \\
\phi_{i}^{\prime}= & \beta+f\left(\phi_{i+1}\right)-f\left(\phi_{i-1}\right)+g\left(\phi_{i+1}\right)-2 g\left(\phi_{i}\right)+g\left(\phi_{i-1}\right) \\
& i=2, \ldots, n-1  \tag{2.45}\\
\phi_{n}^{\prime}= & \beta-f\left(\phi_{n-1}\right)-2 g\left(\phi_{n}\right)+g\left(\phi_{n-1}\right) .
\end{align*}
$$

THEOREM 2.13. Assume that $f$ and $g$ satisfy (H1), (H2), and $f(0)>|g(0)|$. Let $|\beta|$ be small enough that $\phi_{n-1}(t) \geq \phi_{R}, t>0$ for the IVP $(2.45)$ with $\phi_{i}(0)=0$, $i=1, \ldots, n$. Then we have the following properties along the trajectory:
(i) there is a sequence $\left\{t_{k}\right\}_{k=1}^{\infty}$ (it could be a finite sequence) such that $0=t_{1}<$ $t_{2}<\cdots<t_{k}<\cdots<\hat{t}$ and for each $k$, there is $l_{k} \in\{1, \ldots, n\}$ so that

$$
\begin{array}{r}
\phi_{i}^{\prime}(t)>0, \quad i=1, \ldots, l_{k}, \quad t_{k}<t<t_{k+1}, \\
\phi_{j}^{\prime}(t)<0, \quad j=l_{k}+1, \ldots, n, \quad t_{k}<t<t_{k+1}, \\
l_{k+1} \in\left\{0, l_{k}-1, l_{k}, l_{k}+1, n\right\}, \\
\text { either } \phi_{l_{k}}^{\prime}\left(t_{k+1}\right)=0 \text { or } \phi_{l_{k}+1}^{\prime}\left(t_{k+1}\right)=0 \text { (not both), } \\
\phi_{L}>\phi_{1}(t)>\cdots>\phi_{n-1}(t)>\phi_{n}(t)>\phi_{\beta}, \quad t_{k}<t \leq t_{k+1}, \tag{2.49}
\end{array}
$$

where $\hat{t}$ is such that $\phi_{i}^{\prime}(\hat{t})=0, i=1, \ldots, n$ or $\hat{t}=+\infty$, and $\phi_{\beta} \in J$ is such that $f\left(\phi_{\beta}\right)+g\left(\phi_{\beta}\right)=\beta$ (note that $\left.\phi_{\beta}<\phi_{R}\right)$.
(ii) for each $i \in\{1, \ldots, n\}$, there exists $\bar{\phi}_{i}$ such that

$$
\begin{array}{r}
\lim _{t \rightarrow \hat{t}} \phi_{i}(t)=\bar{\phi}_{i}, \\
\phi_{L}>\bar{\phi}_{1}>\cdots>\bar{\phi}_{n}>\phi_{\beta}, \tag{2.51}
\end{array}
$$

and $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is a fixed point of (2.13).
Figures 2.4(a) and 2.4(b) are numerical illustrations of Theorem 2.13. Here $H^{+}(\phi)=H(\phi)$ and $H^{-}(\phi)=0.2 H(\phi)$, where $H(\phi)=0.5 \cos \phi+\sin \phi$. And $\phi_{L}=-\phi_{R}=\arctan (0.5)$ and $J=(-\arctan 2, \arctan 2)$. Note that in Fig. 2.4(b), $\phi_{n-1}(t)$ crosses $\phi_{R}$ somewhere so that the monotonicity is destroyed. However, the trajectory still converges to a fixed point. Hence the monotonicity is not necessary for the convergence of the solution. In Fig. 2.4(a) the monotonicity is preserved since the $|\beta|$ is so small that $\phi_{n-1}(t)$ does not cross $\phi_{R}$.

THEOREM 2.14. Assume that $f$ and $g$ satisfy (H1), (H2), and $f(0)<-|g(0)|$. Let $|\beta|$ be small enough that $\phi_{2}(t) \geq \phi_{L}, t>0$ for the IVP (2.45) with $\phi_{i}(0)=0$, $i=1, \ldots, n$. Then we have the following properties along the trajectory:
(i) there is a sequence $\left\{t_{k}\right\}_{k=1}^{\infty}$ (it could be a finite sequence) such that $0=t_{1}<$ $t_{2}<\cdots<t_{k}<\cdots<\hat{t}$ and for each $k$, there is $l_{k} \in\{1, \ldots, n\}$ so that

$$
\begin{array}{r}
\phi_{i}^{\prime}(t)<0, \quad i=1, \ldots, l_{k}, \quad t_{k}<t<t_{k+1}, \\
\phi_{j}^{\prime}(t)>0, \quad j=l_{k}+1, \ldots, n, \quad t_{k}<t<t_{k+1}, \\
l_{k+1} \in\left\{0, l_{k}-1, l_{k}, l_{k}+1, n\right\}, \\
\text { either } \phi_{l_{k}}^{\prime}\left(t_{k+1}\right)=0 \text { or } \phi_{l_{k+1}}^{\prime}\left(t_{k+1}\right)=0 \text { (not both), } \\
\phi_{\beta}<\phi_{1}(t)<\cdots<\phi_{n-1}(t)<\phi_{n}(t)<\phi_{R}, \quad t_{k}<t \leq t_{k+1}, \tag{2.55}
\end{array}
$$

where $\hat{t}$ is such that $\phi_{i}^{\prime}(\hat{t})=0, i=1, \ldots, n$ or $\hat{t}=+\infty$, and $\phi_{\beta} \in J$ is such that $-f\left(\phi_{\beta}\right)+g\left(\phi_{\beta}\right)=\beta$ (note that $\left.\phi_{\beta}<\phi_{L}\right)$.
(ii) for each $i \in\{1, \ldots, n\}$, there exists $\bar{\phi}_{i}$ such that

$$
\begin{array}{r}
\lim _{t \rightarrow \hat{t}} \phi_{i}(t)=\bar{\phi}_{i}, \\
\phi_{\beta}<\bar{\phi}_{1}<\cdots<\bar{\phi}_{n}<\phi_{R} \tag{2.57}
\end{array}
$$

and $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ is a fixed point of (2.45).
By Theorem 2.5, the fixed points $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ from the two theorems above are asymptotically stable steady state of (2.45).


FIG. 2.4. The nonisotropic case with $H^{+}(\phi)=H(\phi), H^{-}(\phi)=0.2 H(\phi), H(\phi)=.5 \cos \phi+\sin \phi$, $n=11$, (a) $\beta_{i}=\beta=-0.0005$, (b) $\beta_{i}=\beta=-0.005$.
3. Arrays of oscillators. In this section, we consider a two-dimensional array of coupled oscillators. The equations to be considered have the form

$$
\begin{align*}
\theta_{i j}^{\prime}= & \omega_{i j}+H^{+X}\left(\theta_{i+1, j}-\theta_{i j}\right)+H^{-X}\left(\theta_{i-1, j}-\theta_{i j}\right) \\
& +H^{+Y}\left(\theta_{i, j+1}-\theta_{i j}\right)+H^{-Y}\left(\theta_{i, j-1}-\theta_{i j}\right) \\
& i, j=1, \ldots, n+1 \tag{3.1}
\end{align*}
$$

where $H^{+X}, H^{+Y}, H^{-X}$, and $H^{-Y}$ are smooth $2 \pi$-periodic functions of the arguments and $\omega_{i j}$ is the frequency for each oscillator.

Note that in (3.1), each oscillator is coupled with its four nearest neighbors. The term $H^{-X}$ (respectively, $H^{+X}$ or $H^{-Y}$ or $H^{+Y}$ ) is ignored for $i=1$ (respectively, $i=n+1$ or $j=1$ or $j=n+1$ ). We take

$$
\begin{array}{ll}
\phi_{i j}=\theta_{i+1, j}-\theta_{i j}, & i=1, \ldots, n, \quad j=1, \ldots, n+1 \\
\psi_{i j}=\theta_{i, j+1}-\theta_{i j}, & i=1, \ldots, n+1, \quad j=1, \ldots, n
\end{array}
$$

$$
\begin{gathered}
\alpha_{i j}=\omega_{i+1, j}-\omega_{i j}, \quad i=1, \ldots, n, \quad j=1, \ldots, n+1 \\
\beta_{i j}=\omega_{i, j+1}-\omega_{i j}, \quad i=1, \ldots, n+1, \quad j=1, \ldots, n
\end{gathered}
$$

and define the functions $f, g, p$, and $q$ as

$$
\begin{array}{r}
f(\phi)+g(\phi)=H^{+X}(\phi), \\
f(\phi)-g(\phi)=H^{-X}(-\phi), \\
p(\psi)+q(\psi)=H^{+Y}(\psi), \\
p(\psi)-q(\psi)=H^{-Y}(-\psi) . \tag{3.2}
\end{array}
$$

Then in (3.1), if we subtract the $(i, j)$ th equation from the $(i+1, j)$ th one and the $(i, j+1)$ th one, respectively, we have

$$
\begin{align*}
\phi_{i j}^{\prime}= & \alpha_{i j}+f\left(\phi_{i+1, j}\right)-f\left(\phi_{i-1, j}\right)+g\left(\phi_{i+1, j}\right)-2 g\left(\phi_{i j}\right)+g\left(\phi_{i-1, j}\right) \\
& +p\left(\psi_{i+1, j}\right)+p\left(\psi_{i+1, j-1}\right)-p\left(\psi_{i j}\right)-p\left(\psi_{i, j-1}\right) \\
& +q\left(\psi_{i+1, j}\right)-q\left(\psi_{i+1, j-1}\right)-q\left(\psi_{i j}\right)+q\left(\psi_{i, j-1}\right) \\
& i=1, \ldots, n, j=1, \ldots, n+1  \tag{3.3}\\
\psi_{i j}^{\prime}= & \beta_{i j}+p\left(\psi_{i, j+1}\right)-p\left(\psi_{i, j-1}\right)+q\left(\psi_{i, j+1}\right)-2 q\left(\psi_{i j}\right)+q\left(\psi_{i, j-1}\right) \\
& +f\left(\phi_{i, j+1}\right)+f\left(\phi_{i-1, j+1}\right)-f\left(\phi_{i j}\right)-f\left(\phi_{i-1, j}\right) \\
& +g\left(\phi_{i, j+1}\right)-g\left(\phi_{i-1, j+1}\right)-g\left(\phi_{i j}\right)+g\left(\phi_{i-1, j}\right) \\
& i=1, \ldots, n+1, j=1, \ldots, n .
\end{align*}
$$

Note that the index $(i, j)$ for $\phi_{i j}$ should satisfy $1 \leq i \leq n$ and $1 \leq j \leq n+1$ and the index $(i, j)$ for $\psi_{i j}$ should satisfy $1 \leq i \leq n+1,1 \leq j \leq n$. Hence if $(i, j)$ is out of range for $\phi_{i j}$ or $\psi_{i j}$, the corresponding terms on the right-hand sides of (3.3) are ignored.

Again we define several constants related to $f, g, p$, and $q$. We define

- $\phi_{L}$ as $f\left(\phi_{L}\right)=g\left(\phi_{L}\right)$, i.e., $H^{-X}\left(-\phi_{L}\right)=0$;
- $\phi_{R}$ as $f\left(\phi_{R}\right)=-g\left(\phi_{R}\right)$, i.e., $H^{+X}\left(\phi_{R}\right)=0$;
- $\psi_{L}$ as $p\left(\psi_{L}\right)=q\left(\psi_{L}\right)$, i.e., $H^{-Y}\left(-\psi_{L}\right)=0$;
- $\psi_{R}$ as $p\left(\psi_{R}\right)=-q\left(\psi_{R}\right)$, i.e., $H^{+Y}\left(\psi_{R}\right)=0$.

We assume some hypotheses on $f, g, p$, and $q$ in sufficiently large intervals $J_{X}$ and $J_{Y}$ around $\phi=0$ and $\psi=0$, respectively:
(HX1) $g^{\prime}(\phi)>\left|f^{\prime}(\phi)\right|$ for $\phi \in J_{X}$;
(HX2) there exists a unique $\phi_{L}$ (respectively, $\phi_{R}$ ) to $f=g$ (respectively, $f=-g$ ) for $\phi \in J_{X}$;
(HY1) $q^{\prime}(\psi)>\left|p^{\prime}(\psi)\right|$ for $\psi \in J_{Y}$;
(HY2) there exists a unique $\psi_{L}$ (respectively, $\psi_{R}$ ) to $p=q$ (respectively, $p=-q$ ) for $\psi \in J_{Y}$.

Note that (HX1), (HX2), (HY1), and (HY2) are the assumptions extended from the chain model.

Our goal is to apply the results obtained from the chain model to this array model. In order to achieve this task, let us first consider a very special system of equations:

$$
\begin{align*}
& \phi_{i j}^{\prime}=F_{i j}(\Phi)+G_{i j}(\Psi), \\
& \psi_{i j}^{\prime}=P_{i j}(\Psi)+Q_{i j}(\Phi), i=1, \ldots, n, \quad j=1, \ldots, n+1,  \tag{3.4}\\
&
\end{align*}
$$

where

$$
\Phi=\left(\phi_{i j}\right)_{n \times(n+1)}=\left[\Phi_{1}, \ldots, \Phi_{n+1}\right]
$$

with

$$
\Phi_{j}=\left[\begin{array}{c}
\phi_{1 j} \\
\vdots \\
\phi_{n j}
\end{array}\right], \quad j=1, \ldots, n+1
$$

and

$$
\Psi=\left(\psi_{i j}\right)_{(n+1) \times n}=\left[\begin{array}{c}
\Psi_{1} \\
\vdots \\
\Psi_{n+1}
\end{array}\right]
$$

with

$$
\Psi_{i}=\left[\psi_{i 1}, \ldots, \psi_{i n}\right], \quad i=1, \ldots, n+1
$$

and $F_{i j}, P_{i j}, G_{i j}$, and $Q_{i j}$ satisfy the following assumptions:
(i) if $\Phi_{1}=\Phi_{2}=\cdots=\Phi_{n+1}$ (i.e., $\phi_{i j}$ is independent of the index $j$ ), then

$$
\begin{align*}
F_{i 1}(\Phi)=F_{i 2}(\Phi)=\cdots=F_{i, n+1}(\Phi), & i=1, \ldots, n  \tag{3.5}\\
Q_{i j}(\Phi)=0, i=1, \ldots, n+1, & j=1, \ldots, n \tag{3.6}
\end{align*}
$$

(ii) if $\Psi_{1}=\Psi_{2}=\cdots=\Psi_{n+1}$ (i.e., $\psi_{i j}$ is independent of the index $i$ ), then

$$
\begin{gather*}
P_{1 j}(\Psi)=P_{2 j}(\Psi)=\cdots=P_{n+1, j}(\Psi), \quad j=1, \ldots, n  \tag{3.7}\\
G_{i j}(\Psi)=0, \quad i=1, \ldots, n, \quad j=1, \ldots, n+1 \tag{3.8}
\end{gather*}
$$

Remark. The special form of (3.4) is a generalization of the system (3.3). We will see this later. The conditions on $F_{i j}, G_{i j}, P_{i j}$, and $Q_{i j}$ reflect a homogeneity requirement for the two-dimensional domain. That is, the phase lags between left and right neighbors are the same for each row. Similarly, the lags between top and bottom neighbors are the same for each column.

Lemma 3.1. The set $S=\left\{(\Phi, \Psi) \mid \Phi_{1}=\Phi_{2}=\cdots=\Phi_{n+1}\right.$ and $\Psi_{1}=\Psi_{2}=\cdots=$ $\left.\Psi_{n+1}\right\}$ is an invariant set for the system (3.4).

Proof. We only need to show that if $(\Phi(0), \Psi(0)) \in S$, then $\Phi_{1}^{\prime}(0)=\cdots=\Phi_{n+1}^{\prime}(0)$ and $\Psi_{1}^{\prime}(0)=\cdots=\Psi_{n+1}^{\prime}(0)$, i.e.,

$$
\begin{align*}
\phi_{i 1}^{\prime}(0)=\phi_{i 2}^{\prime}(0)=\cdots=\phi_{i, n+1}^{\prime}(0) \quad \text { for } \quad i=1, \ldots, n  \tag{3.9}\\
\psi_{1 j}^{\prime}(0)=\psi_{2 j}^{\prime}(0)=\cdots=\psi_{n+1, j}^{\prime}(0) \quad \text { for } \quad j=1, \ldots, n \tag{3.10}
\end{align*}
$$

By (3.4), (3.5), and (3.8), we have that for each $i \in\{1, \ldots, n\}$,

$$
\begin{aligned}
\phi_{i j}^{\prime}(0) & =F_{i j}(\Phi(0))+G_{i j}(\Psi(0)) \\
& =F_{i k}(\Phi(0))+G_{i k}(\Psi(0)) \\
& =\phi_{i k}^{\prime}(0)
\end{aligned}
$$

Hence (3.9) is proven. Also, we can prove (3.10) in the same way.

LEMMA 3.2. In the system (3.3), if we assume

$$
\begin{equation*}
\alpha_{i j}=\alpha_{i} \text { and } \beta_{i j}=\beta_{j} \tag{3.11}
\end{equation*}
$$

then (3.3) is a system of the type (3.4).
Proof. (3.3) is a special case of (3.4) where

$$
\begin{aligned}
F_{i j}(\Phi)= & \alpha_{i j}+f\left(\phi_{i+1, j}\right)-f\left(\phi_{i-1, j}\right)+g\left(\phi_{i+1, j}\right)-2 g\left(\phi_{i j}\right)+g\left(\phi_{i-1, j}\right), \\
G_{i j}(\Psi)= & p\left(\psi_{i+1, j}\right)+p\left(\psi_{i+1, j-1}\right)-p\left(\psi_{i j}\right)-p\left(\psi_{i, j-1}\right) \\
& +q\left(\psi_{i+1, j}\right)-q\left(\psi_{i+1, j-1}\right)-q\left(\psi_{i j}\right)+q\left(\psi_{i, j-1}\right) \\
P_{i j}(\Psi)= & \beta_{i j}+p\left(\psi_{i, j+1}\right)-p\left(\psi_{i, j-1}\right)+q\left(\psi_{i, j+1}\right)-2 q\left(\psi_{i j}\right)+q\left(\psi_{i, j-1}\right), \\
Q_{i j}(\Phi)= & f\left(\phi_{i, j+1}\right)+f\left(\phi_{i-1, j+1}\right)-f\left(\phi_{i j}\right)-f\left(\phi_{i-1, j}\right) \\
& +g\left(\phi_{i, j+1}\right)-g\left(\phi_{i-1, j+1}\right)-g\left(\phi_{i j}\right)+g\left(\phi_{i-1, j}\right) .
\end{aligned}
$$

Since we have (3.11), $\alpha_{i j}$ is independent of $j$ and $\beta_{i j}$ is independent of $i$. Then if $\phi_{i j}$ is independent of $j$ and $\psi_{i j}$ is independent of $i$,(3.5)-(3.8) are satisfied. The proof is completed.

Remark. (3.11) means that the distribution of intrinsic frequencies is a sum of two stripe distributions: one with constant frequencies along each row, and another with constant frequencies along each column. Hence $\omega_{i j}$ is in the form of $\omega_{i j}=\omega_{i}^{X}+\omega_{j}^{Y}$.

LEMMA 3.3. If the system (3.3) satisfies (3.11), then the IVP (3.3) with

$$
\begin{gather*}
\phi_{i j}(0)=0, \quad i=1, \ldots, n, \quad j=1, \ldots, n+1  \tag{3.12}\\
\psi_{i j}(0)=0, \quad i=1, \ldots, n+1, \quad j=1, \ldots, n \tag{3.13}
\end{gather*}
$$

has the following identity property:

$$
\begin{align*}
& \phi_{i 1}(t)=\phi_{i 2}(t)=\cdots=\phi_{i, n+1}(t), \quad i=1, \ldots, n  \tag{3.14}\\
& \psi_{1 j}(t)=\psi_{2 j}(t)=\cdots=\psi_{n+1, j}(t), \quad j=1, \ldots, n \tag{3.15}
\end{align*}
$$

for $t \geq 0$.
Proof. This is an immediate result of Lemmas 3.1 and 3.2.
Hence the IVP (3.3), (3.12), and (3.13) satisfying (3.11) is reduced to two independent systems of chain model, i.e.,

$$
\begin{align*}
\phi_{1}^{\prime}= & \alpha_{1}+f\left(\phi_{2}\right)+g\left(\phi_{2}\right)-2 g\left(\phi_{1}\right) \\
\phi_{i}^{\prime}= & \alpha_{i}+f\left(\phi_{i+1}\right)-f\left(\phi_{i-1}\right)+g\left(\phi_{i+1}\right)-2 g\left(\phi_{i}\right)+g\left(\phi_{i-1}\right) \\
& i=2, \ldots, n-1  \tag{3.16}\\
\phi_{n}^{\prime}= & \alpha_{n}-f\left(\phi_{n-1}\right)-2 g\left(\phi_{n}\right)+g\left(\phi_{n-1}\right)
\end{align*}
$$

and

$$
\begin{align*}
\psi_{1}^{\prime}= & \beta_{1}+p\left(\psi_{2}\right)+q\left(\psi_{2}\right)-2 q\left(\psi_{1}\right) \\
\psi_{j}^{\prime}= & \beta_{j}+p\left(\psi_{j+1}\right)-p\left(\psi_{j-1}\right)+q\left(\psi_{j+1}\right)-2 q\left(\psi_{j}\right)+q\left(\psi_{j-1}\right) \\
& j=2, \ldots, n-1  \tag{3.17}\\
\psi_{n}^{\prime}= & \beta_{n}-p\left(\psi_{n-1}\right)-2 q\left(\psi_{n}\right)+q\left(\phi_{n-1}\right)
\end{align*}
$$

where $\phi_{i}=\phi_{i 1}=\cdots=\phi_{i, n+1}$ and $\psi_{j}=\psi_{1 j}=\cdots=\psi_{n+1, j}$.
Note that both (3.16) and (3.17) are exactly in the form of (2.2).

THEOREM 3.4. If the trajectories of the IVP (3.16) with $\phi_{i}(0)=0$ and the IVP with (3.17) with $\psi_{j}(0)=0$ converge to the fixed point $\left(\bar{\phi}_{1}, \ldots, \bar{\phi}_{n}\right)$ of (3.16) and the fixed point $\left(\bar{\psi}_{1}, \ldots, \bar{\psi}_{n}\right)$ of (3.17) respectively, then the trajectory of the IVP (3.3) with (3.12) and (3.13) goes to $\left(\left(\bar{\phi}_{i j}\right)_{n \times(n+1)},\left(\bar{\psi}_{i j}\right)_{(n+1) \times n}\right)$ which is the fixed point of (3.3), where

$$
\bar{\phi}_{i j}=\bar{\phi}_{i}, \quad i=1, \ldots, n, \quad j=1, \ldots, n+1
$$

and

$$
\bar{\psi}_{i j}=\bar{\psi}_{j}, \quad i=1, \ldots, n+1, \quad j=1, \ldots, n
$$

Also, $\Omega \equiv \omega_{i j}+H^{+X}\left(\bar{\phi}_{i j}\right)+H^{-X}\left(-\bar{\phi}_{i-1, j}\right)+H^{+Y}\left(\bar{\psi}_{i j}\right)+H^{-Y}\left(-\bar{\psi}_{i, j-1}\right) \quad(i, j=$ $1, \ldots, n+1)$ is the locked frequency of (3.1).

Proof. This is a straightforward result of Lemma 3.3.
Now if we let $\theta_{1,1}(t)=\Omega t, \theta_{i j}(t)=\Omega t+\sum_{k=1}^{i-1} \bar{\phi}_{k}+\sum_{k=1}^{j-1} \bar{\psi}_{k},\left\{\theta_{i j}(t)\right\}$ is the phaselocked solution of (3.1). And it is orbitally asymptotically stable by Theorem 2.5.

Therefore, all the results which we obtained in section 2 can be extended to this system.

Remark 3. If the condition (3.11) is not satisfied, we will not achieve the reduction. But if $\omega_{i j}=\omega_{i}^{X}+\omega_{j}^{Y}+o(\varepsilon)$ for small $\varepsilon$, we still get a stable phaselocked solution by the implicit function theorem.

Remark 4. The reduction technique could be applied to three-dimensional arrays of oscillators as long as $\omega_{i j k}$ is in the form of $\omega_{i j k}=\omega_{i}^{X}+\omega_{j}^{Y}+\omega_{k}^{Z}$. And the array models could be reduced to three independent chain models.

The following are some numerical results for the two-dimensional arrays of oscillators (3.1) and the reduced chains (3.16) and (3.17). For all cases, $\omega_{i j}=\omega_{i}^{X}+\omega_{j}^{Y}$ is assumed. A basic function $H(\phi)=0.5 \cos \phi+\sin \phi$ is assumed.

Example 1. Let $H^{+X}=H^{-X}=H^{+Y}=H^{-Y}=H$ and $\omega_{i j} \equiv \omega>0$. Then (HX1), (HX2), (HY1), and (HY2) are satisfied with $J_{X}=J_{Y}=(-\arctan 2$, $\arctan 2)$ and $\phi_{L}=-\phi_{R}=\psi_{L}=-\psi_{R}=\arctan (0.5)$. Also, $f=p$ and $g=q$. Since $\omega_{i j} \equiv \omega$, the condition (3.11) holds so that the array system (3.3) can be reduced to the two chain systems (3.16) and (3.17) by Lemma 3.3. And (3.16) and (3.17) have asymptotically stable equilibria following the results in section 2.1. Then (3.3) has an asymptotically stable equilibrium. Noting that $f=p, g=q$, and $\alpha_{i}=\beta_{j}=0$, the solutions of (3.16) and (3.17) are the identical. So we only study the solution $\bar{\phi}_{i}$ of (3.16). Figure 3.1(a) is the plot for $\bar{\phi}_{i}$ where $\left(i /(n+1), \bar{\phi}_{i}\right)$ are the coordinates. We can see that there is a wave traveling outward in both directions from the midpoint of the chain [5, 11]. The wave speed is almost constant except near the middle. By Theorem 3.4, $\bar{\phi}_{i j}=\bar{\phi}_{i}$ and $\bar{\psi}_{i j}=\bar{\psi}_{j}$. Then for the array, we have a wave traveling outward from the midpoint of the array. Figure 3.1 b shows this observation by plotting the relative phases. As we mentioned in the introduction, with isotropic "synaptic coupling" target patterns are the generic phaselocked behavior. (See the remarks at the end of this section for a discussion about other stable patterns.)

Example 2. Let $H^{+X}=H^{+Y}=1.5 H, H^{-X}=H^{-Y}=0.5 H$, and $\omega_{i j} \equiv \omega>0$. Then (HX1), (HX2), (HY1), and (HY2) hold with $J_{X}=J_{Y}=(-\arctan 2$, $\arctan 2)$ and $\phi_{L}=-\phi_{R}=\psi_{L}=-\psi_{R}=\arctan (0.5)$. Also, $f=p$ and $g=q$. The reduction from an array to two chains is then obtained. These two chains are identical according to our choice of coupling functions. Figure 3.2 shows the results for the reduced chains and the array. There is a wave traveling from the left of chain to the right. Thus there is a wave traveling from the southwest corner to the northeast corner of the array.


Fig. 3.1. $n+1=40$. (a) Phase lags of the reduced chains. There is a wave traveling outward in both directions from the midpoint of the chain. The wave speed is almost constant except near the middle. (b) Relative phases of the array. There is a wave traveling outward from the midpoint of the array.

Example 3. The coupling functions are the same as in Example 2. We choose $\omega_{i j}=2 \omega+0.1[1-i /(n+1)]+0.1[1-j /(n+1)]$ which is in the form $\omega_{i j}=\omega_{i}^{X}+\omega_{j}^{Y}$, where $\omega_{i}^{X}=\omega+0.1[1-i /(n+1)]$ and $\omega_{j}^{X}=\omega+0.1[1-j /(n+1)]$. Then the solutions of the two chain systems (3.16) and (3.17) are the same. Figure 3.3 shows the numerical solutions for the reduced chains and the array.

Example 4. In this example, we show how the size of the chain can apparently affect the qualitative features of the phases in one- and two-dimensional arrays. In Fig. 3.4(a), we show the results of a simulation with a $50 \times 50$ array of oscillators with no frequency gradient and all of the interactions functions identical and given by $H(\phi)=\sin \phi+0.05 \cos \phi+0.8$. The phases give the appearance of a circularly symmetric target pattern, quite different from the rectangular-looking patterns of Figure 3.1. This effect can be understood by looking at the behavior of the chain. In Figure 3.4b, the phase-shifts between successive oscillators are shown for a chain with $n=50$ and $n=500$ oscillators. In the case of $n=50$ the phase-difference


Fig. 3.2. $n+1=40$. (a) Phase lags of the reduced chains. There is a wave traveling from the left of chain to the right. (b) Relative phases of the array. There is a wave traveling from the southwest corner to the northeast corner.
is nearly a straight line so that the relative phases (which are the "integral" of the phase differences) are quadratic. Since the results of this section show that the array behaves like two orthogonal chains, it is now clear why the relative phases in the square array have apparently circular contours; the relative phase along any axes of the array are nearly quadratic. This is actually an artifact of the chain size. For, as $n$ increases, Figure 3.4(b) shows that the phase differences become piecewise constant and so the relative phases will be linear and, in the array, will look like Figure 3.1. This is also what is predicted by the continuum theory in [5]. However, due to the small size of the cosine coefficient, $n$ must be very large before there is qualitative similarity to the continuum approximation.
3.1. Some remarks on the stability of the patterns. In one-dimensional chains with "synaptic coupling" the traveling wave solutions described in section 2 appear to be the only stable solutions. That is, no matter what the initial conditions, solutions converge to the monotone solutions described in section 2. On the other hand, if the one-dimensional chain has a ring geometry so that the two ends are


Fig. 3.3. $n+1=40$. (a) Phase lags of the reduced chains. (b) Relative phases of the array.
identified, then, there are several stable solutions that correspond to synchrony and traveling waves. Thus, the domain of attraction of any given solution varies and does not constitute the entire phase space. In particular, the larger the chain, the more different types of stable solutions are possible.

In two-dimensional systems, everything gets worse; there are many stable phaselocked patterns possible and a characterization of all of them remains a topic of current research. Finding domains of stability is even harder. Consider an $N \times N$ array where the coupling functions $H^{ \pm X}, H^{ \pm Y}$ are of the form

$$
H(\phi)=\lambda \cos \phi+\sin \phi .
$$

When $\lambda=0$ one stable phaselocked solution is synchrony. As $\lambda$ increases away from 0 , the resulting phaselocked solution perturbs to the target-like patterns that we have discussed here. For $\lambda=0$ Paullet and Ermentrout [9] have proven that there are also stable solutions analogous to spiral waves. Since these are stable, they persist for small $\lambda$ and thus represent another phaselocked solution distinct from the target patterns described in this paper. Random initial data (rather than initial data identically 0 )

(a)


Fig. 3.4. Relative phases in an array with almost circular symmetry and their analogue in a chain. (a) Relative phase for a $50 \times 50$ array. (b) A chain of length 50 and 500 showing how the almost quadratic behavior of the phase shifts for $n=50$ becomes the piecewise linear phases for $n=500$ as is predicted by the continuum equations.
converge on phaselocked solutions, but sometimes they are not targets but rather are related to the spiral patterns. For small arrays, random initial data converge mainly to the target patterns but on larger arrays (e.g., $40 \times 40$ ) the tendency is to converge to series of broken spiral-like patterns. Thus, target patterns are "homotopes" of synchrony and have essentially the same global stability behavior. They are not unique phaselocked patterns, unlike their analogue in one dimension.

Appendix. Proof of Theorem 2.9.
(i) We prove it by applying induction on $k \in N$. Let $k=1$. Note that $|\beta|$ is small; we have $f(0)+\beta>0$. Then

$$
\begin{array}{r}
\phi_{1}^{\prime}(0)=f(0)+\beta>0 \\
\phi_{i}^{\prime}(0)=\beta<0, \quad i=2, \ldots, n-1  \tag{A.1}\\
\phi_{n}^{\prime}(0)=-f(0)+\beta<0
\end{array}
$$

Then by (2.13) and (A.1), we have

$$
\begin{gather*}
\phi_{2}^{\prime \prime}(0)=g^{\prime}(0) f(0) \\
\phi_{n-1}^{\prime \prime}(0)=-g^{\prime}(0) f(0) \tag{A.2}
\end{gather*}
$$

By induction on $i$, we can get that for $i=3, \ldots, m-1$

$$
\begin{array}{r}
\phi_{i}^{\prime}(0)=\beta, \phi_{i}^{(k)}(0)=0, \quad k=2, \ldots, i-1, \\
\phi_{i}^{(i)}(0)=\left[g^{\prime}(0)\right]^{i-1} f(0)>0, \\
\phi_{n-i+1}^{\prime}(0)=\beta, \phi_{n-i+1}^{(k)}(0)=0, \quad k=2, \ldots, i-1, \\
\phi_{n-i+1}^{(i)}(0)=-\left[g^{\prime}(0)\right]^{i-1} f(0)<0, \tag{A.3}
\end{array}
$$

where $n=2 m-1$ or $n=2 m-2$ and

$$
\begin{equation*}
\phi_{m}^{\prime}(0)=\beta, \phi_{m}^{\prime \prime}(0)=\cdots=\phi_{m}^{(m)}(0)=0 \tag{A.4}
\end{equation*}
$$

where $n=2 m-1$.
Hence by (A.1)-(A.4) and the fact that $\phi_{i}(0)=0, i=1, \ldots, n$, one can apply the Taylor's formula to $\phi_{i}(t)$ and $\phi_{i}^{\prime}(t)$. Then we have

$$
\begin{equation*}
\phi_{1}^{\prime}(t)>0, \phi_{i}^{\prime}(t)<0, \quad i=2, \ldots, n \tag{A.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{L}>\phi_{1}(t)>\cdots>\phi_{n}(t)>\phi_{\beta} \tag{A.6}
\end{equation*}
$$

in $(0, \delta)$ for $\delta>0$ small enough. Therefore $t_{1}=0$ and $l_{1}=1$.
Claim 1. From $t=0$, as long as (A.5) holds, we always have (A.6).
Suppose that there is some first place $t^{*}$ such that $\phi_{L}=\phi_{1}\left(t^{*}\right) \geq \phi_{2}\left(t^{*}\right) \geq \cdots \geq$ $\phi_{n}\left(t^{*}\right) \geq \phi_{\beta}$. Then

$$
\begin{aligned}
\phi_{1}^{\prime}\left(t^{*}\right) & =\beta+f\left(\phi_{2}\left(t^{*}\right)\right)+g\left(\phi_{2}\left(t^{*}\right)\right)-2 g\left(\phi_{L}\right) \\
& =\beta+f\left(\phi_{2}\left(t^{*}\right)\right)+g\left(\phi_{2}\left(t^{*}\right)\right)-f\left(\phi_{L}\right)-g\left(\phi_{L}\right) \\
& =\beta+\left[f^{\prime}(\xi)+g^{\prime}(\xi)\right]\left(\phi_{2}\left(t^{*}\right)-\phi_{L}\right) \\
& \leq \beta
\end{aligned}
$$

This is a contradiction since $\phi_{1}^{\prime}\left(t^{*}\right)>0$.
Now suppose that there is a first place $t^{*}$ such that for some $i \in\{1, \ldots, n-2\}$

$$
\phi_{L}>\phi_{1}>\phi_{2}>\cdots>\phi_{i}=\phi_{i+1} \geq \cdots \geq \phi_{n-1} \geq \phi_{n} \geq \phi_{\beta}
$$

at $t^{*}$. Then at this point $t^{*}$,

$$
\begin{aligned}
\phi_{i}^{\prime} & =\beta+f\left(\phi_{i}\right)-f\left(\phi_{i-1}\right)+g\left(\phi_{i}\right)-2 g\left(\phi_{i}\right)+g\left(\phi_{i-1}\right) \\
& =\beta+f\left(\phi_{i}\right)-g\left(\phi_{i}\right)-f\left(\phi_{i-1}\right)+g\left(\phi_{i-1}\right) \\
& =\beta+\left[g^{\prime}-f^{\prime}\right]\left(\xi_{1}\right)\left(\phi_{i-1}-\phi_{i}\right) \\
& >\beta
\end{aligned}
$$

and

$$
\begin{aligned}
\phi_{i+1}^{\prime} & =\beta+f\left(\phi_{i+2}\right)-f\left(\phi_{i}\right)+g\left(\phi_{i+2}\right)-2 g\left(\phi_{i}\right)+g\left(\phi_{i}\right) \\
& =\beta+f\left(\phi_{i+2}\right)-f\left(\phi_{i}\right)+g\left(\phi_{i+2}\right)-g\left(\phi_{i}\right) \\
& =\beta+\left[g^{\prime}-f^{\prime}\right]\left(\xi_{2}\right)\left(\phi_{i+2}-\phi_{i}\right) \\
& \leq \beta
\end{aligned}
$$

so $\phi_{i}^{\prime}\left(t^{*}\right)>\phi_{i+1}^{\prime}\left(t^{*}\right)$. Therefore in a small neighborhood $\left(t^{*}-\delta, t^{*}\right)$ of $t^{*}\left(t^{*}>0\right)$, we have $\phi_{i+1}(t)>\phi_{i}(t)$ since $\phi_{i}\left(t^{*}\right)=\phi_{i+1}\left(t^{*}\right)$. This leads to a contradiction.

Hence we can conclude that $\phi_{L}>\phi_{1}(t)>\phi_{2}(t)>\cdots>\phi_{n-1}(t) \geq \phi_{n}(t) \geq \phi_{\beta}$.
Suppose $\phi_{L}>\phi_{1}(t)>\phi_{2}(t)>\cdots>\phi_{n-1}(t) \geq \phi_{n}(t)=\phi_{\beta}$ at a first place $t^{*}$; then

$$
\begin{aligned}
\phi_{n}^{\prime} & =\beta-f\left(\phi_{n-1}\right)+g\left(\phi_{n-1}\right)-2 g\left(\phi_{\beta}\right) \\
& =f\left(\phi_{\beta}\right)-g\left(\phi_{\beta}\right)-f\left(\phi_{n-1}\right)+g\left(\phi_{n-1}\right) \\
& =\left[g^{\prime}-f^{\prime}\right](\xi)\left(\phi_{n-1}-\phi_{\beta}\right) \\
& \geq 0 .
\end{aligned}
$$

This is a contradiction since we have $\phi_{n}^{\prime}(t)<0$ so far.
Hence $\phi_{L}>\phi_{1}(t)>\phi_{2}(t)>\cdots>\phi_{n-1}(t) \geq \phi_{n}(t)>\phi_{\beta}$.
Now suppose $\phi_{L}>\phi_{1}(t)>\phi_{2}(t)>\cdots>\phi_{n-1}(t)=\phi_{n}(t)>\phi_{\beta}$ at a first place $t^{*}$; then at $t^{*}$

$$
\begin{aligned}
\phi_{n}^{\prime} & =\beta-f\left(\phi_{n}\right)+g\left(\phi_{n-1}\right)-2 g\left(\phi_{n}\right) \\
& =\beta-\left[f\left(\phi_{n-1}\right)+g\left(\phi_{n-1}\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\phi_{n-1}^{\prime} & =\beta+f\left(\phi_{n}\right)-f\left(\phi_{n-2}\right)+g\left(\phi_{n}\right)-2 g\left(\phi_{n-1}\right)+g\left(\phi_{n-2}\right) \\
& =\beta+f\left(\phi_{n}\right)-f\left(\phi_{n-2}\right)-g\left(\phi_{n}\right)+g\left(\phi_{n-2}\right) \\
& =\beta+\left[g^{\prime}-f^{\prime}\right]\left(\xi_{1}\right)\left(\phi_{n-2}-\phi_{n}\right) . \\
& >\beta .
\end{aligned}
$$

Since $\phi_{n-1}(t) \geq \phi_{R}$ for $t>0$ by the assumption of the theorem,

$$
\begin{aligned}
f\left(\phi_{n-1}\right)+g\left(\phi_{n-1}\right) & =f\left(\phi_{n-1}\right)+g\left(\phi_{n-1}\right)-\left[f\left(\phi_{R}\right)+g\left(\phi_{R}\right)\right] \\
& =\left[f^{\prime}+g^{\prime}\right]\left(\xi_{2}\right)\left(\phi_{n-1}-\phi_{R}\right) \\
& \geq 0
\end{aligned}
$$

at $t^{*}$. So $\phi_{n}^{\prime}\left(t^{*}\right)<\phi_{n-1}^{\prime}\left(t^{*}\right)$. Hence in a small neighborhood $\left(t^{*}-\delta, t^{*}\right)$ of $t^{*}$, we have $\phi_{n}(t)>\phi_{n-1}(t)$ which is a contradiction. Therefore Claim 1 is proven.

Suppose (A.5) breaks down at some first place $t_{2}>0$ (otherwise the proof is finished with $\hat{t}=+\infty$ ) and $\phi_{i}^{\prime}\left(t_{2}\right) \neq 0$ for some $i \in\{1, \ldots, n\}$ (otherwise the proof is finished with $\hat{t}=t_{2}$ ). Then we have six cases to consider.

CASE 1 . There is some $l>2$ such that $\phi_{1}^{\prime}\left(t_{2}\right) \geq 0, \phi_{l-1}^{\prime}\left(t_{2}\right)<0, \phi_{l}^{\prime}\left(t_{2}\right)=0$, and $\phi_{i}^{\prime}\left(t_{2}\right) \leq 0$ for $i \in\{2, \ldots, n\}-\{l-1, l\}$.

CASE 2. There is some $l \in\{3, \ldots, n-1\}$ such that $\phi_{1}^{\prime}\left(t_{2}\right) \geq 0, \phi_{i}^{\prime}\left(t_{2}\right)=0$ for $i=2, \ldots, l$ and $\phi_{l+1}^{\prime}\left(t_{2}\right)<0, l \in\{3, \ldots, n-1\}$.

CASE 3. $\phi_{1}^{\prime}\left(t_{2}\right)=\phi_{2}^{\prime}\left(t_{2}\right)=0$ and $\phi_{3}^{\prime}\left(t_{2}\right)<0, \phi_{i}^{\prime}\left(t_{2}\right) \leq 0, i=4, \ldots, n$.
CASE 4. $\phi_{1}^{\prime}\left(t_{2}\right)=0$ and $\phi_{i}^{\prime}\left(t_{2}\right)<0, i=2, \ldots, n$.
CASE 5. $\phi_{1}^{\prime}\left(t_{2}\right)>0, \phi_{2}^{\prime}\left(t_{2}\right)=0$ and $\phi_{i}^{\prime}\left(t_{2}\right)<0, i=3, \ldots, n$.
CASE 6. $\phi_{1}^{\prime}\left(t_{2}\right)>0$ and $\phi_{i}^{\prime}\left(t_{2}\right)=0, i=2, \ldots, n$.
Assume Case 1 is true. Then we have

$$
\begin{aligned}
\phi_{l}^{\prime}\left(t_{2}-\varepsilon\right)= & \beta+f\left(\phi_{l+1}\left(t_{2}-\varepsilon\right)\right)-f\left(\phi_{l-1}\left(t_{2}-\varepsilon\right)\right) \\
& +g\left(\phi_{l+1}\left(t_{2}-\varepsilon\right)\right)-2 g\left(\phi_{l}\left(t_{2}-\varepsilon\right)\right)+g\left(\phi_{l-1}\left(t_{2}-\varepsilon\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
= & \phi_{l}^{\prime}\left(t_{2}\right)-f^{\prime}\left(\phi_{l+1}\left(t_{2}\right)\right) \phi_{l+1}^{\prime}\left(t_{2}\right) \varepsilon+f^{\prime}\left(\phi_{l-1}\left(t_{2}\right)\right) \phi_{l-1}^{\prime}\left(t_{2}\right) \varepsilon \\
& -g^{\prime}\left(\phi_{l+1}\left(t_{2}\right)\right) \phi_{l+1}^{\prime}\left(t_{2}\right) \varepsilon+2 g^{\prime}\left(\phi_{l}\left(t_{2}\right)\right) \phi_{l}^{\prime}\left(t_{2}\right) \varepsilon \\
& -g^{\prime}\left(\phi_{l-1}\left(t_{2}\right)\right) \phi_{l-1}^{\prime}\left(t_{2}\right) \varepsilon+o\left(\varepsilon^{2}\right) \\
= & -\phi_{l+1}^{\prime}\left(t_{2}\right)\left[g^{\prime}+f^{\prime}\right]\left(\phi_{l+1}\left(t_{2}\right)\right) \varepsilon \\
& -\phi_{l-1}^{\prime}\left(t_{2}\right)\left[g^{\prime}-f^{\prime}\right]\left(\phi_{l-1}\left(t_{2}\right)\right) \varepsilon+o\left(\varepsilon^{2}\right) \\
> & 0
\end{aligned}
$$

for $\varepsilon>0$ small enough (since $g^{\prime} \pm f^{\prime}>0$ in $J$ ). This is a contradiction! So Case 1 is eliminated in our concern.

Assume Case 2 is true. Then

$$
\begin{aligned}
\phi_{l}^{\prime}\left(t_{2}-\varepsilon\right) & =-\phi_{l+1}^{\prime}\left(t_{2}\right)\left[g^{\prime}+f^{\prime}\right]\left(\phi_{l+1}\left(t_{2}\right)\right) \varepsilon+o\left(\varepsilon^{2}\right) \\
& >0
\end{aligned}
$$

for $\varepsilon>0$ small enough. This is a contradiction! So Case 2 is also eliminated.
Case 3 can be eliminated in the same way as Case 2.
Hence we have Cases 4-6 left.
If case 4 is true, then

$$
\begin{aligned}
\phi_{1}^{\prime}\left(t_{2}+\varepsilon\right) & =\phi_{2}^{\prime}\left(t_{2}\right)\left[g^{\prime}+f^{\prime}\right]\left(\phi_{2}\left(t_{2}\right)\right) \varepsilon+o\left(\varepsilon^{2}\right) \\
& <0
\end{aligned}
$$

for small $\varepsilon>0$. Then $l_{2}=0$ such that $l_{2}=l_{1}-1$.
If Case 5 is true, then we have that for small $\varepsilon>0$, either $\phi_{2}^{\prime}(t)>0$ in $\left(t_{2}, t_{2}+\varepsilon\right)$ or $\phi_{2}^{\prime}(t)<0$ in $\left(t_{2}, t_{2}+\varepsilon\right)$ (note that $\phi_{2}^{\prime}(t) \equiv 0$ in $\left(t_{2}, t_{2}+\varepsilon\right)$ cannot be true). Hence $l_{2}=2$, i.e., $l_{2}=l_{1}+1$ or $l_{2}=1$, i.e., $l_{2}=l_{1}$.

If Case 6 is true, then we can show that

$$
\begin{aligned}
\phi_{2}^{\prime \prime}\left(t_{2}\right) & >0 \\
\phi_{i}^{(j)}\left(t_{2}\right) & =0, \quad j=2, \ldots, i-1 \\
\phi_{i}^{(i)}\left(t_{2}\right) & >0, \quad i=3, \ldots, n
\end{aligned}
$$

such that $\phi_{i}^{\prime}(t)>0(i=2, \ldots, n)$ in $\left(t_{2}, t_{2}+\varepsilon\right)$ for $\varepsilon$ small enough. Then $l_{2}=n$.
And for Cases 4-6, we can prove by using the same techniques as above that

$$
\phi_{L}>\phi_{1}\left(t_{2}\right)>\cdots>\phi_{n}\left(t_{2}\right)>\phi_{\beta}
$$

So we are done with $k=1$.
Now suppose (2.16)-(2.19) hold for $1,2, \ldots, k-1$ with $l_{1}, \ldots, l_{k}$, and $t_{1}<t_{2}<$ $\ldots<t_{k}$.

Then for $t \in\left(t_{k}, t_{k}+\delta\right)(\delta>0$ is small $)$

$$
\begin{array}{ll}
\phi_{i}^{\prime}(t)>0, & i=1, \ldots, l_{k} \\
\phi_{j}^{\prime}(t)<0, & j=l_{k}+1, \ldots, n
\end{array}
$$

CLAim 2. From $t_{k}$, as long as

$$
\begin{aligned}
& \phi_{i}^{\prime}(t)>0, \quad i=1, \ldots, l_{k} \\
& \phi_{j}^{\prime}(t)<0, \quad j=l_{k}+1, \ldots, n
\end{aligned}
$$

we always have (A.6).

The proof is similar to Claim 1; we just ignore it here.
Suppose (A.7) breaks down at a first place $t_{k+1}>t_{k}$ and $\phi_{i}^{\prime}\left(t_{k+1}\right) \neq 0$ for some $i \in\{1, \ldots, n\}$; then several cases should be considered carefully.

CASE 1. There is $l<l_{k}$ such that $\phi_{l}^{\prime}\left(t_{k+1}\right) \leq 0$, $\phi_{l+1}^{\prime}\left(t_{k+1}\right)>0, \phi_{i}^{\prime}\left(t_{k+1}\right) \geq 0$ for $i \in\left\{1, \ldots, l_{k}\right\}-\{l, l+1\}$, and $\phi_{j}^{\prime}\left(t_{k+1}\right)=0$ for $j=l_{k}+1, \ldots, n$.

CASE 2. There is $l>l_{k}+1$ such that $\phi_{i}^{\prime}\left(t_{k+1}\right) \geq 0, i=1, \ldots, l_{k}, \phi_{l-1}^{\prime}\left(t_{k+1}\right)<0$, $\phi_{l}^{\prime}\left(t_{k+1}\right)=0$, and $\phi_{j}^{\prime}\left(t_{k+1}\right) \leq 0$ for $j \in\left\{l_{k}+1, \ldots, n\right\}-\{l-1, l\}$.

CASE 3. There is some $l \in\left\{2, \ldots, l_{k}-1\right\}$ such that $\phi_{i}^{\prime}\left(t_{k+1}\right) \geq 0$ for $i \in\{1, \ldots, l-$ $2\}, \phi_{l-1}^{\prime}\left(t_{k+1}\right)>0, \phi_{j}^{\prime}\left(t_{k+1}\right)=0$ for $j \in\left\{l, \ldots, l_{k}\right\}$, and $\phi_{j}^{\prime}\left(t_{k+1}\right) \leq 0$ for $j \in$ $\left\{l_{k}+1, \ldots, n\right\}$.

CASE 4. There is $l \in\left\{l_{k}+2, \ldots, n-1\right\}$ such that $\phi_{j}^{\prime}\left(t_{k+1}\right) \geq 0$ for $i \in\left\{1, \ldots, l_{k}\right\}$, $\phi_{j}^{\prime}\left(t_{k+1}\right)=0$ for $j \in\left\{l_{k}+1, \ldots, l\right\}, \phi_{l+1}^{\prime}\left(t_{k+1}\right)<0$, and $\phi_{j}^{\prime}\left(t_{k+1}\right) \leq 0$ for $j \in$ $\{l+2, \ldots, n\}$.

CASE 5. $\phi_{i}^{\prime}\left(t_{k+1}\right) \geq 0$ for $i \in\left\{1, \ldots, l_{k}-2\right\}, \phi_{l_{k}-1}^{\prime}\left(t_{k+1}\right)>0, \phi_{l_{k}}^{\prime}\left(t_{k+1}\right)=$ $\phi_{l_{k}+1}^{\prime}\left(t_{k+1}\right)=0$, and $\phi_{i}^{\prime}\left(t_{k+1}\right) \leq 0$ for $i \in\left\{l_{k}+2, \ldots, n\right\}$.

CASE 6. $\quad \phi_{i}^{\prime}\left(t_{k+1}\right) \geq 0, i \in\left\{1, \ldots, l_{k}-1\right\}, \phi_{l_{k}}^{\prime}\left(t_{k+1}\right)=\phi_{l_{k}+1}^{\prime}\left(t_{k+1}\right)=0$, $\phi_{l_{k}+2}^{\prime}\left(t_{k+1}\right)<0, \phi_{j}^{\prime}\left(t_{k+1}\right) \leq 0$ for $j \in\left\{l_{k}+3, \ldots, n\right\}$.

CASE 7. $\phi_{i}^{\prime}\left(t_{k+1}\right)>0$ for $i \in\left\{1, \ldots, l_{k}-1\right\}, \phi_{l_{k}}^{\prime}\left(t_{k+1}\right)=0, \phi_{j}^{\prime}\left(t_{k+1}\right)<0$ for $j \in\left\{l_{k}+1, \ldots, n\right\}$.

CASE 8. $\phi_{i}^{\prime}\left(t_{k+1}\right)>0$ for $i \in\left\{1, \ldots, l_{k}\right\}, \phi_{l_{k}+1}^{\prime}\left(t_{k+1}\right)=0$, and $\phi_{j}^{\prime}\left(t_{k+1}\right)<0$ for $j \in\left\{l_{k}+2, \ldots, n\right\}$.

CASE 9. $\phi_{i}^{\prime}\left(t_{k+1}\right)=0$ for $i \in\left\{1, \ldots, l_{k}\right\}$, and $\phi_{j}^{\prime}\left(t_{k+1}\right)<0$ for $j \in\left\{l_{k}+1, \ldots, n\right\}$.
CASE 10. $\phi_{i}^{\prime}\left(t_{k+1}\right)>0$ for $i \in\left\{1, \ldots, l_{k}\right\}$, and $\phi_{j}^{\prime}\left(t_{k+1}\right)=0$ for $j \in\left\{l_{k}+\right.$ $1, \ldots, n\}$.

By the techniques which we used in the case of $k=1$, Cases 1-6 can be eliminated. Hence only Cases $7-10$ are possible.

If Case 7 is true, then we have that for $\varepsilon>0$ small enough, either $\phi_{l_{k}}^{\prime}(t)>0$ in $\left(t_{k+1}, t_{k+1}+\varepsilon\right)$ or $\phi_{l_{k}}^{\prime}<0$ in $\left(t_{k+1}, t_{k+1}+\varepsilon\right)$. Then $l_{k+1}=l_{k}$ or $l_{k+1}=l_{k}-1$.

If Case 8 is true, then for $\varepsilon>0$ small enough, either $\phi_{l_{k}+1}^{\prime}(t)>0$ in $\left(t_{k+1}, t_{k+1}+\varepsilon\right)$ or $\phi_{l_{k}+1}^{\prime}<0$ in $\left(t_{k+1}, t_{k+1}+\varepsilon\right)$. Then $l_{k+1}=l_{k}+1$ or $l_{k+1}=l_{k}$.

If Case 9 is true, then for $\varepsilon>0$ small enough, we can prove that $\phi_{i}^{\prime}(t)<0$ in $\left(t_{k+1}, t_{k+1}+\varepsilon\right)$ for $i=1, \ldots, n$. Then $l_{k+1}=0$.

If Case 10 is true, then for $\varepsilon>0$ small enough, we can prove that $\phi_{i}^{\prime}(t)>0, i=$ $1, \ldots, n$; then $l_{k+1}=n$.

And for Cases 7-10, we can show that $\phi_{L}>\phi_{1}\left(t_{k+1}\right)>\cdots>\phi_{n}\left(t_{k+1}\right)>\phi_{\beta}$ always holds. Hence the proof is completed for this part.
(ii).

Claim 3. Both $\phi_{1}^{\prime}(t)$ and $\phi_{n}^{\prime}(t)$ can change sign at most once. And if $\phi_{1}^{\prime}(t)$ changes sign once, $\phi_{n}^{\prime}(t)$ never changes sign. If $\phi_{n}^{\prime}(t)$ changes sign once, $\phi_{1}^{\prime}(t)$ never changes sign. That is,
(a) if $\phi_{i}^{\prime}(t)<0, i=1, \ldots, n$ for $t \in\left(t_{k}, t_{k}+\varepsilon\right)$, then $\phi_{i}^{\prime}(t)<0, i=1, \ldots, n$ for $t \in\left(t_{k}, \hat{t}\right)$;
(b) if $\phi_{i}^{\prime}(t)>0, i=1, \ldots, n$ for $t \in\left(t_{k}, t_{k}+\varepsilon\right)$, then $\phi_{i}^{\prime}(t)>0, i=1, \ldots, n$ for $t \in\left(t_{k}, \hat{t}\right)$.
Claim 3 can be shown by contradiction. We ignore the proof here.
Hence by Claim 3, without loss of generality, we assume $\phi_{1}^{\prime}(t)$ never changes sign; then we always have that $\phi_{1}^{\prime}(t)>0$ for $0<t<\hat{t}$. So $\phi_{1}(t)$ increases as $t$ increases. Since $\phi_{L}>\phi_{1}(t)>\cdots>\phi_{n}(t)>\phi_{\beta}, \phi_{1}(t)$ is bounded above by $\phi_{L}$ such that
$\lim _{t \rightarrow \hat{t}} \phi_{1}(t)=\bar{\phi}_{1}$ for some $\bar{\phi}_{1} \in\left[\phi_{\beta}, \phi_{L}\right]$. Also we have $\lim _{t \rightarrow \hat{t}} \phi_{1}^{\prime}(t)=0$ such that

$$
0=\beta+\lim _{t \rightarrow \hat{t}}[f+g]\left(\phi_{2}(t)\right)-2 g\left(\bar{\phi}_{1}\right)
$$

Then $\lim _{t \rightarrow \hat{t}} \phi_{2}(t)=\lim _{\underline{t} \rightarrow \hat{t}}[f+g]^{-1}[f+g]\left(\phi_{2}(t)\right)$ exists. Let $\bar{\phi}_{2}=\lim _{t \rightarrow \hat{t}} \phi_{2}(t)$. By the boundedness, $\phi_{L} \geq \bar{\phi}_{2} \geq \phi_{\beta}$.

By induction we can show $\lim _{t \rightarrow \hat{t}} \phi_{i}(t)=\bar{\phi}_{i}$, where $\bar{\phi}_{i} \in\left[\phi_{\beta}, \phi_{L}\right]$. Since $\phi_{L}>$ $\phi_{1}(t)>\cdots>\phi_{n}(t)>\phi_{\beta}$ for $t>0$, then $\phi_{L} \geq \bar{\phi}_{1} \geq \cdots \geq \bar{\phi}_{n} \geq \phi_{\beta}$.

If we apply the argument in the proof of Theorem 2.3 , we also can show $\phi_{L}>$ $\bar{\phi}_{1}>\cdots>\bar{\phi}_{n}>\phi_{\beta}$.

Remark. If we recall the proof of Claims 1 and 2 , we need to assume $\phi_{n-1} \geq \phi_{R}$ along the trajectory. If this condition breaks down somewhere, the monotonicity may be destroyed.
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#### Abstract

Refinable function vectors are usually given in the form of an infinite product of their refinement (matrix) masks in the frequency domain and approximated by a cascade algorithm in both time and frequency domains. We provide necessary and sufficient conditions for the convergence of the cascade algorithm. We also give necessary and sufficient conditions for the stability and orthonormality of refinable function vectors in terms of their refinement matrix masks. Regularity of function vectors gives smoothness orders in the time domain and decay rates at infinity in the frequency domain. Regularity criteria are established in terms of the vanishing moment order of the matrix mask.
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1. Introduction. This paper presents a complete characterization of the convergence of the cascade algorithm and the stability and orthonormality of compactly supported refinable function vectors in terms of their refinement matrix masks. Regularity criteria for refinable function vectors are also established in terms of the vanishing moment order of the matrix mask.

We start with a finite set of compactly supported functions $\Phi \subset L_{2}\left(\mathbb{R}^{s}\right)$. The FSI space (finitely generated shift invariant; see [2]) $S(\Phi)$ generated by $\Phi$ is the smallest (closed) shift invariant subspace of $L_{2}\left(\mathbb{R}^{s}\right)$ containing $\Phi$. Here we recall that a space is shift invariant if it is invariant under all shifts, i.e., invariant under all integer translations.

It is very convenient to discuss the shift invariant space in the frequency domain by using Gramian analysis. For a given set of functions $\Phi$, the pre-Gramian matrix at $\omega \in \mathbb{T}^{s}$ is defined as a $\mathbb{Z}^{s} \times \Phi$ matrix by

$$
J(\omega):=J_{\Phi}(\omega):=(\widehat{\varphi}(\omega+2 \pi \alpha))_{\alpha, \varphi},
$$

where $\widehat{\varphi}$ is the Fourier transform of the function $\varphi$. Its adjoint matrix

$$
J^{*}(\omega):=J_{\Phi}^{*}(\omega):=(\overline{\hat{\varphi}(\omega+2 \pi \alpha)})_{\varphi, \alpha}
$$

is a $\Phi \times \mathbb{Z}^{s}$ matrix. The Gramian matrix of functions $\Phi$ is a $\Phi \times \Phi$ matrix defined as the product of $J^{*}$ and $J$, i.e., $J_{\Phi}^{*}(\omega) J_{\Phi}(\omega)$. The pre-Gramian matrix was first introduced in [22]; the basic properties of the pre-Gramian and its roles in the Gramian analysis for shift invariant spaces (not necessarily an FSI space) can be found in [22]. In this paper, we will often use the matrix $\overline{J^{*} J}=: G_{\Phi}=: G$ instead of $J^{*} J$. Since the properties of the Gramian matrix $J^{*} J$ in which we are interested do not change when the conjugation is taken, we also call $G_{\Phi}$ the Gramian matrix of $\Phi$.

This paper uses functions that are defined on $\mathbb{T}^{s}$, the $s$-dimensional torus. These can be viewed as $2 \pi$-periodic functions, via the standard transformation $\mathbb{R}^{s} \ni \omega \mapsto$

[^14]$e^{i \omega}:=\left(e^{i \omega_{1}}, \ldots, e^{i \omega_{s}}\right) \in \mathbb{T}^{s}$. Though we may refer to such functions as defined on $\mathbb{T}^{s}$, we always treat their arguments as real. Thus, "multiplying a function defined on $\mathbb{T}^{s}$ by a function defined on $\mathbb{R}^{s "}$ simply means "multiplying a $2 \pi$-periodic function by ...." Following this slight abuse of language, we write " $\Omega \subset \mathbb{T}^{s}$ " to mean " $\Omega \subset[-\pi, \pi]^{s}$."

The functions $\Phi$ used in this paper are solutions to functional equations of the type

$$
\begin{equation*}
\Phi=\sum_{\alpha \in \mathbb{Z}^{s}} P_{\alpha} \Phi(2 \cdot-\alpha) \tag{1.1}
\end{equation*}
$$

where the "coefficients" $P_{\alpha}$ are $\Phi \times \Phi$ matrices and $\Phi$ is a $\# \Phi$-dimensional column refinable function vector. We assume throughout that the refinement matrix masks are supported in $[0, N]^{s}$. Here we use $\Phi$ to denote both the set of functions $\Phi$ and the column function vector $\Phi$.

Define

$$
\mathbf{P}:=2^{-s} \sum_{\alpha \in \mathbb{Z}^{s}} P_{\alpha} \exp (-i \alpha \cdot)
$$

Then, $\mathbf{P}$ is a $\Phi \times \Phi$ matrix, so each entry is a trigonometric polynomial such that their Fourier coefficients are supported in $[0, N]^{s}$. The functional equations (1.1) can be written as

$$
\begin{equation*}
\widehat{\Phi}:=\mathbf{P}(\cdot / 2) \widehat{\Phi}(\cdot / 2) \tag{1.2}
\end{equation*}
$$

Equations of the type (1.2) are called vector refinement equations; the matrix $\mathbf{P}$ is called the refinement (matrix) mask, and $\Phi$ is a ( $\mathbf{P}-$ ) refinable function vector.

Since each entry of $\mathbf{P}$ is a trigonometric polynomial, the function matrix $\mathbf{P}$ satisfies

$$
\|\mathbf{P}(\cdot)-\mathbf{P}(0)\| \leq \text { const }\|\cdot\|
$$

where for any $d \times d$ matrix $M,\|M\|:=\max _{\|\mathbf{v}\|=1}\|M \mathbf{v}\| /\|\mathbf{v}\|$, with $\|\mathbf{v}\|$ the Euclidean norm of the column vector $\mathbf{v} \in \mathbb{R}^{d}$.

If $\lim _{n \rightarrow \infty} \mathbf{P}(0)^{n}$ exists and is nontrivial, then the infinite product

$$
\mathbf{P}^{\infty}:=\prod_{k=1}^{\infty} \mathbf{P}\left(2^{-k} \cdot\right)
$$

converges uniformly on compact sets. Further, $\widehat{\Phi}=\mathbf{P}^{\infty} \mathbf{a}$ is a solution of (1.2), where a is a right eigenvector of $\mathbf{P}(0)$ (see [12], [11] for the univariate case and [15] for the multivariate one). The functions $\Phi$ are compactly supported distributions with $\operatorname{supp}(\Phi) \subset[0, N]^{s}$. We further remark that the existence of a solution $\widehat{\Phi}$ of (1.2) only requires the convergence of $\prod_{j=1}^{n} \mathbf{P}\left(2^{-j}.\right) \mathbf{a}$, where a is a right eigenvector of $\mathbf{P}(0)$ corresponding to the eigenvalue 1 (see [12] and [4]). It has been shown in [4] that $\prod_{j=1}^{n} \mathbf{P}\left(2^{-j}.\right) \mathbf{a}$ converges if $\rho(\mathbf{P}(0))<2$ (see also [12]).

We say that a matrix $M$ (or linear operator) satisfies the condition on eigenvalues, or Condition $E$ for short, if the spectral radius $\rho(M) \leq 1,1$ is required to be the only eigenvalue on the unit circle and must be a simple eigenvalue. Condition E is a useful concept in the wavelet theory and applications (see [3], [23], [24], and [18]).

Assume that $\mathbf{P}(0)$ satisfies Condition E. Then, there is a nonsingular matrix $U$ so that $U \mathbf{P}(0) U^{-1}$ has the form

$$
\left(\begin{array}{ll}
1 & \mathbf{0}  \tag{1.3}\\
\mathbf{0} & \Lambda
\end{array}\right)
$$

where

$$
\Lambda:=\left(\begin{array}{ccccccc}
\lambda_{2} & \mu_{2} & 0 & 0 & \ldots & 0 & 0 \\
0 & \lambda_{3} & \mu_{3} & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 0 & \lambda_{\# \Phi}
\end{array}\right)
$$

with $\left|\lambda_{i}\right|<1$, and $\mu_{i}=1$, or $0, i=2, \ldots, \# \Phi$. Define $\mathbf{P}_{1}=U \mathbf{P} U^{-1}$; then $\Phi^{1}:=U \Phi$ satisfies the refinement equations

$$
\begin{equation*}
\widehat{\Phi}^{1}=\mathbf{P}_{1}(\cdot / 2) \widehat{\Phi}^{1}(\cdot / 2) \tag{1.4}
\end{equation*}
$$

where $\Phi$ is a solution of (1.2).
The stability, regularity, and convergence of the cascade algorithm discussed in the paper do not change, even if we consider the refinement equation (1.4) instead of (1.1). Furthermore, as we will see in section 3, the problem of checking the orthonormality of $\Phi$ can be reduced to that of checking the stability of $\Phi^{1}$. Therefore, we can always assume that $\mathbf{P}(0)$ has the form given in (1.3), without losing anything.

In this case the vector $\mathbf{i}_{1}^{T}:=(1,0, \ldots, 0)$ is a left eigenvector and $\mathbf{i}_{1}$ is a right eigenvector of $\mathbf{P}(0)$ corresponding to eigenvalue 1 . We further require that $\mathbf{P}$ have vanishing moments of at least order 1 , that is, equivalent to the fact that

$$
\mathbf{i}_{1}^{T} \mathbf{P}(\pi \nu)=\delta_{\nu} \mathbf{i}_{1}^{T}, \quad \nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}
$$

This implies that

$$
\mathbf{i}_{1}^{T} \widehat{\Phi}(2 \pi \alpha)=\delta_{\alpha}, \alpha \in \mathbb{Z}^{s}
$$

Altogether, we assume, throughout this paper, that the mask $\mathbf{P}$ satisfies the following conditions.

BASIC CONDITIONS 1.5. We say that $\mathbf{P}$ satisfies the basic conditions if
(i) $\mathbf{P}(0)$ has the form of (1.3), and
(ii) $\mathbf{i}_{1}^{T} \mathbf{P}(\pi \nu)=\delta_{\nu} \mathbf{i}_{1}^{T}, \quad \nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}$.

It has further been shown in [15] (see also [12]) that if the basic conditions 1.5 hold for $\mathbf{P}$, then

$$
\mathbf{P}^{\infty}=\prod_{j=1}^{\infty} \mathbf{P}\left(\cdot / 2^{j}\right)=\left(\begin{array}{lllll}
\widehat{\Phi} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}
\end{array}\right)
$$

In particular, if $\widehat{\Phi}(0) \neq \mathbf{0}$, the solution $\Phi$ is determined uniquely up to a constant factor. In fact, $\widehat{\Phi}=c \mathbf{P}^{\infty} \mathbf{b}$, where $\mathbf{b}$ is an arbitrary vector satisfying $\mathbf{i}_{1}^{T} \mathbf{b}=1$.

The functions $\Phi$ can be approximated by the following cascade algorithm: starting with a function vector $\Phi_{0}$ which satisfies

$$
\sum_{\alpha \in \mathbb{Z}^{s}} \mathbf{i}_{1} \Phi_{0}(\cdot-\alpha)=1
$$

the function vector $\Phi_{n}$ is defined inductively by

$$
\begin{equation*}
\Phi_{n}:=\sum_{\alpha \in \mathbb{Z}^{s}} P_{\alpha} \Phi_{n-1}(2 \cdot-\alpha) \tag{1.5}
\end{equation*}
$$

The cascade algorithm can be iterated in the frequency domain by taking the Fourier transform of (1.5):

$$
\begin{equation*}
\widehat{\Phi}_{n}=\mathbf{P}(\cdot / 2) \widehat{\Phi}_{n-1}(\cdot / 2) \tag{1.6}
\end{equation*}
$$

It is clear that the sequence $\left(\Phi_{n}\right)_{n}$ converges in the $L_{2}$-norm if and only if the sequence $\left(\widehat{\Phi}_{n}\right)_{n}$ does. (We say $\left(\Phi_{n}\right)_{n}$ converges to $\Phi$ in the $L_{2}$-norm if each component of $\left(\Phi_{n}\right)_{n}$ converges to the corresponding component of $\Phi$ in the $L_{2}$-norm.) A sufficient condition for the convergence of the cascade algorithm is given in [4], under the assumption that $\Phi$ and its shifts are linearly independent; $s=1$ and $\widehat{\Phi}_{0}=\chi_{[-\pi, \pi]} \mathbf{a}$, where $\mathbf{a}$ is a right eigenvector of $\mathbf{P}(0)$ corresponding to eigenvalue 1. If the sequence $\left(\Phi_{n}\right)_{n}$ defined by (1.5) converges, then $\Phi \subset L_{2}\left(\mathbb{R}^{s}\right)$.

Define

$$
\begin{equation*}
S^{k}:=S^{k}(\Phi):=\left\{f\left(2^{k} \cdot\right): f \in S(\Phi)\right\} \tag{1.7}
\end{equation*}
$$

Then,

$$
\begin{equation*}
S^{k} \subset S^{k+1} \tag{1.8}
\end{equation*}
$$

It is proven in [14] that if

$$
\begin{equation*}
\cup_{k \in \mathbb{Z}} \cup_{\varphi \in \Phi} \operatorname{supp} \widehat{\varphi}\left(2^{k} \cdot\right)=\mathbb{R}^{s} \tag{1.9}
\end{equation*}
$$

holds up to a null set and (1.8) holds, then $\cup_{k \in \mathbb{Z}} S^{k}$ is dense in $L_{2}\left(\mathbb{R}^{s}\right)$. If the refinable function vector $\Phi$ is compactly supported, (1.9) is always true. It has further been shown in [14] that if $\Phi \subset L_{2}\left(\mathbb{R}^{s}\right)$, then $\cap_{k \in \mathbb{Z}} S^{k}=\{0\}$. Altogether, we have the following result.

RESULT 1.1. Let $\Phi$ be the compactly supported $\mathbf{P}$-refinable function vector. If $\Phi \subset L_{2}$, then

$$
\begin{equation*}
\overline{\cup_{k \in \mathbb{Z}} S^{k}}=L_{2}\left(\mathbb{R}^{s}\right) \quad \text { and } \quad \cap_{k \in \mathbb{Z}} S^{k}=\{0\} \tag{1.10}
\end{equation*}
$$

We say that a set of functions $\Phi$ is stable if $\Phi$ and their shifts form a Riesz basis of $S(\Phi)$, and a set of functions $\Phi$ is orthonormal if $\Phi$ and their shifts form an orthonormal basis of $S(\Phi)$.

A set of functions $\Phi \subset L_{2}\left(\mathbb{R}^{s}\right)$ is stable if and only if

$$
0<C_{1} \leq\|\lambda\|_{\infty} \leq\|\Lambda\|_{\infty} \leq C_{2}<\infty, \quad \text { a.e. } \quad \omega \in \mathbb{T}^{s}
$$

where $\lambda(\omega)$ and $\Lambda(\omega)$ are the smallest and largest eigenvalues of the Gramian matrix $G_{\Phi}(\omega)$. If the set of functions $\Phi$ is compactly supported, then $\Phi$ is stable if and only if $\operatorname{det} G(\omega) \neq 0$ for all $\omega \in \mathbb{T}^{s}$. The set of functions $\Phi$ is orthonormal if and only if $G(\omega)=I$, a.e. $\omega \in \mathbb{T}^{s}$, where $I$ is the identity matrix. The proofs of these results can be found in many articles (see, e.g., [13], [2], [9], [7], [22], [5], and [15]).

Once the set of functions $\Phi \subset L_{2}\left(\mathbb{R}^{s}\right)$ is stable (or orthonormal), it would be advantageous to know the regularity of $\Phi$ in order to make better use of $\Phi$. An estimation of the regularity of $\Phi(s=1)$ in terms of $\mathbf{P}$ has been given in [4], under the assumption that the refinable function vector $\Phi$ and its shifts are linearly independent.

By the above discussion, if the refinable function vector $\Phi \subset L_{2}\left(\mathbb{R}^{s}\right)$ is stable, or orthonormal, the sequence of subspaces $\left(S^{k}\right)_{k}, k \in \mathbb{Z}$ of $L_{2}\left(\mathbb{R}^{s}\right)$ forms a multiresolution; recall that a sequence $\left(S^{k}\right)_{k}$ forms a multiresolution if the sequence $\left(S^{k}\right)_{k}$ satisfies (1.10) and is refinable ( $S^{k} \subset S^{k+1}, k \in \mathbb{Z}$ ) and if the refinable function vector $\Phi$ is stable or orthonormal.

The multiresolution generated by several functions was first introduced by [10], [9] (see also [1] and [6]). Result 1.1 is due to [14]. The first set of examples of orthonormal refinable function vectors $\Phi$ were given in [8], [7], and [6]. Examples of stable refinable function vectors $\Phi$ were given in [9]. Compactly supported wavelets and prewavelets from these examples were constructed in [7], [8], [25], and [16] (see also [5]).

It is of particular interest to construct compactly supported wavelets and prewavelets from compactly supported refinable function vectors and the refinement matrix masks. An algorithmic method in the construction of compactly supported wavelets and prewavelets from an arbitrarily given $\mathbf{P}$ refinable function vector $\Phi$ was obtained in [16], where $s=1$. The problem of wavelet constructions is much more challenging in higher dimensions even when $\# \Phi=1$ (see [13] and [14]). However, in dimensions no greater than 3 , a method for the case $\# \Phi=1$ has been provided in [19] and [20], under a mild condition on refinement masks.

Since the solutions $\Phi$ of (1.1) are defined via their Fourier transform by the refinement matrix mask $\mathbf{P}$, and since in practice only the refinement matrix mask is available for checking, it is useful to transfer the characterization of the stability and orthonormality of $\Phi$ by the Gramian matrix of $\Phi$ to characterization in terms of the mask. Similarly, it is necessary to characterize the convergence of the cascade algorithm defined by (1.6) and set criteria for the regularity of refinable function vectors in terms of the refinable matrix mask $\mathbf{P}$.

For this, we introduce the transition operator defined on $\mathbb{H}$, the space of all $\Phi \times \Phi$ matrices whose entries are trigonometric polynomials such that their Fourier coefficients are supported in $[-N, N]^{s}$. Here, we recall that the refinement mask $\left(P_{\alpha}\right)_{\alpha}$ is supported in $[0, N]^{s}$. The transition operator $\mathbf{T}_{\Phi}:=\mathbf{T}$ is defined by

$$
\mathbf{T} H:=\sum_{\nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}} \mathbf{P}(\cdot / 2+\pi \nu) H(\cdot / 2+\pi \nu) \mathbf{P}^{*}(\cdot / 2+\pi \nu), \quad H \in \mathbb{H} .
$$

Then, $\mathbf{T}$ is a linear operator on $\mathbb{H}$.
Denote by $\mathbb{H}_{M}$ the space of all $\Phi \times \Phi$ matrices whose entries are trigonometric polynomials such that their Fourier coefficients are supported in $[-M, M]^{s}$. Then, if $M \geq N$, the transition operator $\mathbf{T}$ can be defined as an operator on $\mathbb{H}_{M}$. Further, since if $M>N, \mathbf{T}$ is a Fourier coefficient support reduced operator on $\mathbb{H}_{M}$, any eigenmatrix of nonzero eigenvalues of $\mathbf{T}_{\mid \mathbb{H}_{M}}$ is in $\mathbb{H}$. Therefore, all results of this paper can be stated in terms of the transition operator $\mathbf{T}$ on $\mathbb{H}_{M}$ for $M>N$, although they are stated in terms of the transition operator $\mathbf{T}$ on $\mathbb{H}$.

If the functions $\Phi$ are the solutions of refinable equations (1.1), and if one writes $J(\omega)$ as a column block matrix by

$$
J(\omega)=(\widehat{\varphi}(\omega+2 \pi \nu+4 \pi \alpha))_{(\nu, \alpha) \times \varphi \in\left(\mathbb{Z}^{s} / 2 \mathbb{Z}^{s} \times \mathbb{Z}^{s}\right) \times \Phi}
$$

then

$$
\overline{J^{*}}(\omega)=\left(\mathbf{P}(\omega / 2+\pi \nu) \overline{J^{*}}(\omega / 2+\pi \nu)\right)_{\nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}}
$$

Hence

$$
\begin{equation*}
G(\omega)=\overline{J^{*}}(\omega) \bar{J}(\omega)=\sum_{\nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}} \mathbf{P}(\omega / 2+\pi \nu) G(\omega / 2+\pi \nu) \mathbf{P}^{*}(\omega / 2+\pi \nu) \tag{1.11}
\end{equation*}
$$

Therefore, the Gramian matrix $G_{\Phi} \in \mathbb{H}$ is an eigenmatrix of eigenvalue 1 of the transition operator $\mathbf{T}$.

Equation (1.11) also leads to the following result, which was proven by [10], [9], [8], [5], and [15].

RESULT 1.2. If the compactly supported refinable function vector $\Phi$ is orthonormal, then

$$
\begin{equation*}
I=\sum_{\nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}} \mathbf{P}(\omega / 2+\pi \nu) \mathbf{P}^{*}(\omega / 2+\pi \nu), \quad \omega \in \mathbb{T}^{s} \tag{1.12}
\end{equation*}
$$

If the refinable function vector $\Phi$ is stable, then the matrix

$$
\sum_{\nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}} \mathbf{P}(\omega / 2+\pi \nu) \mathbf{P}^{*}(\omega / 2+\pi \nu)
$$

is not singular for all $\omega \in \mathbb{T}^{s}$.
A mask $\mathbf{P}$ satisfying (1.12) is called a conjugate quadrature filter, or CQF.
Since $\mathbb{H}$ is a finite dimensional space, the operator $\mathbf{T}$ can be represented by a finite order matrix with respect to some fixed basis of $\mathbb{H}$. The matrix is also denoted by $\mathbf{T}$, and we will identify the operator $\mathbf{T}$ with the matrix $\mathbf{T}$.

We say that the cascade algorithm defined in (1.5) converges, if $\Phi_{n}$ defined by (1.5) converges to $\Phi$ with $\widehat{\Phi}(0)=\mathbf{i}_{1}$ for all $\Phi_{0}$ which satisfy

$$
\begin{equation*}
\sum_{\alpha \in \mathbb{Z}^{s}} \mathbf{i}_{1}^{T} \Phi_{0}(\cdot-\alpha)=1, \quad \text { and } \quad G_{\Phi_{0}} \in \mathbb{H} \tag{1.13}
\end{equation*}
$$

We note that if $\mathbf{P}$ satisfies the basic conditions (1.5) and $\Phi_{0}$ satisfies (1.13), then the $\Phi_{n}$ defined by the cascade algorithm (1.5) always converges to $\Phi$ with $\widehat{\Phi}(0)=\mathbf{i}_{1}$ in the distribution sense.

The rest of the paper is organized as follows. In section 2, we will prove that the cascade algorithm converges if and only if the transition operator $\mathbf{T}$ satisfies Condition E. In section 3, we will prove that $\Phi$ is stable if and only if the transition operator $\mathbf{T}$ satisfies Condition E and the corresponding eigenmatrix is nonsingular on $\mathbb{T}^{s}$. Consequently, we show that if $\Phi$ is stable, then the cascade algorithm converges; if $\mathbf{P}$ is a CQF mask, then $\Phi$ is orthonormal if and only if it is stable. Regularity criteria in terms of mask are established in section 4 . We also remark that most of the results in this paper can be generalized to a general dilation matrix easily.

Finally, we remark that the corresponding results for the case $\# \Phi=1$ were obtained in [18] (convergence of the cascade algorithm), [17] (stability and orthonormality), and [21] (regularity).
2. Convergence of cascade algorithms. In this section we present a complete characterization of the convergence of the cascade algorithm defined by (1.5).

In what follows, we will identify the matrix $H \in \mathbb{H}$ with the corresponding unique sequence $\left(h_{B}^{H}\right)_{B \in \mathbb{B}}$ for a fixed basis $\mathbb{B}$, where

$$
H=\sum_{B \in \mathbb{B}} h_{B}^{H} B
$$

We use the standard basis

$$
\begin{aligned}
\mathbb{B}_{s t}:= & \left\{B_{i, j}^{\alpha}=\left(b_{l, l^{\prime}}^{\alpha}\right)_{1 \leq l, l^{\prime} \leq \# \Phi} \in \mathbb{H}:\right. \\
& \left.b_{i, j}^{\alpha}=\exp (-i \alpha \cdot) ; \quad b_{l, l^{\prime}}^{\alpha}=0, \quad\left(l, l^{\prime}\right) \neq(i, j) ; \quad \alpha \in[-N, N]^{s}\right\}
\end{aligned}
$$

in the proof of the sufficiency part of the next theorem.

We also note that a sequence of matrices $\left(\mathbf{T}^{n}\right)$ generated by a finite order matrix $\mathbf{T}$ converges to a nontrivial matrix if and only if the spectral radius $\rho(\mathbf{T}) \leq 1$, and 1 is the only eigenvalue on the unit circle and is nondegenerate. Furthermore the sequence ( $\mathbf{T}^{n}$ ) converges if and only if for all $H \in \mathbb{H}$, the sequence ( $\mathbf{T}^{n} H$ ) converges. Here the convergence of the sequence $\left(\mathbf{T}^{n} H\right)$ is equivalent to the convergence of the sequence $\left(h_{B}^{\mathbf{T}^{n} H}\right)_{n}$ for a fixed basis $\mathbb{B}$. Since $\mathbf{T}\left(\lim _{n} \mathbf{T}^{n-1} H\right)=\lim _{n} \mathbf{T}^{n} H$, the matrix $\lim _{n} \mathbf{T}^{n} H$ is an eigenmatrix of $\mathbf{T}$ corresponding to the eigenvalue 1. In particular, if $\mathbf{T}$ satisfies Condition E, then, for arbitrary $H \in \mathbb{H}, \lim _{n} \mathbf{T}^{n} H=\operatorname{const} G_{\Phi}$.

A special basis of $\mathbb{H}$ is needed in the proof of the necessity part of the next theorem. The basis $\mathbb{B}_{s p}$ chosen is the one such that for each $B \in \mathbb{B}_{s p}$, there are $\Phi_{0}$ and $\Psi_{0}$ satisfying (1.13) and $B=\overline{J_{\Phi_{0}}^{*} J_{\Psi_{0}}}$.

Define $\mathbb{D}=\mathbb{D}_{1} \cup \mathbb{D}_{2}$, where

$$
\begin{aligned}
& \mathbb{D}_{1}:=\left\{D_{1,1}^{\alpha}=\left(d_{l, l^{\prime}}^{\alpha}\right)_{1 \leq l, l^{\prime} \leq \# \Phi} \in \mathbb{H}:\right. \\
& \left.\quad d_{1,1}^{\alpha}=\exp (-i \alpha \cdot), \quad d_{l, l^{\prime}}^{\alpha}=0, \quad\left(l, l^{\prime}\right) \neq(1,1) ; \quad \alpha \in[-N, N]^{s}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{D}_{2}:= & \left\{D_{i, i}^{\alpha}=\left(d_{l, l^{\prime}}^{\alpha}\right)_{1 \leq l, l^{\prime} \leq \# \Phi} \in \mathbb{H}: \quad d_{1,1}^{\alpha}=1, \quad d_{i, i}^{\alpha}=\exp (-i \alpha \cdot), \quad 1<i,\right. \\
& d_{1, i}^{\alpha}=\exp (-i \alpha \cdot), \quad d_{i, 1}=1, \\
& \left.d_{l, l^{\prime}}^{\alpha}=0, \quad \text { if }\left(l, l^{\prime}\right) \neq(i, i),(1,1),(i, 1), \text { and }(1, i) ; \alpha \in[-N, N]^{s}\right\} .
\end{aligned}
$$

Then define $\mathbb{E}=\mathbb{E}_{1} \cup \mathbb{E}_{2} \cup \mathbb{E}_{3}$, where

$$
\begin{aligned}
\mathbb{E}_{1}:= & \left\{E_{i, j}^{\alpha}=\left(e_{l, l^{\prime}}^{\alpha}\right)_{1 \leq l, l^{\prime} \leq \# \Phi} \in \mathbb{H}:\right. \\
& e_{1,1}^{\alpha}=1, \quad e_{i, j}^{\alpha}=\exp (-i \alpha \cdot), 1<i, j i \neq j, \\
& e_{i, 1}^{\alpha}=1, \quad e_{1, j}^{\alpha}=\exp (-i \alpha \cdot), \\
& \left.e_{l, l^{\prime}}^{\alpha}=0, \text { if }\left(l, l^{\prime}\right) \neq(1,1),(i, 1),(1, j), \text { and }(i, j) ; \quad \alpha \in[-N, N]^{s}\right\} \\
\mathbb{E}_{2}:= & \left\{E_{1, j}^{\alpha}=\left(e_{l, l^{\prime}}^{\alpha}\right)_{1 \leq l, l^{\prime} \leq \# \Phi} \in \mathbb{H}: \quad e_{1,1}^{\alpha}=1, \quad e_{1, j}^{\alpha}=\exp (-i \alpha \cdot), 1<j,\right. \\
& \left.e_{l, l^{\prime}}^{\alpha}=0, \text { otherwise } ; \quad \alpha \in[-N, N]^{s}\right\} ;
\end{aligned}
$$

and

$$
\mathbb{E}_{3}:=\left\{B^{T}: B \in \mathbb{E}_{2}\right\}
$$

Then, the set $\mathbb{B}_{s p}:=\mathbb{D} \cup \mathbb{E}$ is a basis of $\mathbb{H}$.
For function vectors $\Phi_{0}$ and $\Psi_{0}$ satisfying (1.13), define function vectors

$$
\Phi_{n}=\left(\varphi_{n}^{i}\right)_{1 \leq i \leq \# \Phi}^{T} \quad \text { and } \quad \Psi_{n}=\left(\psi_{n}^{i}\right)_{1 \leq i \leq \# \Phi}
$$

via their Fourier transform as

$$
\widehat{\Phi}_{n}:=\mathbf{P}(\cdot / 2) \widehat{\Phi}_{n-1}(\cdot / 2), \quad \text { and } \quad \widehat{\Psi}_{n}:=\mathbf{P}(\cdot / 2) \widehat{\Psi}_{n-1}(\cdot / 2)
$$

Let $G_{n}=\overline{J_{\Phi_{n}}^{*} J_{\Psi_{n}}}$. Then

$$
\mathbf{T} G_{n-1}=\sum_{\nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}} \mathbf{P}(\cdot / 2+\pi \nu) \overline{J_{\Phi_{n-1}}^{*}}(\cdot / 2+\pi \nu) \overline{J_{\Psi_{n-1}}}(\cdot / 2+\pi \nu) \mathbf{P}^{*}(\cdot / 2+\pi \nu)=G_{n}
$$

If the cascade algorithm converges in the $L_{2}$-norm, then each entry of $G_{n}$ converges to the corresponding entry of $G_{\Phi}$ in the $L_{1}$-norm. This implies $G_{n}$ converges to $G_{\Phi}$ in the $\|\cdot\|_{1}$-norm on $\mathbb{H}$, where for $H(\omega):=\left(h_{i, j}(\omega)\right)_{1 \leq i, j \leq \# \Phi}$,

$$
\|H\|_{1}:=\sum_{1 \leq i, j \leq \# \Phi}\left\|h_{i, j}(\cdot)\right\|_{1}
$$

For a fixed $\mathbb{B}$, let

$$
G_{n}=\sum_{B \in \mathbb{B}} a_{B}^{n} B \quad \text { and } \quad G_{\Phi}=\sum_{B \in \mathbb{B}} a_{B} B
$$

Then, the convergence of the cascade algorithm implies that the sequence of the sequences $\left(a^{n}\right)_{n}$ converges to the sequence $a$.

Finally, we note that for any $\Phi:=\left(\varphi^{l}\right)^{T}$ and $\Psi:=\left(\psi^{l^{\prime}}\right)^{T}$, the $\left(\varphi^{l}, \psi^{l^{\prime}}\right)$ th entry of $\overline{J_{\Phi}^{*} J_{\Psi}}$ can be written as

$$
\begin{equation*}
\sum_{\beta \in \mathbb{Z}^{s}} \widehat{\varphi}^{l}(\cdot+2 \pi \beta) \overline{\hat{\psi}^{l^{\prime}}(\cdot+2 \pi \beta)}=\sum_{\alpha \in \mathbb{Z}^{s}}\left(\varphi^{l} * \overline{\psi^{l^{\prime}}(-\cdot)}\right)(\alpha) \exp (-i \alpha \cdot) \tag{2.1}
\end{equation*}
$$

We are ready to prove the following theorem.
THEOREM 2.1. If the basic conditions 1.5 hold for $\mathbf{P}$, then the cascade algorithm converges if and only if the transition operator $\mathbf{T}$ satisfies Condition E .

Proof. " $\Longrightarrow$ " Since $\mathbf{T}$ satisfies Condition E, the sequence of linear operators $\mathbf{T}^{n}$ converges. Let $\Phi_{n}$ be a sequence of function vectors generated by the cascade algorithm (1.5) with $\Phi_{0}$ satisfying (1.13). Then $G_{\Phi_{n}}=\mathbf{T}^{n} G_{\Phi_{0}}$ converges. Since for each fixed $l,\left\|\varphi_{n}^{l}\right\|$ is the coefficient of $B_{l, l}^{0} \in \mathbb{B}_{s t}$, if we express $G_{\Phi_{n}}$ by $\mathbb{B}_{s t}$, and since $\mathbb{H}$ is a finite dimensional space, $\Phi_{n}$ is bounded in the $L_{2}$-norm. Hence any subsequence of $\Phi_{n}$ contains a weakly convergent subsubsequence of $\Phi_{n}$. Since $\Phi_{n}$ converges to $\Phi$ in the distribution sense, and since weak convergence is stronger than convergence in the distribution sense, $\Phi_{n}$ converges to $\Phi$ weakly. Therefore, to show that $\Phi_{n}$ converges strongly to $\Phi$, it remains to show that the $L_{2}$-norm of $\Phi_{n}$ converges to that of $\Phi$. Since $G_{\Phi}$ is an eigenmatrix of $\mathbf{T}$ corresponding to the eigenvalue 1 and since $\mathbf{T}$ satisfies Condition $\mathrm{E}, G_{\Phi}$ is the unique eigenmatrix of $\mathbf{T}$. Therefore,

$$
\lim _{n \rightarrow \infty} \mathbf{T}^{n} G_{\Phi_{0}}=\lim _{n \rightarrow \infty} G_{\Phi_{n}}=\operatorname{const} G_{\Phi}
$$

Since $\mathbf{i}_{1}^{T} G_{\Phi_{0}}(0) \mathbf{i}_{1}=\mathbf{i}_{1}^{T} G_{\Phi_{n}}(0) \mathbf{i}_{1} \neq 0$ for all $n$, we have

$$
\begin{gathered}
0 \neq \mathbf{i}_{1}^{T} G_{\Phi_{0}}(0) \mathbf{i}_{1}=\lim _{n \rightarrow \infty} \mathbf{i}_{1}^{T} \mathbf{T}^{n} G_{\Phi_{0}}(0) \mathbf{i}_{1} \\
=\lim _{n \rightarrow \infty} \mathbf{i}_{1}^{T} G_{\Phi_{n}}(0) \mathbf{i}_{1}=\mathbf{i}_{1}^{T} G_{\Phi}(0) \mathbf{i}_{1}=\operatorname{const} \mathbf{i}_{1}^{T} G_{\Phi}(0) \mathbf{i}_{1}
\end{gathered}
$$

Hence const $=1$, and

$$
\lim _{n \rightarrow \infty} \mathbf{T}^{n} G_{\Phi_{0}}=\lim _{n \rightarrow \infty} G_{\Phi_{n}}=G_{\Phi}
$$

Since for each fixed $l,\left\|\varphi_{n}^{l}\right\|$ is the coefficient of $B_{l, l}^{0} \in \mathbb{B}_{s t}$ and since $\mathbb{H}$ is a finite dimensional space, we must have $\lim _{n}\left\|\varphi_{n}^{l}\right\|=\left\|\varphi^{l}\right\|$. Hence, $\Phi_{n}$ converges to $\Phi$ strongly in the $L_{2}$-norm.
" $\Longleftarrow "$ We first prove that for any element $B \in \mathbb{B}_{s p}$, there is a proper choice of $\Phi_{0}:=\left(\varphi^{l^{\prime}}\right)^{T}$ and $\Psi_{0}:=\left(\psi^{l}\right)^{T}$ satisfying (1.13) so that $\overline{J_{\Phi_{0}}^{*} J_{\Psi_{0}}}=B$.

For this, let $f:=\chi_{[-1 / 2,1 / 2]^{s}}$.
First, if $B=D_{1,1}^{\alpha} \in \mathbb{D}_{1}$, then define $\Phi_{0}=\left(\varphi_{0}^{l}\right)^{T}$ and $\Psi_{0}=\left(\psi_{0}^{l^{\prime}}\right)^{T}$ so that $\varphi_{0}^{1}=f$, $\psi_{0}^{1}=f(\cdot-\alpha), \varphi_{0}^{l}=0$, and $\psi_{0}^{l^{\prime}}=0$ if $l, l^{\prime} \neq 1$. Then $\Phi_{0}$ and $\Psi_{0}$ satisfy (1.13) and $\overline{J_{\Phi_{0}}^{*} J_{\Psi_{0}}}=D_{1,1}^{\alpha} \in \mathbb{D}_{1}$ by (2.1). For $E_{i, j}^{\alpha} \in \mathbb{E}_{1}$ (or $D_{i, i}^{\alpha} \in \mathbb{D}_{2}$ ), define $\Phi_{0}=\left(\varphi_{0}^{l}\right)^{T}$ and $\Psi_{0}=\left(\psi_{0}^{l^{\prime}}\right)^{T}$ to be the function vectors such that $\varphi_{0}^{1}=\psi_{0}^{1}=f$ and $\varphi_{0}^{i}=f$ and $\psi_{0}^{j}=f(\cdot-\alpha), \varphi_{0}^{l}=0, l \neq 1, i$, and $\psi_{0}^{l^{\prime}}=0 l^{\prime} \neq 1, j$. Then the function vectors $\Phi_{0}$ and $\Psi_{0}$ satisfy (1.13). Further, the matrix $\overline{J_{\Phi_{0}}^{*} J_{\Psi_{0}}}=E_{i, j}^{\alpha} \in \mathbb{E}_{1}$ if $i \neq j$ (and $D_{i, i} \in \mathbb{D}_{2}$ if $i=j$ ) by (2.1). For $E_{i, j}^{\alpha} \in \mathbb{E}_{2}$, define $\Phi_{0}=\left(\varphi_{0}^{l}\right)^{T}$ and $\Psi_{0}=\left(\psi_{0}^{l^{\prime}}\right)^{T}$ so that $\varphi_{0}^{1}=\psi_{0}^{1}=f$, and $\varphi_{0}^{j}=0$ and $\psi_{0}^{j}=f(\cdot-\alpha)$ and $\varphi_{0}^{l}=\psi_{0}^{l^{\prime}}=0$ if $l, l^{\prime} \neq 1, j$. Then $\Phi_{0}$ and $\Psi_{0}$ satisfy (1.13) and $\overline{J_{\Phi_{0}}^{*} J_{\Psi_{0}}}=E_{i, j}^{\alpha} \in \mathbb{E}_{2}$ by (2.1).

Since the cascade algorithm converges, $\mathbf{T}^{n} B$ converges to $G_{\Phi}$ for all $B \in \mathbb{B}_{s p}$. Thus for any $H \in \mathbb{H}, \lim _{n \rightarrow \infty} \mathbf{T}^{n} H=\operatorname{const} G_{\Phi}$; consequently, the sequence of matrices $\left(\mathbf{T}^{n}\right)$ converges. Therefore, the spectral radius $\rho(\mathbf{T}) \leq 1$ and 1 is the only eigenvalue of $\mathbf{T}$ on the unit circle. Further, 1 is a nondegenerate eigenvalue of $\mathbf{T}$. To prove that $\mathbf{T}$ satisfies Condition E , it remains to show that $G_{\Phi}$ is the only eigenmatrix of eigenvalue 1 . Let $E \in \mathbb{H}$ so that $\mathbf{T} E=E$; then

$$
\lim _{n \rightarrow \infty} \mathbf{T}^{n} E=E=\operatorname{const} G_{\Phi}
$$

Hence, $G_{\Phi}$ is the only eigenmatrix (up to a constant multiple) of $\mathbf{T}$ corresponding to eigenvalue 1.
3. Stability, orthonormality, and biorthonormality. In this section we will discuss the stability of refinable function vectors. We first give here a sufficient condition in terms of the eigenvalue of the transition operator $\mathbf{T}$ under which the function vector $\Phi$ is stable. Then, we will show that this condition is also necessary.

Proposition 3.1. Suppose that the basic conditions (1.5) hold for $\mathbf{P}$ and $\Phi \subset$ $L_{2}\left(\mathbb{R}^{s}\right)$. If 1 is a simple eigenvalue of the transition operator $\mathbf{T}$ on $\mathbb{H}$ and the corresponding eigenmatrix nonsingular on $\mathbb{T}^{s}$, then the $\mathbf{P}$-refinable function vector $\Phi$ is stable.

Proof. Since $G_{\Phi}$ is an eigenmatrix of $\mathbf{T}$ of the eigenvalue 1, the hypothesis of the theorem implies that the matrix $G_{\Phi}(\omega)$ is nonsingular on $\mathbb{T}^{s}$. Hence, the function vector $\Phi$ is stable.

We note that if $\Phi$ is stable, the simplicity of the eigenvalue 1 of $\mathbf{T}$ implies that the corresponding eigenmatrix of the eigenvalue 1 of $\mathbf{T}$ is nonsingular on $\mathbb{T}^{s}$, since in this case $G_{\Phi}$ is the only eigenmatrix of $\mathbf{T}$. Therefore, to show that the condition in the above theorem is necessary, one only requires to show that if $\Phi$ is stable, then 1 is a simple eigenvalue of $\mathbf{T}$.

Define

$$
V_{1}:=\left\{H \in \mathbb{H}:\left(\mathbf{i}_{1}^{T} H \mathbf{i}_{1}\right)(0)=0\right\} .
$$

Since for any $H \in \mathbb{H}, H=\sum_{B \in \mathbb{B}_{s p}} h_{B} B$, where the set $\mathbb{B}_{s p}$ is the basis defined in the previous section, a matrix $H \in V_{1}$ if and only if $\sum_{B \in \mathbb{B}_{s p}} h_{B}=0$ by the structure of the element of $\mathbb{B}_{s p}$. Hence, the space $V_{1}$ has codimension 1. Since $\left(\mathbf{i}_{1}^{T} G_{\Phi} \mathbf{i}_{1}\right)(0) \neq 0$, $G_{\Phi} \notin V_{1}$. Since $\mathbf{P}$ satisfies the basic condition (1.5), for any $H \in V_{1}$,

$$
\left(\mathbf{i}_{1}^{T}(\mathbf{T} H) \mathbf{i}_{1}\right)(0)=\sum_{\nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}} \mathbf{i}_{1}^{T} \mathbf{P}(\pi \nu) H(\pi \nu) \mathbf{P}^{*}(\pi \nu) \mathbf{i}_{1}=0
$$

Hence, $V_{1}$ is a $\mathbf{T}$-invariant subspace of $\mathbb{H}$.

The proofs of the following two propositions (Propositions 3.2 and 3.3) were originally in our earlier drafts. Before completing the paper, we received a preprint of [15], which contains the same results (Proposition 3.3 and Theorems 5.1 and 5.2 in there) with similar proofs. Thus, we will only provide an outline of the proofs here.

Proposition 3.2. Let $H_{1}(\omega)$ and $H_{2}(\omega)$ be matrices so that each entry is a continuous function on $\mathbb{T}^{s}$. Then,

$$
\begin{equation*}
\int_{\mathbb{T}^{s}} H_{1}(\omega)\left(\mathbf{T}^{n} H_{2}\right)(\omega) d \omega=\int_{\mathbb{R}^{s}} H_{1}(\omega) \Pi_{n}(\omega) H_{2}\left(2^{-n} w\right) \Pi_{n}^{*}(\omega) d \omega \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi_{n}(\omega):=\chi_{2^{n} \mathbb{T}^{s}}(\omega) \prod_{j=1}^{n} \mathbf{P}\left(\omega / 2^{j}\right) ; n=1,2, \ldots \tag{3.2}
\end{equation*}
$$

Here we define the transition operator as an operator on the space of the all $\Phi \times \Phi$ matrices whose entries are continuous functions on $\mathbb{T}^{s}$.

Proof. One can easily show that for any such $H$

$$
\mathbf{T}^{n} H=\sum_{\alpha \in \mathbb{Z}^{s}} \Pi_{n}(\cdot+2 \pi \alpha) H\left(2^{-n}(\cdot+2 \pi \alpha)\right) \Pi_{n}^{*}(\cdot+2 \pi \alpha)
$$

by induction. Replacing $H$ by $H_{2}$, multiplying by $H_{1}$, and integrating both sides of the above identity lead to the fact that for any $H_{1}$ and $H_{2}$, (3.1) holds.

Proposition 3.3. Assume that the $\mathbf{P}$-refinable function vector $\Phi$ is stable and its mask $\mathbf{P}$ satisfies basic conditions (1.5). Then,
(i) for any $H_{1} \in \mathbb{H}$ and $H_{2} \in V_{1}$,

$$
\begin{gathered}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{s}} H_{1}(\omega) \Pi_{n}(\omega) H_{2}\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega) d \omega \\
=\int_{\mathbb{R}^{s}} \lim _{n \rightarrow \infty} H_{1}(\omega) \Pi_{n}(\omega) H_{2}\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega) d \omega=\mathbf{0}
\end{gathered}
$$

(ii) the transition operator $\mathbf{T}$ restricted to $V_{1}$ has spectral radius $<1$.

Proof. Since $\Phi$ is stable, $G_{\Phi} \geq c I$, with $c>0$. This leads to the fact that the sequence $\left(\Pi_{n} \Pi_{n}^{*}\right)$ is uniformly integrable (details in the proof of Theorem 5.2 of [15]). Recall that the sequence

$$
\left(\Pi_{n}(\omega) \Pi_{n}^{*}(\omega)\right), \quad n=0,1, \ldots
$$

is uniformly integrable if for an arbitrary $\varepsilon>0$ there exist a finite measure set $F$ and $\delta>0$ so that

$$
\int_{\mathbb{R}^{s} \backslash F} \Pi_{n}(\omega) \Pi_{n}^{*}(\omega) d \omega \leq \varepsilon
$$

and

$$
\int_{D} \Pi_{n}(\omega) \Pi_{n}^{*}(\omega) d \omega \leq \varepsilon
$$

hold for all $n$ for any measurable set $D$ with the measure of $D \leq \delta$.

That the sequence $\left(\Pi_{n}(\omega) \Pi_{n}^{*}(\omega)\right)_{n}$ is uniformly integrable implies that the sequence $\left(H_{1}(\omega) \Pi_{n}(\omega) H_{2}\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega)\right)$ is uniformly integrable for any $H_{1} \in \mathbb{H}$ and $H_{2} \in V_{1}$. This implies that
$\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{s}} H_{1}(\omega) \Pi_{n}(\omega) H_{2}\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega) d \omega=\int_{\mathbb{R}^{s}} \lim _{n \rightarrow \infty} H_{1}(\omega) \Pi_{n}(\omega) H_{2}\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega) d \omega$.
Since $\left(\mathbf{i}_{1}^{T} H_{2} \mathbf{i}_{1}\right)(0)=0$ and since $\mathbf{P}^{\infty}=\left(\begin{array}{llll}\widehat{\Phi} & \mathbf{0} & \cdots & \mathbf{0}\end{array}\right)$,

$$
\lim _{n \rightarrow \infty} H_{1}(\omega) \Pi_{n}(\omega) H_{2}\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega)=H_{1}(\omega) \mathbf{P}^{\infty}(\omega) H_{2}(0) \mathbf{P}^{* \infty}(\omega)=\mathbf{0}
$$

Hence, the first statement holds.
For the second statement, assume that $\lambda$ is an eigenvalue of $\mathbf{T}$ restricted to $V_{1}$ and $H \in V_{1}$ is the corresponding nontrivial eigenmatrix. Then

$$
\lambda^{n} \int_{\mathbb{T}^{s}} H^{*}(\omega) H(\omega) d \omega=\int_{\mathbb{R}^{s}} H^{*}(\omega) \Pi_{n}(\omega) H\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega) d \omega
$$

Hence, (i) implies that
$\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{s}} H^{*}(\omega) \Pi_{n}(\omega) H\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega) d \omega=\int_{\mathbb{R}^{s}} \lim _{n \rightarrow \infty} H^{*}(\omega) \Pi_{n}(\omega) H\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega) d \omega=\mathbf{0}$.
This gives

$$
\lim _{n \rightarrow \infty} \lambda^{n} \int_{\mathbb{T}^{s}} H^{*}(\omega) H(\omega) d \omega=0
$$

Therefore $|\lambda|<1$ by the fact

$$
\int_{\mathbb{T}^{s}} H^{*}(\omega) H(\omega) d \omega \neq 0
$$

From the two propositions above, we obtain the following result.
Lemma 3.4. Assume that $\mathbf{P}$ satisfies basic conditions (1.5) and the corresponding refinable function vector $\Phi$ is stable; then the transition operator $\mathbf{T}$ satisfies Condition E. In particular, 1 is a simple eigenvalue of the transition operator $\mathbf{T}$.

Proof. Let $\mathbb{B}_{0}$ be a basis of $V_{1}$. Since $G_{\Phi}$ is not in $V_{1}$ and $V_{1}$ has codimension 1, $G_{\Phi} \cup \mathbb{B}_{0}$ is a basis of $\mathbb{H}$. Therefore, an arbitrary $H \in \mathbb{H}$ can be written uniquely as

$$
H=a G_{\Phi}+H_{0}, \quad H_{0} \in V_{1}
$$

Let $H$ be the eigenmatrix of the eigenvalue $\lambda$ of $\mathbf{T}$,

$$
\lambda a G_{\Phi}+\lambda H_{0}=\mathbf{T} H=a \mathbf{T} G_{\Phi}+\mathbf{T} H_{0}=a G_{\Phi}+\mathbf{T} H_{0}
$$

If $\lambda \neq 1$, then $a=0$. Thus, $H=H_{0} \in V_{1}$ is an eigenmatrix of $\lambda$. This implies $|\lambda|<1$ by Proposition 3.3. If $\lambda=1$, then $H_{0} \in V_{1}$ is also the eigenmatrix of $\mathbf{T}$ corresponding to the eigenvalue 1 ; thus $H_{0}=0$ again by Proposition 3.3. Hence, $\rho(\mathbf{T}) \leq 1$ and 1 is the unique eigenvalue on the unit circle. Further, $G_{\Phi}$ is the only eigenmatrix of eigenvalue 1 up to a constant multiple.

Finally we need to show that 1 is a simple eigenvalue of $\mathbf{T}$. If not, it must be a degenerate eigenvalue with only one eigenmatrix. In this case, there exists a matrix $H \in \mathbb{H}$ such that $\mathbf{T} H=G_{\Phi}+H$. Let $H_{1}=c G_{\Phi}+H$ so that $H_{1} \in V_{1}$. Then

$$
\int_{\mathbb{T}^{s}}\left(\mathbf{T}^{n} H_{1}\right)(\omega) d \omega=\int_{\mathbb{R}^{s}} \Pi_{n}(\omega) H_{1}\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega) d \omega=\int_{\mathbb{T}^{s}}\left((c+n) G_{\Phi}(\omega)+H(\omega)\right) d \omega
$$

The left-hand side tends to 0 by the stability of the vector function $\Phi$ and (i) of Proposition 3.3, while the right-hand side tends to $\infty$, which is a contradiction.

An immediate consequence of this lemma is the following corollary.
Corollary 3.5. Assume that $\mathbf{P}$ satisfies the conditions (1.5). If the refinable vector function $\Phi$ is stable, then the cascade algorithm converges.

The next theorem, the main result of this section, follows directly from Proposition 3.1 and Lemma 3.4.

THEOREM 3.6. Assume that $\mathbf{P}$ satisfies the basic conditions (1.5). The $\mathbf{P}$-refinable function vector $\Phi$ is stable if and only if the corresponding transition operator $\mathbf{T}$ satisfies Condition E and the eigenmatrix of eigenvalue 1 is nonsingular on $\mathbb{T}^{s}$.

Proof. If the transition operator satisfies Condition E, then the cascade algorithm converges and $\Phi \subset L_{2}\left(\mathbb{R}^{s}\right)$. Therefore, $\Phi$ is stable by Proposition 3.1. If $\Phi$ is stable, then Lemma 3.4 implies that the transition operator satisfies Condition E. $G_{\Phi}$ is the eigenmatrix of a simple eigenvalue 1 of $\mathbf{T}$ which is nonsingular on $\mathbb{T}^{s}$.

REMARK 3.7. If the transition operator $\mathbf{T}$ satisfies Condition E and if eigenvalue 1 has an eigenmatrix which is nonsingular on $\mathbb{T}^{s}$, then the compactly supported $\mathbf{P}$ refinable functions $\Phi \subset L_{2}\left(\mathbb{R}^{s}\right)$ by the fact that the corresponding cascade algorithm converges. Hence the sequence $\left(S^{k}(\Phi)\right)$ forms a multiresolution of $L_{2}\left(\mathbb{R}^{s}\right)$ with the functions $\Phi$ and their shifts forming a Riesz basis of $S(\Phi)$ by Result 1.1 and Theorem 3.6 .

If $\mathbf{P}$ is CQF, the identity matrix $I$ is an eigenmatrix of the transition operator $\mathbf{T}$ corresponding to eigenvalue 1. A consequence of Theorem 3.6 is as follows.

THEOREM 3.8. Suppose that $\mathbf{P}$ is a CQF matrix mask which satisfies the basic conditions (1.5); then the following statements are equivalent:
(i) the refinable function vector $\Phi$ is orthonormal,
(ii) the transition operator $\mathbf{T}$ satisfies Condition E ,
(iii) the refinable function vector $\Phi$ is stable, and
(iv) the corresponding cascade algorithm converges.

Remark 3.7 gives the following corollary.
Corollary 3.9. Suppose that $\mathbf{P}$ is a CQF matrix mask which satisfies the basic conditions (1.5). If the corresponding transition operator $\mathbf{T}$ satisfies Condition E , then the sequence of spaces $\left(S^{k}(\Phi)\right)_{k}$ forms a multiresolution of $L_{2}\left(\mathbb{R}^{s}\right)$ with the functions $\Phi$ and their shifts forming an orthonormal basis of $S(\Phi)$.

In the rest of this section, we discuss the biorthonormality of two refinable function vectors $\Phi$ and $\Psi$. Let $\mathbf{P}_{\Phi}$ and $\mathbf{P}_{\Psi}$ be the refinement masks of functions $\Phi$ and $\Psi$ satisfying the basic conditions (1.5) and the condition

$$
\begin{equation*}
\sum_{\nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}} \mathbf{P}_{\Phi}(\cdot / 2+\pi \nu) \mathbf{P}_{\Psi}^{*}(\cdot / 2+\pi \nu)=I \tag{3.3}
\end{equation*}
$$

We say that $\Phi$ and $\Psi$ are biorthonormal if both function vectors $\Phi$ and $\Psi$ are stable and

$$
\overline{J_{\Phi}^{*}}(\omega) \overline{J_{\Psi}}(\omega)=I, \quad \in \mathbb{T}^{s}
$$

Here again we are interested in characterizing the biorthonormality in terms of the matrix masks $\mathbf{P}_{\Phi}$ and $\mathbf{P}_{\Psi}$. The following result was shown in [15, Theorem 5.3], which is the main result of [15].

RESULT 3.10. Let $\mathbf{P}_{\Phi}$ and $\mathbf{P}_{\Psi}$ be the refinement masks of refinable function vectors $\Phi$ and $\Psi$ satisfying the basic conditions (1.5) and (3.3). Assume that $G_{\Phi}(0) \geq \mathrm{const} I$
and $G_{\Psi}(0) \geq$ const $I$. Then $\Phi$ and $\Psi$ are biorthonormal if both $\mathbf{T}_{\Phi}$ and $\mathbf{T}_{\Psi}$ have the spectrum radius $<1$ on $V_{1}$.

We note that if the $\Phi$ and $\Psi$ are stable, then by Proposition 3.3 (ii) the conditions in the above result are satisfied.

THEOREM 3.11. Let $\mathbf{P}_{\Phi}$ and $\mathbf{P}_{\Psi}$ be the refinement matrix masks of $\Phi$ and $\Psi$ which satisfy the basic conditions (1.5) and condition (3.3). Then the following statements are equivalent:
(i) the refinable function vectors $\Phi$ and $\Psi$ are biorthonormal;
(ii) both $\Phi$ and $\Psi$ are stable; and
(iii) the transition operators $\mathbf{T}_{\Phi}$ and $\mathbf{T}_{\Psi}$ satisfy Condition E , and the corresponding eigenmatrices of eigenvalue 1 of $\mathbf{T}_{\Phi}$ and $\mathbf{T}_{\Psi}$ are nonsingular on $\mathbb{T}^{s}$.

Proof. The equivalence of (ii) and (iii) follows from Theorem 3.6. Since if $\Phi$ and $\Psi$ are stable, the conditions in Result 3.10 are satisfied; (ii) implies (i) by that result. Finally, (i) implies (ii) by the definition of the biorthonormality of $\Phi$ and $\Psi$.
4. Regularity of refinable function vectors. In this section, we establish some criteria for the regularity of refinable function vectors.

We say that the mask $\mathbf{P}$ satisfying the basic conditions (1.5) has vanishing moment order $r$ if conditions

$$
\begin{equation*}
D^{\beta}\left(A^{*}(2 \omega) \mathbf{P}(\omega)\right)_{\left.\right|_{\omega=\pi \nu}}=i^{-|\beta|}\left(D^{\beta} A^{*}\right)(0) \delta_{\nu}, \quad \nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s}, \quad|\beta| \leq r-1 \tag{4.1}
\end{equation*}
$$

hold for some

$$
A=\sum_{|\beta| \leq r-1} \mathbf{a}_{\beta}^{T} \exp (-i \beta \cdot)
$$

where $\mathbf{a}_{\beta} \in \mathbb{R}^{\# \Phi}$.
As we did in [21] for the case $\# \Phi=1$, we will connect this vanishing moment order to the regularity of $\Phi$.

We say that $\Phi:=\left(\varphi^{l}\right)^{T} \in C^{\gamma}$ if each component $\varphi^{l} \in C^{\gamma}$. Recall that a function $\varphi \in C^{\gamma}$ for $n \leq \gamma<n+1$ provided that $\varphi \in C^{n}$ and

$$
\left|D^{\beta} \varphi(x+t)-D^{\beta} \varphi(x)\right| \leq \mathrm{const}|t|^{\gamma-n} \text { for all }|\beta|=n \text { and }|t| \leq 1
$$

for some constant independent of $x$. This number is related to

$$
\kappa_{2}:=\sup \left\{\kappa: \int_{\mathbb{R}^{s}}\left(1+|w|^{2}\right)^{\kappa}|\widehat{\varphi}(\omega)|^{2} d \omega<\infty\right\}
$$

by the inequality $\gamma \geq \kappa_{2}-s / 2$.
Define

$$
V_{r}:=\left\{H \in \mathbb{H}:\left(D^{\beta}\left(A^{*}(\omega) H(\omega)\right)_{\left.\right|_{\omega=0}}\right)^{T}=D^{\beta}(H(\omega) A(\omega))_{\left.\right|_{\omega=0}},=\mathbf{0}, \quad|\beta| \leq r-1\right\}
$$

In the case that $r-1>N$, we replace $\mathbb{H}$ by $\mathbb{H}_{r-1}$ in the above definition of $V_{r}$.

Since

$$
\begin{equation*}
D^{\beta}\left(A^{*}(2 \omega) \mathbf{P}(\omega)\right)_{\left.\right|_{\omega=\pi \nu}}=i^{-|\beta|}\left(D^{\beta} A^{*}\right)(0) \delta_{\nu}, \quad \nu \in \mathbb{Z}^{s} / 2 \mathbb{Z}^{s},|\beta| \leq r-1 \tag{4.2}
\end{equation*}
$$

we have that

$$
\left(D^{\beta}\left(A^{*}(\omega) \mathbf{T} H(\omega)\right)_{\mid \omega=0}\right)^{T}=D^{\beta}(\mathbf{T} H(\omega) A(\omega))_{\left.\right|_{\omega=0}}=\mathbf{0}, \text { for all } H \in V_{r},|\beta| \leq r-1
$$

Hence, the space $V_{r}$ is an invariant subspace of the transition operator $\mathbf{T}$.
In the case $r=1$, the space $V_{1}$ defined here is an invariant subspace of $V_{1}$ defined in section 3 , since $A^{*}(0)$ is the left eigenvector of $\mathbf{P}$.

For each $H(\omega):=\left(h_{i, j}(\omega)\right)_{1 \leq i, j \leq \# \Phi} \in V_{r}$, define

$$
\|H\|_{F}:=\sum_{1 \leq i, j \leq \# \Phi}\left\|h_{i, j}(\cdot)\right\|_{\infty}
$$

If $H$ is a constant matrix, this norm is the sum of the modulus of all entries.
Then the operator norm $\left\|\mathbf{T}_{\left.\right|_{V_{r}}}\right\|:=\sup _{H \in V_{r} \backslash\{0\}} \frac{\|\mathbf{T} H\|_{F}}{\|H\|_{F}}$ on $V_{r}$ satisfies

$$
\lim _{n \rightarrow \infty}\left\|\mathbf{T}_{\left.\right|_{V_{r}}}^{n}\right\|^{1 / n}=\rho
$$

where $\rho$ is the spectral radius of $\mathbf{T}_{\left.\right|_{V_{r}}}$. Hence, there exists $N_{\mathbf{T}}$ such that for any $H \in V_{r}$ and for all $n>N_{\mathbf{T}}$,

$$
\begin{equation*}
\left\|\mathbf{T}^{n} H\right\|_{F} \leq\left\|\mathbf{T}^{n}\right\|\|H\|_{F} \leq \operatorname{const}(\rho+\varepsilon)^{n}\|H\|_{F} \tag{4.3}
\end{equation*}
$$

where $\varepsilon$ is arbitrarily small.
The proof of the following proposition is carried out by modifying the proofs of Proposition 3.6 of [21] and Theorem 5.2 of [15].

Proposition 4.1. Suppose $\mathbf{P}$ satisfies the basic conditions 1.5 and conditions (4.1). Then for the $\mathbf{P}$-refinable function $\Phi:=\left(\varphi^{l}\right)^{T}$, there exists a constant $C$ such that

$$
\int_{\mathbb{F}_{n}}\left|\widehat{\varphi}^{l}(\omega)\right|^{2} d \omega \leq C(\rho+\varepsilon)^{n+1}
$$

where $\mathbb{F}_{n}:=2^{n} \mathbb{T}^{s} \backslash 2^{n-1} \mathbb{T}^{s}$ for all $n>N_{\mathbf{T}}$ and $\varepsilon$ is arbitrarily small.
Proof. It follows from (4.3) for any $H \in V_{r}$,

$$
\left\|\int_{\mathbb{F}_{n}} \mathbf{T}^{n} H(\omega) d \omega\right\|_{F} \leq \operatorname{const}(\rho+\varepsilon)^{n}\|H\|_{F}
$$

Since none of the choices of the constants in this proof depend on $n$, for simplicity we denote all constants by "const" even though the value of this may change with each occurrence.

Let $H(\omega):=\left(\sum_{\ell=1}^{s}(1-\cos w(\ell))^{r-1}\right) I$. Since

$$
\left(D^{\beta}\left(A^{*}(\omega) H(\omega)\right)_{\left.\right|_{\omega=0}}\right)^{T}=D^{\beta}(H(\omega) A(\omega))_{\left.\right|_{\omega=0}}=\mathbf{0}, \quad|\beta| \leq r-1
$$

we have $H \in V_{r}$ and $H \geq I$ for all $\omega \in \mathbb{T}^{s} \backslash\left(1 / 2 \mathbb{T}^{s}\right)$. Since $\|\mathbf{P}(\omega)-\mathbf{P}(0)\| \leq$ const $\|\omega\|$, the function $\widehat{\Phi}$ is bounded on $\mathbb{T}^{s}$.

We also note that

$$
\widehat{\Phi}(\omega)=\Pi_{n}(\omega) \widehat{\Phi}\left(2^{-(n+1)} \omega\right)
$$

Hence we have

$$
\begin{aligned}
\int_{\mathbb{F}_{n}}\left|\widehat{\varphi}^{l}(\omega)\right|^{2} d \omega & =\int_{\mathbb{F}_{n}} \mathbf{i}_{l}^{T} \widehat{\Phi}(\omega) \widehat{\Phi}^{*}(\omega) \mathbf{i}_{l} d \omega \\
& =\int_{\mathbb{F}_{n}} \mathbf{i}_{l}^{T} \Pi_{n}(\omega) \widehat{\Phi}\left(2^{-(n+1)} \omega\right) \widehat{\Phi}^{*}\left(2^{-(n+1)} \omega\right) \Pi_{n}^{*}(\omega) \mathbf{i}_{l} d \omega \\
& \leq \operatorname{const} \int_{\mathbb{F}_{n}} \mathbf{i}_{l}^{T} \Pi_{n}(\omega) H\left(2^{-(n+1)} \omega\right) \Pi_{n}^{*}(\omega) \mathbf{i}_{l} d \omega \\
& \leq \operatorname{const} \int_{2^{n} \mathbb{T}^{s}} \mathbf{i}_{l}^{T} \Pi_{n}(\omega) H\left(2^{-(n+1)} \omega\right) \Pi_{n}^{*}(\omega) \mathbf{i}_{l} d \omega \\
& \leq \operatorname{const}\left\|\int_{2^{n} \mathbb{T}^{s}} \Pi_{n}(\omega) H\left(2^{-(n+1)} \omega\right) \Pi_{n}^{*}(\omega) d \omega\right\|_{F} \\
& =\operatorname{const}\left\|\int_{\mathbb{T}^{s}}\left(\mathbf{T}^{(n+1)} H\right)(\omega) d \omega\right\|_{F} \\
& \leq \operatorname{const}(\rho+\varepsilon)^{n+1}
\end{aligned}
$$

where $\mathbf{i}_{l}$ is the $\Phi \times 1$ column vector whose $l$ th entry is 1 and all others are 0 .
This proposition together with the usual Littlewood-Paley technique leads to the following estimate of the regularity of the refinable function vector $\Phi$.

THEOREM 4.2. Suppose $\mathbf{P}$ satisfies the basic conditions 1.5 and the conditions (4.1), and let $\rho$ be the spectral radius of $\mathbf{T}_{\left.\right|_{V_{r}}}$. Then the function $\Phi=\left(\varphi^{l}\right)^{T}$ is in $C^{\gamma-\varepsilon}$ for any $\varepsilon>0$ and $\gamma=-\log \rho /(2 \log 2)-s / 2$.

Proof. Since when $n>N_{\mathbf{T}}$,

$$
\int_{\mathbb{F}_{n}}\left|\hat{\varphi}^{l}(\omega)\right|^{2} d \omega \leq \operatorname{const} \rho^{n+1}
$$

and since the function $\widehat{\varphi}^{l}$ is bounded on $2^{N_{T}} \mathbb{T}^{s}$,

$$
\int_{\mathbb{R}^{s}}\left(1+|w|^{2}\right)^{\kappa}\left|\hat{\varphi}^{l}(\omega)\right|^{2} d \omega \leq \mathrm{const}\left(1+\sum_{n=1}^{\infty} 2^{2 n \kappa} \rho^{n+1}\right)
$$

Hence $\varphi^{l} \in C^{\gamma-\varepsilon}$ where $\gamma=-\log \rho /(2 \log 2)-s / 2$. That is, $\Phi \in C^{\gamma-\varepsilon}$.
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#### Abstract

The continuous component of the orthogonality relation for sieved random walk polynomials is derived in general from the orthogonality relation of another nonsieved random walk sequence called the companion polynomials. Conditions are stated on the three-term recurrence relation between the two polynomial sequences for a linear difference equation to hold. Results from Ismail are used to find the Stieltjes transform of the orthogonality measure of the sieved polynomials. The linear difference equation allows for the Stieltjes transform to be inverted. The theory is applied to the sieved associated ultraspherical polynomials, and in general to random walk polynomials with linear birth and death rates of $\beta_{n}=c n+a$ and $\delta_{n}=c n+b$, respectively.
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1. Introduction. In this paper we will study sieved orthogonal polynomials and derive their orthogonality from a nonsieved random walk analogue. Random walk polynomials arise from a special stationary Markov process known as a birth and death process (BDP). Here the state space $\{X(t): t \geq 0\}$ is the set of nonnegative integers. The transition probabilities $P_{m, n}(t)$ are the probabilities that the system goes from state $m$ to state $n$ in time $t$. The transition probabilities satisfy

$$
\begin{align*}
& P_{n, n+1}(t)=\beta_{n} t+o(t) \\
& P_{n, n-1}(t)=\delta_{n} t+o(t)  \tag{1}\\
& P_{n, n}(t)=1-\delta_{n} t-\beta_{n} t+o(t), \\
& o(t) \text { otherwise, as } t \rightarrow 0^{+}
\end{align*}
$$

The $\beta_{n}$ and $\delta_{n}$ are called the birth and death rates of the process at state $n$, and they satisfy the requirements $\beta_{n}>0, \delta_{n+1}>0$ for $n \geq 0$, and $\delta_{0}>0$.

The random walk polynomials of the BDP are defined as

$$
\begin{align*}
& R_{-1}(x)=0, \quad R_{0}(x)=1 \\
& x R_{n}(x)=B_{n} R_{n+1}(x)+D_{n} R_{n-1}(x), \quad n \geq 0 \tag{2}
\end{align*}
$$

where

$$
\begin{equation*}
B_{n}=\frac{\beta_{n}}{\beta_{n}+\delta_{n}}, \quad D_{n}=\frac{\delta_{n}}{\beta_{n}+\delta_{n}} \tag{3}
\end{equation*}
$$

Another set of orthogonal polynomials associated with a BDP is the birth and death polynomials $\left\{Q_{n}(x)\right\}$, generated by

$$
\begin{aligned}
& Q_{0}(x)=1, \quad Q_{1}(x)=\frac{\lambda_{0}+\mu_{0}-x}{\lambda_{0}} \\
& -x Q_{n}(x)=\lambda_{n} Q_{n+1}(x)+\mu_{n} Q_{n-1}(x)-\left(\lambda_{n}+\mu_{n}\right) Q_{n}(x), \quad n>0
\end{aligned}
$$

[^15]Most of the BDP and their random walk polynomials that have been studied have birth and death rates as linear functions of $n$. If $\beta_{n}=a n+b$ and $\delta_{n}=c n+d$, then interpreting the states of the process as populations, "an" and "cn" represent the growth and decline of the population due to its current size, while " $b$ " and " $d$ " represent external forces.

Given a random walk sequence of polynomials, we may define the sieved random walk polynomials. Charris and Ismail in $[6,7]$ outlined this process and defined the sieved random walk polynomials of the first and second kinds in general. An original random walk polynomial sequence $\left\{R_{n}(x)\right\}$ is given, defined by the recursion (2). Next, another random walk sequence $\left\{S_{n}(x)\right\}$, called the dual sequence, is defined by the recursion

$$
\begin{align*}
& S_{-1}(x)=0, \quad S_{0}(x)=1  \tag{4}\\
& x S_{n}(x)=D_{n} S_{n+1}(x)+B_{n} S_{n-1}(x), \quad n \geq 0
\end{align*}
$$

The sieved random walk polynomials of the first kind, written $r_{n}(x ; k)$, are next defined by

$$
\begin{align*}
& r_{0}(x ; k)=1, \quad r_{1}(x ; k)=x \\
& x r_{n}(x ; k)=d_{n-1} r_{n+1}(x ; k)+b_{n-1} r_{n-1}(x ; k), \quad n>0 \tag{5}
\end{align*}
$$

where

$$
\begin{align*}
& b_{n}=d_{n}=\frac{1}{2} \text { if } n+1 \neq m k  \tag{6}\\
& b_{m k-1}=B_{m-1}, d_{m k-1}=D_{m-1}, m=1,2, \ldots
\end{align*}
$$

The sieved random walks of the second kind, $s_{n}(x ; k)$, are defined similarly by

$$
\begin{align*}
& s_{0}(x ; k)=1, \quad s_{1}(x ; k)=2 x \\
& x s_{n}(x ; k)=b_{n} s_{n+1}(x ; k)+d_{n} s_{n-1}(x ; k), \quad n>0 \tag{7}
\end{align*}
$$

The first sieved polynomials studied were the sieved analogues of the ultraspherical polynomials $C_{n}^{\lambda}(x)$ by Al-Salam, Allaway, and Askey [1, 2]. These were studied as special limiting cases of the $q$-continuous ultraspherical polynomials $C_{n}(x ; \beta \mid q)$.

Explicit representations of the sieved polynomials of the first and second kind were established by Charris and Ismail [6] in terms of the random walk polynomials $R_{n}(x)$ and the Tchebyshev polynomials of the first and second kinds, $T_{n}(x)$ and $U_{n}(x)$, respectively. These formulas allowed Charris and Ismail to find the Stieltjes transform of the measure of orthogonality of the sieved polynomials of the first kind. The absolutely continuous component of the measure of orthogonality of the sieved polynomials of the first and second kind have been related to each other in Ismail [11].
2. Mathematical preliminaries. Given a distribution function $\mu(x)$, there is a sequence of polynomials $\left\{P_{n}(x)\right\}$, where $P_{n}(x)$ is of exact degree $n$, such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} P_{n}(x) P_{m}(x) d \mu(x)=\lambda_{n} \delta_{n m}, \quad \lambda_{n}>0 \tag{8}
\end{equation*}
$$

(see Chihara [8, p. 14]). The sequence $\left\{P_{n}(x)\right\}$ is called an orthogonal polynomial sequence (OPS).

Given the distribution function $\mu(x)$, then the $\operatorname{OPS}\left\{P_{n}(x)\right\}$ always satisfies a three-term recurrence relation

$$
\begin{equation*}
P_{n+1}(x)=\left(A_{n} x+B_{n}\right) P_{n}(x)-C_{n} P_{n-1}(x), \quad n=1,2, \ldots, \tag{9}
\end{equation*}
$$

where the coefficients $A_{n}, B_{n}, C_{n}$ are real and such that $A_{n-1} A_{n} C_{n}>0, n=1,2, \ldots$, which is the positivity condition to ensure that the polynomials are orthogonal with respect to a positive measure [8, p. 19].

From the orthogonality condition (8) and the three-term recurrence (9), we obtain

$$
\begin{equation*}
\lambda_{n}=\frac{A_{0}}{A_{n}} \prod_{k=1}^{n} C_{k} \tag{10}
\end{equation*}
$$

The $v$ th associated polynomials of $P_{n}(x)$, written $P_{n}^{(v)}(x)$, are defined by the recursion

$$
\begin{align*}
P_{-1}^{(v)}(x) & =0, \quad P_{0}^{(v)}(x)=1 \\
P_{n+1}^{(v)}(x) & =\left(A_{n+v} x+B_{n+v}\right) P_{n}^{(v)}(x)-C_{n+v} P_{n-1}^{(v)}(x) \tag{11}
\end{align*}
$$

These polynomials are orthogonal by Favard's theorem [8]. The numerator polynomials of $P_{n}(x)$ are defined as

$$
\begin{equation*}
P_{n}^{*}(x)=A_{0} P_{n-1}^{(1)}(x) \tag{12}
\end{equation*}
$$

The Stieltjes transform of a distribution function $\mu(t)$ is defined as the function

$$
\begin{equation*}
\chi(z)=\int_{-\infty}^{\infty} \frac{d \mu(t)}{z-t} \tag{13}
\end{equation*}
$$

for wherever the integral is convergent. Markov's theorem asserts that when the support of $\mu(x)$ is compact, with $\left[\xi_{1}, \eta_{1}\right]$ being the smallest closed interval containing the support of $\mu(x)$, then $\chi(z)$ is an analytic function for $z \notin\left[\xi_{1}, \eta_{1}\right]$, and

$$
\begin{equation*}
\chi(z)=\lim _{n \rightarrow \infty} \frac{P_{n}^{*}(z)}{P_{n}(z)}=\lim _{n \rightarrow \infty} \frac{A_{0} P_{n-1}^{(1)}(z)}{P_{n}(z)} \tag{14}
\end{equation*}
$$

(See Askey and Ismail [3] and Wall [19].) For random walk polynomials, the interval $\left[\xi_{1}, \eta_{1}\right]$ is always $[-1,1]$ (see Karlin and McGregor $[13,14]$ ).

Once the Stieltjes transform of a distribution function is known from Markov's theorem, we will want to recover $d \mu_{1}(x)$, the absolutely continuous component of the measure induced by the distribution function $\mu(x)$. To this end we employ a corollary to the Stieltjes inversion formula. If $\mu(x)$ is of bounded variation on $(-\infty, \infty)$, then

$$
\begin{equation*}
d \mu_{1}(t)=\frac{1}{2 \pi i} \lim _{\varepsilon \rightarrow 0^{+}}[\chi(t-i \varepsilon)-\chi(t+i \varepsilon)], \quad t \in \operatorname{supp}(\mu(t)) \tag{15}
\end{equation*}
$$

(See Widder [20].)
Another method of finding the measure $d \mu(x)$ for an $\operatorname{OPS}\left\{P_{n}(x)\right\}$ is given by the theorem of Nevai: let $P_{n}(x)$ be defined by the recursion (9), and let $\tilde{P}_{n}(x)=$ $P_{n}(x) / \sqrt{\lambda_{n}}$ be the corresponding orthonormal series. If in (9) we have

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left\{\left|B_{n} A_{n}^{-1}\right|+\left|C_{n+1}^{1 / 2} A_{n}^{-1 / 2} A_{n+1}^{-1 / 2}-\frac{\gamma}{2}\right|\right\}<\infty \tag{16}
\end{equation*}
$$

for some $\gamma$, then

$$
\begin{equation*}
d \mu(x)=d \mu_{1}(x)+d \mu_{2}(x) \tag{17}
\end{equation*}
$$

where $d \mu_{1}(x)$ is continuous and a positive measure in $(-\gamma, \gamma), \operatorname{supp}(d \mu)=[-\gamma, \gamma]$ is the smallest closed interval containing the support of $\mu(x)$, and $\mu_{2}(x)$ is a step function that is constant in $(-\gamma, \gamma)$. Further,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\{d \mu_{1}(x) \sqrt{\gamma^{2}-x^{2}} \tilde{P}_{n}^{2}(x)\right\}=\frac{2}{\pi} \tag{18}
\end{equation*}
$$

holds almost everywhere (a.e.) in $\operatorname{supp}(d \mu)$. (See Nevai [15, Corollary 36, p. 141 and Theorem 40, p. 143].)

A theorem useful for finding the isolated jumps in the distribution function $\mu(x)$ is due to Shohat and Tamarkin [18, Corollary 26 , pp. $45-46]$. Let $\left\{\tilde{P}_{n}(x)\right\}$ be the orthonormal polynomials with respect to the distribution function $\mu(x)$. Let

$$
\begin{equation*}
[\rho(x)]^{-1}=\sum_{n=0}^{\infty} \tilde{P}_{n}^{2}(x) \tag{19}
\end{equation*}
$$

When the corresponding Hamburger moment problem is determined, then $\rho(x)=0$ at all points of continuity of $\mu(x)$ and equals the jump of $\mu(x)$ at a point of discontinuity.

Let $\sigma_{1}(x)$ be the distribution function for the polynomials $r_{n}(x ; k)$ and $\chi_{1}(x ; k)=$ $\int_{-1}^{1} \frac{d \sigma_{1}(t)}{x-t}$ be the Stieltjes transform for $r_{n}(x ; k)$. Charris and Ismail [6] proved the result

$$
\begin{equation*}
\chi_{1}(x ; k)=\lim _{m \rightarrow \infty} \frac{a_{m k} U_{k-1}(x) S_{m-1}\left(T_{k}(x)\right)}{R_{m}\left(T_{k}(x)\right)-R_{m-2}\left(T_{k}(x)\right)}, \quad x \notin[-1,1] \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{m k}=\left\{D_{0} D_{1} \cdots D_{m-2}\right\} /\left\{B_{0} B_{1} \cdots B_{m-1}\right\}, \quad m>1 \tag{21}
\end{equation*}
$$

Further, if $\sigma_{2}(x)$ is the distribution function for $s_{n}(x ; k)$, then

$$
\begin{equation*}
d \sigma_{2}(x)=c\left(1-x^{2}\right) d \sigma_{1}(x) \tag{22}
\end{equation*}
$$

$c$ is a constant. (See Ismail [11].)
In the first part of this paper conditions will be developed that allow for the difference $R_{n}(x)-R_{n-2}(x)$ that occur in the denominator of (20) to be expressed as a linear combination of another random walk polynomial $P_{n}(x)$, called the companion polynomials to $R_{n}(x)$. It will then be shown that if the orthogonality relationship for the companion polynomials is known, then by using (20), it will be possible to invert the Stieltjes transform for the sieved polynomials of the first kind of $R_{n}(x)$ and obtain its absolutely continuous component of the measure of orthogonality.

In the second section, this general theory will be applied to the random walk polynomials $R_{n}(x ; a, b, c)$ having linear birth and death rates given by $\beta_{n}=c n+a$, $\delta_{n}=c n+b$. This will lead to a mixed recursion relation with interesting special cases. The orthogonality for the sieved polynomials of the first kind of $R_{n}(x ; a, b, c)$ will be discussed after this.

We will use the usual notation for the Gaussian hypergeometric series, writing

$$
{ }_{2} F_{1}(a, b ; c ; z)={ }_{2} F_{1}\left(\begin{array}{c}
a, b  \tag{23}\\
c
\end{array} ; z\right)=\sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}}{(c)_{k}} \frac{z^{k}}{k!}
$$

where

$$
\begin{align*}
& (a)_{k}=a(a+1) \cdots(a+k-1)=\Gamma(a+k) / \Gamma(a), \quad k=1,2, \ldots, \\
& (a)_{0}=1 \tag{24}
\end{align*}
$$

3. A linear difference relation for sieved polynomials. In this section we seek a linear representation of the difference $R_{n}(x)-R_{n-2}(x)$ of a random walk polynomial in terms of another random walk polynomial. To this end we formulate the problem as follows. Let $R_{n}(x)$ and its dual $S_{n}(x)$ be given as defined by (2) and (4). These are the random walk polynomials whose sieved analogues we are trying to determine an orthogonality relationship for. We want to know under what conditions are there constants $\theta_{n}, \phi_{n}$, and $\omega_{n}$, and another random walk sequence $\left\{P_{n}(x)\right\}$, such that

$$
\begin{align*}
& S_{n}(x)=\theta_{n} P_{n}^{(1)}(x), \quad n \geq 0  \tag{25}\\
& R_{n}(x)-R_{n-2}(x)=\phi_{n} P_{n}(x)+x \omega_{n} P_{n-1}^{(1)}(x), \quad n \geq 1 \tag{26}
\end{align*}
$$

The polynomials $P_{n}(x)$ will be called the companion polynomials to $R_{n}(x)$, and $P_{n}^{(1)}(x)$ are the associated polynomials $P_{n}^{(v)}(x)$ with parameter $v=1$. The companion polynomials are defined recursively by

$$
\begin{align*}
& P_{-1}(x)=0, \quad P_{0}(x)=1  \tag{27}\\
& x P_{n}(x)=\bar{B}_{n} P_{n+1}(x)+\bar{D}_{n} P_{n-1}(x), \quad n \geq 0 \\
& \bar{B}_{n}+\bar{D}_{n}=1, \quad n \geq 1
\end{align*}
$$

The Stieltjes transform $\chi_{P}(x)$ for $P_{n}(x)$ will be assumed known, as well as the absolutely continuous component of the measure of orthogonality, $d \mu_{P}(x)$.

We state the following theorem.
Theorem 1. If

$$
\begin{equation*}
B_{n}\left(1-B_{n-1}\right)=\bar{B}_{n}\left(1-\bar{B}_{n+1}\right), \quad n \geq 1 \tag{28}
\end{equation*}
$$

then (25) and (26) hold, with the constants $\theta_{n}, \phi_{n}$, and $\omega_{n}$ given by

$$
\begin{align*}
& \theta_{0}=1, \quad \theta_{n}=\frac{\bar{B}_{1} \bar{B}_{2} \cdots \bar{B}_{n}}{D_{0} D_{1} \cdots D_{n-1}}, \quad n \geq 1 \\
& \phi_{1}=\frac{1}{\bar{D}_{1}}, \quad \phi_{n}=\frac{\bar{B}_{1} \bar{B}_{2} \cdots \bar{B}_{n-1}}{\bar{D}_{1} B_{1} B_{2} \cdots B_{n-1}}, \quad n \geq 2  \tag{29}\\
& \omega_{n}=\bar{D}_{1}\left(\frac{1}{B_{0}}-\frac{1}{\bar{B}_{1} \bar{D}_{1}}\right) \phi_{n}, \quad n \geq 1
\end{align*}
$$

Proof. We shall proceed by induction on $n$. First, note (28) is equivalent to $\bar{B}_{n} \bar{D}_{n+1}=B_{n} D_{n-1}, n \geq 1$. The recurrence relation for $P_{n}^{(1)}(x)$ is

$$
\begin{align*}
& P_{-1}^{(1)}(x)=0, P_{0}^{(1)}(x)=1 \\
& x P_{n}^{(1)}(x)=\bar{B}_{n+1} P_{n+1}^{(1)}(x)+\bar{D}_{n+1} P_{n-1}^{(1)}(x), \quad n \geq 0 . \tag{30}
\end{align*}
$$

Thus $P_{1}^{(1)}(x)=\frac{1}{\bar{B}_{1}} x$. Let $Q_{n}(x)=\theta_{n} P_{n}^{(1)}(x), n \geq 0, Q_{-1}(x)=0$. It is clear that $Q_{n}(x)=S_{n}(x)$ for $n=0,1$. Multiplying (30) throughout by $\theta_{n}$, we obtain

$$
x Q_{n}(x)=D_{n} Q_{n+1}(x)+\frac{\bar{D}_{n+1} \bar{B}_{n}}{D_{n-1}} Q_{n-1}(x)=D_{n} Q_{n+1}(x)+B_{n} Q_{n-1}(x), \quad n \geq 1
$$

Thus, $Q_{n}(x)$ has the same recursion and initial conditions as the dual polynomials $S_{n}(x)$ do. This establishes (25).

When $n=1$, (26) becomes $R_{1}(x)=\phi_{1} P_{1}(x)+x \omega_{1}$, which is easily verified as true. Likewise, using the recursion for $R_{2}(x), P_{2}(x)$, and the definitions for $\phi_{2}$ and $\omega_{2}$, along with the fact that $B_{1}+D_{1}=1$, it is routine to verify that (26) is true for $n=2$.

Now assume (26) is true for $n \geq 2$ in general. Multiply both sides of (26) by $x$, then use the recursion relations for $R_{n}(x), P_{n}(x)$, and $P_{n}^{(1)}(x)$. This yields

$$
\begin{align*}
& B_{n} R_{n+1}(x)+\left(D_{n}-B_{n-2}\right) R_{n-1}(x)-D_{n-2} R_{n-3}(x) \\
& =\phi_{n}\left[\bar{B}_{n} P_{n+1}(x)+\bar{D}_{n} P_{n-1}(x)\right]+x \omega_{n}\left[\bar{B}_{n} P_{n}^{(1)}(x)+\bar{D}_{n} P_{n-2}^{(1)}(x)\right] \tag{31}
\end{align*}
$$

Since $B_{n}+D_{n}=1$ for $n \geq 0$, then $D_{n}-B_{n-2}=D_{n-2}-B_{n}$ for $n \geq 2$. Thus the left side of (31) becomes $B_{n}\left[R_{n+1}(x)-R_{n-1}(x)\right]+D_{n-2}\left[R_{n-1}(x)-R_{n-3}(x)\right]$. Applying the induction hypothesis to $R_{n-1}(x)-R_{n-3}(x)$ with $n \rightarrow n-1$ and simplifying, we obtain

$$
\begin{align*}
& B_{n}\left[R_{n+1}(x)-R_{n-1}(x)\right]=\phi_{n} \bar{B}_{n} P_{n+1}(x)+\left(\phi_{n} \bar{D}_{n}-\phi_{n-1} D_{n-2}\right) P_{n-1}(x) \\
& +x\left[\omega_{n} \bar{B}_{n} P_{n}^{(1)}(x)+\left(\omega_{n} \bar{D}_{n}-\omega_{n-1} D_{n-2}\right) P_{n-2}^{(1)}(x)\right] \tag{32}
\end{align*}
$$

To simplify the above, first note that $\phi_{n+1}=\frac{\bar{B}_{n}}{B_{n}} \phi_{n}, \omega_{n+1}=\frac{\bar{B}_{n}}{B_{n}} \omega_{n}, n \geq 1$. Therefore $\phi_{n} \bar{D}_{n}=\frac{\bar{B}_{n-1} \bar{D}_{n}}{B_{n-1}} \phi_{n-1}, n \geq 2$. But $\bar{D}_{n}=\frac{B_{n-1} D_{n-2}}{\bar{B}_{n-1}}, n \geq 2$, so $\phi_{n} \bar{D}_{n}-\phi_{n-1} D_{n-2}=0$, $n \geq 2$. Similarly, $\omega_{n} \bar{D}_{n}-\omega_{n-1} D_{n-2}=0, n \geq 2$. Therefore, (32) simplifies to

$$
R_{n+1}(x)-R_{n-1}(x)=\phi_{n+1} P_{n+1}(x)+x \omega_{n+1} P_{n}^{(1)}(x)
$$

This is (26) with $n \rightarrow n+1$, so the theorem is proved by induction.
Once a suitable set of companion polynomials are selected, we may proceed to find $d \sigma_{1}(x ; k)$, the absolutely continuous component of orthogonality for $r_{n}(x ; k)$, the sieved polynomials of the first kind of $R_{n}(x)$, and the Stieltjes transform $\chi_{1}(x ; k)$ of this measure.

By Theorem 1, $\frac{S_{n-1}(x)}{R_{n}(x)-R_{n-2}(x)}=\frac{\theta_{n-1} P_{n-1}^{(1)}(x) / P_{n}(x)}{\phi_{n}+x \omega_{n} P_{n-1}^{(1)}(x) / P_{n}(x)}$. Substituting the values in Theorem 1 for $\theta_{n}, \phi_{n}, \omega_{n}$, and the values in (21) for $a_{n k}$, we have, after simplification and the use of Markov's theorem,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{a_{n k} S_{n-1}(x)}{R_{n}(x)-R_{n-2}(x)}=\frac{\bar{B}_{0}}{B_{0}} \frac{\chi_{P}(x)}{\frac{1}{\bar{D}_{1}}+\bar{B}_{0}\left(\frac{1}{B_{0}}-\frac{1}{\bar{B}_{0} \bar{D}_{1}}\right) x \chi_{P}(x)} \tag{33}
\end{equation*}
$$

$x \notin[-1,1]$. Since $x \in[-1,1] \Leftrightarrow T_{k}(x) \in[-1,1]$, replacing $x$ by $T_{k}(x)$ in the above, and using (20), we have the following theorem.

THEOREM 2.

$$
\begin{equation*}
\chi_{1}(x ; k)=\frac{\bar{B}_{0}}{B_{0}} \frac{U_{k-1}(x) \chi_{P}\left(T_{k}(x)\right)}{\frac{1}{\bar{D}_{1}}+\bar{B}_{0}\left(\frac{1}{B_{0}}-\frac{1}{\bar{B}_{0} \bar{D}_{1}}\right) T_{k}(x) \chi_{P}\left(T_{k}(x)\right)}, x \notin[-1,1] \tag{34}
\end{equation*}
$$

To use the Stieltjes inversion formula on $\chi_{1}(x ; k)$ to recover $d \mu_{1}(x ; k)$, it is first necessary to mention a special case of a theorem due to Geronimo and Van Assche. If $\mu_{0}$ is a probability measure with Stieltjes transform $\chi\left(z, \mu_{0}\right)$ and $\mu$ is another measure whose Stieltjes transform is given by $\chi(z, \mu)=U_{k-1}(z) \chi\left(T_{k}(z), \mu_{0}\right)$, where $T_{k}(x)$ and $U_{k}(x)$ are the Tchebyshev polynomials of the first and second kind, then the absolutely continuous components of the measures $\mu$ and $\mu_{0}$ satisfy the relation $d \mu(x)=\left|U_{k-1}(x)\right| d \mu_{0}\left(T_{k}(x)\right)$. (See Geronimo and Van Assche [10].)

If we let

$$
\chi(x, \rho)=\lim _{n \rightarrow \infty} \frac{a_{n k} S_{n-1}(x)}{R_{n}(x)-R_{n-2}(x)}, \quad x \notin[-1,1]
$$

be the Stieltjes transform for some measure $\rho$, then $\chi_{1}(x ; k)=U_{k-1}(x) \chi\left(T_{k}(x), \rho\right)$. Using (15), the corollary to the Stieltjes inversion formula, then (33) becomes

$$
\begin{equation*}
d \rho(x)=\frac{\bar{B}_{0}}{B_{0} \bar{D}_{1}} \frac{d \mu_{P}(x)}{\left|\frac{1}{\bar{D}_{1}}+\bar{B}_{0}\left(\frac{1}{B_{0}}-\frac{1}{\bar{B}_{0} \bar{D}_{1}}\right) x \chi_{P}(x)\right|^{2}}, \quad x \in(-1,1) \tag{35}
\end{equation*}
$$

Here the Stieltjes transform for the companion polynomials,

$$
\chi_{P}(x)=\text { p.v. } \int_{-1}^{1} \frac{d \mu_{P}(t)}{x-t}, \quad x \in(-1,1)
$$

is understood to be a Cauchy principal value integral. Now applying the theorem of Geronimo and Van Assche to (35), we obtain the following theorem.

Theorem 3.

$$
\begin{equation*}
d \sigma_{1}(x ; k)=\frac{\bar{B}_{0}}{B_{0} \bar{D}_{1}} \frac{\left|U_{k-1}(x)\right| d \mu_{P}\left(T_{k}(x)\right)}{\left|\frac{1}{\bar{D}_{1}}+\bar{B}_{0}\left(\frac{1}{B_{0}}-\frac{1}{\bar{B}_{0} \bar{D}_{1}}\right) T_{k}(x) \chi_{P}\left(T_{k}(x)\right)\right|^{2}}, \quad x \in(-1,1) \tag{36}
\end{equation*}
$$

It is always possible to find companion polynomials $P_{n}(x)$ such that the formula $B_{n} D_{n-1}=\bar{B}_{n} \bar{D}_{n+1}, n \geq 1$, is satisfied. Choose $\bar{B}_{n}=D_{n-1}$ and $\bar{D}_{n}=B_{n-1}$. The requisite equation (28) is satisfied, and so is the random walk condition $\bar{B}_{n}+\bar{D}_{n}=1$, $n \geq 1$ for $P_{n}(x)$. These are called the natural companion polynomials and are defined as

$$
\begin{align*}
& x P_{n}(x)=D_{n-1} P_{n+1}(x)+B_{n-1} P_{n-1}(x), \quad n \geq 1 \\
& P_{-1}(x)=0, \quad P_{0}(x)=1, \quad P_{1}(x)=\frac{x}{\bar{B}_{0}} \tag{37}
\end{align*}
$$

Here $\bar{B}_{0}$ and $\bar{D}_{0}$ need not be specified, since $\bar{D}_{0}$ plays no role as $P_{-1}(x)=0$. With this selection for $P_{n}(x)$, we see $P_{n}^{(1)}(x)=S_{n}(x)$. The constants $\theta_{n}, \phi_{n}$, and $\omega_{n}$ in
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Theorem 1 become

$$
\begin{align*}
& \theta_{n}=1, \quad n \geq 0 \\
& \phi_{1}=\frac{1}{B_{0}}, \quad \phi_{n}=a_{n k}, \quad n \geq 2  \tag{38}\\
& \omega_{1}=\frac{1}{B_{0}}\left(1-\frac{1}{\bar{B}_{0}}\right), \quad \omega_{n}=a_{n k}\left(1-\frac{1}{\bar{B}_{0}}\right), \quad n \geq 2
\end{align*}
$$

Theorem 1 becomes

$$
\begin{equation*}
R_{n}(x)-R_{n-2}(x)=a_{n k}\left[P_{n}(x)+\left(1-\frac{1}{\bar{B}_{0}}\right) x P_{n-1}^{(1)}(x)\right], \quad n \geq 2 \tag{39}
\end{equation*}
$$

The formulas for the Stieltjes transform and measure of orthogonality for $r_{n}(x ; k)$ become

$$
\begin{align*}
\chi_{1}(x ; k) & =\frac{\bar{B}_{0} U_{k-1}(x) \chi_{P}\left(T_{k}(x)\right)}{1+\left(\bar{B}_{0}-1\right) T_{k}(x) \chi_{P}\left(T_{k}(x)\right)}, \quad x \notin[-1,1],  \tag{40}\\
d \sigma_{1}(x ; k) & =\frac{\bar{B}_{0}\left|U_{k-1}(x)\right| d \mu_{P}\left(T_{k}(x)\right)}{\left|1+\left(\bar{B}_{0}-1\right) T_{k}(x) \chi_{P}\left(T_{k}(x)\right)\right|^{2}}, \quad x \in(-1,1) . \tag{41}
\end{align*}
$$

4. Orthogonality of the associated ultraspherical polynomials. In this section we will study the random walk polynomials $R_{n}(x ; a, b, c)$, or simply $R_{n}(x)$ when the dependence on the parameters is not necessary to state, with linear birth and death rates given by $\beta_{n}=c n+a, \delta_{n}=c n+b$. This will give us the background to then select a companion random walk polynomial sequence to $R_{n}(x)$ and to study the sieved analogues in the next section.

These polynomials satisfy the recursion

$$
\begin{align*}
& R_{-1}(x)=0, \quad R_{0}(x)=1 \\
& (c n+a) R_{n+1}(x)=(2 c n+a+b) x R_{n}(x)-(c n+b) R_{n-1}(x), \quad n \geq 0 \tag{42}
\end{align*}
$$

The case of $c=0$ is seen to be the Tchebyshev polynomials $R_{n}(x)=$ $\left(\frac{b}{a}\right)^{n / 2} U_{n}\left(\frac{a+b}{2 \sqrt{a b}} x\right)$. Dispensing with this case, we may divide the recursion (42) by $c$, replace $a$ by $\frac{a}{c}$ and $b$ by $\frac{b}{c}$, thereby scaling $c$ to 1 . This leaves the recursion to the simplified form

$$
\begin{equation*}
(n+a) R_{n+1}(x ; a, b)=(2 n+a+b) x R_{n}(x ; a, b)-(n+b) R_{n-1}(x ; a, b), \quad n \geq 0 \tag{43}
\end{equation*}
$$

These are seen to be the associated ultraspherical polynomials $C_{n}^{(\gamma)}(x ; \beta)=$ $R_{n}(x ; \gamma+1,2 \beta+\gamma-1)$. The ultraspherical polynomials are $C_{n}^{\lambda}(x)=R_{n}(x ; 1,2 \lambda-1)$.

The corresponding birth and death polynomials when $\beta_{n}=n+\alpha+c+1, \delta_{n}=n+c$, $n \geq 0$, are the associated Laguerre polynomials $L_{n}^{\alpha}(x ; c)$. These have been studied in Askey and Wimp [4] and Ismail, Letessier, and Valent [12].

The positivity condition on the measure for $R_{n}(x)$ is found from (43) to be

$$
\frac{(2 n+a+b)(2 n+a+b-2)(n+b)}{(n+a)^{2}(n+a-2)}>0, \quad n=1,2, \ldots
$$

The intersection of these inequalities for $n=1,2, \ldots$, is found to be $a>1, b>-1$.

Let $G(x, t)=\sum_{n=0}^{\infty} R_{n}(x ; a, b) t^{n}$ be the generating function for the polynomials $R_{n}(x ; a, b)$. Note that $G(x, 0)=1$. Multiplying (43) by $t^{n+1}$ and summing from $n=0$ to $\infty$, we obtain the differential equation

$$
t(t-\alpha)(t-\beta) \frac{\partial G(x, t)}{\partial t}=-(1+b)(t-p)(t-q) G(x, t)+(a-1)
$$

Here $\alpha, \beta$ are the roots of the equation $t^{2}-2 t x+1=0$, with $|\alpha| \leq|\beta|$. We note that $\alpha+\beta=2 x, \alpha \beta=1$, and $|\alpha|=|\beta| \Leftrightarrow|x| \leq 1$. Also, $p, q$ are the roots of $-(1+b) t^{2}+(a+b) x t+(1-a)=0$. We have $p+q=\frac{a+b}{1+b} x, p q=\frac{a-1}{b+1}$. Let $A=1-a$, $B=\frac{a-b}{2}-1$. Solving the above differential equation, we obtain

$$
G(x, t)=(a-1) t^{A}\left(1-2 x t+t^{2}\right)^{B} \quad \int_{0}^{t} u^{-A-1}\left(1-2 x u+u^{2}\right)^{-B-1} d u
$$

For the integral to converge, we must have $A<0$, or $a>1$, which is implied from the positivity condition.

We may use the method of Darboux (see Olver [16, section 8.9]) to obtain asymptotic estimates for $R_{n}(x)$. Analyzing $x \notin[-1,1]$ first, we find a comparison function to be
$\lim _{t \rightarrow \alpha}\left(1-\frac{t}{\alpha}\right)^{-B} G(x, t)=(a-1) \alpha^{A}\left(1-\frac{\alpha}{\beta}\right)^{B} \int_{0}^{\alpha} u^{-A-1}\left(1-\frac{u}{\alpha}\right)^{-B-1}\left(1-\frac{u}{\beta}\right)^{-B-1} d u$,
$B \neq 0,1, \ldots$ The above integral is a Hadamard integral (see Askey and Ismail [3, Chapter 5]). Using the binomial theorem for $\left(1-\frac{t}{\alpha}\right)^{B}=\sum_{n=0} \frac{(-B) n}{n!} \frac{t^{n}}{\alpha^{n}}$, and Stirling's asymptotic estimate $\frac{(-B) n}{n!} \alpha^{-n} \sim \frac{\alpha^{-n}}{\Gamma(-B)} n^{-B-1}$, we obtain the asymptotic estimate

$$
\begin{aligned}
& R_{n}(x) \sim(a-1) \alpha^{A}\left(1-\frac{\alpha}{\beta}\right)^{B} \frac{\alpha^{-n}}{\Gamma(-B)} n^{-B-1} \int_{0}^{\alpha} u^{-A-1}\left(1-\frac{u}{\alpha}\right)^{-B-1}\left(1-\frac{u}{\beta}\right)^{-B-1} d u \\
& x \in[-1,1]
\end{aligned}
$$

To evaluate the above integral, we may use the binomial theorem on the factor $\left(1-\frac{u}{\beta}\right)^{-B-1}$ inside the integral, reverse order of summation and integration, and use the definition of beta integrals to obtain after simplification the result

$$
\begin{align*}
R_{n}(x ; a, b) \sim & \frac{\Gamma(a)}{\Gamma\left(\frac{a+b}{2}\right)}\left(1-\frac{\alpha}{\beta}\right)^{\frac{a-b}{2}-1} \\
& \times{ }_{2} F_{1}\left(a-1, \frac{a-b}{2} ; \frac{a+b}{2} ; \frac{\alpha}{\beta}\right) \alpha^{-n} n^{(b-a) / 2}  \tag{44}\\
& n \rightarrow \infty, x \notin[-1,1] .
\end{align*}
$$

There is no need to separately consider the case where $B=0,1,2, \ldots$, since the factor $\Gamma(-B)$ has cancelled.

For $x \in(-1,1),|\alpha|=|\beta|$. Due to the two singularities of the generating function $G(x, t)$ that are equidistant from the origin, a comparison function to use in the method of Darboux in this case is

$$
\begin{aligned}
& (a-1) \alpha^{A}\left(1-\frac{\alpha}{\beta}\right)^{B} \int_{0}^{\alpha} u^{-A-1}\left(1-\frac{u}{\alpha}\right)^{-B-1}\left(1-\frac{u}{\beta}\right)^{-B-1} d u \\
& + \text { complex conjugate. }
\end{aligned}
$$

Letting $x=\cos \theta, \alpha=e^{i \theta}, \beta=e^{-i \theta}$, we obtain the asymptotic estimate

$$
\begin{align*}
& R_{n}(x ; a, b) \sim 2 \frac{\Gamma(a)}{\Gamma\left(\frac{a+b}{2}\right)}\left|1-e^{2 i \theta}\right|^{\left(\frac{a-b}{2}\right)-1} \\
& \times\left|{ }_{2} F_{1}\left(\frac{a-b}{2}, a-1 ; \frac{a+b}{2} ; e^{2 i \theta}\right)\right| n^{\left(\frac{b-a}{2}\right)} \cos (-n \theta+\phi),  \tag{45}\\
& n \rightarrow \infty, \quad x \in(-1,1)
\end{align*}
$$

where $\phi=\arg \left[\left(1-e^{2 i \theta}\right)^{\left(\frac{a-b}{2}\right)-1}{ }_{2} F_{1}\left(\frac{a-b}{2}, a-1 ; \frac{a+b}{2} ; e^{2 i \theta}\right)\right]$.
To obtain the asymptotics at $x=1$, we find the differential equation of the generating function $G(x, t)$ of $R_{n}(x)$ at $x=1$ to be

$$
t(t-1)^{2} \frac{\partial G(1, t)}{\partial t}=\left[-(b+1) t^{2}+(a+b) t+1-a\right] G(1, t)+(a-1)
$$

Solving this we obtain

$$
G(1, t)=(a-1) t^{1-a}(1-t)^{a-b-2} \int_{0}^{t} u^{a-2}(1-u)^{b-a} d u, \quad a>1
$$

A comparison function in the method of Darboux is

$$
(a-1)(1-t)^{a-b-2} \int_{0}^{1} u^{a-2}(1-u)^{b-a} d u, \quad b-a \neq-1,-2, \ldots
$$

Evaluating the above Hadamard integral and using the binomial theorem and Stirling's asymptotic estimate, we obtain after simplification

$$
\begin{align*}
& R_{n}(1) \sim \frac{1}{\Gamma(-a+b+2)}{ }_{2} F_{1}(a-b, a-1 ; a ; 1) n^{-a+b+1} \\
& n \rightarrow \infty, \quad b-a \neq-1,-2, \ldots \tag{46}
\end{align*}
$$

Since the recursion for $R_{n}(x)$ is symmetric, then $R_{n}(-1)=(-1)^{n} R_{n}(1)$, and therefore this case need not be considered separately (Chihara [8, p. 21]).

The numerator polynomials are defined in terms of the associated polynomials with parameter $v=1$. We see that $R_{n}^{(1)}(x ; a, b)=R_{n}(x ; a+1, b+1)$. Therefore, by (44), we obtain the asymptotic estimate

$$
\begin{align*}
& R_{n}^{(1)}(x ; a, b) \sim \frac{\Gamma(a+1)}{\Gamma\left(\frac{a+b}{2}+1\right)}\left(1-\frac{\alpha}{\beta}\right)^{\frac{a-b}{2}-1} \\
& \times{ }_{2} F_{1}\left(a, \frac{a-b}{2} ; \frac{a+b}{2}+1 ; \frac{\alpha}{\beta}\right) \alpha^{-n} n^{(b-a) / 2}, \\
& n \rightarrow \infty, \quad x \notin[-1,1] . \tag{47}
\end{align*}
$$

The Stieltjes transform of the distribution function for the polynomials $R_{n}(x ; a, b)$ can be obtained next. Let the orthogonality be written as

$$
\int_{-1}^{1} R_{n}(x ; a, b) R_{m}(x ; a, b) d \mu(x)=\lambda_{n} \delta_{m n}
$$

Let $\chi(x)=\int_{-1}^{1} \frac{d \mu(t)}{x-t}, x \notin[-1,1]$, be the Stieltjes transform. Applying Markov's theorem to asymptotic estimates (44) and (47), we obtain after simplification

$$
\begin{equation*}
\chi(x)=2 \alpha \frac{{ }_{2} F_{1}\left(a, \frac{a-b}{2} ; \frac{a+b}{2}+1 ; \frac{\alpha}{\beta}\right)}{{ }_{2} F_{1}\left(a-1, \frac{a-b}{2}, \frac{a+b}{2} ; \frac{\alpha}{\beta}\right)}, \quad x \notin[-1,1] . \tag{48}
\end{equation*}
$$

Now that the asymptotic estimates for $R_{n}(x ; a, b)$ are known for $x \in(-1,1)$, we may use the theorem of Nevai to obtain $d \mu(x)$, the continuous component of the measure of orthogonality. The hypotheses of the theorem are seen to be satisfied by a routine order estimation of the recursion coefficients. Using formula (10) and Stirling's formula, we have

$$
\begin{equation*}
\lambda_{n}=\frac{a+b}{a} \frac{(n+a)}{(2 n+a+b)} \frac{(b+1)_{n}}{(a+1)_{n}} \sim \frac{a+b}{2 b} \frac{\Gamma(a)}{\Gamma(b)} n^{b-a} \tag{49}
\end{equation*}
$$

Letting $x=\cos \theta$, we then have $\sqrt{1-x^{2}}=|\sin \theta|$, and $\left|1-e^{2 i \theta}\right|=2|\sin \theta|$. Therefore, using (45) and (49), we can write

$$
\begin{align*}
d \mu(x) & =\limsup _{n \rightarrow \infty} \frac{2}{\pi} \frac{1}{\sqrt{1-x^{2}}} \frac{\lambda_{n}}{R_{n}^{2}(x, a, b)} \\
& =\frac{1}{\pi} 2^{b-a} \frac{a+b}{b} \frac{\Gamma^{2}\left(\frac{a+b}{2}\right)}{\Gamma(a) \Gamma(b)}|\sin \theta|^{b-a+1}\left|{ }_{2} F_{1}\left(a-1, \frac{a-b}{2} ; \frac{a+b}{2} ; e^{2 i \theta}\right)\right|^{-2} d x \tag{50}
\end{align*}
$$

$$
x \in(-1,1)
$$

A partial analysis of mass points in the distribution function $\mu(x)$ may be obtained using (19). From asymptotic estimates (46) and (49), we have $\widetilde{R}_{n}^{2}(1)=\frac{R_{n}^{2}(1)}{\lambda_{n}}=$ $\mathrm{O} n^{-a+b+2}$. Therefore, if $a-b>3$, then $\sum_{n=0}^{\infty} \widetilde{R}_{n}^{2}(1)$ is divergent, and $\mu(x)$ does not have a mass point at $x=1$. The same analysis holds at $x=-1$.

The dual polynomials are defined by the recursion

$$
\begin{equation*}
(2 n+a+b) x S_{n}(x ; a, b)=(n+b) S_{n+1}(x ; a, b)+(n+a) S_{n-1}(x ; a, b) \tag{51}
\end{equation*}
$$

with the usual initial conditions. By showing that the same recurrence and initial conditions are satisfied, we can make the following identifications:

$$
\begin{equation*}
S_{n}(x: a, b)=R_{n}(x: b, a)=R_{n}^{(1)}(x: b-1, a-1) \tag{52}
\end{equation*}
$$

From asymptotic formula (44), we therefore have

$$
\begin{align*}
& S_{n}(x ; a, b) \sim\left(1-\frac{\alpha}{\beta}\right)^{\frac{b-a}{2}-1} \frac{\Gamma(b)}{\Gamma\left(\frac{a+b}{2}\right)}{ }_{2} F_{1}\left(b-1, \frac{b-a}{2} ; \frac{a+b}{2} ; \frac{\alpha}{\beta}\right) \alpha^{-n} n^{(a-b) / 2},  \tag{53}\\
& \\
& \quad n \rightarrow \infty) \\
& \quad n \rightarrow \infty, \quad x \notin[-1,1] .
\end{align*}
$$

5. The sieved associated ultraspherical polynomials. We now have the background material to study the companion polynomials and the various sieved polynomials of $R_{n}(x)$. Let $r_{n}(x ; k)$ be the sieved polynomials of the first kind of $R_{n}(x)$. From the birth and death rates $\beta_{n}=n+a, \delta_{n}=n+b$ of $R_{n}(x)$, we identify the coefficients

$$
\begin{equation*}
B_{n}=\frac{n+a}{2 n+a+b}, \quad D_{n}=\frac{n+b}{2 n+a+b} . \tag{54}
\end{equation*}
$$

Therefore, the coefficients $a_{m k}$ in (21) are given by

$$
\begin{equation*}
a_{m k}=(a+b+2 m-2) \frac{(b)_{m-1}}{(a)_{n}} \sim \frac{2 \Gamma(a)}{\Gamma(b)} m^{b-a} \tag{55}
\end{equation*}
$$

Let $\sigma_{1}(x ; k)$ be the distribution function that the polynomials $r_{n}(x ; k)$ are orthogonal with respect to, and let $\chi_{1}(x ; k)$ be the Stieltjes transform of $\sigma_{1}(x ; k)$. Asymptotic estimates (44), (53), and (55) allow us to write
$\lim _{m \rightarrow \infty} \frac{a_{m k} S_{m-1}(x ; a, b)}{R_{m}(x ; a, b)-R_{m-2}(x ; a, b)}=\frac{2}{\beta-\alpha}\left(1-\frac{\alpha}{\beta}\right)^{(b-a)} \frac{{ }_{2} F_{1}\left(b-1, \frac{b-a}{2} ; \frac{a+b}{2} ; \frac{\alpha}{\beta}\right)}{{ }_{2} F_{1}\left(a-1, \frac{a-b}{2} ; \frac{a+b}{2} ; \frac{\alpha}{\beta}\right)}$, $x \notin[-1,1]$.

Now let $x$ be replaced everywhere by $T_{k}(x)$, the Tchebyshev polynomial of the first kind. Then $\alpha, \beta$ are replaced by

$$
\begin{equation*}
\alpha_{k}, \beta_{k}=T_{k}(x) \pm \sqrt{T_{k}^{2}(x)-1} \tag{56}
\end{equation*}
$$

The statement $x \notin[-1,1]$ becomes $T_{k}(x) \notin[-1,1]$, which is identical to $x \notin[-1,1]$. By (20) we have

$$
\begin{equation*}
\chi_{1}(x ; k)=\frac{2}{\beta_{k}-\alpha_{k}} U_{k-1}(x)\left(1-\frac{\alpha_{k}}{\beta_{k}}\right)^{(b-a)} \frac{{ }_{2} F_{1}\left(b-1, \frac{b-a}{2} ; \frac{a+b}{2} ; \frac{\alpha_{k}}{\beta_{k}}\right)}{{ }_{2} F_{1}\left(a-1, \frac{a-b}{2} ; \frac{a+b}{2} ; \frac{\alpha_{k}}{\beta_{k}}\right)}, \tag{57}
\end{equation*}
$$

$x \notin[-1,1]$.
5.1. The companion polynomials. We next study the companion polyno$\underline{D}_{n}$ mials for the $R_{n}(x ; a, b)$ defined by the recursion $x P_{n}(x ; a, b)=\bar{B}_{n} P_{n+1}(x ; a, b)+$ $\bar{D}_{n} P_{n-1}(x ; a, b)$, with the usual initial conditions, and where

$$
\begin{equation*}
\bar{B}_{n}=\frac{n+a}{2 n+a+b-2}, \quad \bar{D}_{n}=\frac{n+b-2}{2 n+a+b-2}, \quad n \geq 0 \tag{58}
\end{equation*}
$$

We see the relation $\bar{B}_{n} \bar{D}_{n+1}=B_{n} D_{n-1}$ holds for $n \geq 1$, so the $P_{n}(x)$ are companion polynomials to $R_{n}(x)$, but these are not the natural companion polynomials of $R_{n}(x)$. The above companion polynomials were selected since they will furnish some interesting results. We first note the identities

$$
\begin{align*}
& P_{n}(x ; a, b)=R_{n}(x, a, b-2), \\
& P_{n}^{(1)}(x ; a, b)=R_{n}(x ; a+1, b-1) . \tag{59}
\end{align*}
$$

From (29), we identify the coefficients $\theta_{n}, \phi_{n}, \omega_{n}$ as

$$
\begin{equation*}
\theta_{n}=\frac{(a+1)_{n}}{(b)_{n}}, \quad \phi_{n}=\frac{a+b+2(n-1)}{b-1}, \quad \omega_{n}=\frac{1-a}{a} \frac{a+b+2(n-1)}{b-1}, \quad n \geq 1 \tag{60}
\end{equation*}
$$

Using identities (59) and (60), formulas (25) and (26) become

$$
\begin{align*}
& \quad S_{n}(x ; a, b)=\frac{(a+1)_{n}}{(b)_{n}} R_{n}(x ; a+1, b-1), \quad n \geq 0,  \tag{61}\\
& R_{n}(x ; a, b)-R_{n-2}(x ; a, b)=\frac{a+b+2(n-1)}{b-1}, \\
& \times\left[R_{n}(x ; a, b-2)+\frac{1-a}{a} x R_{n-1}(x ; a+1, b-1)\right], \quad n \geq 1 . \tag{62}
\end{align*}
$$

In terms of the associated ultraspherical polynomials, formula (62) becomes the mixed recursion relation

$$
\begin{align*}
& C_{n}^{(\gamma)}(x ; \beta)-C_{n-2}^{(\gamma)}(x ; \beta)= \\
& \frac{2(n+\beta+\gamma-1)}{2 \beta+\gamma-2}\left[C_{n}^{(\gamma)}(x ; \beta-1)-\frac{\gamma x}{\gamma+1} C_{n-1}^{(\gamma+1)}(x ; \beta-1)\right] \tag{63}
\end{align*}
$$

The case of $\gamma=0$ are the ultraspherical polynomials, written $C_{n}^{\lambda}(x)$, where $\lambda$ is replacing $\beta$. Formula (63) reduces to

$$
C_{n}^{\lambda}(x)-C_{n-2}^{\lambda}(x)=\frac{\lambda+n-1}{\lambda-1} C_{n}^{\lambda-1}(x)
$$

a known result. (See Rainville [17, p. 283, eq. (39)].) Charris and Ismail [7] use this relation, along with the known weight function for the ultraspherical polynomials, to invert the Stieltjes transform for the sieved ultraspherical polynomials of the first kind, and thereby obtain the orthogonality relation for these polynomials.

The derivation of formula (63) was done originally in DeSesa [9, pp. 139-142]. First an expression for $C_{n}^{(\gamma)}(x ; \beta)$ in terms of the Legendre functions of the first and second kinds was used. (See Bustoz and Ismail [5].) Then properties of the Legendre functions established (63). This was used to invert the Stieltjes transform for the sieved associated ultraspherical polynomials of the first kind. (See DeSesa $[9$, Chapter 4].)

The Stieltjes transform $\chi_{P}(z)$ for the companion polynomials is easily obtained by making the substitution $b \rightarrow b-2$ in formula (48), as justified by identity (59). Similarly, $d \mu_{p}(x)$, the absolutely continuous component for the measure of orthogonality of the companion polynomials, is found by using the same substitution in (50).
5.2. The sieved polynomials of the first kind. For $r_{n}(x ; k)$, the sieved polynomials of the first kind, where $B_{n}$ and $D_{n}$ are given by (54), we note first

$$
\begin{equation*}
B_{0}=\frac{a}{a+b}, \quad \bar{B}_{0}=\frac{a}{a+b-2}, \quad \bar{D}_{1}=\frac{b-1}{a+b} \tag{64}
\end{equation*}
$$

Using (64) and the substitution $b \rightarrow b-2$ in (48) for $\chi_{P}(x)$ in Theorem 2, formula (34), we obtain a second expression for $\chi_{1}(x ; k)$ given by

$$
\begin{equation*}
\chi_{1}(x ; k)=\frac{2(b-1) U_{k-1}(x) \alpha_{k} F_{1}}{(a+b-2) F_{2}+2(1-a) T_{k}(x) \alpha_{k} F_{1}}, \quad x \notin[-1,1] \tag{65}
\end{equation*}
$$

where

$$
F_{1}={ }_{2} F_{1}\left(\begin{array}{ll}
a, \frac{a-b}{2}+1 & ; \frac{\alpha_{k}}{\beta_{k}}
\end{array}\right), \quad F_{2}={ }_{2} F_{1}\left(\begin{array}{l}
a-1, \frac{a-b}{2}+1 \\
\frac{a+b}{2} \\
\frac{a+b}{2}-1
\end{array} \frac{\alpha_{k}}{\beta_{k}}\right)
$$

and $\alpha_{k}, \beta_{k}$ are given by (56). The equivalence of (65) and (57) may be established more directly from a sequence of Kummer transformations and contiguous parameter identities of the Gaussian hypergeometric function.

To obtain the formula for $d \sigma_{1}(x ; k)$, substitute the expressions found for $d \mu_{P}(x)$ and $\chi_{P}(x)$ into Theorem 3, formula (36). Note that when $x$ is replaced by $T_{k}(x)$ for $x \in(-1,1), \theta=\cos ^{-1}(x)$ is replaced by $k \theta, \alpha_{k}=e^{i k \theta}$, and $\beta_{k}=e^{-i k \theta}$. This yields

$$
\begin{align*}
& \quad \begin{array}{l}
\frac{2^{b-a}}{\pi}(a+b)(b-1) \frac{\Gamma^{2}\left(\frac{a+b}{2}\right)}{\Gamma(a) \Gamma(b)}|\sin k \theta|^{b-a-1}\left|U_{k-1}(x)\right| \\
d \sigma_{1}(x ; k)=\frac{(a+b-2)^{2} F_{3}+\left.2\left[(a+b)(b-2)-(a+b-2)^{2}\right] T_{k}(x) e^{i k \theta} F_{4}\right|^{2}}{\mid(a+x} d x \\
x=\cos \theta
\end{array} . \tag{66}
\end{align*}
$$

where

$$
F_{3}={ }_{2} F_{1}\left(\begin{array}{ll}
a-1, \frac{a-b}{2}+1 \\
\frac{a+b}{2}-1
\end{array} \quad ; e^{2 i k \theta}\right), F_{4}={ }_{2} F_{1}\left(\begin{array}{ll}
a, \frac{a-b}{2}+1 & \\
\frac{a+b}{2} & ; e^{2 i k \theta}
\end{array}\right)
$$
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# FRAMES CONTAINING A RIESZ BASIS AND PRESERVATION OF THIS PROPERTY UNDER PERTURBATIONS* 
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#### Abstract

Aldroubi has shown how one can construct any frame $\left\{g_{i}\right\}_{i=1}^{\infty}$ starting with one frame $\left\{f_{i}\right\}_{i=1}^{\infty}$,using a bounded operator $U$ on the space of square summable sequences $\ell^{2}(N)$. We study the overcompleteness of the frames in terms of properties of $U$. We also discuss perturbation of frames in the sense that two frames are "close" if a certain operator is compact. In this way we obtain an equivalence relation with the property that frames in the same equivalence class have the same overcompleteness. On the other hand we show that perturbation in the Paley-Wiener sense does not have this property.

Finally we construct a frame which is norm bounded below but which does not contain a Riesz basis. The construction is based on the delicate difference between the unconditional convergence of the frame representation and the fact that a convergent series in the frame elements need not converge unconditionally.
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1. Introduction. The introduction of frames for a Hilbert space $\mathcal{H}$ goes back to the paper [9] from 1952, where they are used in nonharmonic Fourier analysis. A frame is a family $\left\{f_{i}\right\}_{i \in I}$ of elements in $\mathcal{H}$ which can be considered as an "overcomplete basis": every element in $\mathcal{H}$ can be written as a linear combination of the frame elements $f_{i}$, with square integrable coefficients, which do not need to be unique. A natural theoretical question (which is also important for applications, e.g., representation of an operator using a basis) is how far frames are away from bases, i.e., one may ask questions like (1) does a frame contain a Riesz basis? (2) which conditions imply that a frame consists of a Riesz basis plus finitely many elements? (3) what happens with the overcompleteness if the frame elements are perturbed? The reason for the interest in Riesz bases and not just bases is that frames and Riesz bases are closely related: a Riesz bases is just a frame $\left\{f_{i}\right\}_{i=1}^{\infty}$, where the elements are $\omega$-independent, i.e.,

$$
\sum_{i \in I} c_{i} f_{i}=0, \quad\left\{c_{i}\right\}_{i=1}^{\infty} \in \ell^{2}(I) \Rightarrow c_{i}=0 \quad \forall i \in I
$$

Some answers have been found by Holub [10], who concentrates on the second question. Here we go one step further, in that we are mainly interested in frames which just contain a Riesz basis. For such frames one defines the excess as the number of elements one should take away to obtain a Riesz basis.

In the first part of the paper we apply a result of Aldroubi [1], explaining how one can map a frame onto another using a bounded operator $U$ on $\ell^{2}$. Our results

[^16]concern the relation between the frames involved and properties of $U$. Independent of that we construct a norm-bounded frame not containing a Riesz basis.

In section 3 we concentrate on the third question. We introduce the concept "compact perturbation." This leads to an equivalence relation on the set of frames, with the property that frames in the same equivalence class have the same overcompleteness properties; this means that if a frame contains a Riesz basis then all members in the class contain a Riesz basis, and all those frames have the same excess.

Finally we show that perturbation in the Paley-Wiener sense [7] does not have this pleasant property.
2. Frames containing a Riesz basis. Let $\mathcal{H}$ be a separable Hilbert space. A family $\left\{f_{i}\right\}_{i \in I}$ is called a frame for $\mathcal{H}$ if

$$
\exists A, B>0: A\|f\|^{2} \leq \sum_{i \in I}\left|\left\langle f, f_{i}\right\rangle\right|^{2} \leq B\|f\|^{2} \quad \forall f \in \mathcal{H}
$$

A and B are called frame bounds. The frame is tight if we can choose $A=B$. A Riesz basis is a family of elements which is the image of an orthonormal basis by a bounded invertible operator. Frequently we will use an equivalent characterization [16]: $\left\{f_{i}\right\}_{i \in I}$ is a Riesz basis if there exist numbers $A, B>0$ such that

$$
\begin{equation*}
A \sum\left|c_{i}\right|^{2} \leq\left\|\sum c_{i} f_{i}\right\|^{2} \leq B \sum\left|c_{i}\right|^{2} \tag{1}
\end{equation*}
$$

for all finite sequences $\left\{c_{i}\right\}$.
Also, a basis $\left\{f_{i}\right\}_{i \in I}$ is a Riesz basis if and only if it is unconditional (meaning that if $\sum c_{i} f_{i}$ converges for some coefficients $\left\{c_{i}\right\}$, then it actually converges unconditionally) and $0<\inf _{i}\left\|f_{i}\right\| \leq \sup _{i}\left\|f_{i}\right\|<\infty$.

There is a close connection between frames and Riesz bases:

$$
\left\{f_{i}\right\}_{i \in I} \text { is a Riesz basis }
$$

$\Downarrow$

$$
\left[\left\{f_{i}\right\}_{i \in I} \text { is a frame and } \sum_{i \in I} c_{i} f_{i}=0,\left\{c_{i}\right\}_{i \in I} \in \ell^{2}(I) \Rightarrow c_{i}=0 \quad \forall i\right] .
$$

In words: a Riesz basis is a frame, where the elements are $\omega$-independent. If $\left\{f_{i}\right\}_{i \in I}$ is a Riesz basis, then the numbers $A, B$ appearing in (1) are actually frame bounds. If $\left\{f_{i}\right\}_{i \in I}$ is a frame (or if only the upper frame condition is satisfied) then we define the preframe operator as an operator from the space of square summable sequences with index set $I$ into $\mathcal{H}$ :

$$
T: \ell^{2}(I) \rightarrow \mathcal{H}, \quad T\left\{c_{i}\right\}:=\sum_{i \in I} c_{i} f_{i}
$$

The operator $T$ is bounded. Composing $T$ with its adjoint

$$
T^{*}: \mathcal{H} \rightarrow \ell^{2}(I), \quad T^{*} f=\left\{\left\langle f, f_{i}\right\rangle\right\}_{i \in I}
$$

we get the frame operator

$$
S=T T^{*}: \mathcal{H} \rightarrow \mathcal{H}, \quad S f:=\sum_{i \in I}\left\langle f, f_{i}\right\rangle f_{i}
$$

which is a bounded and invertible operator. This immediately leads to the frame decomposition; every $f \in \mathcal{H}$ can be written as

$$
f=\sum_{i \in I}\left\langle f, S^{-1} f_{i}\right\rangle f_{i}
$$

where the series converges unconditionally. So a frame has a property similar to a basis: every element in $\mathcal{H}$ can be written as a linear combination of the frame elements. For more information about basic properties of frames we refer to the original paper [9] and the research tutorial [12]. The main difference between a frame $\left\{f_{i}\right\}_{i \in I}$ and a basis is that a frame can be overcomplete, so it might happen that $f \in \mathcal{H}$ has a representation $f=\sum_{i \in I} c_{i} f_{i}$ for some coefficients $c_{i}$ which are different from the frame coefficients $\left\langle f, S^{-1} f_{i}\right\rangle$. In applications one might wish not to have "too much redundancy." In that spirit Holub [10] discusses near-Riesz bases, i.e., frames $\left\{f_{i}\right\}_{i \in I}$ consisting of a Riesz basis $\left\{f_{i}\right\}_{i \in I-\sigma}$ plus finitely many elements $\left\{f_{i}\right\}_{i \in \sigma}$. The number of elements in $\sigma$ is called the excess. Let us denote the kernel of the operator $T$ by $N_{T}$. If $\left\{f_{i}\right\}_{i \in I}$ is a frame, then

$$
\left\{f_{i}\right\}_{i \in I} \text { is a near-Riesz basis, }
$$

I

$$
N_{T} \text { has finite dimension, }
$$

$\Uparrow$

$$
\left\{f_{i}\right\}_{i \in I} \text { is unconditional. }
$$

The first of the above bi-implications is due to Holub [10], who also proves the second under the assumption that the frame is norm bounded below. The generalization above is proved by the authors in [4]. If the conditions above are satisfied, then the excess is equal to $\operatorname{dim}\left(N_{T}\right)$.

If $\operatorname{dim}\left(N_{T}\right)=\infty$, two things can happen: $\left\{f_{i}\right\}_{i \in I}$ consists of a Riesz basis plus infinitely many elements (in which case we will say that $\left\{f_{i}\right\}_{i \in I}$ has infinite excess) or $\left\{f_{i}\right\}_{i \in I}$ does not contains a Riesz basis at all. In the present paper we concentrate on frames which contain a Riesz basis. Every frame can be mapped onto such a frame (in fact, onto an arbitrary frame) using a construction of Aldroubi [1], which we now shortly describe.

For convenience, we will index our frames by the natural numbers. Let $\left\{f_{i}\right\}_{i=1}^{\infty}$ be a frame and $U: \ell^{2}(\mathbf{N}) \rightarrow \ell^{2}(\mathbf{N})$ a bounded operator. Let $\left\{u_{i, j}\right\}_{i, j \in N}$ be the matrix for $U$ with respect to some basis. Define the family $\left\{g_{i}\right\}_{i=1}^{\infty} \in \mathcal{H}$ by

$$
\begin{equation*}
g_{i}=\sum_{j=1}^{\infty} u_{i, j} f_{j} \tag{2}
\end{equation*}
$$

By an abuse of notation we will sometimes write $\left\{g_{i}\right\}_{i=1}^{\infty}=U\left\{f_{i}\right\}_{i=1}^{\infty}$. A result of Aldroubi (differently formulated) states that

$$
\left\{g_{i}\right\}_{i=1}^{\infty} \text { is a frame } \Leftrightarrow \exists \gamma>0:\left\|U T^{*} f\right\| \geq \gamma \cdot\left\|T^{*} f\right\| \quad \forall f \in \mathcal{H}
$$

It is important that every frame $\left\{g_{i}\right\}_{i=1}^{\infty}$ can be generated in this way; i.e., given the frame $\left\{g_{i}\right\}_{i=1}^{\infty}$ we just have to find the operator $U$ mapping $\left\{f_{i}\right\}_{i=1}^{\infty}$ to $\left\{g_{i}\right\}_{i=1}^{\infty}$.

In connection with Aldroubi's construction there are (at least) two natural questions related to Holub's work: how is the excess of $\left\{g_{i}\right\}_{i=1}^{\infty}$ related to that of $\left\{f_{i}\right\}_{i=1}^{\infty}$, and which conditions imply that $\left\{g_{i}\right\}_{i=1}^{\infty}$ actually is a Riesz basis? We shall give answers to both questions in this section.

The definition of $\left\{g_{i}\right\}_{i=1}^{\infty}$ immediately shows that

$$
\left\{\left\langle g_{i}, f\right\rangle\right\}=U\left\{\left\langle f_{i}, f\right\rangle\right\} \quad \forall f \in \mathcal{H}
$$

this is true whether or not $\left\{g_{i}\right\}_{i=1}^{\infty}$ builds a frame. The formula leads to an expression for the preframe operator associated with $\left\{g_{i}\right\}_{i=1}^{\infty}$. We let $U^{T}$ denote the transpose of $U$ and $\bar{U}$ be the operator corresponding to the matrix where all entries in the matrix of $U$ are complex conjugated. It is easy to prove that

$$
\sum_{i=1}^{\infty} c_{i} g_{i}=T U^{T}\left\{c_{i}\right\}_{i=1}^{\infty} \quad \forall\left\{c_{i}\right\}_{i=1}^{\infty} \in \ell^{2}(\mathbf{N})
$$

So if $\left\{g_{i}\right\}_{i=1}^{\infty}$ contains a Riesz basis, then its excess is equal to $\operatorname{dim}\left(N_{T U^{T}}\right)$. For the calculation of this number we need a lemma, the proof of which we leave to the reader. Corresponding to an operator $V$ we denote its range by $R_{V}$.

Lemma 2.1. Let $X, Y$ be vector spaces and $V: X \rightarrow Y$ a linear mapping. Given a subspace $Z \subseteq Y$, define $V^{-1}(Z):=\{x \in X \mid V x \in Z\}$. Then

$$
\operatorname{dim}\left(V^{-1}(Z)\right)=\operatorname{dim}\left(Z \cap R_{V}\right)+\operatorname{dim}\left(N_{V}\right)
$$

THEOREM 2.2. $\operatorname{dim}\left(N_{T U^{T}}\right)=\operatorname{dim}\left(R_{U^{T}} \cap N_{T}\right)+\operatorname{dim}\left(R_{U}^{\perp}\right)$.
Proof. Theorem 2.2 is an easy consequence of Lemma 2.1 and the calculation

$$
\left\{\left\{c_{i}\right\}_{i=1}^{\infty} \mid T U^{T}\left\{c_{i}\right\}_{i=1}^{\infty}=0\right\}=\left\{\left\{c_{i}\right\}_{i=1}^{\infty} \mid U^{T}\left\{c_{i}\right\}_{i=1}^{\infty} \in N_{T}\right\}=\left(U^{T}\right)^{-1}\left(N_{T}\right)
$$

So if $\left\{g_{i}\right\}_{i=1}^{\infty}$ actually is a frame containing a Riesz basis, then Theorem 2.2 gives a recipe for calculation of the excess. In particular, if $\left\{f_{i}\right\}_{i=1}^{\infty}$ is a near-Riesz basis and $R_{U}$ has finite codimension, then $\left\{g_{i}\right\}_{i=1}^{\infty}$ is also a near-Riesz basis. Observe that in the special case where $\left\{f_{i}\right\}_{i=1}^{\infty}$ is a Riesz basis, the excess of $\left\{g_{i}\right\}_{i=1}^{\infty}$ is equal to $\operatorname{dim}\left(R_{U}{ }^{\perp}\right)=\operatorname{dim}\left(N_{U^{*}}\right)$.

Example 1. Let $\left\{f_{i}\right\}_{i=1}^{\infty}=\left\{e_{i}\right\}_{i=1}^{\infty}$ be an orthonormal basis for $\mathcal{H}$ and define

$$
g_{1}:=e_{1}, \quad g_{i}=e_{i-1}+\frac{1}{i} e_{i}, \quad i \geq 2
$$

According to (2), we have

$$
U=\left(\begin{array}{cccccc}
1 & 0 & 0 & . & . & . \\
1 & 1 / 2 & 0 & 0 & . & . \\
0 & 1 & 1 / 3 & 0 & 0 & . \\
. & . & . & . & . & . \\
. & . & . & . & . & .
\end{array}\right)
$$

which certainly defines a bounded operator from $\ell^{2}(N)$ into $\ell^{2}(N)$. Since $\left\{f_{i}\right\}_{i=1}^{\infty}$ is an orthonormal basis, $R_{T^{*}}=\ell^{2}(N)$, so $\left\{g_{i}\right\}_{i=1}^{\infty}$ is a frame if and only if

$$
\exists \gamma>0:\left\|U\left\{c_{i}\right\}_{i=1}^{\infty}\right\| \geq \gamma \cdot\left\|\left\{c_{i}\right\}_{i=1}^{\infty}\right\| \quad \forall\left\{c_{i}\right\}_{i=1}^{\infty} \in \ell^{2}(N)
$$

But

$$
\begin{gathered}
\left\|U\left\{c_{i}\right\}_{i=1}^{\infty}\right\|=\left\|\left(c_{1}, c_{1}+\frac{1}{2} c_{2}, c_{2}+\frac{1}{3} c_{3}, \ldots\right)\right\| \\
\geq\left\|\left(c_{1}, c_{1}, c_{2}, c_{3}, \ldots\right)\right\|-\left\|\left(0, \frac{c_{2}}{2}, \frac{c_{3}}{3}, \ldots\right)\right\| \geq \frac{1}{2}\left\|\left\{c_{i}\right\}_{i=1}^{\infty}\right\| \quad \forall\left\{c_{i}\right\}_{i=1}^{\infty} \in \ell^{2}(N)
\end{gathered}
$$

Now, since

$$
U^{*}=\left(\begin{array}{cccccc}
1 & 1 & 0 & . & . & . \\
0 & 1 / 2 & 1 & 0 & . & . \\
0 & 0 & 1 / 3 & 1 & 0 & . \\
. & . & . & . & . & . \\
. & . & . & . & . & .
\end{array}\right)
$$

$N_{U^{*}}=\operatorname{span}\left\{\left(1,-1, \frac{1}{2!}, \frac{-1}{3!}, \ldots\right)\right\}$. We conclude that $\left\{g_{i}\right\}_{i=1}^{\infty}$ has excess one.
Concerning Riesz bases we have another result, which can be proved by the interested reader.

PROPOSITION 2.3. $\left\{g_{i}\right\}_{i=1}^{\infty}$ is a Riesz basis $\Leftrightarrow \bar{U}: R_{T^{*}} \rightarrow \ell^{2}(N)$ is surjective.
More generally one may wish that the frame at least contain a Riesz basis. As shown in [6], this is the case for a Riesz frame, which is a frame with the property that every subfamily is a frame for its closed linear span, with a common lower bound (see [4] for an extension.)

It is easy to construct a frame which does not contain a Riesz basis if one allows a subsequence of the frame elements to converge to 0 in norm. We now present an example showing that the same can be the case for a frame which is norm bounded below. Our approach is complementary to a work by Seip [14], who proves that there exist frames of complex exponentials for $L^{2}(-\pi, \pi)$ which do not contain a Riesz basis. While Seip relies on the theory for sampling and interpolation our approach is more elementary, just using functional analysis. Furthermore our construction puts focus on a different point, namely the difference between convergence and unconditional convergence of an expansion in the frame elements.

PROPOSITION 2.4. There exists a tight frame for $\mathcal{H}$ which is norm bounded below but which does not contain a Riesz basis.

The proof needs several lemmas, so let us shortly explain the basic idea. As we have seen, $\sum_{i \in I} c_{i} f_{i}$ converges unconditionally for every set of frame coefficients $\left\{c_{i}\right\}_{i \in I}$. But nothing guarantees that convergence of $\sum_{i \in I} c_{i} f_{i}$ implies unconditional convergence for general coefficients $\left\{c_{i}\right\}_{i \in I}$. Our proof consists of a construction of a frame where no total subset is unconditional, and hence not a Riesz basis. Technically the first step is to decompose $\mathcal{H}$ into a direct sum of finite dimensional subspaces of increasing dimension. The idea behind the proof might be useful in other situations as well.

LEMMA 2.5. Let $\left\{e_{i}\right\}_{i=1}^{n}$ be an orthonormal basis for a finite dimensional space $\mathcal{H}_{n}$. Define

$$
\begin{gathered}
f_{j}=e_{j}-\frac{1}{n} \sum_{i=1}^{n} e_{i} \text { for } j=1, \ldots, n \\
f_{n+1}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_{i}
\end{gathered}
$$

Then

$$
\sum_{j=1}^{n+1}\left|\left\langle f, f_{j}\right\rangle\right|^{2}=\|f\|^{2} \quad \forall f \in \mathcal{H}_{n}
$$

Proof. Given $f \in \mathcal{H}_{n}$, write $f=\sum_{i=1}^{n} a_{i} e_{i}, a_{i}=\left\langle f, e_{i}\right\rangle$. If we let $P$ denote the orthogonal projection onto the unit vector $\frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_{i}$, then

$$
P f=\frac{1}{n}\left\langle f, \sum_{i=1}^{n} e_{i}\right\rangle \sum_{i=1}^{n} e_{i}=\frac{\sum_{i=1}^{n} a_{i}}{\sqrt{n}} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} e_{i}
$$

Therefore

$$
\|P f\|^{2}=\frac{\left|\sum_{i=1}^{n} a_{i}\right|^{2}}{n}=\left|\left\langle f, f_{n+1}\right\rangle\right|^{2}
$$

Also

$$
\begin{gathered}
\|(I-P) f\|^{2}=\|f-P f\|^{2}=\left\|\sum_{i=1}^{n} a_{i} e_{i}-\frac{\sum_{j=1}^{n} a_{j}}{n} \sum_{i=1}^{n} e_{i}\right\|^{2} \\
=\left\|\sum_{i=1}^{n}\left(a_{i}-\frac{\sum_{j=1}^{n} a_{j}}{n}\right) e_{i}\right\|^{2}=\sum_{i=1}^{n}\left|a_{i}-\frac{\sum_{j=1}^{n} a_{j}}{n}\right|^{2}=\sum_{i=1}^{n}\left|\left\langle f, f_{i}\right\rangle\right|^{2} .
\end{gathered}
$$

Putting the two results together we obtain

$$
\|f\|^{2}=\|P f\|^{2}+\|(I-P) f\|^{2}=\sum_{i=1}^{n+1}\left|\left\langle f, f_{i}\right\rangle\right|^{2},
$$

and the proof is complete.
Given a sequence $\left\{g_{i}\right\}_{i \in I} \subseteq \mathcal{H}$, its unconditional basis constant is defined as the number

$$
\sup \left\{\left\|\sum_{i \in I} \sigma_{i} c_{i} g_{i}\right\|\left\|\left\|\sum_{i \in I} c_{i} g_{i}\right\|=1 \text { and } \sigma_{i}= \pm 1 \quad \forall i\right\}\right.
$$

As shown in [15], a total family $\left\{g_{i}\right\}_{i \in I}$ consisting of nonzero elements is an unconditional basis for $\mathcal{H}$ if and only if it has finite unconditional basis constant.

Lemma 2.6. Define $\left\{f_{1}, \ldots, f_{n+1}\right\}$ as in Lemma 2.5. Any subset of $\left\{f_{1}, f_{2}, \ldots, f_{n+1}\right\}$ which spans $\mathcal{H}_{n}$ has unconditional basis constant greater than or equal to $\sqrt{n-1}-1$.

Proof. Since $\sum_{i=1}^{n} f_{i}=0$, any subset of $\left\{f_{1}, \ldots, f_{n+1}\right\}$ which spans $\mathcal{H}_{n}$ must contain $n-1$ elements from $\left\{f_{1}, \ldots, f_{n}\right\}$ plus $f_{n+1}$. By the symmetric construction it is enough to consider the family $\left\{f_{1}, \ldots, f_{n-1}, f_{n+1}\right\}$. We have

$$
\begin{aligned}
\left\|\sum_{i=1}^{n-1} f_{i}\right\| & =\left\|\sum_{i=1}^{n-1} e_{i}-\frac{n-1}{n} \sum_{i=1}^{n} e_{i}\right\| \\
& =\left\|\left(1-\frac{n-1}{n}\right) \sum_{i=1}^{n-1} e_{i}-\frac{n-1}{n} e_{n}\right\| \\
& =\left\|\frac{1}{n} \sum_{i=1}^{n-1} e_{i}-\frac{n-1}{n} e_{n}\right\| \\
& =\sqrt{\frac{n-1}{n^{2}}+\frac{(n-1)^{2}}{n^{2}}} \\
& =\frac{1}{n} \sqrt{n(n-1)} \leq 1 .
\end{aligned}
$$

Now consider $\left\|\sum_{i=1}^{n-1}(-1)^{n} f_{i}\right\|$; if $n$ is odd this number is equal to $\left\|\sum_{i=1}^{n-1}(-1)^{n} e_{i}\right\|=$ $\sqrt{n-1}$, and if $n$ is even it is equal to

$$
\left\|\sum_{i=1}^{n-1}(-1)^{i} e_{i}-\frac{1}{n} \sum_{i=1}^{n} e_{i}\right\| \geq\left\|\sum_{i=1}^{n-1}(-1)^{i} e_{i}\right\|-\left\|\frac{1}{n} \sum_{i=1}^{n} e_{i}\right\| \geq \sqrt{n-1}-\frac{\sqrt{n}}{n} \geq \sqrt{n-1}-1
$$

That is, in all cases,

$$
\left\|\sum_{i=1}^{n-1}(-1)^{n} f_{i}\right\| \geq \sqrt{n-1}-1
$$

Combining this with the norm estimate $\left\|\sum_{i=1}^{n-1} f_{i}\right\| \leq 1$, it follows that the unconditional basis constant of $\left\{f_{1}, \ldots, f_{n-1}\right\}$ is greater than or equal to $\sqrt{n-1}-1$, so clearly the same is true for $\left\{f_{1}, \ldots, f_{n-1}, f_{n+1}\right\}$.

Now we are ready to do the construction for Proposition 2.4. Let $\left\{e_{i}\right\}_{i=1}^{\infty}$ be an orthonormal basis for $\mathcal{H}$ and define

$$
\mathcal{H}_{n}:=\operatorname{span}\left\{e_{\frac{(n-1) n}{2}+1}, e_{\frac{(n-1) n}{2}+2}, \ldots, e_{\frac{(n-1) n}{2}+n}\right\}
$$

So $\mathcal{H}_{1}=\operatorname{span}\left\{e_{1}\right\}, \quad \mathcal{H}_{2}=\operatorname{span}\left\{e_{2}, e_{3}\right\}, \mathcal{H}_{3}=\operatorname{span}\left\{e_{4}, e_{5}, e_{6}\right\}, \ldots$. By construction,

$$
\mathcal{H}=\left(\sum_{n=1}^{\infty} \bigoplus \mathcal{H}_{n}\right)_{\mathcal{H}}
$$

That is, $g \in \mathcal{H} \Leftrightarrow g=\sum_{n=1}^{\infty} g_{n}, g_{n} \in \mathcal{H}_{n}$, and $\|g\|^{2}=\sum_{n=1}^{\infty}\left\|g_{n}\right\|^{2}$. We refer to [13] for details about such decompositions. For each space $\mathcal{H}_{n}$ we construct the sequence $\left\{f_{i}^{n}\right\}_{i=1}^{n+1}$ as in Lemma 2.5, starting with the orthonormal basis $\left\{e_{\frac{(n-1) n}{2}+1}, \ldots, e_{\frac{(n-1) n}{2}+n}\right\}$. Specifically, given $n \in N$,

$$
\begin{gathered}
f_{i}^{n}=e_{\frac{(n-1) n}{2}+i}-\frac{1}{n} \sum_{j=1}^{n} e_{\frac{(n-1) n}{2}+j}, \quad 1 \leq i \leq n \\
f_{n+1}^{n}=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} e_{\frac{(n-1) n}{2}+j} .
\end{gathered}
$$

Lemma 2.7. $\left\{f_{i}^{n}\right\}_{i=1, n=1}^{n+1, \infty}$ is a frame for $\mathcal{H}$, with bounds $A=B=1$.
Proof. Write $g \in \mathcal{H}$ as $g=\sum_{n=1}^{\infty} g_{n}, g_{n} \in \mathcal{H}_{n}$. Given $n \in N$ it is clear that

$$
\left\langle g, f_{i}^{n}\right\rangle=\left\langle g_{n}, f_{i}^{n}\right\rangle \text { for } i=1, \ldots, n+1
$$

From this calculation it follows that

$$
\sum_{n=1}^{\infty} \sum_{i=1}^{n+1}\left|\left\langle g, f_{i}^{n}\right\rangle\right|^{2}=\sum_{n=1}^{\infty} \sum_{i=1}^{n+1}\left|\left\langle g_{n}, f_{i}^{n}\right\rangle\right|^{2}=\sum_{n=1}^{\infty}\left\|g_{n}\right\|^{2}=\|g\|^{2}
$$

where we have used Lemma 2.5. $\quad \square$
Lemma 2.8. No subsequence of $\left\{f_{i}^{n}\right\}_{i=1, n=1}^{n+1, \infty}$ is a Riesz basis for $\mathcal{H}$.
Proof. Any subsequence of $\left\{f_{i}^{n}\right\}_{i=1, n=1}^{n+1, \infty}$ which spans $\mathcal{H}$ must contain $n$ elements from $\left\{f_{i}^{n}\right\}_{i=1}^{n+1}$ and so by Lemma 2.6, its unconditional basis constant is greater than or equal to $\sqrt{n-1}-1$ for every $n$. That is, the unconditional basis constant is infinite, hence the subsequence cannot be an unconditional basis for $\mathcal{H}$.

Lemmas 2.7 and 2.8 prove Proposition 2.4. It would be interesting to determine whether Proposition 2.4 still holds if one only considers classes of frames with a special structure, for example Weyl-Heisenberg frames, wavelet frames, or frames consisting of translates of a single function.

Remark. Corresponding to a subfamily $\left\{f_{i}\right\}_{i=1}^{n}$ of a frame $\left\{f_{i}\right\}_{i=1}^{\infty}$, we define the frame operator by

$$
S_{n}: \operatorname{span}\left\{f_{i}\right\}_{i=1}^{n} \rightarrow \operatorname{span}\left\{f_{i}\right\}_{i=1}^{n}, \quad S_{n} f=\sum_{i=1}^{n}\left\langle f, f_{i}\right\rangle f_{i}
$$

The orthogonal projection of $\mathcal{H}$ onto span $\left\{f_{i}\right\}_{i=1}^{n}$ is given by

$$
P_{n} f=\sum_{i=1}^{n}\left\langle f, S_{n}^{-1} f_{i}\right\rangle f_{i}
$$

According to $[5,6]$, we say that the projection method works if

$$
\left\langle f, S_{n}^{-1} f_{i}\right\rangle \rightarrow\left\langle f, S^{-1} f_{i}\right\rangle \text { for } n \rightarrow \infty \forall f \in \mathcal{H}, \forall i \in N
$$

The "block structure" of the frame $\left\{f_{i}^{n}\right\}_{i=1, n=1}^{n+1, \infty}$ constructed here shows that the projection method can be used. As shown in [6] the method can also be used for every Riesz basis. The more general questions whether a frame contains a Riesz basis and whether the projection method works do not seem to be strongly related.
3. Excess preserving perturbation. At several places in the following we need results for perturbation of frames and Riesz bases. We denote the frames by $\left\{f_{i}\right\}_{i=1}^{\infty},\left\{g_{i}\right\}_{i=1}^{\infty}$, usually with the convention that $\left\{f_{i}\right\}_{i=1}^{\infty}$ is the frame we begin with, and $\left\{g_{i}\right\}_{i=1}^{\infty}$ is the perturbed family. Common to all these results is that they can be formulated using the perturbation operator $K$ mapping a sequence $\left\{c_{i}\right\}$ of numbers to $\sum c_{i}\left(f_{i}-g_{i}\right)$.

THEOREM 3.1. Let $\left\{f_{i}\right\}_{i=1}^{\infty},\left\{g_{i}\right\}_{i=1}^{\infty} \subseteq \mathcal{H}$.
(a) If $\left\{f_{i}\right\}_{i=1}^{\infty}$ is a frame for $\mathcal{H}$ and $\bar{K}$ is compact as an operator from $\ell^{2}(N)$ into $\mathcal{H}$, then $\left\{g_{i}\right\}_{i=1}^{\infty}$ is a frame for its closed linear span.
(b) Suppose $\left\{f_{i}\right\}_{i=1}^{\infty}$ is a frame for $\mathcal{H}$ with bounds $A, B$. If there exist numbers $\lambda, \mu \geq 0$ such that $\lambda+\frac{\mu}{\sqrt{A}}<1$ and

$$
\left\|\sum c_{i}\left(f_{i}-g_{i}\right)\right\| \leq \lambda \cdot\left\|\sum c_{i} f_{i}\right\|+\mu \sqrt{\sum\left|c_{i}\right|^{2}}
$$

for all finite sequences $\left\{c_{i}\right\}$, then $\left\{g_{i}\right\}_{i=1}^{\infty}$ is a frame for $\mathcal{H}$ with bounds $A\left(1-\left(\lambda+\frac{\mu}{\sqrt{A}}\right)\right)^{2}, B\left(1+\lambda+\frac{\mu}{\sqrt{B}}\right)^{2}$.
(c) If $\left\{f_{i}\right\}_{i=1}^{\infty}$ is a Riesz basis for $\overline{\operatorname{span}}\left\{f_{i}\right\}_{i=1}^{\infty}$ and the perturbation condition in (b) is satisfied, then $\left\{g_{i}\right\}_{i=1}^{\infty}$ is a Riesz basis for $\overline{\operatorname{span}}\left\{g_{i}\right\}_{i=1}^{\infty}$.

For the proofs we refer to $[6,7,8]$. As an easy consequence of (a) we have the following.

COROLLARY 3.2. If $\left\{f_{i}\right\}_{i=1}^{\infty}$ is a frame and $\sigma \subseteq N$ is finite, then $\left\{f_{i}\right\}_{i \in N-\sigma}$ is a frame for $\overline{\operatorname{span}}\left\{f_{i}\right\}_{i \in N-\sigma}$.

Our next result connects Theorem 3.1 with the question about overcompleteness of the involved frames.

THEOREM 3.3. Suppose that $\left\{f_{i}\right\}_{i=1}^{\infty}$ is a frame containing a Riesz basis, that $\left\{g_{i}\right\}_{i=1}^{\infty}$ is total, and that $K$ is compact as a mapping from $l^{2}(N)$ into $\mathcal{H}$. Then $\left\{g_{i}\right\}_{i=1}^{\infty}$ is a frame for $\mathcal{H}$ containing a Riesz basis, and the frames $\left\{f_{i}\right\}_{i=1}^{\infty}$ and $\left\{g_{i}\right\}_{i=1}^{\infty}$ have the same excess.

Proof. First assume that $\left\{f_{i}\right\}_{i=1}^{\infty}$ has finite excess equal to $n$. By changing the index set we may write $\left\{f_{i}\right\}_{i=1}^{\infty}=\left\{f_{i}\right\}_{i=1}^{n} \cup\left\{f_{i}\right\}_{i=n+1}^{\infty}$, where $\left\{f_{i}\right\}_{i=n+1}^{\infty}$ is a Riesz basis for $\mathcal{H}$. Let $A$ be a lower frame bound for $\left\{f_{i}\right\}_{i=n+1}^{\infty}$ and choose $\mu<\sqrt{A}$. By compactness there exists a number $m>n$ such that

$$
\left\|\sum_{i=m+1}^{\infty} c_{i}\left(f_{i}-g_{i}\right)\right\| \leq \mu \sqrt{\sum_{i=m+1}^{\infty}\left|c_{i}\right|^{2}}
$$

for all sets of sequences $\left\{c_{i}\right\} \subseteq l^{2}(N)$. So by the remark after Theorem 3.1, $\left\{g_{i}\right\}_{i=m+1}^{\infty}$ is a Riesz basis for $\overline{\operatorname{span}}\left\{g_{i}\right\}_{i=m+1}^{\infty}$. If we define the operator $T$ on $\mathcal{H}$ by

$$
T f_{i}=f_{i}, \quad n<i \leq m, \quad T f_{i}=g_{i}, \quad i \geq m+1
$$

(extended by linearity), then we have an invertible operator on $\mathcal{H}$. The argument is that every $f \in \mathcal{H}$ has a representation $f=\sum_{i=n+1}^{\infty} c_{i} f_{i}$, leading to

$$
\begin{gathered}
\|(I-T) f\|=\left\|\sum_{i=m+1}^{\infty} c_{i}\left(f_{i}-g_{i}\right)\right\| \\
\leq \mu \sqrt{\sum_{i=m+1}^{\infty}\left|c_{i}\right|^{2}} \leq \frac{\mu}{\sqrt{A}}\left\|\sum_{i=m+1}^{\infty} c_{i} f_{i}\right\| \leq \frac{\mu}{\sqrt{A}} \cdot\|f\| .
\end{gathered}
$$

As a consequence,

$$
\operatorname{codim}\left(\overline{\operatorname{span}}\left\{g_{i}\right\}_{i=m+1}^{\infty}\right)=\operatorname{codim}\left(\overline{\operatorname{span}}\left\{f_{i}\right\}_{i=m+1}^{\infty}\right)=m-n
$$

Take $m-n$ independent elements $\left\{g_{i_{k}}\right\}_{k=1}^{m-n}$ outside $\overline{\operatorname{span}}\left\{g_{i}\right\}_{i=m+1}^{\infty}$. Then $\left\{g_{i_{k}}\right\}_{k=1}^{m-n} \cup$ $\left\{g_{i}\right\}_{i=m+1}^{\infty}$ is a frame for $\overline{\operatorname{span}}\left\{\left\{g_{i_{k}}\right\}_{k=1}^{m-n} \cup\left\{g_{i}\right\}_{i=m+1}^{\infty}\right\}=\mathcal{H}$, since only finitely many elements have been taken away from the frame $\left\{g_{i}\right\}_{i=1}^{\infty}$. If $\sum_{k=1}^{m-n} c_{k} g_{i_{k}}+\sum_{i=m+1}^{\infty} c_{i} g_{i}=$ 0 now, then all coefficients are zero; first,

$$
\sum_{k=1}^{m-n} c_{k} g_{i_{k}}=-\sum_{i=m+1}^{\infty} c_{i} g_{i}=0
$$

(if the sums were not equal to zero we could delete an element $g_{i_{k}}$ and still have a frame for $\mathcal{H}$ contradicting the fact that $\left.\operatorname{codim}\left(\overline{\operatorname{span}}\left\{g_{i}\right\}_{i=m+1}^{\infty}\right)=m-n\right)$ and since $\left\{g_{i_{k}}\right\}_{k=1}^{m-n}$ is an independent set and $\left\{g_{i}\right\}_{i=m+1}^{\infty}$ a Riesz basis, all coefficients must be zero. So $\left\{g_{i_{k}}\right\}_{k=1}^{m-n} \cup\left\{g_{i}\right\}_{i=m+1}^{\infty}$ is a Riesz basis, i.e., $\left\{g_{i}\right\}_{i=1}^{\infty}$ also has excess $n$.

Now suppose that $\left\{f_{i}\right\}_{i=1}^{\infty}$ has infinite excess. Let $\left\{f_{i}\right\}_{i \in I}$ be a subset which is a Riesz basis. Then the corresponding set $\left\{g_{i}\right\}_{i \in I}$ spans a space of finite codimension, i.e., codim $\left(\overline{\operatorname{span}}\left\{g_{i}\right\}_{i \in I}\right)<\infty$. This follows by the same compactness argument as we used in the finite excess case, which shows that there exist finitely many $f_{i}, i \in I$ with the property that if we take them away then we obtain a family which spans a space with the same codimension as the corresponding space of $g_{i}$ 's. Now take a finite family $\left\{g_{i}\right\}_{i \in J}$ such that $\left\{g_{i}\right\}_{i \in I \cup J}$ is total. Since $\left\{f_{i}\right\}_{i \in I \cup J}$ is a frame with finite excess, the finite excess result gives that $\left\{g_{i}\right\}_{i \in I \cup J}$ is a frame containing a Riesz basis, implying that $\left\{g_{i}\right\}_{i=1}^{\infty}$ has infinite excess.

We can express the result in the following way: define an equivalence relation $\sim$ on the set of frames for $\mathcal{H}$ by

$$
\left\{f_{i}\right\}_{i=1}^{\infty} \sim\left\{g_{i}\right\}_{i=1}^{\infty} \Leftrightarrow K \text { is compact as an operator from } l^{2}(N) \text { into } \mathcal{H}
$$

The equivalence relation partitions the set of frames into equivalence classes. If a frame contains a Riesz basis, then every frame in its equivalence class contains a Riesz basis, and the frames have the same excess.

Let us go back to Theorem 3.3. If $\left\{g_{i}\right\}_{i=1}^{\infty}$ is not total, we still know (from Theorem 3.1) that $\left\{g_{i}\right\}_{i=1}^{\infty}$ is a frame for its closed span. By checking the proof of Theorem 3.3 we obtain the following corollary.

Corollary 3.4. Suppose that $\left\{f_{i}\right\}_{i=1}^{\infty}$ is a frame containing a Riesz basis and that $K$ is compact as a mapping from $\ell^{2}(N)$ into $\mathcal{H}$. Then $\left\{g_{i}\right\}_{i=1}^{\infty}$ is a frame for its closed linear span, and it contains a Riesz basis for this space. The excess referring to $\overline{\operatorname{span}}\left\{g_{i}\right\}_{i=1}^{\infty}$ is equal to the excess of $\left\{f_{i}\right\}_{i=1}^{\infty}$ referring to $\mathcal{H}$, plus the dimension of the orthogonal complement of $\overline{\operatorname{span}}\left\{g_{i}\right\}_{i=1}^{\infty}$ in $\mathcal{H}$.

Now we want to study the excess property of perturbations in the sense of Theorem 3.1 (b). We need a result, which might be interesting in itself. To motivate it, consider a near-Riesz basis $\left\{f_{i}\right\}_{i=1}^{\infty}$ containing a Riesz basis $\left\{f_{i}\right\}_{i \in I}$. Unfortunately, the lower bound for $\left\{f_{i}\right\}_{i \in I}$ can be arbitrarily small compared to the lower bound $A$ of $\left\{f_{i}\right\}_{i=1}^{\infty}$. Our result states that if we are willing to delete sufficiently (still finitely) many elements, then we can obtain a family which is a Riesz basis for its closed span and which has a lower bound as close to $A$ as we want.

Proposition 3.5. Let $\left\{f_{i}\right\}_{i=1}^{\infty}$ be a near-Riesz basis with lower bound A. Given $\epsilon>0$, there exists a finite set $J \subseteq N$ such that $\left\{f_{i}\right\}_{i \in N-J}$ is a Riesz basis for its closed span, with lower bound $A-\epsilon$.

Proof. As in the proof of Theorem 3.3, write $\left\{f_{i}\right\}_{i=1}^{\infty}=\left\{f_{i}\right\}_{i=1}^{n} \cup\left\{f_{i}\right\}_{i=n+1}^{\infty}$, where $\left\{f_{i}\right\}_{i=n+1}^{\infty}$ is a Riesz basis for $\mathcal{H}$. Let $d(\cdot, \cdot)$ denote the distance inside $\mathcal{H}$ (i.e., $d(f, E)=\operatorname{in} f_{g \in E}\|f-g\|$ for $\left.f \in \mathcal{H}, E \subseteq \mathcal{H}\right)$ and choose a number $m>n$ such that

$$
d\left(f_{j}, \operatorname{span}\left\{f_{i}\right\}_{i=n+1}^{m}\right)<\sqrt{\frac{\epsilon}{n}}, \quad j=1, \ldots, n
$$

We want to show that $\left\{f_{i}\right\}_{i=m+1}^{\infty}$ is a Riesz basis for its closed span, with lower bound $A-\epsilon$. Let $P$ denote the orthogonal projection onto $\operatorname{span}\left\{f_{i}\right\}_{i=n+1}^{m}$. Since $\left\|\sum c_{i} f_{i}\right\| \geq$ $\left\|\sum c_{i}(I-P) f_{i}\right\| \quad$ for all sequences, it suffices to show that $\left\{(I-P) f_{i}\right\}_{i=m+1}^{\infty}$ satisfies the lower Riesz basis condition with bound $A-\epsilon$. Let $f \in(I-P) \mathcal{H}$. Then

$$
\begin{gathered}
\sum_{i=m+1}^{\infty}\left|\left\langle f,(I-P) f_{i}\right\rangle\right|^{2}=\sum_{i=1}^{\infty}\left|\left\langle f,(I-P) f_{i}\right\rangle\right|^{2}-\sum_{i=1}^{n}\left|\left\langle f,(I-P) f_{i}\right\rangle\right|^{2} \\
\geq A\|f\|^{2}-\sum_{i=1}^{n}\|f\|^{2} \cdot\left\|(I-P) f_{i}\right\|^{2} \geq(A-\epsilon)\|f\|^{2}
\end{gathered}
$$

To conclude that $\left\{(I-P) f_{i}\right\}_{i=m+1}^{\infty}$ has lower Riesz basis bound $A-\epsilon$, we only have to show that $\left\{(I-P) f_{i}\right\}_{i=m+1}^{\infty}$ is $\omega$-independent. But if $\sum_{i=m+1}^{\infty} c_{i}(I-P) f_{i}=0$, then $\sum_{i=m+1}^{\infty} c_{i} f_{i}=P \sum_{i=m+1}^{\infty} c_{i} f_{i}$, implying that both sides are equal to zero, since $P \sum_{i=m+1}^{\infty} c_{i} f_{i} \in \operatorname{span}\left\{f_{i}\right\}_{i=n+1}^{m}$ and $\left\{f_{i}\right\}_{i=n+1}^{\infty}$ is $\omega$-independent. Therefore $c_{i}=0$ for all $i$.

THEOREM 3.6. Let $\left\{f_{i}\right\}_{i=1}^{\infty}$ be a frame for $\mathcal{H}$ with bounds $A$, $B$. Let $\left\{g_{i}\right\}_{i=1}^{\infty} \subseteq \mathcal{H}$ and assume that there exist $\lambda, \mu \geq 0$ such that $\lambda+\frac{\mu}{\sqrt{A}}<1$ and

$$
\left\|\sum c_{i}\left(f_{i}-g_{i}\right)\right\| \leq \lambda \cdot\left\|\sum c_{i} f_{i}\right\|+\mu \cdot \sqrt{\sum\left|c_{i}\right|^{2}}
$$

for all finite sequences $\left\{c_{i}\right\}$. Then

$$
\left\{f_{i}\right\}_{i=1}^{\infty} \text { is a near-Riesz basis } \Leftrightarrow\left\{g_{i}\right\}_{i=1}^{\infty} \quad \text { is a near-Riesz basis, }
$$

in which case $\left\{f_{i}\right\}_{i=1}^{\infty}$ and $\left\{g_{i}\right\}_{i=1}^{\infty}$ have the same excess.

Proof. First assume that $\left\{f_{i}\right\}_{i=1}^{\infty}$ is a near-Riesz basis with excess $n$. Let $m$ be chosen as in the proof of Proposition 3.5, corresponding to an $\epsilon$ satisfying the condition $\lambda+\frac{\mu}{\sqrt{A-\epsilon}}<1$. Let $Q$ denote the orthogonal projection onto $\overline{\operatorname{span}}\left\{f_{i}\right\}_{i=m+1}^{\infty}$. Then every element $f \in \mathcal{H}$ can be written $f=(I-Q) f+Q f=(I-Q) f+\sum_{i=m+1}^{\infty} c_{i} f_{i}$ for some coefficients $c_{i}$. Now define an operator $T: \mathcal{H} \rightarrow \mathcal{H}$ by

$$
T f=f, f \in \overline{\operatorname{span}}\left\{f_{i}\right\}_{i=m+1}^{\infty}{ }^{\perp}, \quad T f_{i}=g_{i}, i \geq m+1
$$

$T$ is bounded. Given $f \in \mathcal{H}$ we choose a representation as above. Then

$$
\begin{gathered}
\|(I-T) f\|=\left\|\sum_{i=m+1}^{\infty} c_{i}\left(f_{i}-g_{i}\right)\right\| \leq \lambda \cdot\left\|\sum_{i=m+1}^{\infty} c_{i} f_{i}\right\|+\mu \cdot \sqrt{\sum_{i=m+1}^{\infty}\left|c_{i}\right|^{2}} \\
\leq\left(\lambda+\frac{\mu}{\sqrt{A-\epsilon}}\right)\left\|\sum_{i=m+1}^{\infty} c_{i} f_{i}\right\|=\left(\lambda+\frac{\mu}{\sqrt{A-\epsilon}}\right)\|Q f\| \leq\left(\lambda+\frac{\mu}{\sqrt{A-\epsilon}}\right)\|f\| .
\end{gathered}
$$

It follows that $T$ is an isomorphism of $\mathcal{H}$ onto $\mathcal{H}$. So $\left\{g_{i}\right\}_{i=m+1}^{\infty}$ is a Riesz basis for its closed span, and

$$
\operatorname{dim}\left(\overline{\operatorname{span}}\left\{g_{i}\right\}_{i=m+1}^{\infty}\right)=\operatorname{dim}\left(\overline{\operatorname{span}}\left\{f_{i}\right\}_{i=m+1}^{\infty}\right)
$$

As a consequence, $\left\{f_{i}\right\}_{i=1}^{\infty}$ and $\left\{g_{i}\right\}_{i=1}^{\infty}$ have the same excess.
Now assume that $\left\{g_{i}\right\}_{i=1}^{\infty}$ is a near-Riesz basis. By reindexing we may again assume that $\left\{g_{i}\right\}_{i=n+1}^{\infty}$ is a Riesz basis for $\mathcal{H}$. Define a bounded operator $W: \mathcal{H} \rightarrow$ $\mathcal{H}$ by $W f:=\sum_{i=1}^{\infty}\left\langle f, S^{-1} f_{i}\right\rangle g_{i}$. Then as in the original proof from [7], one proves that $W$ is an isomorphism of $\mathcal{H}$ onto $\mathcal{H}$. If we define $W_{n}: \mathcal{H} \rightarrow \mathcal{H}$ by $W_{n} f=$ $\sum_{i=n+1}^{\infty}\left\langle f, S^{-1} f_{i}\right\rangle g_{i}$, then this operator has a range with finite codimension in $\mathcal{H}$, which we will write as

$$
\operatorname{codim}_{\mathcal{H}}\left(R_{W_{n}}\right)<\infty
$$

Now let $\left\{e_{i}\right\}_{i=1}^{\infty}$ be the natural basis for $l^{2}(N)$; i.e., $e_{i}$ is the sequence with 1 in the $i$ th entry, otherwise 0 . There exists a bounded invertible operator $V: \mathcal{H} \rightarrow \overline{\operatorname{span}}\left\{e_{i}\right\}_{i=n+1}^{\infty}$ such that $V g_{i}=e_{i}$ for $i \geq n+1$, and clearly

$$
\operatorname{codim}_{\overline{\operatorname{span}}\left\{e_{i}\right\}_{i=n+1}^{\infty}}\left(R_{V W_{n}}\right)<\infty
$$

Observe that $V W_{n} f=\sum_{i=n+1}^{\infty}\left\langle f, S^{-1} f_{i}\right\rangle e_{i}=\left\{\left\langle f, S^{-1} f_{i}\right\rangle\right\}_{i=n+1}^{\infty}$. So

$$
\left(V W_{n}\right)^{*}\left\{c_{i}\right\}=\sum_{i=n+1}^{\infty} c_{i} S^{-1} f_{i}=S^{-1} \sum_{i=n+1}^{\infty} c_{i} f_{i}
$$

Since $R_{V W_{n}}^{\perp}=N_{\left(V W_{n}\right)^{*}}$ has finite dimension, $\left\{c_{i}\right\}_{i=n+1}^{\infty} \longmapsto \sum_{i=n+1}^{\infty} c_{i} f_{i}$ also has a finite dimensional kernel. Therefore

$$
T: \ell^{2}(N) \rightarrow \mathcal{H}, \quad T\left\{c_{i}\right\}_{i=1}^{\infty}=\sum_{i=1}^{\infty} c_{i} f_{i}
$$

has a finite dimensional kernel, and now the theorem of Holub implies that $\left\{f_{i}\right\}_{i=1}^{\infty}$ is a near-Riesz basis. By the first part of the theorem the two frames $\left\{f_{i}\right\}_{i=1}^{\infty}$ and $\left\{g_{i}\right\}_{i=1}^{\infty}$ now have the same excess, and the proof is complete.

Example 2. Let us use Theorem 3.6 to give another argument in Example 1. We consider $\left\{g_{i}\right\}_{i=1}^{\infty}$ as a perturbation of the frame $\left\{f_{i}\right\}_{i=1}^{\infty}$, where

$$
f_{1}=e_{1}, \quad f_{i}=e_{i-1}, \quad i \geq 2
$$

$\left\{f_{i}\right\}_{i=1}^{\infty}$ is a frame with excess 1 and bounds $A=1, B=2$. Since

$$
\left\|\sum_{i=1}^{\infty} c_{i}\left(f_{i}-g_{i}\right)\right\|=\left\|\sum_{i=2}^{\infty} c_{i} \frac{1}{i} e_{i}\right\| \leq \frac{1}{2}\left[\sum_{i=1}^{\infty}\left|c_{i}\right|^{2}\right]^{1 / 2} \forall\left\{c_{i}\right\}_{i=1}^{\infty} \in \ell^{2}(N)
$$

we conclude by Theorems 3.1 and 3.6 that $\left\{g_{i}\right\}_{i=1}^{\infty}$ is a frame with bounds $\left(1-\frac{1}{2}\right)^{2}=$ $\frac{1}{4}, 2\left(1+\frac{1}{2 \sqrt{2}}\right)^{2}$, and excess 1 .

Unfortunately, the requirement that $\left\{f_{i}\right\}_{i=1}^{\infty}$ has finite excess is needed in Theorem 3.6. In fact we are able to construct examples, where $\left\{f_{i}\right\}$ is a tight frame with infinite excess and $\left\{g_{i}\right\}$ does not contain a Riesz basis but where the perturbation condition is satisfied. Let us shortly describe how one can do this. Define $\left\{f_{i}^{n}\right\}_{i=1, n=1}^{n+1, \infty}$ as in Lemma 2.7. Given $\epsilon>0$, let

$$
\begin{gathered}
g_{i}^{n}=e_{\frac{(n-1) n}{2}+i}-\frac{1-\epsilon}{n} \sum_{j=1}^{n} e_{\frac{(n-1) n}{2}+j}, \quad 1 \leq i \leq n, \\
g_{n+1}^{n}=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} e_{\frac{(n-1) n}{2}+j} .
\end{gathered}
$$

Now, given a sequence $\left\{c_{i}^{n}\right\}$ we have

$$
\begin{gather*}
\left\|\sum c_{i}^{n}\left(f_{i}^{n}-g_{i}^{n}\right)\right\|=\epsilon \cdot\left\|\sum_{n=1}^{\infty}\left[\sum_{i=1}^{n} c_{i}^{n}\right] \frac{1}{n} \sum_{j=1}^{\infty} e_{\frac{(n-1) n}{2}+j}\right\|^{\left(\sum_{n=1}\right.}\left|\sum_{i=1}^{n} c_{i}^{n} \frac{1}{\sqrt{n}}\right|^{2}
\end{gather*} t \epsilon \sqrt{\sum\left|c_{i}^{n}\right|^{2}} .
$$

By Lemma 2.5, $\left\{f_{i}^{n}\right\}_{i=1, n=1}^{n, \infty}$ is a frame with bounds 1 . If we choose $\epsilon<1$, then the perturbation condition is satisfied with $\lambda=0, \mu=\epsilon$, implying that $\left\{g_{i}^{n}\right\}_{i=1, n=1}^{n+1, \infty}$ is a frame with bounds $(1-\epsilon)^{2},(1+\epsilon)^{2}$.

Claim. $\left\{g_{i}^{n}\right\}_{i=1, n=1}^{n, \infty}$ is a Riesz basis for $\mathcal{H}$. We only need to prove that $\left\{g_{i}^{n}\right\}_{i=1, n=1}^{n, \infty}$ satisfies the lower Riesz basis condition. Given a sequence $\left\{c_{i}^{n}\right\}$ we have

$$
\begin{gathered}
\left\|\sum_{n=1}^{\infty} \sum_{i=1}^{n} c_{i}^{n} g_{i}^{n}\right\| \geq\left\|\sum_{n=1}^{\infty} \sum_{i=1}^{n} c_{i}^{n} e_{\frac{(n-1) n}{2}+i}\right\|-(1-\epsilon)\left\|\sum_{n=1}^{\infty}\left(\sum_{i=1}^{n} c_{i}^{n}\right) \frac{1}{n} \sum_{i=1}^{n} e_{\frac{(n-1) n}{2}+i}\right\| \\
\geq \sqrt{\sum\left|c_{i}^{n}\right|^{2}}-(1-\epsilon) \sqrt{\sum_{n=1}^{\infty}\left|\sum_{i=1}^{n} c_{i}^{n} \frac{1}{\sqrt{n}}\right|^{2}} \geq \epsilon \sqrt{\sum\left|c_{i}^{n}\right|^{2}}
\end{gathered}
$$

So actually we have an example where $\left\{f_{i}^{n}\right\}_{i=1, n=1}^{n+1, \infty}$ does not contain a Riesz basis but the perturbed family does. To obtain the example we were looking for, we use the fact that $\left\{g_{i}^{n}\right\}$ has the lower bound $(1-\epsilon)^{2}$. By (3) above we can consider $\left\{f_{i}^{n}\right\}$ as a perturbation of $\left\{g_{i}^{n}\right\}$ if $\frac{\epsilon}{1-\epsilon}<1$, i.e., if $\epsilon<\frac{1}{2}$. So we get our example by choosing $\epsilon<1 / 2$ and switching the roles of $\left\{f_{i}^{n}\right\}$ and $\left\{g_{i}^{n}\right\}$.

Example 3. A Weyl-Heisenberg frame is a frame for $L^{2}(R)$ of the form

$$
\left\{f_{m, n}\right\}_{m, n \in Z}=\left\{e^{i m b x} f(x-n a)\right\}_{m, n \in Z}
$$

where $f \in L^{2}(R), a, b>0$. It is well known that $\left\{f_{m, n}\right\}_{m, n \in Z}$ is a frame for $L^{2}(R)$ if $f$ has support in an interval of length $1 / b$ and

$$
\exists A, B>0: \quad A \leq \sum_{n \in Z}|f(x-n a)|^{2} \leq B, \text { a.e. }
$$

This can only be satisfied if $a b \leq 1$. The case $a b=1$ implies that $\left\{f_{m, n}\right\}_{m, n \in Z}$ is a Riesz basis, cf. [2, 3]. Heil [11, p. 139] has shown that if $a b<1$, then there exist finite sets $F \subseteq Z \times Z$ of arbitrarily large cardinality such that $\left\{f_{m, n}\right\}_{(m, n) \in Z^{2}-F}$ is a frame. That is, if $\left\{f_{m, n}\right\}_{m, n \in Z}$ contains a Riesz basis, then $\left\{f_{m, n}\right\}_{m, n \in Z}$ has infinite excess.
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1. Problem statement. In this article, we give a class of optimally stable solutions to Tietze's extension problem in general, metrically convex compact metric spaces. The extensions which solve this problem are the unique stationary states of nonlinear processes of regularization. The title is suggested by the formal analogy between the processes that we describe and the process of harmonic regularization (the classical process of diffusion). This analogy is briefly indicated at the end of this section and in section 4 of the paper.

Let $(E, d)$ denote any metric space, and let $f$ be any scalar-valued continuous function whose domain is a closed nonempty subset of $E$. Since Tietze's original result, which produced a continuous extension $\mathcal{E}(f)$ of $f$, several solutions have been proposed to improve the quality of the extension. Kakutani (in separable metric spaces) and Dugundji [2] (in a more general case than the metric case) have proposed linear and positive schemes $f \mapsto \mathcal{E}(f)$. These schemes are optimally data-value stable (DV-stable); that is,

$$
\|\mathcal{E}(f)-\mathcal{E}(g)\|_{\infty, E} \leq D\|f-g\|_{\infty, A},
$$

with $D=1$, for any pair of scalar-valued continuous functions $f, g$ with common domain $A$. Here the symbol $\|\cdot\|_{\infty}$ denotes the usual supremum norm. When $E=\mathbb{R}^{n}$, linear optimally DV-stable schemes exist which are, moreover, $\Omega$-stable. That is, they satisfy

$$
\hat{\omega}(\mathcal{E}(f)) \leq C \hat{\omega}(f),
$$

where $C$ denotes a constant which does not depend on $f$ and $\hat{\omega}(g)$ denotes the concave modulus of continuity of $g$. These schemes are obtained [1] by both improving the original construction of Whitney [7] and a result of Glaeser [3]. It is well known that, in the multidimensional case $(n>1)$, these linear schemes cannot be optimally $\Omega$-stable ( $C>1$ ).

By improving a scheme of Mc Shane [5], we have obtained an optimally $\Omega$-stable $(C=1)$ extension scheme $\mathcal{E}$, which is, moreover, DV-stable with $D \leq 3$, and also data-site stable [4]. Let us recall that $\mathcal{E}$ is defined by $\mathcal{E}(f)(x):=\sup _{a \in \operatorname{dom}(f)}(f(a)-$ $\hat{\omega}(f ; d(x, a)))$. It can be shown that this scheme $\mathcal{E}$ is self-reproducing. That is,

[^17]$\mathcal{E}(\mathcal{E}(f) \mid B)=\mathcal{E}(f)$ for any $f$ as above and any closed subset $B$ of $E$ containing $\operatorname{dom}(f)$ (the symbol "" denotes restriction to). This scheme is not a local scheme because the modulus of continuity of a function is not a local notion. The concept of locality, which is, in smooth spaces, closely related to PDE (see section 4), has the following simple formulation: an extension scheme $\mathcal{E}$ is said to be local if $\mathcal{E}(\mathcal{E}(f) \mid \partial B)|B=\mathcal{E}(f)| B$ for any $f$ as above and for any closed and bounded subset $B$ of $E$ with boundary $\partial B$ such that the interior of $B$ does not intersect $\operatorname{dom}(f)$.

In this paper, we produce, when $(E, d)$ is any metrically convex compact metric space, a class of extension schemes which are both optimally $\Omega$-stable and optimally DV-stable. Moreover, we establish (Proposition 3.9) the quasi-data-site stability, the quasi-locality, and the quasi-self-reproduction of some schemes of this class. For each extension scheme $\mathcal{K}$ of our class, the extension $\mathcal{K}(f)$ of $f$ is obtained as follows. Starting with any continuous extension $f_{0}$ of $f$ (Tietze's theorem ensures that such an extension exists), we define inductively a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ of continuous extensions of $f$ by

$$
f_{n+1}(x):=\tilde{f}_{n}(x):=\frac{1}{2} \sup _{u \in D(x)} f_{n}(u)+\frac{1}{2} \inf _{u \in D(x)} f_{n}(u), x \in E
$$

where $D(x):=$ ball centered at $x$ of radius $r(x)$ satisfying $r(x)=0 \Longleftrightarrow x \in$ $\operatorname{dom}(f) ;|r(x)-r(y)| \leq d(x, y), x, y \in E$.

The extension $\mathcal{K}(f)$ of $f$ is the limit of this sequence, that is, the stationary state of the process of regularization $g \rightarrow \tilde{g}$. This stationary state does not depend on the initial state $f_{0}$.

Let us note, when $E$ is a Euclidean space, the formal analogy between the process $g \mapsto \tilde{g}$ and the process of harmonic regularization $g \mapsto \hat{g}$ defined by

$$
\hat{g}(x)=\int_{y \in D(x)} g(y) d y / \int_{y \in D(x)} d y, x \in E
$$

for which it is known [6] that the stationary states are harmonic functions. ${ }^{1}$ It is this analogy which has led us to call the processes $g \mapsto \tilde{g}$ processes of harmonious regularization. It does not seem impossible to us that the processes of harmonious regularization, which regularize by ordering (the processes of harmonic regularization regularize by homogenizing) could occur in some model of the morphogenesis of ordered states of materials.

From a technical point of view, we prove the existence of harmonious extensions with the help of Ascoli's theorem and of Schauder's fixed point theorem. The nonlinearity of the harmonious extension schemes makes the proof of the uniqueness more difficult than in the harmonic case (see Theorem 3.3). Schauder's theorem is insufficient to prove the convergence of our processes to their stationary states: our proof needs an analysis of the story of the processes of harmonious regularization (see Theorem 3.5).
2. Preliminaries. Let us first recall some definitions. We call concave modulus of continuity any mapping $\omega: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$which satisfies the following:
(i) $\omega(0)=0$ and $\omega$ is continuous at 0 ;
(ii) $\omega$ is increasing: $h_{1} \leq h_{2} \Rightarrow \omega\left(h_{1}\right) \leq \omega\left(h_{2}\right)$;

[^18](iii) $\omega$ is concave: $\forall\left(\lambda_{i}\right)_{i=1, \ldots, n}, 0 \leq \lambda_{i} \leq 1, \sum_{i=1}^{n} \lambda_{i}=1$,
$$
\forall\left(h_{i}\right)_{i=1, \ldots, n}, \sum_{i=1}^{n} \lambda_{i} \omega\left(h_{i}\right) \leq \omega\left(\sum_{i=1}^{n} \lambda_{i} h_{i}\right)
$$

Let $(E, d)$ be any metric space and let $f$ be any function from $E$ to $\mathbb{R}$. We say that $f$ is $\Omega$-continuous if there exists a concave modulus of continuity $\omega$ such that, for any $x, y \in E$,

$$
|f(y)-f(x)| \leq \omega(d(x, y))
$$

For such a function $f$, the lower bound of those concave moduli of continuity which satisfy the inequality above is still a concave modulus of continuity which satisfies this inequality. We denote it by $\hat{\omega}(f)$.

Any $\Omega$-continuous function is uniformly continuous. Any bounded and uniformly continuous function is $\Omega$-continuous. Therefore, any continuous function from a compact metric space to $\mathbb{R}$ is $\Omega$-continuous.

A metric space $(E, d)$ is said to be metrically convex if, for any $x, y \in E$ and for any real $r, 0 \leq r \leq d(x, y)$, there exists some $z \in E$ such that $d(x, z)=r$ and $d(x, z)+d(z, y)=d(x, y)$.

Moreover, let us recall the following formulas:

$$
\begin{gather*}
\sup _{i \in I} x_{i}-\sup _{j \in J} y_{j}=\sup _{i \in I} \inf _{j \in J}\left(x_{i}-y_{j}\right)  \tag{1}\\
\inf _{i \in I} x_{i}-\inf _{j \in J} y_{j}=\sup _{j \in J} \inf _{i \in I}\left(x_{i}-y_{j}\right)  \tag{2}\\
\sup _{i \in I} x_{i}-\sup _{i \in I} y_{i} \leq \sup _{i \in I}\left(x_{i}-y_{i}\right)  \tag{3}\\
\inf _{i \in I} x_{i}-\inf _{i \in I} y_{i} \leq \sup _{i \in I}\left(x_{i}-y_{i}\right) \tag{4}
\end{gather*}
$$

The main results of this paper are contained in Theorems 3.3 and 3.5 below. From now on, $(E, d)$ denotes any metrically convex compact metric space, $A$ any closed nonempty subset of $E$, and $r$ any mapping from $E$ to $\mathbb{R}^{+}$which satisfies the following:
(i) $r(x)=0$ iff $x \in A$;
(ii) $|r(x)-r(y)| \leq d(x, y), x, y \in E$.

Let us note here that such mappings $r$ exist:
(i) $r(x):=\rho d(x, A), 0<\rho \leq 1$;
(ii) $r(x):=\inf (h, d(x, A)), h>0$.

We denote by $D(x)$ the ball of center $x$, radius $r(x)$ :

$$
D(x):=\{y \in E: d(x, y) \leq r(x)\}
$$

We start with a geometrical lemma.
Lemma 2.1. For any $x, y \in E$, we have

$$
\frac{1}{2} \sup _{u \in D(x)} \inf _{v \in D(y)} d(u, v)+\frac{1}{2} \sup _{v \in D(y)} \inf _{u \in D(x)} d(u, v) \leq d(x, y)
$$

Proof. Let us first establish that, for any $x, v \in E$ such that $d(x, v) \geq r(x)$, we have

$$
\inf _{u \in D(x)} d(u, v)=d(x, v)-r(x)
$$

To prove this inequality, we note that, by convexity, there exists $z \in E$ such that $d(x, z)=r(x)$ and $d(z, v)=d(x, v)-r(x)$. Thus we have $z \in D(x)$. Moreover, for any $u \in D(x)$, we have, by the triangle inequality,

$$
d(x, v) \leq d(x, u)+d(u, v) \leq r(x)+d(u, v)
$$

We infer that $d(u, v) \geq d(x, v)-r(x)=d(z, v)$ and, therefore, that

$$
\inf _{u \in D(x)} d(u, v)=d(z, v)=d(x, v)-r(x)
$$

which is the stated equality.
Now let $x, y \in E$ be such that there exists $v \in D(y), d(x, v) \geq r(x)$. Using the equality above, the triangle inequality, and the definition of $D(y)$, we have

$$
\begin{aligned}
\sup _{v \in D(y)} \inf _{u \in D(x)} d(u, v) & \leq \sup _{v \in D(y)} d(x, v)-r(x) \\
& \leq \sup _{v \in D(y)}(d(x, y)+d(y, v))-r(x) \\
& \leq d(x, y)+r(y)-r(x)
\end{aligned}
$$

We are now ready to prove the inequality of Lemma 2.1.
First case: $D(x) \subset D(y)$. In this case we have

$$
\sup _{u \in D(x)} \inf _{v \in D(y)} d(u, v)=0
$$

and, by the inequality just established,

$$
\sup _{v \in D(y)} \inf _{u \in D(x)} d(u, v) \leq d(x, y)+r(y)-r(x)
$$

The result follows in this case since, by hypothesis, we have $|r(x)-r(y)| \leq d(x, y)$.
Second case: $D(y) \subset D(x)$. This case is similar to the first one.
Third case: $D(y) \not \subset D(x)$ and $D(x) \not \subset D(y)$. In this case we can apply twice the inequality previously established:

$$
\begin{aligned}
\frac{1}{2} \sup _{u \in D(x)} \inf _{v \in D(y)} d(u, v)+\frac{1}{2} \sup _{v \in D(y)} \inf _{u \in D(x)} d(u, v) & \leq \frac{1}{2}(d(x, y)+r(y)-r(x)) \\
& +\frac{1}{2}(d(x, y)+r(x)-r(y)) \\
& \leq d(x, y)
\end{aligned}
$$

which is the stated result.

## 3. Main results.

DEFINITION 3.1. For any bounded function from $E$ to $\mathbb{R}$ we define a new bounded function $\tilde{f}$ from $E$ to $\mathbb{R}$, called the harmonious regularization of $f$, by

$$
\tilde{f}(x)=\frac{1}{2} \sup _{u \in D(x)} f(u)+\frac{1}{2} \inf _{u \in D(x)} f(u), x \in E
$$

Proposition 3.2. (i) For any uniformly continuous function $f$ from $E$ to $\mathbb{R}$, we have

$$
\hat{\omega}(\tilde{f}) \leq \hat{\omega}(f)
$$

(ii) For any bounded functions $f, g$ from $E$ to $\mathbb{R}$, we have

$$
\|\tilde{f}-\tilde{g}\|_{\infty, E} \leq\|f-g\|_{\infty, E}
$$

Proof. (i) Let $x, y \in E$. We have

$$
\begin{aligned}
\tilde{f}(x)-\tilde{f}(y) & =\frac{1}{2}\left(\sup _{u \in D(x)} f(u)+\inf _{u \in D(x)} f(u)\right)-\frac{1}{2}\left(\sup _{v \in D(y)} f(v)+\inf _{v \in D(y)} f(v)\right) \\
& =\frac{1}{2} \sup _{u \in D(x)} \inf _{v \in D(y)}(f(u)-f(v))+\frac{1}{2} \sup _{v \in D(y)} \inf _{u \in D(x)}(f(u)-f(v)) \\
& \leq \frac{1}{2} \sup _{u \in D(x)} \inf _{v \in D(y)} \hat{\omega}(f ; d(u, v))+\frac{1}{2} \sup _{v \in D(y)} \inf _{u \in D(x)} \hat{\omega}(f ; d(u, v)) \\
& \leq \frac{1}{2} \hat{\omega}\left(f ; \sup _{u \in D(x)} \inf _{v \in D(y)} d(u, v)\right)+\frac{1}{2} \hat{\omega}\left(f ; \sup _{v \in D(y)} \inf _{u \in D(x)} d(u, v)\right) \\
& \leq \hat{\omega}\left(f ; \frac{1}{2} \sup _{u \in D(x)} \inf _{v \in D(y)} d(u, v)+\frac{1}{2} \sup _{v \in D(y)} \inf _{u \in D(x)} d(u, v)\right) \\
& \leq \hat{\omega}(f ; d(x, y)) .
\end{aligned}
$$

The first equality is a consequence of the definition of $\tilde{f}$, and the second comes from formulas (1) and (2). The first inequality follows from the definition of $\hat{\omega}(f)$, the second from the monotonicity of $\hat{\omega}(f)$, the third from the concavity of $\hat{\omega}(f)$, and the last from Lemma 2.1 and from the monotonicity of $\hat{\omega}(f)$. We finish the proof by an exchange of the roles of $x$ and $y$.
(ii) This assertion follows immediately from formulas (3) and (4).

We are now ready to establish the following theorem.
THEOREM 3.3. Any continuous function $f$ from $A$ to $\mathbb{R}$ has a unique continuous extension $\mathcal{K}(f)$ from $E$ to $\mathbb{R}$ which satisfies the functional equation

$$
\begin{equation*}
g(x)=\frac{1}{2} \sup _{u \in D(x)} g(u)+\frac{1}{2} \inf _{u \in D(x)} g(u) . \tag{5}
\end{equation*}
$$

Proof. Existence: let $\mathcal{C}^{0}(E, \mathbb{R})$ be the Banach space of all continuous mappings from $E$ to $\mathbb{R}$ with the norm $\|\cdot\|_{\infty, E}$ of the uniform convergence. Let

$$
K:=\left\{g \in \mathcal{C}^{0}(E, \mathbb{R}): g \text { extends } f,\|g\|_{\infty, E} \leq\|f\|_{\infty, A}, \hat{\omega}(g) \leq \hat{\omega}(f)\right\}
$$

Using the result of Mc Shane ([5, Theorem 2 and Corollary 2$]$ ), K is a nonempty subset of $\mathcal{C}^{0}(E, \mathbb{R})$. Let $g_{1}, g_{2} \in K, 0 \leq \lambda \leq 1, g:=(1-\lambda) g_{1}+\lambda g_{2}$. It is immediate that $g$ is a continuous extension of $f$ and that

$$
\|g\|_{\infty, E} \leq\|f\|_{\infty, A}
$$

Moreover, for any $x, y \in E$, we have

$$
|g(x)-g(y)| \leq(1-\lambda) \hat{\omega}\left(g_{1} ; d(x, y)\right)+\lambda \hat{\omega}\left(g_{2} ; d(x, y)\right) \leq \hat{\omega}(f ; d(x, y))
$$

that is, $\hat{\omega}(g) \leq \hat{\omega}(f)$. We infer that $K$ is a convex subset of $\mathcal{C}^{0}(E, \mathbb{R})$. This set $K$ is closed and, by Ascoli's theorem, it is, moreover, a compact subset of $\mathcal{C}^{0}(E, \mathbb{R})$. Using Proposition 3.2, we have $\|\tilde{g}\|_{\infty, E} \leq\|g\|_{\infty, E}$ and $\hat{\omega}(\tilde{g}) \leq \hat{\omega}(g)$. Therefore, the operator $g \mapsto \tilde{g}$ maps $K$ into $K$. Using Proposition 3.2 (ii), this operator is a continuous mapping. The proof of the existence follows now from Schauder's fixed point theorem.

Uniqueness: let $g$ and $h$ be two continuous extensions of $f$ which satisfy the functional equation (5). Let us set

$$
\begin{gathered}
\Delta:=\sup _{x \in E}(g(x)-h(x)), \quad F:=\{x \in E: g(x)-h(x)=\Delta\}, \\
M:=\sup _{x \in F} g(x), \quad G:=\{x \in F: g(x)=M\} .
\end{gathered}
$$

The set $G$ is nonempty because $E$ is compact and because $g$ and $h$ are continuous mappings. Let us first show that $D(x) \subset F$ for any $x \in G$. Let us assume, by way of a contradiction, that there exists $x \in G$ such that $D(x) \not \subset F$. Since $G \subset F$ and since $g$ and $h$ are two extensions of $f$ which satisfy (5), we have

$$
\Delta=g(x)-h(x)=\frac{1}{2} \sup _{z \in D(x)} g(z)-\frac{1}{2} \sup _{z \in D(x)} h(z)+\frac{1}{2} \inf _{z \in D(x)} g(z)-\frac{1}{2} \inf _{z \in D(x)} h(z) .
$$

Since, by formula (4) and by definition of $\Delta$ we have

$$
\inf _{z \in D(x)} g(z)-\inf _{z \in D(x)} h(z) \leq \sup _{z \in D(x)}(g(z)-h(z)) \leq \Delta
$$

we infer that

$$
\begin{equation*}
\Delta \leq \sup _{z \in D(x)} g(z)-\sup _{z \in D(x)} h(z) \tag{6}
\end{equation*}
$$

Then let $y \in D(x)$ such that $g(y)=\sup _{z \in D(x)} g(z)$. Since $g(x)=M$ and $x \in D(x)$, we infer that $g(y) \geq M$.

First case: $g(y)>M$. In this case, we have $y \notin F$ because, by definition of $F$ and $M$, we have $g(z) \leq M$ for any $z \in F$. But by (6), we also have

$$
\Delta \leq g(y)-\sup _{z \in D(x)} h(z) \leq g(y)-h(y) \leq \Delta
$$

that is, $\Delta=g(y)-h(y)$, from which we infer $y \in F$, a contradiction.

Second case: $g(y)=M$. In this case, as $g$ extends $f$ and satisfies (5), we have

$$
g(x)=\frac{1}{2} \sup _{z \in D(x)} g(z)+\frac{1}{2} \inf _{z \in D(x)} g(z)
$$

As $x \in G$, we have $g(x)=M$. Therefore, $\inf _{z \in D(x)} g(z)=M$, and it follows that for any $z \in D(x)$ we have $g(z)=M$. Since, by hypothesis, $D(x)$ is not contained in $F$, let $t \in D(x), t \notin F$. We have $g(t)=M$. Applying (6) again, we obtain

$$
\Delta \leq g(t)-\sup _{z \in D(x)} h(z) \leq g(t)-h(t) \leq \Delta
$$

Now, as in the first case, we obtain $\Delta=g(t)-h(t)$; therefore, $t \in F$, a contradiction.
We have therefore proved that, for any $x \in G, D(x)$ is a subset of $F$. Hence, for any $u \in D(x)$, we have $g(u) \leq M$. Applying (5) again, we infer that $g(u)=M$ for any $u \in D(x)$. In other words, for any $x \in G, D(x)$ is a subset of $G$.

Now let us show that $G \bigcap A \neq \emptyset$. Let us assume, again by way of contradiction, that the distance $d(G, A)$ from $G$ to $A$ is strictly positive, and let $x \in G, a \in A$ such that $d(x, a)=d(G, A)>0$. Using the hypotheses on the mapping $r$, we have $r(a)=0$, $r(x)>0$, and $r(x) \leq d(x, A) \leq d(x, a)$. By convexity of $(E, d)$, there exists $z \in E$ such that
(i) $d(x, z)=r(x)$;
(ii) $d(z, a)=d(x, a)-r(x)$.

From (i), we have $z \in D(x)$. Since $D(x)$ is a subset of $G$, we infer that $z \in G$. From (ii), we have $d(z, a)<d(G, A)$, a contradiction.

Now, as $G \subset F$, we also have $F \bigcap A \neq \emptyset$. As $g$ and $h$ are both extensions of $f$, we infer that $\Delta=0$, that is, $g \leq h$. By exchanging the roles of $g$ and $h$, we obtain $g=h$, which is the stated result.

Remark 3.4. (1) A corollary of the proof of Theorem 3.3 (uniqueness) is that the harmonious extension schemes $\mathcal{K}$ satisfy the maximum principle.
(i) $\sup _{z \in E} \mathcal{K}(f)(z)=\sup \{f(a): a \in \operatorname{dom}(f)\}$.
(ii) If there exists $x$ belonging to $E-\operatorname{dom}(f)$ such that

$$
\mathcal{K}(f)(x)=\sup _{z \in E} \mathcal{K}(f)(z)
$$

then $\mathcal{K}(f)$ is constant in a neighborhood of $x$. Here, as usual, $f$ denotes any scalarvalued continuous function whose domain is a closed nonempty subset of $E$.
(2) Another corollary of the proof of Theorem 3.3 is that

$$
\hat{\omega}(\mathcal{K}(f)) \leq \hat{\omega}(f)
$$

The properties of stability of the extension scheme $\mathcal{K}$ are formulated in Theorem 3.5 below. Hypotheses and notations are those of Theorem 3.3.

THEOREM 3.5. (i) For any continuous function $f_{0}$ from $E$ to $\mathbb{R}$ which extends $f$, the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ inductively defined by $f_{n+1}=\tilde{f}_{n}$ converges to $\mathcal{K}(f)$.
(ii) If $g$ is any continuous function from $A$ to $\mathbb{R}$, then we have

$$
\|\mathcal{K}(f)-\mathcal{K}(g)\|_{\infty, E} \leq\|f-g\|_{\infty, A} .
$$

Proof. To show (i), it is sufficient to prove that $\lim _{n \rightarrow \infty} D_{n}=0$, where $D_{n}:=$ $\sup _{x \in E}\left|f_{n+1}(x)-f_{n}(x)\right|$.

Indeed, by definition of the harmonious regularization and from Proposition 3.2, the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ is equicontinuous and equibounded. Therefore, by Ascoli's theorem, there exists a subsequence $\left(f_{\varphi(n)}\right)_{n \in \mathbb{N}}$ which converges to a continuous extension of $f$ denoted by $g$. Since, by Proposition 3.2(ii), the operator of harmonious regularization is continuous, we infer that

$$
\lim _{n \rightarrow \infty} \tilde{f}_{\varphi(n)}=\tilde{g}
$$

Now, as $\tilde{f}_{\varphi(n)}=f_{\varphi(n)+1}$, the convergence to 0 of sequence $D_{n}$ implies that

$$
\lim _{n \rightarrow \infty} f_{\varphi(n)}=\lim _{n \rightarrow \infty} \tilde{f}_{\varphi(n)}
$$

that is, $\tilde{g}=g$. From Theorem 3.3, we have $g=\mathcal{K}(f)$.
If the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ did not converge to $\mathcal{K}(f)$, there would exist $\epsilon>0$ and a subsequence $\left(f_{\psi(n)}\right)_{n \in \mathbb{N}}$ such that $\left\|f_{\psi(n)}-\mathcal{K}(f)\right\|_{\infty, E}>\epsilon$ for any $n \in \mathbb{N}$. Using Proposition 3.2 and Ascoli's theorem again, we could, by the same argument, obtain a new subsequence converging to a continuous extension of $f$ satisfying (5) and distinct from $\mathcal{K}(f)$, contradicting Theorem 3.3.

To prove that $\lim _{n \rightarrow \infty} D_{n}=0$, we set

$$
\begin{aligned}
& \Delta_{n}^{+}:=\sup _{x \in E}\left(f_{n+1}(x)-f_{n}(x)\right) \\
& \Delta_{n}^{-}:=\sup _{x \in E}\left(f_{n}(x)-f_{n+1}(x)\right)
\end{aligned}
$$

We notice that the sequences $\left(\Delta_{n}^{+}\right)_{n \in \mathbb{N}}$ and $\left(\Delta_{n}^{-}\right)_{n \in \mathbb{N}}$ are positive because the functions $f_{n}$ are extensions of $f$.

As $0 \leq D_{n} \leq \sup \left(\Delta_{n}^{+}, \Delta_{n}^{-}\right)$, it is sufficient to prove that $\lim _{n \rightarrow \infty} \Delta_{n}^{+}=0$ and $\lim _{n \rightarrow \infty} \Delta_{n}^{-}=0$.

Let us show that these sequences are decreasing. From the definition of $f_{n+1}$ and $f_{n+2}$, we have

$$
\Delta_{n+1}^{+}=\sup _{x \in E}\left(\frac{1}{2} \sup _{z \in D(x)} f_{n+1}(z)-\frac{1}{2} \sup _{z \in D(x)} f_{n}(z)+\frac{1}{2} \inf _{z \in D(x)} f_{n+1}(z)-\frac{1}{2} \inf _{z \in D(x)} f_{n}(z)\right)
$$

Therefore, by formulas (3) and (4), we have

$$
\sup _{z \in D(x)} f_{n+1}(z)-\sup _{z \in D(x)} f_{n}(z) \leq \Delta_{n}^{+}
$$

and

$$
\inf _{z \in D(x)} f_{n+1}(z)-\inf _{z \in D(x)} f_{n}(z) \leq \Delta_{n}^{+}
$$

It follows that $\Delta_{n+1}^{+} \leq \Delta_{n}^{+}$. The proof is similar for the sequence $\left(\Delta_{n}^{-}\right)_{n \in \mathbb{N}}$.
Now the proof of $\lim _{n \rightarrow \infty} D_{n}=0$ and, therefore, the proof of (i) will be an immediate consequence of the following two lemmas.

LEMMA 3.6. Let $\delta>0$ and let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a decreasing sequence of positive numbers satisfying, for any integer $n$ and for any strictly positive integer $p$,

$$
u_{n+p} \leq 2^{-p}\left(\left(2^{p}-p\right) u_{n}+\delta\right)
$$

Then

$$
\lim _{n \rightarrow \infty} u_{n}=0
$$

From now on, we set $\delta:=\hat{\omega}\left(f_{0} ; \operatorname{diam}(E)\right)$, where $\operatorname{diam}(E)$ denotes the diameter of the compact metric space $E$. Using Proposition 3.2(i), we have

$$
\left|f_{n}(x)-f_{n}(y)\right| \leq \delta
$$

for any $n \in \mathbb{N}, x, y \in E$.
LEMMA 3.7. For any integer $n$ and any strictly positive integer $p$, we have
(i) $\Delta_{n+p}^{+} \leq 2^{-p}\left(\left(2^{p}-p\right) \Delta_{n}^{+}+\delta\right)$,
(ii) $\Delta_{n+p}^{-} \leq 2^{-p}\left(\left(2^{p}-p\right) \Delta_{n}^{-}+\delta\right)$.

Proof of Lemma 3.6. Let $p>0$ and $a_{p}=1-2^{-p} p$. By a recursive application of the hypothesis, we obtain, for any $k \in \mathbb{N}, k>0$,

$$
\begin{aligned}
u_{k p} \leq & a_{p} u_{(k-1) p}+\delta 2^{-p} \\
& \cdots \\
\leq & \left(a_{p}\right)^{k} u_{0}+\left(1+\cdots+\left(a_{p}\right)^{k-1}\right) \delta 2^{-p} \\
\leq & \left(a_{p}\right)^{k} u_{0}+\left(1 /\left(1-a_{p}\right)\right) \delta 2^{-p} .
\end{aligned}
$$

That is,

$$
u_{k p} \leq\left(a_{p}\right)^{k} u_{0}+\delta / p
$$

The sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is positive and decreasing and therefore converges. Thus its subsequence $\left(u_{k p}\right)_{k \in \mathbb{N}}$ also converges to the same limit. Since $0 \leq a_{p}<1$, the inequality above shows that this limit is positive and smaller than $\delta / p$. Lemma 3.6 follows since $p$ can be chosen arbitrarily large.

Proof of Lemma 3.7. The proofs of (i) and (ii) are similar. Let us show (i).
Let $n \in \mathbb{N}$ and $x_{0} \in E$ such that $f_{n+1}\left(x_{0}\right)-f_{n}\left(x_{0}\right)=\Delta_{n}^{+}$. We define inductively two sequences $\left(x_{k}\right)_{k=0, \ldots, n}$ and $\left(y_{k}\right)_{k=0, \ldots, n-1}$ of elements of $E$ by
(a) $y_{0}:=x_{0}$,
(b) $x_{k+1}$ is chosen in $D\left(x_{k}\right)$ such that $f_{n-k}\left(x_{k+1}\right)=\sup _{z \in D\left(x_{k}\right)} f_{n-k}(z)$,
(c) $y_{k+1}$ is chosen in $D\left(y_{k}\right)$ such that $f_{n-k-1}\left(y_{k+1}\right)=\inf _{z \in D\left(y_{k}\right)} f_{n-k-1}(z)$.

Now let $p, k$ be integers, $1 \leq p \leq n, 0 \leq k \leq p-1$.
By definition of $f_{n-k+1}, x_{k}$, and $x_{k+1}$, we have

$$
f_{n-k+1}\left(x_{k}\right)=\frac{1}{2}\left(f_{n-k}\left(x_{k+1}\right)+\inf _{z \in D\left(x_{k}\right)} f_{n-k}(z)\right)
$$

Using this equality inductively for $k=0, \ldots, p-1$, we obtain

$$
f_{n+1}\left(x_{0}\right)=2^{-p}\left(f_{n+1-p}\left(x_{p}\right)+\sum_{k=0}^{p-1} 2^{p-1-k} \inf _{z \in D\left(x_{k}\right)} f_{n-k}(z)\right)
$$

Similarly, we also have

$$
f_{n}\left(y_{0}\right)=2^{-p}\left(f_{n-p}\left(y_{p}\right)+\sum_{k=0}^{p-1} 2^{p-1-k} \sup _{z \in D\left(y_{k}\right)} f_{n-k-1}(z)\right)
$$

Now we write $\Delta_{n}^{+}$in the following form:

$$
\Delta_{n}^{+}=2^{-p}\left(f_{n+1-p}\left(x_{p}\right)-f_{n-p}\left(y_{p}\right)+\inf _{z \in D\left(x_{0}\right)} f_{n}(z)-\sup _{z \in D\left(x_{0}\right)} f_{n-1}(z)+R_{1}+S_{1}\right)
$$

where

$$
\begin{aligned}
& R_{1}:=\sum_{i=1}^{p-1} 2^{p-1-i} \inf _{z \in D\left(x_{i}\right)} f_{n-i}(z)-\left(2^{p-1}-1\right) \sup _{z \in D\left(x_{0}\right)} f_{n-1}(z) \\
& S_{1}:=\left(2^{p-1}-1\right) \inf _{z \in D\left(y_{0}\right)} f_{n}(z)-\sum_{i=1}^{p-1} 2^{p-1-i} \sup _{z \in D\left(y_{i}\right)} f_{n-1-i}(z)
\end{aligned}
$$

By the definitions of $\Delta_{n-p}^{+}$and $\delta$, we have

$$
\begin{aligned}
f_{n+1-p}\left(x_{p}\right)-f_{n-p}\left(y_{p}\right) & =f_{n+1-p}\left(x_{p}\right)-f_{n-p}\left(x_{p}\right)+f_{n-p}\left(x_{p}\right)-f_{n-p}\left(y_{p}\right) \\
& \leq \Delta_{n-p}^{+}+\delta
\end{aligned}
$$

Moreover, using $x_{0} \in D\left(x_{0}\right)$ and the definition of $f_{n}$, we have

$$
\begin{aligned}
\inf _{z \in D\left(x_{0}\right)} f_{n}(z)-\sup _{z \in D\left(x_{0}\right)} f_{n-1}(z) & \leq f_{n}\left(x_{0}\right)-\sup _{z \in D\left(x_{0}\right)} f_{n-1}(z) \\
& \leq \frac{1}{2} \sup _{z \in D\left(x_{0}\right)} f_{n-1}(z)+\frac{1}{2} \inf _{z \in D\left(x_{0}\right)} f_{n-1}(z)-\sup _{z \in D\left(x_{0}\right)} f_{n-1}(z) \\
& \leq \frac{1}{2}\left(\inf _{z \in D\left(x_{0}\right)} f_{n-1}(z)-\sup _{z \in D\left(x_{0}\right)} f_{n-1}(z)\right) \\
& \leq 0
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\Delta_{n}^{+} \leq 2^{-p}\left(\Delta_{n-p}^{+}+\delta+R_{1}+S_{1}\right) \tag{7}
\end{equation*}
$$

Now it remains to bound $R_{1}$ and $S_{1}$. They are the first terms of sequences $\left(R_{k}\right)_{k=1, \ldots, p-1}$ and $\left(S_{k}\right)_{k=1, \ldots, p-1}$ defined by

$$
\begin{gathered}
R_{k}:=\sum_{i=k}^{p-1} 2^{p-1-i} \inf _{z \in D\left(x_{i}\right)} f_{n-i}(z)-\left(2^{p-k}-1\right) \sup _{z \in D\left(x_{k-1}\right)} f_{n-k}(z) \\
S_{k}:=\left(2^{p-k}-1\right) \inf _{z \in D\left(y_{k-1}\right)} f_{n+1-k}(z)-\sum_{i=k}^{p-1} 2^{p-1-i} \sup _{z \in D\left(y_{i}\right)} f_{n-1-i}(z) .
\end{gathered}
$$

Sublemma. We have (i)

$$
\begin{gather*}
R_{k} \leq\left(2^{p-1-k}-\frac{1}{2}\right) \Delta_{n-1-k}^{+}+R_{k+1}, k=1, \ldots, p-2  \tag{8}\\
R_{p-1} \leq 0
\end{gather*}
$$

and (ii)

$$
\begin{gather*}
S_{k} \leq\left(2^{p-1-k}-\frac{1}{2}\right) \Delta_{n-1-k}^{+}+S_{k+1}, k=1, \ldots, p-2,  \tag{10}\\
S_{p-1} \leq \frac{1}{2} \Delta_{n-p}^{+} . \tag{11}
\end{gather*}
$$

Using part (i) of this sublemma, we have, therefore,

$$
R_{1} \leq\left(2^{p-2}-\frac{1}{2}\right) \Delta_{n-2}^{+}+\left(2^{p-3}-\frac{1}{2}\right) \Delta_{n-3}^{+}+\cdots+\left(2-\frac{1}{2}\right) \Delta_{n+1-p}^{+}
$$

Since sequence $\Delta_{n}^{+}$is decreasing, we infer that

$$
R_{1} \leq\left(2^{p-2}-\frac{1}{2}+2^{p-3}-\frac{1}{2}+\cdots+2-\frac{1}{2}\right) \Delta_{n+1-p}^{+}
$$

that is,

$$
\begin{equation*}
R_{1} \leq\left(2^{p-1}-\frac{p}{2}-1\right) \Delta_{n-p}^{+} . \tag{12}
\end{equation*}
$$

Similarly, using (10) and (11), we obtain

$$
\begin{equation*}
S_{1} \leq\left(2^{p-1}-\frac{p}{2}-\frac{1}{2}\right) \Delta_{n-p}^{+} \tag{13}
\end{equation*}
$$

Combining (7), (12) and (13), we arrive at

$$
\Delta_{n}^{+} \leq 2^{-p}\left(\left(2^{p}-p\right) \Delta_{n-p}^{+}+\delta\right) .
$$

The stated result follows by the translation of $n$ to $n+p$.
Proof of the sublemma. First let us show (8). Since $x_{k} \in D\left(x_{k-1}\right)$, we have

$$
\begin{aligned}
-\sup _{z \in D\left(x_{k-1}\right)} f_{n-k}(z) & \leq-f_{n-k}\left(x_{k}\right) \\
& \leq-\frac{1}{2} \sup _{z \in D\left(x_{k}\right)} f_{n-k-1}(z)-\frac{1}{2} \inf _{z \in D\left(x_{k}\right)} f_{n-k-1}(z) .
\end{aligned}
$$

Using this inequality, we can bound $R_{k}$ as follows:

$$
\begin{aligned}
R_{k} & \leq R_{k+1}+\left(2^{p-1-k}-\frac{1}{2}\right)\left[\inf _{z \in D\left(x_{k}\right)} f_{n-k}(z)-\inf _{z \in D\left(x_{k}\right)} f_{n-k-1}(z)\right] \\
& +\frac{1}{2}\left(\inf _{z \in D\left(x_{k}\right)} f_{n-k}(z)-\sup _{z \in D\left(x_{k}\right)} f_{n-k-1}(z)\right) .
\end{aligned}
$$

The expression in square brackets in this last inequality is directly bounded by $\Delta_{n-k-1}^{+}$, and the last term is negative (by the argument used to prove inequality (7)).

Therefore, we obtain

$$
R_{k} \leq R_{k+1}+\left(2^{p-1-k}-\frac{1}{2}\right) \Delta_{n-k-1}^{+},
$$

which is the stated inequality (8).

Moreover, since $x_{p-1} \in D\left(x_{p-1}\right)$, we have

$$
\begin{aligned}
R_{p-1} & =\inf _{z \in D\left(x_{p-1}\right)} f_{n-p+1}(z)-\sup _{z \in D\left(x_{p-2}\right)} f_{n-p+1}(z) \\
& \leq f_{n-p+1}\left(x_{p-1}\right)-\sup _{z \in D\left(x_{p-2}\right)} f_{n-p+1}(z) .
\end{aligned}
$$

As, by construction, we have $x_{p-1} \in D\left(x_{p-2}\right)$, we infer inequality (9).
The proof of (10) is similar to that of (8). It remains to bound $S_{p-1}$. We have

$$
S_{p-1}=\inf _{z \in D\left(y_{p-2}\right)} f_{n-p+2}(z)-\sup _{z \in D\left(y_{p-1}\right)} f_{n-p}(z)
$$

As $y_{p-1} \in D\left(y_{p-2}\right)$, we have

$$
S_{p-1} \leq f_{n-p+2}\left(y_{p-1}\right)-\sup _{z \in D\left(y_{p-1}\right)} f_{n-p}(z) .
$$

Using the definition of $f_{n-p+2}\left(y_{p-1}\right)$, we can write

$$
\begin{aligned}
S_{p-1} & \leq \frac{1}{2}\left(\sup _{z \in D\left(y_{p-1}\right)} f_{n-p+1}(z)-\sup _{z \in D\left(y_{p-1}\right)} f_{n-p}(z)\right) \\
& +\frac{1}{2}\left(\inf _{z \in D\left(y_{p-1}\right)} f_{n-p+1}(z)-\sup _{z \in D\left(y_{p-1}\right)} f_{n-p}(z)\right) \\
& \leq \frac{1}{2} \Delta_{n-p}^{+}+\frac{1}{2}\left(f_{n-p+1}\left(y_{p-1}\right)-\sup _{z \in D\left(y_{p-1}\right)} f_{n-p}(z)\right) .
\end{aligned}
$$

Using now the definition of $f_{n-p+1}\left(y_{p-1}\right)$, we have

$$
\begin{aligned}
f_{n-p+1}\left(y_{p-1}\right) & =\frac{1}{2} \sup _{z \in D\left(y_{p-1}\right)} f_{n-p}(z)+\frac{1}{2} \inf _{z \in D\left(y_{p-1}\right)} f_{n-p}(z) \\
& \leq \sup _{z \in D\left(y_{p-1}\right)} f_{n-p}(z) .
\end{aligned}
$$

Finally, we have $S_{p-1} \leq(1 / 2) \Delta_{n-p}^{+}$, which is inequality (11).
We have now finished the proof of the sublemma, of Lemma 3.2, and, therefore, of part (i) of Theorem 3.5.

Proof of Theorem 3.5(ii). Using a result of Dugundji [2], let $f_{0}$ and $g_{0}$ be two continuous functions from $E$ to $\mathbb{R}$ which extend, respectively, $f$ and $g$ and are such that $\left\|f_{0}-g_{0}\right\|_{\infty, E} \leq\|f-g\|_{\infty, A}$. Using Proposition 3.2 , we have $\left\|f_{n}-g_{n}\right\|_{\infty, E} \leq\|f-g\|_{\infty, A}$, $n \in \mathbb{N}$. We obtain the stated result by letting $n$ tend to $\infty$.

Remark 3.8. By Theorem 3.5(i), we have a new proof of the existence of a continuous solution of functional equation (5) which extends $f$. This proof gives some information on the speed of convergence of the process of harmonious regularization.

From now on, we shall consider only those harmonious extension schemes $\mathcal{K}$ for which the radius $r(x)$ of the ball $D(x)$ used in the description of $\mathcal{K}$ has the following form: $r(x)=\inf (h, d(x, A)), h>0, h$ independent of $x$. As the set $A$ of data sites will not remain fixed, we shall use $r(A, x), D(A, x)$ instead of $r(x), D(x)$. As outlined in section 1, we prove in Proposition 3.9 below further properties of those $\mathcal{K}$. We shall denote by $\delta$ the usual Hausdorff distance between compact nonempty subsets of $E$.

Proposition 3.9. For any scalar-valued continuous function $f$ whose domain $\operatorname{dom}(f)$ is a nonempty closed subset of $E$, we have the following properties:
(i) for any closed subset $B$ of $E$ whose interior does not intersect dom $(f)$, we have

$$
\|\mathcal{K}(\mathcal{K}(f) \mid \partial B)-\mathcal{K}(f)\|_{\infty, B} \leq 2 \hat{\omega}(f ; h)
$$

where $\partial B$ denotes the boundary of $B$;
(ii) for any closed subset $A$ of $E$ containing $\operatorname{dom}(f)$, we have

$$
\|\mathcal{K}(\mathcal{K}(f) \mid A)-\mathcal{K}(f)\|_{\infty, E} \leq 2 \hat{\omega}(f ; h)
$$

(iii) for any closed nonempty closed subsets $A, B$ of $\operatorname{dom}(f)$, we have

$$
\|\mathcal{K}(f \mid A)-\mathcal{K}(f \mid B)\|_{\infty, E} \leq 4(\hat{\omega}(f ; \delta(A, B))+\hat{\omega}(f ; h))
$$

Proof. Let us show (i). For convenience, let us set $f_{1}:=\mathcal{K}(\mathcal{K}(f) \mid \partial B), f_{2}:=\mathcal{K}(f)$, $D_{1}(x):=D(\partial B, x), D_{2}(x):=D(\operatorname{dom}(f), x)$, and let us denote by $r_{j}(x)$ the radius of $D_{j}(x)$. Note that, as the interior of $B$ does not intersect $\operatorname{dom}(f)$, we have $D_{1}(x) \subset$ $D_{2}(x)$ for any $x \in B$. Setting

$$
\Delta_{12}:=\sup _{x \in B}\left(f_{1}(x)-f_{2}(x)\right), \quad \Delta_{21}:=\sup _{x \in B}\left(f_{2}(x)-f_{1}(x)\right)
$$

we must show that $\Delta_{12}$ and $\Delta_{21}$ are smaller than $2 \hat{\omega}(f ; h)$. As these two cases are similar, let us show, without loss of generality, that $\Delta_{12} \leq 2 \hat{\omega}(f ; h)$. First of all, let us show that $\Delta_{12}$ is attained in the strip $K:=\{x \in B: d(x, \partial B) \leq h\}$. This result is immediate if $B=K$. Otherwise, we note that, by definition of the function $r, D_{1}(y)=D_{2}(y)$ for any $y \in B \backslash K$. From this, the proof of the uniqueness of the harmonious extension in Theorem 3.3 shows that $\Delta_{12}$ is attained for an element $x$ of $B$ such that $d(x, \partial B)=h$, that is, for an element $x$ of $K$. Now, as $\mathcal{K}$ is a harmonious extension scheme, we can write, for such an $x \in K$,

$$
\Delta_{12}:=f_{1}(x)-f_{2}(x)=\frac{1}{2} Q_{1}+\frac{1}{2} Q_{2}
$$

where

$$
Q_{1}:=\sup _{z \in D_{1}(x)} f_{1}(z)-\inf _{z \in D_{2}(x)} f_{2}(z), \quad Q_{2}:=\inf _{z \in D_{1}(x)} f_{1}(z)-\sup _{z \in D_{2}(x)} f_{2}(z)
$$

As $x \in K$, we have $D_{1}(x) \cap \partial B \neq \emptyset$, since $r_{1}(x)=d(x, \partial B)$ in this case. Choosing $c \in D_{1}(x) \cap \partial B$, we obtain $Q_{2} \leq \mathcal{K}(\mathcal{K}(f) \mid \partial B)(c)-\mathcal{K}(f)(c)$ and, therefore, $Q_{2} \leq 0$, because $\mathcal{K}$ is an extension scheme. On the other hand, we can write $Q_{1}=R_{1}+S_{1}$, where

$$
R_{1}:=\sup _{z \in D_{1}(x)} f_{1}(z)-\inf _{z \in D_{2}(x)} f_{1}(z), \quad S_{1}:=\inf _{z \in D_{2}(x)} f_{1}(z)-\inf _{z \in D_{2}(x)} f_{2}(z)
$$

We immediately have $S_{1} \leq \Delta_{12}$. Using the optimal $\Omega$-stability of $\mathcal{K}$ (and $D_{1}(x) \subset$ $\left.D_{2}(x)\right)$, we have also $R_{1} \leq \hat{\omega}\left(f ; 2 r_{2}(x)\right)$. Since, by the definition of the function $r$, we have $r_{2}(x) \leq h$, we obtain

$$
\Delta_{12} \leq \frac{1}{2}\left(2 \hat{\omega}(f ; h)+\Delta_{12}\right)
$$

that is, $\Delta_{12} \leq 2 \hat{\omega}(f ; h)$, which is the desired inequality. The proofs of (ii) and (iii) use similar arguments.

## 4. Final remark.

Remark 4.1. It is known that the processes of harmonic regularization are, in Euclidean space $\mathbb{R}^{N}$, associated with the heat equation

$$
\frac{\partial u}{\partial t}=\sum_{i=1}^{N} \frac{\partial^{2} u}{\partial x_{i}^{2}}
$$

An elementary calculation shows that the process of harmonious regularization considered in Proposition 3.9 above, for infinitesimal $h$, is possibly connected with the following PDE:

$$
\frac{\partial u}{\partial t}=\left(\sum_{i, j=1}^{N} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right) / \sum_{i=1}^{N}\left(\frac{\partial u}{\partial x_{i}}\right)^{2} .
$$
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#### Abstract

We investigate the asymptotic behaviors of solutions of the initial-boundary value problem to the generalized Burgers equation $u_{t}+f(u)_{x}=u_{x x}$ on the half-line with the conditions $u(0, t)=u_{-}, \quad u(\infty, t)=u_{+}$, where the corresponding Cauchy problem admits the rarefaction wave as an asymptotic state. In the present problem, because of the Dirichlet boundary, the asymptotic states are divided into five cases dependent on the signs of the characteristic speeds $f^{\prime}\left(u_{ \pm}\right)$of the boundary state $u_{-}=u(0)$ and the far field state $u_{+}=u(\infty)$. In all cases both global existence of the solution and the asymptotic behavior are shown without smallness conditions. New wave phenomena are observed. For instance, when $f^{\prime}\left(u_{-}\right)<0<f^{\prime}\left(u_{+}\right)$, the solution behaves as the superposition of (a part of) a viscous shock wave as boundary layer and a rarefaction wave propagating away from the boundary.
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1. Introduction. We consider the initial-boundary value problem (IBVP) on the half-line $\mathbf{R}_{+}=(0, \infty)$ for scalar viscous conservation laws:
(IBVP)

$$
\left\{\begin{array}{l}
u_{t}+f(u)_{x}=u_{x x}, \quad x \in \mathbf{R}_{+}, \quad t>0 \\
u(0, t)=u_{-}, \quad t>0, \\
u(x, 0)=u_{0}(x)= \begin{cases}=u_{-} & x=0 \\
\rightarrow u_{+} & x \rightarrow \infty\end{cases}
\end{array}\right.
$$

where $u_{ \pm}$are given constants. Here, we study the case that the corresponding Riemann problem

$$
\left\{\begin{array}{l}
u_{t}+f(u)_{x}=0, \quad x \in \mathbf{R},  \tag{1.1}\\
u(x, 0)=u_{0}^{R}(x):= \begin{cases}u_{-} & x<0 \\
u_{+} & x>0\end{cases}
\end{array}\right.
$$

yields the rarefaction wave solution

$$
r^{R}(x / t)=\left\{\begin{array}{cl}
u_{-} & x \leq f^{\prime}\left(u_{-}\right) t  \tag{1.2}\\
\left(f^{\prime}\right)^{-1}(x / t) & f^{\prime}\left(u_{-}\right) t \leq x \leq f^{\prime}\left(u_{+}\right) t \\
u_{+} & x \geq f^{\prime}\left(u_{+}\right) t
\end{array}\right.
$$

This is the case when either

$$
\begin{equation*}
f^{\prime \prime}(u)>0 \quad \text { for } \quad u \quad \text { under consideration, and } \quad u_{-}<u_{+} \tag{1.3}
\end{equation*}
$$

[^19]or
$$
f^{\prime \prime}(u)<0 \text { for } u \text { under consideration, and } u_{-}>u_{+}
$$

Without loss of generality we assume (1.3). The problem where the corresponding Cauchy problem has a viscous shock wave has been investigated by Yu [13], Liu and Yu [7], and Liu and Nishihara [6].

Since the solution of (IBVP) has a boundary at $x=0$, the signs of the characteristic speeds $f^{\prime}\left(u_{ \pm}\right)$divide the asymptotic state into five cases:
(1) $f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)<0$,
(2) $f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)=0$,
(3) $f^{\prime}\left(u_{-}\right)<0<f^{\prime}\left(u_{+}\right)$,
(4) $0=f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$,
(5) $0<f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$.

We also assume

$$
\begin{equation*}
f(0)=f^{\prime}(0)=0 \tag{1.4}
\end{equation*}
$$

without loss of generality. Then, the graph of $f$ in each case is shown in Figure 1.1.


Fig. 1.1.
In the cases (1) and (2), the IBVP has a stationary solution $\phi=\phi_{i}(x), i=1,2$, respectively.

Lemma 1.1. Suppose that $f \in C^{2}$, and (1.3) and (1.4) hold. When (1) $f^{\prime}\left(u_{-}\right)<$ $f^{\prime}\left(u_{+}\right)<0$ or $(2) f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)=0$, the boundary value problem of the ordinary differential equation

$$
\left\{\begin{array}{l}
f(\phi)_{x}=\phi_{x x}, \quad x \in \mathbf{R}_{+}  \tag{1.5}\\
\phi(0)=u_{-}, \quad \phi(+\infty)=u_{+}
\end{array}\right.
$$

has a unique solution $\phi_{i} \in C^{3}([0, \infty))(i=1,2)$, respectively, which satisfies

$$
\begin{equation*}
\phi_{i}^{\prime}(x)>0, \quad i=1,2 \tag{1.6}
\end{equation*}
$$

$$
\left\{\begin{array}{l}
\left|\phi_{1}(x)-u_{+}\right| \leq C_{1} \exp \left(-\left|f^{\prime}\left(u_{+}\right)\right| x\right)  \tag{1.7}\\
\left|\phi_{2}(x)-u_{+}\right| \leq C_{2}(1+x)^{-1}
\end{array}\right.
$$

for some constants $C_{1}$ and $C_{2}$.
Remark 1.1. If we take the extension $\hat{f}$ of $f$ as Figure 1.2, then there is a unique viscous shock wave $\hat{\phi}_{i}\left(x+x_{0}\right)$ up to a shift such that

$$
\left\{\begin{array}{l}
\hat{f}(\hat{\phi})_{x}=\hat{\phi}_{x x}, \quad x \in \mathbf{R}, \\
\hat{\phi}(-\infty)=u_{*}, \quad \hat{\phi}(+\infty)=u_{+}
\end{array}\right.
$$



Fig. 1.2.
In fact, both the Rankine-Hugoniot condition $\frac{\hat{f}\left(u_{+}\right)-\hat{f}\left(u_{*}\right)}{u_{+}-u_{*}}=s=0$ and the Oleinik entropy condition $-s\left(\hat{\phi}-u_{+}\right)+\hat{f}(\hat{\phi})-\hat{f}\left(u_{+}\right)<0$ for $u_{*}<\hat{\phi}<u_{+}$hold. Therefore, we can take $\phi_{i}(x)=\left.\hat{\phi}\left(x+x_{0}\right)\right|_{\mathbf{R}_{+}}$, the unique profile with $\hat{\phi}\left(x_{0}\right)=u_{-}$. We also note that $\phi_{i}(x)(i=1,2)$ is, respectively, a part of a viscous shock wave which is nondegenerate in the case (1), degenerate in the case (2). For the details, see Liu and Nishihara [6].

Denoting the usual Lebesgue space and Sobolev space by $L^{2}=L^{2}\left(\mathbf{R}_{+}\right)$and $H^{1}=H^{1}\left(\mathbf{R}_{+}\right)$, respectively, we have the first main theorem.

Theorem 1.2 (in the case of $f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right) \leq 0$ ). Suppose that (1.3) and (1.4) hold and that $u_{0}-\phi \in H^{1}$, where $\phi=\phi_{i}(i=1,2)$ is a stationary solution obtained in Lemma 1.1. Then there exists a unique global solution $u$ of IBVP such that

$$
u-\phi \in C\left([0, \infty) ; H^{1}\right), \quad(u-\phi)_{x} \in L^{2}\left(0, \infty ; H^{1}\right)
$$

and, moreover,

$$
\sup _{\mathbf{R}_{+}}|u(x, t)-\phi(x)| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

Decay rates of $u-\phi$ are also obtained in the next section.
Next, we consider the cases (4) and (5) where the asymptotic state $\psi^{R}(x, t)$ is the restriction to $\mathbf{R}_{+}$of the rarefaction wave $r^{R}(x / t)$ given by (1.2):

$$
\begin{equation*}
\psi^{R}(x, t)=\left.r(x / t)\right|_{\mathbf{R}_{+}} \tag{1.8}
\end{equation*}
$$

ThEOREM 1.3 (in the case of $0 \leq f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$). Suppose that (1.3) and (1.4) hold and that $u_{0}-\psi^{R}(\cdot, 0) \in H^{1}$. Then, the IBVP has a unique global solution $u(x, t)$ which satisfies

$$
u-\psi^{R} \in C\left([0, \infty) ; H^{1}\right), \quad\left(u-\psi^{R}\right)_{x}, u_{x x} \in L^{2}\left(\mathbf{R}_{+} \times \mathbf{R}_{+}\right)
$$

and

$$
\sup _{\mathbf{R}_{+}}\left|u(x, t)-\psi^{R}(x, t)\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

Finally, consider the case (3), which is the combination of both the cases (2) and (4). The asymptotic state is the superposition of $\phi=\phi_{2}(x)$ and $\psi^{R}=\psi_{4}^{R}(x, t)$, where $\phi_{2}$ is the stationary solution connecting $u_{-}(<0)$ to 0 and $\psi_{4}^{R}$ is the rarefaction wave connecting 0 to $u_{+}(>0)$. See Figure 1.3.


Fig. 1.3.
The following is our main theorem.
THEOREM 1.4 (in the case of $f^{\prime}\left(u_{-}\right)<0<f^{\prime}\left(u_{+}\right)$). Suppose that (1.3) and (1.4) hold and that $u_{0}-\phi_{2}(\cdot)-\psi_{4}(\cdot, 0) \in H^{1}$. Then, there exists a unique global solution $u(x, t)$ of (IBVP) such that

$$
\begin{aligned}
& u-\phi_{2}-\psi_{4}^{R} \in C\left([0, \infty) ; H^{1}\right) \\
& \left(u-\phi_{2}-\psi_{4}^{R}\right)_{x},\left(u-\phi_{2}\right)_{x x} \in L^{2}\left(\mathbf{R}_{+} \times \mathbf{R}_{+}\right)
\end{aligned}
$$

and

$$
\sup _{\mathbf{R}_{+}}\left|u(x, t)-\phi_{2}(x)-\psi_{4}^{R}(x, t)\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

Remark 1.2. As noted in Remark 1.1, $\phi_{2}$ is a part of a viscous shock wave. Hence, the superposition of the viscous shock wave and the rarefaction wave constitutes our asymptotic state. As far as the authors know, there are few results on the stability of the superposition of different types of nonlinear waves (cf. Liu [5] for another example of such a superposition, but in an entirely different setting). In the Cauchy problem there is the question of determining the location of viscous shock waves. In the present case, the location is uniquely determined by the boundary.

Remark 1.3. Since $\phi_{2}(x),\left.\psi_{4}^{R}(x, t)\right|_{x=t^{\alpha}} \rightarrow 0$ as $t \rightarrow \infty$ for $0<\alpha<1$, the solution $u(x, t)$ in Theorem 1.3 behaves like

$$
u(x, t) \sim \begin{cases}\phi_{2}(x), & 0<x \leq C t^{\alpha} \\ \psi_{4}^{R}(x, t), & x \geq C t^{\alpha}\end{cases}
$$

as $t \rightarrow \infty$. The asymptotic rate we will obtain is optimal when $\alpha=1 / 2$.
Our plan of this paper is as follows. After stating the notation, in section 2 we investigate the cases (1) and (2), which correspond to the viscous shock waves. The cases (4) and (5) corresponding to the rarefaction waves are investigated in section 3. In the final section, we consider the case (3), which is the main part of this paper.

Notation. By $c_{i}, C_{i}\left(i \in \mathbf{Z}_{+}\right)$, or simply $c, C$, we denote several positive constants without confusion, where $\mathbf{Z}_{+}$is a set of positive integers. We also denote $f(x) \sim g(x)$ as $x \rightarrow a$ when $C^{-1} g<f<C g$ in a neighborhood of $a$. For function spaces, as stated above, $L^{2}=L^{2}\left(\mathbf{R}_{+}\right)$and $H^{1}=H^{1}\left(\mathbf{R}_{+}\right)$denote the usual Lebesgue space and Sobolev space with norms $\|\cdot\|$ and $\|\cdot\|_{1}$, respectively. For the weight function $w(x)$, $L_{w}^{2}$ denotes the space of measurable functions $f$ satisfying $\sqrt{w} f \in L^{2}$ with the norm $|f|_{w}=\left(\int_{0}^{\infty} w(x)|f(x)|^{2} d x\right)^{1 / 2}$. In the present paper we will use the weight function $w(x)=\langle x\rangle^{\beta}=\left(1+x^{2}\right)^{\beta / 2}, x \geq 0$. The space $L_{\langle x\rangle^{\beta}}^{2}$ is written simply by $L_{\beta}^{2}$ with norm $\|\cdot\|_{\beta}$.

## 2. Convergence to a viscous shock wave.

2.1. Reformulation of problem. We restate our problem
(IBVP)

$$
\left\{\begin{array}{l}
u_{t}+f(u)_{x}=u_{x x}, \quad x \in \mathbf{R}_{+}, \quad t>0 \\
u(0, t)=u_{-}, \quad t>0, \\
u(x, 0)=u_{0}(x)= \begin{cases}=u_{-} & x=0 \\
\rightarrow u_{+} & x \rightarrow+\infty\end{cases}
\end{array}\right.
$$

with $f^{\prime \prime}(u)>0$ and $u_{-}<u_{+} \leq 0$.
The stability theorem for the viscous shock waves to the equivalent problem has been obtained by Liu and Nishihara [5], in which the flux function $f$ is not necessarily assumed to be convex or concave. Here, because of the convexity of $f$, we will obtain sharper results.

Putting $\phi=\phi_{i}(x)(i=1,2)$ and

$$
\begin{equation*}
u(x, t)=\phi(x)+v(x, t) \tag{2.1}
\end{equation*}
$$

(IBVP) can be reformulated as

$$
\left\{\begin{array}{l}
v_{t}+(f(\phi+v)-f(\phi))_{x}=v_{x x}, \quad x \in \mathbf{R}_{+}, \quad t>0  \tag{2.2}\\
v(0, t)=0 \\
v(x, 0)=v_{0}(x):=u_{0}(x)-\phi(x) .
\end{array}\right.
$$

Theorem 2.1 (in the case of $f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right) \leq 0$ ). Assume that the same conditions as those in Theorem 1.1 hold and that $v_{0} \in H^{1}$; then there exists a unique solution $v$ of (2.2) which satisfies

$$
\begin{gathered}
v \in C\left([0, \infty) ; H^{1}\right), \quad v_{x} \in L^{2}\left(0, \infty ; H^{1}\right), \\
\\
\sup _{\mathbf{R}_{+}}|v(x, t)| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
\end{gathered}
$$

Theorem 1.1 is a direct consequence of Theorem 2.1. The combination of the local existence and a priori estimates proves Theorem 2.1.

We define the solution space by

$$
X(0, T)=\left\{v \in C\left([0, T) ; H^{1}\right) ; \quad v_{x} \in L^{2}\left(0, T ; H^{1}\right) \quad\right. \text { with }
$$

$$
\left.\left.\partial_{x}^{m} v(x, t)\right|_{x=0}<+\infty \quad \text { for } \quad t \in(0, T) \quad \text { and } \quad m \in \mathbf{Z}_{+}\right\}
$$

Proposition 2.2 (local existence). For any $v_{0} \in H^{1}$ with $\left\|v_{0}\right\|_{1} \leq M$, there exists a positive time $T_{0}$ and a unique solution $v \in X\left(0, T_{0}\right)$ of (2.2) satisfying $\sup _{0<\tau<T_{0}}\|v(\cdot, t)\|_{1} \leq 2 M$.

The equation (2.2) is rewritten as an integral equation

$$
\begin{equation*}
v(x, t)=\int_{0}^{\infty} G(x, y ; t) v_{0}(y) d y+\int_{0}^{t} \int_{0}^{\infty} G(x, y ; t-\tau)(f(\phi+v)-f(\phi))_{x} d y d \tau \tag{2.3}
\end{equation*}
$$

where

$$
G(x, y ; t)=\frac{1}{\sqrt{4 \pi t}}\left(e^{-\frac{(x-y)^{2}}{4 t}}-e^{-\frac{(x+y)^{2}}{4 t}}\right)
$$

Making use of (2.3), Proposition 2.2 is proved in a standard way.
Proposition 2.3 (a priori estimate). Suppose that $v$ is a solution of (2.2) in $X(0, T)$ for a positive constant $T$. Then, there exists a positive constant $C=$ $C\left(\left\|v_{0}\right\|_{1}\right)$, independent of $T$, such that the solution $v$ satisfies the estimate

$$
\begin{equation*}
\sup _{0<\tau<t}\|v(\tau)\|_{1}^{2}+\int_{0}^{t}\left(\left\|\sqrt{\phi_{x}} v(\tau)\right\|^{2}+\left\|v_{x}(\tau)\right\|_{1}^{2}\right) d \tau \leq C\left\|v_{0}\right\|_{1}^{2} \tag{2.4}
\end{equation*}
$$

2.2. A priori estimate. We devote ourselves to the proof of Proposition 2.2.

Let $v$ be a solution of (2.2) in $X(0, T)$. First, multiply $(2.2)_{1}$ by $v$; then we have a divergence form

$$
\begin{align*}
& \left(\frac{1}{2} v^{2}\right)_{t}+\left\{(f(\phi+v)-f(\phi)) v-\left(\int_{\phi}^{\phi+v} f(s) d s-f(\phi) v\right)-v_{x} v\right\}_{x}  \tag{2.5}\\
& \quad+\left(f(\phi+v)-f(\phi)-f^{\prime}(\phi) v\right) \phi_{x}+v_{x}^{2}=0
\end{align*}
$$

Since $v_{0} \in H^{1}, \sup _{\mathbf{R}_{+}}\left|v_{0}(x)\right| \leq C_{0}$, and so

$$
\begin{equation*}
\sup _{\mathbf{R}_{+}}|v(x, t)| \leq C_{0}, \quad 0 \leq t<T \tag{2.6}
\end{equation*}
$$

due to the maximum principle of the parabolic equation. Hence,

$$
\begin{equation*}
\left(f(\phi+v)-f(\phi)-f^{\prime}(\phi) v\right) \phi_{x} \geq \frac{c_{0}}{2} \phi_{x} v^{2} \tag{2.7}
\end{equation*}
$$

where $c_{0}:=\min _{u_{-}-C_{0} \leq u \leq u_{+}+C_{0}} f^{\prime \prime}(u)>0$. Integrating (2.5) over $\mathbf{R}_{+} \times(0, t)$ and using (2.7), we have

$$
\begin{equation*}
\|v(t)\|^{2}+\int_{0}^{t}\left(\left\|\sqrt{\phi_{x}} v(\tau)\right\|^{2}+\left\|v_{x}(\tau)\right\|^{2}\right) d \tau \leq C\left\|v_{0}\right\|^{2} \tag{2.8}
\end{equation*}
$$

Next, differentiate (2.2) in $x$ and multiply the resultant equation by $v_{x}$ to obtain

$$
\begin{align*}
& \left(\frac{1}{2} v_{x}^{2}\right)_{t}+\left\{\left(f^{\prime}(\phi+v)-f^{\prime}(\phi)\right) \phi_{x} v_{x}+\frac{1}{2} f^{\prime}(\phi+v) v_{x}^{2}-v_{x x} v_{x}\right\}_{x}  \tag{2.9}\\
& \quad-\left(f^{\prime}(\phi+v)-f^{\prime}(\phi)\right) \phi_{x} v_{x x}+\frac{1}{2} f^{\prime \prime}(\phi+v)\left(\phi_{x}+v_{x}\right) v_{x}^{2}+v_{x x}^{2}=0
\end{align*}
$$

The integration of (2.9) over $\mathbf{R}_{+} \times(0, t)$ yields

$$
\begin{align*}
& \frac{1}{2}\left\|v_{x}(t)\right\|^{2}+\int_{0}^{t}\left\{\left(-\frac{f^{\prime}\left(u_{-}\right)}{2} v_{x}^{2}+v_{x x} v_{x}\right)| |_{x=0}+\left\|v_{x x}(\tau)\right\|^{2}\right\} d \tau  \tag{2.10}\\
& \leq \frac{1}{2}\left\|v_{0 x}\right\|^{2}+C \int_{0}^{t} \int_{0}^{\infty}\left(\phi_{x}\left|v v_{x x}\right|+v_{x}^{2}+\left|v_{x}\right|^{3}\right) d x d \tau
\end{align*}
$$

Here we have used (2.6). Since the equation (2.2) implies

$$
\begin{equation*}
f^{\prime}\left(u_{-}\right) v_{x}(0, t)=v_{x x}(0, t) \tag{2.11}
\end{equation*}
$$

we can estimate the integral on the boundary as follows:

$$
\begin{align*}
& \left|\int_{0}^{t}\left(-\frac{f^{\prime}\left(u_{-}\right)}{2} v_{x}^{2}+v_{x x} v_{x}\right)\right|_{x=0} d \tau \leq C \int_{0}^{t} v_{x}(0, \tau)^{2} d \tau  \tag{2.12}\\
& \quad \leq \frac{1}{4}\left\|v_{x x}(\tau)\right\|^{2} d \tau+C \int_{0}^{t}\left\|v_{x}(\tau)\right\|^{2} d \tau
\end{align*}
$$

The last term of (2.10) is estimated as follows:

$$
\begin{align*}
& C \int_{0}^{t} \int_{0}^{\infty}\left|v_{x}\right|^{3} d x d \tau \leq C \int_{0}^{t}\left\|v_{x x}(\tau)\right\|^{1 / 2}\left\|v_{x}(\tau)\right\|^{5 / 2} d \tau \\
& \leq \frac{1}{2} \int_{0}^{t}\left\|v_{x x}(\tau)\right\|^{2}+C \sup _{0<\tau<t}\left\|v_{x}(\tau)\right\|^{4 / 3} \cdot \int_{0}^{t}\left\|v_{x}(\tau)\right\|^{2} d \tau \tag{2.13}
\end{align*}
$$

It follows from (2.10)-(2.13) and (2.8) that

$$
\sup _{0<\tau<t}\left\|v_{x}(\tau)\right\|^{2}+\int_{0}^{t}\left\|v_{x x}(\tau)\right\|^{2} d \tau \leq C\left\|v_{0}\right\|_{1}^{2}+C\left\|v_{0}\right\|^{2} \cdot \sup _{0<\tau<t}\left\|v_{x}(\tau)\right\|^{4 / 3}
$$

which yields

$$
\begin{equation*}
\sup _{0<\tau<t}\left\|v_{x}(\tau)\right\|^{2}+\int_{0}^{t}\left\|v_{x x}(\tau)\right\|^{2} d \tau \leq C\left\|v_{0}\right\|_{1}^{2} \tag{2.14}
\end{equation*}
$$

The combination (2.8) with (2.14) proves the estimate (2.4).
2.3. Convergence rates to viscous shock wave. First, consider the case (1), that is, the nondegenerate shock case. Note that $f^{\prime}(u) \leq-c_{1}<0$ for $u_{+} \leq u \leq u_{-}<$ 0. By Theorem 1.2

$$
\sup _{\mathbf{R}_{+}}|v(x, t)| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

and hence, for any $\varepsilon>0$, there is a positive time $t_{1}=t_{1}(\varepsilon)$ such that

$$
\begin{equation*}
\sup _{\mathbf{R}_{+}}|v(x, t)| \leq \varepsilon \quad \text { for } \quad t \geq t_{1} . \tag{2.15}
\end{equation*}
$$

Multiplying (2.5) by $\langle x\rangle^{\beta}=(1+x)^{\beta / 2}$, we have

$$
\begin{gathered}
\left(\frac{\langle x\rangle^{\beta}}{2} v^{2}\right)_{t}+\left(\langle x\rangle^{\beta}\{\cdots\}\right)_{x} \\
-\beta x\langle x\rangle^{\beta-2}\left\{(f(\phi+v)-f(\phi)) v-\left(\int_{\phi}^{\phi+v} f(s) d s-f(\phi) v\right)-v_{x} v\right\} \\
+\langle x\rangle^{\beta}\left(f(\phi+v)-f(\phi)-f^{\prime}(\phi) v\right) \phi_{x}+\langle x\rangle^{\beta} v_{x}^{2}=0
\end{gathered}
$$

By virtue of (2.15), for sufficiently small $\varepsilon_{0}>0$ and $t \geq t_{1}\left(\varepsilon_{0}\right)$,

$$
\begin{gather*}
-\left\{(f(\phi+v)-f(\phi)) v-\left(\int_{\phi}^{\phi+v} f(s) d s-f(\phi) v\right)\right\}  \tag{2.17}\\
=-\left(f^{\prime}\left(\phi+\theta_{1} v\right)-\frac{1}{2} f^{\prime}\left(\phi+\theta_{2} v\right)\right) v^{2} \geq \frac{c_{1}}{2} v^{2}, \quad \text { where } \quad\left|\theta_{i}\right|<1, \quad i=1,2 .
\end{gather*}
$$

The integration of (2.16) over $(0, \infty) \times(0, t), t \leq t_{1}\left(\varepsilon_{0}\right)$, gives

$$
\begin{gather*}
\int_{0}^{\infty}\langle x\rangle^{\beta} v(x, t)^{2} d x+\int_{0}^{t} \int_{0}^{\infty}\langle x\rangle^{\beta}\left(\phi_{x} v^{2}+v_{x}^{2}\right) d x d \tau  \tag{2.18}\\
\leq C\left(\int_{0}^{\infty}\langle x\rangle^{\beta} v_{0}(x)^{2} d x+\int_{0}^{t} \int_{0}^{\infty}\langle x\rangle^{\beta-1}\left(v^{2}+\left|v v_{x}\right|\right) d x d \tau\right)
\end{gather*}
$$

and hence

$$
\begin{equation*}
|v(t)|_{\beta}^{2}+\int_{0}^{t}\left|v_{x}(\tau)\right|_{\beta}^{2} d \tau \leq C\left(t_{1}\right)\left|v_{0}\right|_{\beta}^{2}, \quad t \leq t_{1}\left(\varepsilon_{0}\right) \tag{2.19}
\end{equation*}
$$

Multiplying (2.16) by $\left(1+t-t_{1}\right)^{\gamma}$ and integrating the resultant equation over $(0, \infty) \times$ $\left[t_{1}, t\right)$, we have

$$
\begin{align*}
& \left(1+t-t_{1}\right)^{\gamma}|v(t)|_{\beta}^{2}+\int_{t_{1}}^{t}\left(1+t-t_{1}\right)^{\gamma}\left(\beta|v(\tau)|_{\beta-1}^{2}+\left|v_{x}(\tau)\right|_{\beta}^{2}\right) d \tau \\
& \leq  \tag{2.20}\\
& \quad C\left(\left|v\left(t_{1}\right)\right|_{\beta}^{2}+\gamma \int_{t_{1}}^{t}\left(1+\tau-t_{1}\right)^{\gamma-1}|v(\tau)|_{\beta}^{2} d \tau\right) \\
& \quad+C \int_{t_{1}}^{t}\left(1+\tau-t_{1}\right)^{\gamma} \int_{0}^{\infty}\langle x\rangle^{\beta-1}\left|v v_{x}\right| d x d \tau
\end{align*}
$$

The final term of (2.20) is estimated as follows:

$$
\begin{gather*}
C \int_{t_{1}}^{t}\left(1+\tau-t_{1}\right)^{\gamma} \int_{0}^{\infty}\langle x\rangle^{\beta-1}\left|v v_{x}\right| d x d \tau  \tag{2.21}\\
\leq \frac{\beta}{2} \int_{t_{1}}^{t}\left(1+\tau-t_{1}\right)^{\gamma}|v(\tau)|_{\beta-1}^{2} d \tau+C \int_{t_{1}}^{t}\left(1+\tau-t_{1}\right)^{\gamma}\left(\int_{0}^{R}+\int_{R}^{\infty}\right)\langle x\rangle^{\beta-1} v_{x}^{2} d x d \tau \\
\leq \frac{1}{2} \int_{t_{1}}^{t}\left(1+\tau-t_{1}\right)^{\gamma}\left(\beta|v(\tau)|_{\beta-1}^{2}+\left|v_{x}(\tau)\right|_{\beta}^{2}\right) d \tau+C_{R} \int_{t_{1}}^{t}\left(1+\tau-t_{1}\right)^{\gamma} \|\left. v_{x}(\tau)\right|^{2} d \tau
\end{gather*}
$$

for sufficiently large $R$. Combining (2.19)-(2.21), we have

$$
\begin{gather*}
\left(1+t-t_{1}\right)^{\gamma}|v(t)|_{\beta}^{2}+\int_{t_{1}}^{t}\left(1+\tau-t_{1}\right)^{\gamma}\left(\beta|v(\tau)|_{\beta-1}^{2}+\left|v_{x}(\tau)\right|_{\beta}^{2}\right) d \tau  \tag{2.22}\\
\leq C\left(\left|v_{0}\right|_{\beta}^{2}+\gamma \int_{t_{1}}^{t}\left(1+\tau-t_{1}\right)^{\gamma-1}|v(\tau)|_{\beta}^{2} d \tau+\int_{t_{1}}^{t}\left(1+\tau-t_{1}\right)^{\gamma} \|\left. v_{x}(\tau)\right|^{2} d \tau\right)
\end{gather*}
$$

This basic weighted energy estimate leads to the following lemma, using the procedure of reduction of Kawashima and Matsumura [2] and Matsumura and Nishihara [10].

Lemma 2.4. Suppose (1.3), (1.4), and $f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)<0$. If $v_{0} \in H^{1} \cap L_{\alpha}^{2}$, then the solution $v$ of (2.2) satisfies

$$
\begin{equation*}
(1+t)^{\gamma}\|v(t)\|^{2}+\int_{0}^{t}(1+\tau)^{\gamma}\left\|v_{x}(\tau)\right\|^{2} d \tau \leq C\left|v_{0}\right|_{\alpha}^{2} \tag{2.23}
\end{equation*}
$$

for any $\gamma \leq \alpha$ ( $\alpha$ :integer) or $\gamma<\alpha$ ( $\alpha$ :noninteger).
For the derivative of $v$ in $x$, we can easily show the similar estimate. Thus we obtain the following theorem.

THEOREM 2.5 (rate of asymptotics for $f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)<0$ ). Suppose that (1.3) and (1.4) hold and that $f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)<0$. If $u_{0}-\phi_{1} \in H^{1} \cap L_{\alpha}^{2}$, then the solution $u(x, t)$ of (IBVP) satisfies

$$
\begin{equation*}
\sup _{\mathbf{R}_{+}}\left|u(x, t)-\phi_{1}(x)\right| \leq C_{\varepsilon}(1+t)^{-\frac{\alpha}{2}+\varepsilon}\left(\left\|u_{0}-\phi_{1}\right\|_{1}+\left|u_{0}-\phi_{1}\right|_{\alpha}\right) \tag{2.24}
\end{equation*}
$$

where $\varepsilon=0$ if $\alpha$ is integer and $\varepsilon>0, C_{\varepsilon} \rightarrow \infty(\varepsilon \rightarrow 0)$ if $\alpha$ is not integer.
Remark 2.1. Nishikawa [12] has recently improved the result of Matsumura and Nishihara [10], so we can take $\varepsilon=0$ even for noninteger $\alpha$ by the same method as his.

Remark 2.2. If $V_{0}:=\int_{0}^{x} v_{0}(y) d y=\int_{0}^{x}\left(u_{0}(y)-\phi_{1}(y)\right) d y \in H^{2}$ is sufficiently small, then the reformulated problem

$$
\left\{\begin{array}{l}
V_{t}+f^{\prime}\left(\phi_{1}\right) V_{x}-V_{x x}=-\left(f\left(\phi_{1}+V_{x}\right)-f\left(\phi_{1}\right)-f^{\prime}\left(\phi_{1}\right) V_{x}\right), \quad x \in \mathbf{R}_{+}, \quad t>0 \\
V(x, 0)=V_{0}(x) \\
V_{x}(0, t)=0
\end{array}\right.
$$

has a unique global solution $V(x, t) \in C\left([0, \infty) ; H^{2}\right)$ satisfying

$$
\begin{equation*}
\sup _{\mathbf{R}_{+}}\left|V_{x}(x, t)\right|=\sup _{\mathbf{R}_{+}}\left|u(x, t)-\phi_{1}(x)\right| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty \tag{2.25}
\end{equation*}
$$

(see Liu and Nishihara [6]). Moreover, if $V_{0} \in L_{\alpha}^{2}$, then they conclude

$$
\begin{equation*}
\sup _{\mathbf{R}_{+}}\left|u(x, t)-\phi_{1}(x)\right| \leq C_{\varepsilon}(1+t)^{-\frac{\alpha}{2}+\varepsilon} \tag{2.26}
\end{equation*}
$$

Here, $\varepsilon$ and $C_{\varepsilon}$ are same as those in Theorem 2.1. In the present case the assumptions $V_{0} \in L_{\alpha}^{2}$ and $V_{0 x} \in L_{\alpha+1}^{2}$, which seem to be reasonable, improve the rate of asymptotics as

$$
\begin{equation*}
\sup _{\mathbf{R}_{+}}\left|u(x, t)-\phi_{1}(x)\right| \leq C_{\varepsilon}(1+t)^{-\frac{\alpha+1}{2}+\varepsilon} \tag{2.27}
\end{equation*}
$$

See also Nishihara and Rajopadhye [11].
Remark 2.3. If $\int_{0}^{\infty} e^{\delta x}\left|u_{0}(x)-\phi_{1}(x)\right|^{2} d x<+\infty$ for some $\delta>0$, then it also holds that the solution $u(x, t)$ of (IBVP) satisfies

$$
\sup _{\mathbf{R}_{+}}\left|u(x, t)-\phi_{1}(x)\right| \leq C e^{-\delta^{\prime} t}
$$

for some positive constant $\delta^{\prime}$.
Similar considerations for the degenerate shock case (2) corresponding to Remark 2.2 are still available. However, since $f^{\prime}\left(\phi_{2}(x)+v(x, t)\right)$ is not uniformly negative, the procedure for the case (1) in this section is not directly applicable. Without going into the details we obtain the following decay properties for small data in the case (2) by the same arguments as in [10].

THEOREM 2.6 (rate of asymptotics for $f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)=0$ ). Suppose that (1.3) and (1.4) hold and that $f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)=0$. If $V_{0}:=\int_{0}^{x}\left(u_{0}(y)-\phi_{2}(y)\right) d y \in H^{2} \cap L_{\alpha}^{2}$ and $V_{0 x} \in L_{\alpha+1}^{2}$ for $\alpha<2$ are small, then the solution $u(x, t)$ of (IBVP) satisfies

$$
\sup _{\mathbf{R}_{+}}\left|u(x, t)-\phi_{2}(x)\right| \leq C_{\varepsilon}(1+t)^{-\frac{\alpha+2}{4}+\varepsilon}
$$

where $\varepsilon>0$ and $C_{\varepsilon} \rightarrow \infty$ as $\varepsilon \rightarrow \infty$.

## 3. Convergence to rarefaction wave.

3.1. Reformulated problem in the case of $0 \leq f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$. In this section we consider the cases (4) and (5), that is, $0 \leq f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$. Since the asymptotic state $\psi^{R}(x, t)=\left.r^{R}(x / t)\right|_{\mathbf{R}_{+}}$is not smooth, we construct the smooth approximation $\psi=\psi_{i}(x, t)(i=4,5)$.

For the case (4) we prepare the following lemma.
Lemma 3.1. Suppose that (1.3) and (1.4) hold and that $0=f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$. Let $w(x, t)$ be a unique smooth solution of the Cauchy problem

$$
\left\{\begin{array}{l}
w_{t}+w w_{x}=0, \quad x \in \mathbf{R}, \quad t>0  \tag{3.1}\\
w(x, 0)=w_{40}(x)=w_{+} \cdot \kappa_{q} \int_{0}^{x}\left(1+y^{2}\right)^{-q} d y, \quad q>1 / 2
\end{array}\right.
$$

where $w_{+}=f^{\prime}\left(u_{+}\right)>0$ and $\kappa_{q} \int_{0}^{\infty}\left(1+y^{2}\right)^{-q} d y=1$. Then, $\psi=\psi_{4}(x, t):=$ $\left.\left(f^{\prime}\right)^{-1}(w(x, t))\right|_{\mathbf{R}_{+}}$satisfies

$$
\left\{\begin{array}{l}
\psi_{t}+f(\psi)_{x}=0, \quad x \in \mathbf{R}_{+}, \quad t>0  \tag{3.2}\\
\psi(0, t)=0\left(=u_{-}\right), \\
\psi(x, 0)=\psi_{40}(x):=\left(f^{\prime}\right)^{-1}\left(w_{40}(x)\right)= \begin{cases}=0, & x=0 \\
\rightarrow u_{+}, & x \rightarrow+\infty\end{cases}
\end{array}\right.
$$

and the following:
(i) $\quad 0=u_{-} \leq \psi(x, t)<u_{+}, \quad \psi_{x}(x, t)>0, \quad(x, t) \in \mathbf{R}_{+} \times(0, \infty)$.
(ii) For any $1 \leq p \leq \infty$ there exists a constant $C_{p, q}$ such that $\left\|\psi_{x}(t)\right\|_{L^{p}} \leq C_{p, q} \min \left(u_{+}, u_{+}^{1 / p} t^{-1+\frac{1}{p}}\right)$,
$\left\|\psi_{x x}(t)\right\|_{L^{p}} \leq C_{p, q} \min \left(u_{+}, u_{+}^{-\frac{p-1}{2 p q}} t^{-1-\frac{p-1}{2 p q}}\right)$.
(iii) $\lim _{t \rightarrow \infty} \sup _{\mathbf{R}_{+}}\left|\psi(x, t)-\psi_{4}^{R}(x, t)\right|=0$.

The proof of Lemma 3.1 is given by the characteristic curve method. See Matsumura and Nishihara [8], [9].

Set

$$
\begin{equation*}
u(x, t)=\psi_{4}(x, t)+v(x, t) ; \tag{3.3}
\end{equation*}
$$

then the perturbation $v$ satisfies

$$
\left\{\begin{array}{l}
v_{t}+\left(f\left(\psi_{4}+v\right)-f\left(\psi_{4}\right)\right)_{x}-v_{x x}=\psi_{4 x x}, \quad x \in \mathbf{R}_{+}, \quad t>0  \tag{3.4}\\
v(0, t)=0 \\
v(x, 0)=v_{0}(x):=v_{0}(x)-\psi_{40}(x)
\end{array}\right.
$$

Our theorem for the case (4) is the following.
Theorem 3.2 (in the case of $0=f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$). Suppose that (1.3) and (1.4) hold and that $0=f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$. If $v_{0} \in H^{1}$, then there exists a unique solution $v$ of (3.4) such that

$$
\begin{equation*}
v \in C\left([0, \infty) ; H^{1}\right), \quad v_{x} \in L^{2}\left(0, \infty ; H^{1}\right) \tag{3.5}
\end{equation*}
$$

and, moreover,

$$
\begin{equation*}
\sup _{\mathbf{R}_{+}}|v(x, t)| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty \tag{3.6}
\end{equation*}
$$

Theorem 1.2, in the case of $0=f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$, is a direct consequence of Theorem 3.2, Lemma 3.1 (iii), and (3.3).

In the case of $0<f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$, we prepare the following lemma in place of Lemma 3.1.

Lemma 3.3. Suppose that (1.3) and (1.4) hold and that $0<f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$. Let $w(x, t)$ be a unique global solution of the Cauchy problem

$$
\left\{\begin{array}{l}
w_{t}+w w_{x}=0, \quad x \in \mathbf{R}, \quad t>0  \tag{3.7}\\
w(x, 0)=w_{50}(x):=\frac{w_{+}+w_{-}}{2}+\frac{w_{+}-w_{-}}{2} \kappa_{q} \int_{0}^{x}\left(1+y^{2}\right)^{-q} d y, \quad q>3 / 2
\end{array}\right.
$$

where $w_{ \pm}=f^{\prime}\left(u_{ \pm}\right)>0$ and $\kappa_{q} \int_{0}^{\infty}\left(1+y^{2}\right)^{-q} d y=1$. Then, $\psi=\psi_{5}(x, t):=$ $\left.\left(f^{\prime}\right)^{-1}(w(x, t))\right|_{\mathbf{R}_{+}}$satisfies

$$
\left\{\begin{array}{l}
\psi_{t}+f(\psi)_{x}=0, \quad x \in \mathbf{R}_{+}, \quad t>0  \tag{3.8}\\
\psi(x, 0)=\psi_{50}(x):=\left(f^{\prime}\right)^{-1}\left(w_{50}(x)\right)
\end{array}\right.
$$

and the following:
(i) $\quad 0<u_{-}<\psi(x, t)<u_{+}, \quad \psi_{x}(x, t)>0, \quad(x, t) \in \mathbf{R}_{+} \times(0, \infty)$.
(ii) For any $1 \leq p \leq \infty$ there exists a constant $C_{p, q}$ such that $\left\|\psi_{x}(t)\right\|_{L^{p}} \leq C_{p, q} \min \left(\left|u_{+}-u_{-}\right|,\left|u_{+}-u_{-}\right|^{1 / p} t^{-1+\frac{1}{p}}\right)$, $\left\|\psi_{x x}(t)\right\|_{L^{p}} \leq C_{p, q} \min \left(\left|u_{+}-u_{-}\right|,\left|u_{+}-u_{-}\right|^{-\frac{p-1}{2 p q}} t^{-1-\frac{p-1}{2 p q}}\right)$.
(iii) For some constant $C_{q}$

$$
\left|\psi(0, t)-u_{-}\right| \leq C_{q}\left|u_{+}-u_{-}\right|\left(1+\left(\left|u_{+}-u_{-}\right| t\right)^{2}\right)^{-q / 3}
$$

$$
\left|\psi_{x}(0, t)\right| \leq C_{q}\left|u_{+}-u_{-}\right|\left(1+\left(\left|u_{+}-u_{-}\right| t\right)^{2}\right)^{-q / 2}
$$

(iv) $\lim _{t \rightarrow \infty} \sup _{\mathbf{R}_{+}}\left|\psi(x, t)-\psi_{5}^{R}(x, t)\right|=0$.

For the proof see Matsumura and Nishihara [8], [9].
The main difference between Lemmas 3.1 and 3.3 is the boundary value $\psi(0, t)$. The perturbation

$$
\begin{equation*}
v(x, t)=u(x, t)-\psi_{5}(x, t) \tag{3.9}
\end{equation*}
$$

has a "boundary layer $u_{-}-\psi_{5}(0, t)$ " at $x=0$ :

$$
\left\{\begin{array}{l}
v_{t}+\left(f\left(\psi_{5}+v\right)-f\left(\psi_{5}\right)\right)_{x}-v_{x x}=\psi_{5 x x}, \quad x \in \mathbf{R}_{+}, \quad t>0  \tag{3.10}\\
v(0, t)=u_{-}-\psi_{5}(0, t) \\
v(x, 0)=v_{0}(x):=u_{0}(x)-\psi_{50}(x)
\end{array}\right.
$$

However, Lemma 3.3 (iii) shows that $u_{-}-\psi_{5}(0, t) \in L^{1}\left(\mathbf{R}_{+}\right)$and $\psi_{5 x}(0, t) \in L^{1}\left(\mathbf{R}_{+}\right)$ in $t$, from which we have the following theorem.

Theorem 3.4 (in the case of $0<f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$). Suppose that (1.3) and (1.4) hold and that $0<f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$. If $v_{0} \in H^{1}$, then there exists a unique solution $v$ of (3.10) such that

$$
\begin{equation*}
v \in C\left([0, \infty) ; H^{1}\right), \quad v_{x} \in L^{2}\left(0, \infty ; H^{1}\right) \tag{3.11}
\end{equation*}
$$

and, moreover,

$$
\begin{equation*}
\sup _{\mathbf{R}_{+}}|v(x, t)| \rightarrow \infty \quad \text { as } \quad t \rightarrow \infty \tag{3.12}
\end{equation*}
$$

We note that (3.12), together with Lemma 3.3 (iii) and (iv), yields that $\sup _{\mathbf{R}_{+}}\left|u(x, t)-\psi_{5}^{R}(x, t)\right| \rightarrow 0$ as $t \rightarrow \infty$. Hence, Theorem 1.2 in the case of $0<f^{\prime}\left(u_{-}\right)<f^{\prime}\left(u_{+}\right)$follows from Theorem 3.2.

In the next section we devote ourselves to the proof of Theorem 3.2. The proof of Theorem 3.4 is a little bit more complicated than that of Theorem 3.2. However, it is along the same line and is omitted.
3.2. Proof of Theorem 3.2. We can easily show the local existence of the solution of (3.4) in the solution space

$$
\begin{aligned}
& X_{4}(0, T)=\left\{v \in C\left([0, T] ; H^{1}\right), \quad v_{x} \in L^{2}\left(0, T ; H^{1}\right) \quad\right. \text { and } \\
& \left.\left.\quad \partial_{x}^{m} v(x, t)\right|_{x=0}<+\infty \quad \text { for } \quad t \in(0, T] \quad \text { and } \quad m \in \mathbf{Z}_{+}\right\} .
\end{aligned}
$$

It remains to show the a priori estimates.
Proposition 3.5 (a priori estimate). Suppose $v$ is a solution of (3.4) in $X_{4}(0, T)$. Then there exists a positive constant $C$, independent of $T$, satisfying

$$
\begin{equation*}
\|v(t)\|_{1}^{2}+\int_{0}^{t}\left(\left\|\sqrt{\psi_{4}(\tau)} v(\tau)\right\|^{2}+\left\|v_{x}(\tau)\right\|_{1}^{2}\right) d \tau \leq C\left(\left\|v_{0}\right\|_{1}^{2}+1\right) \tag{3.13}
\end{equation*}
$$

Remark 3.1. By virtue of (3.13) we note that

$$
\int_{0}^{t} v_{x}(0, \tau)^{2} d \tau \leq C \int_{0}^{t}\left\|v_{x}(\tau)\right\|\left\|v_{x x}(\tau)\right\| d \tau \leq C\left(\left\|v_{0}\right\|_{1}^{2}+1\right)
$$

Proof. Multiplying (3.4) by $v$ and integrating the resultant equation over $\mathbf{R}_{+} \times$ $(0, t)$, we have

$$
\begin{gather*}
\frac{1}{2}\|v(t)\|^{2}+\int_{0}^{t}\left\{\int_{0}^{\infty}\left(f\left(\psi_{4}+v\right)-f\left(\psi_{4}\right)-f^{\prime}\left(\psi_{4}\right) v\right) \psi_{4 x} d x+\left\|v_{x}(\tau)\right\|^{2}\right\} d \tau \\
\leq \frac{1}{2}\left\|v_{0}\right\|^{2}+\int_{0}^{t}\left\|\psi_{4 x x}(\tau)\right\|\|v(\tau)\| d \tau \tag{3.14}
\end{gather*}
$$

The maximum principle for $v$ and the Gronwall inequality with (3.14) yield

$$
\begin{equation*}
\|v(t)\|^{2}+\int_{0}^{t}\left(\left\|\sqrt{\psi_{4}(\tau)} v(\tau)\right\|^{2}+\left\|v_{x}(\tau)\right\|^{2}\right) d \tau \leq C\left(\left\|v_{0}\right\|^{2}+1\right) \tag{3.15}
\end{equation*}
$$

Next, to estimate the derivative of $v$, we have the relation at the boundary

$$
\begin{equation*}
v_{x x}(0, t)=-\psi_{x x}(0, t) \tag{3.16}
\end{equation*}
$$

from the equation (3.4). With (3.16) we calculate $\int_{0}^{t} \int_{0}^{\infty} \frac{\partial}{\partial x}(3.4)_{1} \cdot v_{x} d x d \tau$ and obtain

$$
\begin{gather*}
\frac{1}{2}\left\|v_{x}(t)\right\|^{2}+\int_{0}^{t}\left\|v_{x x}(\tau)\right\|^{2} d \tau \\
\leq \frac{1}{2}\left\|v_{0 x}\right\|^{2}+C \int_{0}^{t} \int_{0}^{\infty}\left|\psi_{4 x} v v_{x x}+v_{x} v_{x x}+\psi_{4 x x} v_{x x}\right| d x d \tau \\
+\int_{0}^{t}\left(-v_{x x}(0, \tau)-\psi_{4 x x}(0, \tau)\right) v_{x}(0, \tau) d \tau  \tag{3.17}\\
\leq C\left(\left\|v_{0 x}\right\|^{2}+1+\int_{0}^{t}\left(\left\|\sqrt{\psi_{4}(\tau)} v(\tau)\right\|^{2}+\left\|v_{x}(\tau)\right\|^{2}\right) d \tau\right)
\end{gather*}
$$

Combining (3.15) with (3.17), we conclude (3.13).
4. Asymptotics to superposition of nonlinear waves.
4.1. Reformulation of the problem. Referring to the preceding sections, we take

$$
\begin{equation*}
\Phi_{3}(x, t):=\phi_{2}(x)+\psi_{4}(x, t) \tag{4.1}
\end{equation*}
$$

as an asymptotic state at $t=\infty$, instead of $\phi_{2}(x)+\psi_{4}^{R}(x, t)$, where $\phi_{2}$ and $\psi_{4}$ are, respectively, given in Lemmas 1.1 and 3.1.

The perturbation

$$
\begin{equation*}
v(x, t)=u(x, t)-\Phi_{3}(x, t)=u(x, t)-\phi_{2}(x)-\psi_{4}(x, t) \tag{4.2}
\end{equation*}
$$

satisfies the reformulated problem

$$
\left\{\begin{array}{l}
v_{t}+\left(f\left(\Phi_{3}+v\right)-f\left(\Phi_{3}\right)\right)_{x}-v_{x x}=F  \tag{4.3}\\
v(0, t)=0 \\
v(x, 0)=v_{0}(x):=u_{0}(x)-\phi_{2}(x)-\psi_{4}(x, 0)
\end{array}\right.
$$

where

$$
\begin{equation*}
F=-\left(f^{\prime}\left(\phi_{2}+\psi_{4}\right)-f^{\prime}\left(\phi_{2}\right)\right) \phi_{2 x}-\left(f^{\prime}\left(\phi_{2}+\psi_{4}\right)-f^{\prime}\left(\psi_{4}\right)\right) \psi_{4 x}+\psi_{4 x x} \tag{4.4}
\end{equation*}
$$

Our final theorem is the following.
THEOREM 4.1 (in the case of $f^{\prime}\left(u_{-}\right)<0<f^{\prime}\left(u_{+}\right)$). Suppose that (1.3) and (1.4) hold and that $f^{\prime}\left(u_{-}\right)<0<f^{\prime}\left(u_{+}\right)$. If $v_{0} \in H^{1}$, then there exists a unique solution $v$ of (4.3) which satisfies

$$
\begin{equation*}
v \in C\left([0, \infty) ; H^{1}\right), \quad v_{x} \in L^{2}\left(0, \infty ; H^{1}\right) \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{\mathbf{R}_{+}}|v(x, t)| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty \tag{4.6}
\end{equation*}
$$

The main Theorem 1.3 is a direct consequence of Theorem 4.1. As for the above theorems, Theorem 4.1 is proved by the local existence theorem with the a priori estimates. The solution space is

$$
\begin{aligned}
& X_{3}(0, T)=\left\{v \in C\left([0, T] ; H^{1}\right) ; v_{x} \in L^{2}\left(0, T ; H^{1}\right)\right. \text { and } \\
& \left.\left.\partial_{x}^{m} v(x, t)\right|_{x=0}<+\infty \quad \text { for } \quad t \in(0, T] \text { and } m \in \mathbf{Z}_{+}\right\}
\end{aligned}
$$

We will devote ourselves to the a priori estimates in the next section.
Proposition 4.2 (a priori estimates). Suppose that $v \in X_{3}(0, T)$ is a solution of (4.3). Then there exists a positive constant $C$, independent of $T$, satisfying

$$
\begin{equation*}
\|v(t)\|_{1}^{2}+\int_{0}^{t}\left(\left\|\sqrt{\Phi_{3}(\tau)} v(\tau)\right\|^{2}+\left\|v_{x}(\tau)\right\|_{1}^{2}\right) d \tau \leq C\left(\left\|v_{0}\right\|_{1}^{2}+1\right) \tag{4.7}
\end{equation*}
$$

4.2. Proof of Proposition 4.2. Multiplying (4.3) $)_{1}$ by $v$ and integrating the resultant equation over $\mathbf{R}_{+}$, we have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|v(t)\|^{2}+\int_{0}^{\infty}\left(f(\Phi+v)-f(\Phi)-f^{\prime}(\Phi) v\right) \Phi_{x} d x+\left\|v_{x}(t)\right\|^{2}=\int_{0}^{\infty} F v d x \tag{4.8}
\end{equation*}
$$

(We drop the suffices "2", " 3 ", and " 4 ".) Since $\Phi_{x}=\phi_{x}+\psi_{x}>0$ and $f^{\prime \prime}(\Phi+v) \geq$ $c_{0}>0$ by the maximum principle, (4.8) gives

$$
\begin{equation*}
\frac{d}{d t}\|v(t)\|^{2}+\left\|\sqrt{\Phi_{x}(t)} v(t)\right\|^{2}+\left\|v_{x}(t)\right\|^{2} \leq C\left|\int_{0}^{\infty} F v d x\right| \tag{4.9}
\end{equation*}
$$

We estimate the last term of (4.9) using (4.4). First,

$$
\begin{gather*}
C\left|-\int_{0}^{\infty}\left(f^{\prime}(\phi+\psi)-f^{\prime}(\phi)\right) \phi_{x} v d x\right| \\
\leq C \int_{0}^{\infty} \psi \phi_{x}|v| d x=\int_{0}^{f^{\prime}\left(u_{+}\right) t}+\int_{f^{\prime}\left(u_{+}\right) t}^{\infty}:=I_{1}+I_{2} \tag{4.10}
\end{gather*}
$$

By virtue of $\phi<0, \psi>0$, and Lemmas 1.1 and 3.1(ii), we have

$$
\begin{align*}
& I_{1} \leq C \sup _{\mathbf{R}_{+}}|v| \cdot\left\{[\phi \psi]_{0}^{f^{\prime}\left(u_{+}\right) t}+\int_{0}^{f^{\prime}\left(u_{+}\right) t}(-\phi) \psi_{x} d x\right\} \\
& \quad \leq C\|v(t)\|^{1 / 2}\left\|v_{x}(t)\right\|^{1 / 2}(1+t)^{-1} \int_{0}^{f^{\prime}\left(u_{+}\right) t} \frac{d x}{1+x}  \tag{4.11}\\
& \leq \frac{1}{8}\left\|v_{x}(t)\right\|^{2}+C\left\{(1+t)^{-1} \log (2+t)\right\}^{4 / 3}\left(\|v(t)\|^{2}+1\right)
\end{align*}
$$

and

$$
\begin{gather*}
I_{2} \leq C \sup _{\mathbf{R}_{+}} \cdot u_{+} \int_{f^{\prime}\left(u_{+}\right) t}^{\infty} \phi_{x}(x) d x \leq C\|v(t)\|^{1 / 2}\left\|v_{x}(t)\right\|^{1 / 2}(1+t)^{-1}  \tag{4.12}\\
\leq \frac{1}{8}\left\|v_{x}(t)\right\|^{2}+C(1+t)^{-4 / 3}\left(\|v(t)\|^{2}+1\right) .
\end{gather*}
$$

Secondly, in a similar fashion to (4.11) and (4.12),

$$
\begin{gather*}
C\left|-\int_{0}^{\infty}\left(f^{\prime}(\phi+\psi)-f^{\prime}(\psi)\right) \psi_{x} v d x\right|  \tag{4.13}\\
\leq \frac{1}{4}\left\|v_{x}(t)\right\|^{2}+C\left\{(1+t)^{-4 / 3}+\left((1+t)^{-1} \log (1+t)\right)^{4 / 3}\right\}\left(\|v(t)\|^{2}+1\right) .
\end{gather*}
$$

Thirdly,

$$
\begin{equation*}
\left|\int_{0}^{\infty} \psi_{x x} v d x\right| \leq\left\|\psi_{x x}(t)\right\|\|v(t)\| . \tag{4.14}
\end{equation*}
$$

Substituting (4.10)-(4.14) into (4.9) and integrating it over ( $0, t$ ), we have the desired estimate

$$
\begin{equation*}
\|v(t)\|^{2}+\int_{0}^{t}\left(\left\|\sqrt{\mid \Phi_{x}(\tau)} \mid v(\tau)\right\|^{2}+\left\|v_{x}(\tau)\right\|^{2}\right) d \tau \leq C\left(\left\|v_{0}\right\|^{2}+1\right) . \tag{4.15}
\end{equation*}
$$

Here we have used the Gronwall inequality.
Next, differentiate (4.4) ${ }_{1}$ in $x$ :

$$
\begin{equation*}
v_{x t}+\left(f^{\prime}(\Phi+v) v_{x}\right)_{x}-v_{x x x}=F_{x}-\left\{\left(f^{\prime}(\Phi+v)-f^{\prime}(\Phi)\right) \Phi_{x}\right\}_{x} \tag{4.16}
\end{equation*}
$$

By the equation (4.3) with (4.4) we have the relation at the boundary

$$
\begin{equation*}
-f^{\prime}\left(u_{-}\right) v_{x}(0, t)+v_{x x}(0, t)=f^{\prime}\left(u_{-}\right) \psi_{x}(0, t)-\psi_{x x}(0, t) . \tag{4.17}
\end{equation*}
$$

Multiplying (4.16) by $v_{x}$ and integrating it over $(0, \infty)$, we have

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|v_{x}(t)\right\|^{2}+\left(-\frac{1}{2} f^{\prime}\left(u_{-}\right) v_{x}^{2}+v_{x x} v_{x}\right)| |_{x=0}+\left\|v_{x x}(t)\right\|^{2} \\
& \leq\left(f^{\prime}\left(u_{-}\right) \psi_{x}(0, t)-\psi_{x x}(0, t)\right) v_{x}(0, t)  \tag{4.18}\\
& \quad+C \int_{0}^{\infty}\left\{\left(1+\left|v_{x}\right|\right) v_{x}^{2}+\left(|F|+\Phi_{x}|v|\right)\left|v_{x x}\right|\right\} d x .
\end{align*}
$$

By virtue of (4.17) and $v_{x}(0, t)^{2} \leq C\left\|v_{x}(t)\right\|\left\|v_{x x}(t)\right\|$, the integration of (4.18) over $(0, t)$ yields

$$
\begin{gathered}
\left\|v_{x}(t)\right\|^{2}+\int_{0}^{t}\left\|v_{x x}(\tau)\right\|^{2} d \tau \\
\leq\left\{\left\|v_{0 x}\right\|^{2}+1+\int_{0}^{\infty}\left(\left\|\sqrt{\Phi_{x}(\tau)} v(\tau)\right\|^{2}+\left\|v_{x}(\tau)\right\|^{2}\right) d \tau\right\} \\
+C \int_{0}^{\infty}\left\|v_{x}(0, \tau)\right\|^{2} d \tau \cdot \sup _{0<\tau<t}\left\|v_{x}(0, \tau)\right\|^{4 / 3}
\end{gathered}
$$

and hence, by (4.15),

$$
\begin{equation*}
\sup _{0<\tau<t}\left\|v_{x}(\tau)\right\|^{2}+\int_{0}^{t}\left\|v_{x x}(\tau)\right\|^{2} d \tau \leq C\left(\left\|v_{0}\right\|_{1}^{2}+1\right) \tag{4.19}
\end{equation*}
$$

The combination of (4.15) and (4.19) gives a desired estimate (4.7), which completes the proof of Proposition 4.2.
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#### Abstract

In this paper we study three different overdetermined boundary value problems in $\mathbf{R}^{2}$ : a problem of torsion, a problem of electrostatic capacity, and a problem of polarization. In each case we prove that a solution exists if and only if the free boundary is an ellipse. The techniques we use rely on classical complex function theory, maximum principle, and some topological argument.
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1. Introduction. In his reference book on potential theory, O. D. Kellogg [Ke] has established that the density of charge at any point of an ellipsoid is proportional to the distance from the center to the tangent plane at that point.

The above mentioned property may also be formulated as follows:

$$
\begin{equation*}
|\nabla u|=\text { const. } h \quad \text { on } \partial \Omega, \tag{1}
\end{equation*}
$$

where $u$ is the electrostatic potential of the ellipsoid

$$
\Omega:=\left\{\mathbf{x}=(x, y, z) \in \mathbf{R}^{3} \left\lvert\, \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}<1\right.\right\},
$$

defined as the solution of the boundary value problem

$$
\begin{align*}
\Delta u & =0 \quad \text { in } \mathbf{R}^{3} \backslash \bar{\Omega}  \tag{2}\\
u & =1 \quad \text { on } \partial \Omega  \tag{3}\\
u & =O\left(\frac{1}{r}\right) \text { as } r \rightarrow \infty \tag{4}
\end{align*}
$$

and $h=\mathbf{x} . \mathbf{n}$ is the scalar product of $\mathbf{x}$ with the exterior normal vector of $\partial \Omega$. This property leads to the following question: is the overdetermined boundary value problem (1)-(4) solvable only if $\Omega$ is an ellipsoid?

We note that the standard methods of investigation in the topics of overdetermined problems, such as, e.g., Serrin's moving plane method [Se] or even the maximum principle approach (see, e.g., [We]), may not be appropriate to characterize ellipsoids!

In this paper we are not going to investigate such challenging overdetermined problems in $\mathbf{R}^{3}$. However we shall analyze similar problems in $\mathbf{R}^{2}$, in order to take advantage of such powerful tools as the conformal mapping techniques.

[^20]The second section of the paper deals with some overdetermined Saint-Venant problems. The third section is dedicated to the analogue of problem (1)-(4) in $\mathbf{R}^{2}$, and the fourth section to some overdetermined polarization problem. In the fifth section, we collect some related open problems with ellipsoidal free boundaries in higher dimension.
2. An overdetermined Saint-Venant problem. Let $u$ be the solution of the Saint-Venant problem

$$
\begin{align*}
\Delta u & =-2 \quad \text { in } \Omega,  \tag{5}\\
u & =0 \quad \text { on } \partial \Omega, \tag{6}
\end{align*}
$$

where $\Omega$ is a simply connected bounded domain in $\mathbf{R}^{2}$. Assuming $\Omega$ convex, MakarLimanov in 1971 [Ma-Li] has established the convexity of the level lines $\{u=$ const. $\}$ of problem (5), (6). His method is based on the auxiliary function

$$
\begin{equation*}
M:=u_{, i j} u_{, i} u_{, j}-|\nabla u|^{2} \Delta u+u\left[(\Delta u)^{2}-u_{, i j} u_{, i j}\right] . \tag{7}
\end{equation*}
$$

In (7) and in the rest of the paper a comma followed by indices indicates partial differentiation, and we adopt the usual summation convention on repeated indices. Using an identity derived in $[\mathrm{Ph}-\mathrm{Po}]$ we compute

$$
\begin{align*}
M_{, k} & =u_{, i j k} u_{, i} u_{, j}-2 u u_{, i j} u_{, i j k} \quad \text { in } \Omega,  \tag{8}\\
\Delta M & =-2 u u_{, i j k} u_{, i j k} \leq 0 \quad \text { in } \Omega . \tag{9}
\end{align*}
$$

Moreover, we have on $\partial \Omega$

$$
\begin{equation*}
M=K|\nabla u|^{3}, \tag{10}
\end{equation*}
$$

where $K$ is the curvature of $\partial \Omega$. It follows from (9), (10) that $M$ is positive in $\Omega$ if $\Omega$ is convex, which implies the convexity of the level lines $\{u=$ const. $\}$.

Another consequence of (9) is that $M$ is constant in $\Omega$ if and only if $\Omega$ is an ellipse. Indeed we have equality in (9) if and only if $u_{, i j k}=0, i, j, k=1,2$, i.e., if and only if $u$ is a quadratic polynomial in the two variables $(x, y)$.

This section deals with problem (5), (6) overdetermined by the further boundary condition

$$
\begin{equation*}
K|\nabla u|^{3}=c=\text { const. }>0 \text { on } \partial \Omega . \tag{11}
\end{equation*}
$$

From the above remark we infer that (11) is satisfied if $\Omega$ is an ellipse. The next statement asserts that ellipses are the only domains for which condition (11) is satisfied.

Theorem 1. The overdetermined problem (5), (6), (11) is solvable only if $\Omega$ is an ellipse.

Obviously we have to show the following implication:

$$
\begin{equation*}
M=\text { const. on } \partial \Omega \Longrightarrow M=\text { const. throughout } \Omega \tag{12}
\end{equation*}
$$

Let us assume that (11) is satisfied, i.e., that $M=$ const. on $\partial \Omega$. The outward normal derivative $\frac{\partial M}{\partial n}$ must be everywhere nonpositive on $\partial \Omega$ since $M$ takes its minimum there. The conclusion of Theorem 1 would then follow if we succeed to construct a point $P \in \partial \Omega$ at which $\frac{\partial M}{\partial n}=0$ in view of Hopf's second maximum principle [Pr-We]. On the other hand if the conclusion of Theorem 1 is incorrect, there would exist a
domain $\Omega$ for which $\frac{\partial M}{\partial n}<0$ everywhere on $\partial \Omega$. Our proof of Theorem 1 will consist of showing that the two conditions $M=$ const. on $\partial \Omega, \frac{\partial M}{\partial n}<0$ on $\partial \Omega$ lead to a contradiction.

Let $\mathbf{n}:=\left(n_{1}, n_{2}\right)=(\cos \theta, \sin \theta), \theta \in[0,2 \pi)$ be the exterior normal vector on $\partial \Omega$. Let $s$ denote the arc length on $\partial \Omega$ oriented in the anticlockwise direction. Using the relations

$$
\begin{align*}
u_{x x x} & =-u_{x y y}, \quad u_{y y y}=-u_{x x y}  \tag{13}\\
\mathbf{n} & =-\frac{\nabla u}{|\nabla u|}
\end{align*}
$$

and (8), we compute

$$
\begin{align*}
\frac{\partial M}{\partial n} & =\mathbf{n} \cdot \nabla M=-|\nabla u|^{-1} u_{, i j k} u_{, i} u_{, j} u_{, k} \\
& =|\nabla u|^{-1}\left\{u_{x x y} u_{y}\left[u_{y}^{2}-3 u_{x}^{2}\right]+u_{x y y} u_{x}\left[u_{x}^{2}-3 u_{y}^{2}\right]\right\}  \tag{15}\\
\frac{\partial M}{\partial s} & =0=-M_{x} n_{2}+M_{y} n_{1} \\
& =|\nabla u|^{-1}\left\{u_{x x y} u_{x}\left[u_{x}^{2}-3 u_{y}^{2}\right]+u_{x y y} u_{y}\left[3 u_{x}^{2}-u_{y}^{2}\right]\right\} \tag{16}
\end{align*}
$$

The overdetermined condition (11) implies that $\Omega$ is strictly convex with a smooth boundary $\partial \Omega$. It follows then that the angle $\theta$ between $\mathbf{n}$ and the $x$-axis is strictly increasing as a function of $s$ on $\partial \Omega$. Let $(x(\theta), y(\theta))$ be a parametric representation of $\partial \Omega$. From (14), (11) we compute

$$
\begin{align*}
\left(x^{\prime}(s), y^{\prime}(s)\right) & =(\dot{x}(s), \dot{y}(s)) \frac{d s}{d \theta}=(\dot{x}(s), \dot{y}(s)) K^{-1} \\
& =\left(u_{y},-u_{x}\right)|\nabla u|^{-1} K^{-1}=|\nabla u|^{2} c^{-1}\left(u_{y}-u_{x}\right) \tag{17}
\end{align*}
$$

where a prime stands for $\frac{d}{d \theta}$, a dot stands for $\frac{d}{d s}$.
Let us now consider the pair of periodic functions $\varphi_{1}(\theta), \varphi_{2}(\theta)$ defined on $\partial \Omega$ as

$$
\begin{align*}
\varphi_{1}(\theta) & :=u_{x x}(x(\theta), y(\theta))  \tag{18}\\
\varphi_{2}(\theta) & :=-u_{x y}(x(\theta), y(\theta)) \tag{19}
\end{align*}
$$

$\theta \in[0,2 \pi)$. Using (13), (17) we compute

$$
\begin{align*}
\varphi_{1}^{\prime}(\theta) & =u_{x x x} x^{\prime}+u_{x x y} y^{\prime}=-\frac{|\nabla u|^{2}}{c}\left\{u_{x x y} u_{x}+u_{x y y} u_{y}\right\}  \tag{20}\\
\varphi_{2}^{\prime}(\theta) & =-u_{x y x} x^{\prime}-u_{x y y} y^{\prime}=-\frac{|\nabla u|^{2}}{c}\left\{u_{x x y} u_{y}-u_{x y y} u_{x}\right\} . \tag{21}
\end{align*}
$$

Using the identities

$$
\begin{align*}
& \cos 2 \theta=\cos ^{2} \theta-\sin ^{2} \theta=|\nabla u|^{-2}\left(u_{x}^{2}-u_{y}^{2}\right)  \tag{22}\\
& \sin 2 \theta=2 \sin \theta \cos \theta=2|\nabla u|^{-2} u_{x} u_{y} \tag{23}
\end{align*}
$$

together with (20), (21) we obtain

$$
\begin{align*}
\varphi_{1}^{\prime} \cos 2 \theta-\varphi_{2}^{\prime} \sin 2 \theta & =\frac{1}{c}\left\{u_{x x y} u_{x}\left(3 u_{y}^{2}-u_{x}^{2}\right)+u_{x y y} u_{y}\left(u_{y}^{2}-3 u_{x}^{2}\right)\right\}  \tag{24}\\
\varphi_{1}^{\prime} \sin 2 \theta+\varphi_{2}^{\prime} \cos 2 \theta & =\frac{1}{c}\left\{u_{x x y} u_{y}\left(u_{y}^{2}-3 u_{x}^{2}\right)+u_{y y x} u_{x}\left(u_{x}^{2}-3 u_{y}^{2}\right)\right\} \tag{25}
\end{align*}
$$

Using (15), (16), and assuming $M=$ const. on $\partial \Omega, \frac{\partial M}{\partial n}<0$ on $\partial \Omega$, we can rewrite (24), (25) as

$$
\begin{equation*}
\left(\varphi_{1}^{\prime}(\theta), \varphi_{2}^{\prime}(\theta)\right)=a(\theta)(\sin 2 \theta, \cos 2 \theta) \tag{26}
\end{equation*}
$$

with

$$
\begin{equation*}
a(\theta):=\frac{1}{c}|\nabla u| \frac{\partial M}{\partial n}<0 \quad \forall \theta \in[0,2 \pi) \tag{27}
\end{equation*}
$$

From (26), (27) we conclude that the closed curve $\Gamma$ given by the parametric representation $\left(\varphi_{1}(\theta), \varphi_{2}(\theta)\right), \theta \in[0,2 \pi)$ has its tangent which makes two revolutions around the origin in the negative direction.

In other words we have

$$
\begin{equation*}
\operatorname{turn}(\Gamma)=-2 \tag{28}
\end{equation*}
$$

where turn $(\Gamma)$ is the turning number associated with $\Gamma$. We refer to [Be-Go] for a precise definition of turn $(\Gamma)$ as the degree of the unit tangent map of $\Gamma$.

We shall now compute turn $(\Gamma)$ using a different approach and obtain a contradiction. To this purpose we consider the auxiliary complex-valued function $f(z)$ defined in $\Omega$ as

$$
\begin{equation*}
f(z):=u_{x x}-i u_{x y} \tag{29}
\end{equation*}
$$

with $z:=x+i y \in \bar{\Omega}$. We note that $u_{x x}$ and $-u_{x y}$ are harmonic conjugate functions in view of (5), (13); i.e., $f(z)$ is analytic and maps $\partial \Omega$ onto $\Gamma$. Let the unit disc $|\zeta|<1$ in the complex $\zeta$-plane be mapped conformally onto $\Omega$ and denote by $z=\phi(\zeta)$ the univalent function associated to this mapping. We obtain a parametric representation of $\Gamma$ in terms of $\psi \in[0,2 \pi)$ by setting

$$
\begin{equation*}
\varphi_{1}(\psi)+i \varphi_{2}(\psi)=f\left(\phi\left(e^{i \psi}\right)\right) \tag{30}
\end{equation*}
$$

The hodograph of $\Gamma$ given by the analytic function

$$
\begin{equation*}
\frac{d}{d \psi}\left(\varphi_{1}+i \varphi_{2}\right)=i e^{i \psi} \phi^{\prime}\left(e^{i \psi}\right) f^{\prime}\left(\phi\left(e^{i \psi}\right)\right) \tag{31}
\end{equation*}
$$

is a closed curve homotopic to the unit tangent map of $\Gamma$ (parametrized by $\psi \mapsto$ $\left.\frac{i e^{i \psi} \phi^{\prime}\left(e^{i \psi}\right) f^{\prime}\left(\phi\left(e^{i \psi}\right)\right)}{\left|\phi^{\prime}\left(e^{i \psi}\right) f^{\prime}\left(\phi\left(e^{i \psi}\right)\right)\right|}\right)$ that does not go through the origin since we have

$$
\begin{equation*}
f^{\prime}(z)=u_{x x x}-i u_{x x y}=-\left(u_{x y y}+i u_{x x y}\right) \neq 0 \quad \forall z \in \partial \Omega \tag{32}
\end{equation*}
$$

by assumption, and since $\phi^{\prime}(\zeta) \neq 0$ in $\{|\zeta|<1\}$ by conformality. The number turn $(\Gamma)$ may therefore be evaluated by the integral

$$
\begin{equation*}
\operatorname{turn}(\Gamma)=\frac{1}{2 i \pi} \int_{|\zeta|=1} \frac{F^{\prime}(\zeta) d \zeta}{F(\zeta)} \tag{33}
\end{equation*}
$$

with

$$
\begin{equation*}
F(\zeta):=i \zeta \phi^{\prime}(\zeta) f^{\prime}(\phi(\zeta)) \tag{34}
\end{equation*}
$$

turn $(\Gamma)$ coincides therefore with the number of zeros (counted with their multiplicity) of $F(\zeta)$ in the disc $|\zeta|<1$ and is therefore $\geq 1$, in contradition to (28). This achieves the proof of Theorem 1 .
3. An overdetermined boundary value problem for the electrostatic potential in $\mathbf{R}^{2}$. Let $K$ be a simply connected bounded domain in $\mathbf{R}^{2}$, and let $u$ be the solution of the following boundary value problem:

$$
\begin{array}{rlrl}
\Delta u & =0 & & \text { in } \Omega:=\mathbf{R}^{2} \backslash \bar{K}, \\
u & =1 & & \text { on } \partial K, \\
\lim _{r \rightarrow \infty} \frac{u}{\log r} & =1, & \tag{37}
\end{array}
$$

where $r:=\sqrt{x^{2}+y^{2}}$ is the distance from the point $(x, y)$ to the origin $O \in K$. We note that $u$ takes its minimum value on $\partial K$. Moreover, if $K$ is an ellipse, $u(x, y)$ can be computed in terms of elliptic functions and the following two relations hold on $\partial \Omega$ :

$$
\begin{align*}
x|\nabla u| & =\epsilon n_{1}  \tag{38}\\
|\nabla u| & =\delta h \tag{39}
\end{align*}
$$

where $\epsilon$ is a negative constant, $\delta$ is a positive constant, $\mathbf{n}:=\left(n_{1}, n_{2}\right)$ denotes the normal vector on $\partial K$ oriented inside $K$, and $h:=-x_{i} n_{i}$ is the distance from the tangent of $\partial K$ to the origin $O \in K$. In this section we establish the following result.

ThEOREM 2. The boundary value problem (35)-(37) overdetermined either by (38) or by (39) is solvable only if $K$ is an ellipse.

Let $\hat{\Omega}$ be the exterior of the unit disc $|\zeta|<1$ of the complex $\zeta$-plane. This domain $\hat{\Omega}$ can be mapped conformally onto $\Omega$ by means of a univalent complex-valued function $\zeta \rightarrow z=\phi(\zeta)$ of the following form:

$$
\begin{equation*}
\phi(\zeta)=a \zeta+\sum_{n=0}^{\infty} b_{n} \zeta^{-n} \tag{40}
\end{equation*}
$$

where $a$ can be chosen real positive. Let $\hat{u}$ be the solution of problem (35)-(37) associated with $\hat{\Omega}$. We have obviously

$$
\begin{equation*}
\hat{u}(\zeta)=1+\log \rho \tag{41}
\end{equation*}
$$

with $\rho:=|\zeta|, \zeta:=\rho e^{i \psi} \in \hat{\Omega}$. We then obtain the solution $u(z)$ of (35)-(37) in $\Omega$ by conformal transplantation of $\hat{u}(\zeta)$. This leads to

$$
\begin{align*}
u(z) & :=\hat{u}\left(\phi^{-1}(z)\right)=\hat{u}(\zeta)=1+\log |\zeta| \\
& =1+\operatorname{Re} \log \zeta=1+\operatorname{Re}\left\{\log \phi^{-1}(z)\right\} \tag{42}
\end{align*}
$$

The complex gradient $\nabla u:=u_{x}+i u_{y}$ is then given by

$$
\begin{equation*}
\nabla u=\overline{\left(\log \phi^{-1}(z)\right)^{\prime}}=1 / \overline{\phi^{-1}(z) \phi^{\prime}\left(\phi^{-1}(z)\right)} \tag{43}
\end{equation*}
$$

Moreover, the complex unit normal vector $n:=n_{1}+i n_{2}$ is obtained by differentiating the parametric representation $\phi\left(e^{i \psi}\right)$ of $\partial \Omega$ with respect to the parameter $\psi$. This leads to

$$
\begin{equation*}
n=n_{1}+i n_{2}=-e^{i \psi} \frac{\phi^{\prime}\left(e^{i \psi}\right)}{\left|\phi^{\prime}\left(e^{i \psi}\right)\right|} \tag{44}
\end{equation*}
$$

Combining (43) and (44), we obtain the following expression for the normal derivative $\frac{\partial u}{\partial n}$ on $\partial \Omega$ in terms of the mapping function $\phi(\zeta)$ :

$$
\begin{equation*}
\left.\frac{\partial u}{\partial n}\right|_{\partial \Omega}=\operatorname{Re}\left[\left(u_{x}-i u_{y}\right)\left(n_{1}+i n_{2}\right)\right]=-\frac{1}{\left|\phi^{\prime}\left(e^{i \psi}\right)\right|} \tag{45}
\end{equation*}
$$

Since $u=1$ on $\partial \Omega$, we have

$$
\begin{equation*}
|\nabla u|_{\partial \Omega}=-\left.\frac{\partial u}{\partial n}\right|_{\partial \Omega}=\frac{1}{\left|\phi^{\prime}\left(e^{i \psi}\right)\right|} \tag{46}
\end{equation*}
$$

With (46) we can rewrite the overdetermined conditions (38) and (39) as follows:

$$
\begin{equation*}
\operatorname{Re}\left\{\phi\left(e^{i \psi}\right)\right\}=-\epsilon \operatorname{Re}\left\{e^{i \psi} \phi^{\prime}\left(e^{i \psi}\right)\right\}, \quad \psi \in[0,2 \pi) \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Re}\left\{e^{i \psi} \phi^{\prime}\left(e^{i \psi}\right) \overline{\phi\left(e^{i \psi}\right)}\right\}=\frac{1}{\delta}>0 \tag{48}
\end{equation*}
$$

In the next step we shall show that either (47) or (48) implies separately that $\phi$ has the form

$$
\begin{equation*}
\phi(\zeta)=a \zeta+b_{0}+b_{1} \zeta^{-1} \tag{49}
\end{equation*}
$$

from which we conclude that $K$ must be an ellipse.
First case (47). Obviously we can select $b_{0}=0$ in (40) since this choice affects the mapping by a translation only. Making use of (40) with $b_{n}=\beta_{n}+i \gamma_{n}, n=1,2, \ldots$, condition (47) gives

$$
\begin{align*}
a \cos \psi & +\sum_{1}^{\infty}\left(\beta_{n} \cos n \psi+\gamma_{n} \sin n \psi\right) \\
& =-\epsilon\left\{a \cos \psi-\sum_{1}^{\infty} n\left(\beta_{n} \cos n \psi+\gamma_{n} \sin n \psi\right)\right\} \tag{50}
\end{align*}
$$

from which we obtain

$$
\begin{align*}
& \beta_{1}=\frac{a(1+\epsilon)}{\epsilon-1}, \quad \beta_{n}=0 \quad \forall n \geq 2  \tag{51}\\
& \gamma_{n}=0 \quad \forall n \geq 1 \tag{52}
\end{align*}
$$

This leads to the desired form (49) of $\phi(\zeta)$.
Second case (48). The analysis of this case is more complicated. The condition (48) may be rewritten under the form

$$
\begin{equation*}
e^{i \psi} \overline{\phi\left(e^{i \psi}\right)} \phi^{\prime}\left(e^{i \psi}\right)+e^{-i \psi} \phi\left(e^{i \psi}\right) \overline{\phi^{\prime}\left(e^{i \psi}\right)}=\text { const. } \tag{53}
\end{equation*}
$$

Again we write

$$
\begin{equation*}
\phi(\zeta):=a \zeta+\sum_{1}^{\infty} b_{n} \zeta^{-n} \tag{54}
\end{equation*}
$$

without loss of generality. Let us now introduce the associated function

$$
\begin{equation*}
\tilde{\phi}(\zeta):=\overline{\phi(1 / \bar{\zeta})}=a \zeta^{-1}+\sum_{1}^{\infty} \overline{b_{n}} \zeta^{n} \tag{55}
\end{equation*}
$$

With

$$
\begin{align*}
\tilde{\phi}\left(e^{i \psi}\right) & =\overline{\phi\left(e^{i \psi}\right)}  \tag{56}\\
\tilde{\phi}^{\prime}(\zeta) & =-\frac{1}{\zeta^{2}} \overline{\phi^{\prime}}(1 / \bar{\zeta}) \tag{57}
\end{align*}
$$

the condition (53) may be rewritten as

$$
\begin{equation*}
e^{i \psi} \tilde{\phi}\left(e^{i \psi}\right) \phi^{\prime}\left(e^{i \psi}\right)-e^{i \psi} \phi\left(e^{i \psi}\right) \tilde{\phi}^{\prime}\left(e^{i \psi}\right)=\text { const. }=c \tag{58}
\end{equation*}
$$

Moreover, we know a priori that the overdetermined condition implies that the boundary $\partial \Omega$ is analytic. This follows from Theorem 1.4 in Chapter 2 of Friedman's book [Fr]. The function $\phi$ analytic in $|\zeta|>1$ may therefore be analytically extended inside the unit disc in a neighborhood of $|\zeta|=1$, and the function $\tilde{\phi}$ analytic in $|\zeta|<1$ may be analytically extended outside the unit disc in a neighborhood of $|\zeta|=1$. There exists therefore a two-sided neighborhood $\omega:=\{1-\epsilon<|\zeta|<1+\epsilon\}$ of the unit circle in which $\phi$ and $\tilde{\phi}$ are analytic. In $\omega$ we have the identity

$$
\begin{equation*}
\tilde{\phi}(\zeta) \phi^{\prime}(\zeta)-\tilde{\phi}^{\prime}(\zeta) \phi(\zeta)=\frac{c}{\zeta} \tag{59}
\end{equation*}
$$

in view of (58). Differentiating (59) we obtain

$$
\begin{equation*}
\tilde{\phi} \phi^{\prime \prime}-\tilde{\phi}^{\prime \prime} \phi=-\frac{c}{\zeta^{2}} \tag{60}
\end{equation*}
$$

Combining (59) and (60) leads to

$$
\begin{equation*}
\tilde{\phi} \phi^{\prime}-\tilde{\phi}^{\prime} \phi+\zeta\left(\tilde{\phi} \phi^{\prime \prime}-\tilde{\phi}^{\prime \prime} \phi\right)=0 \tag{61}
\end{equation*}
$$

which may be rewritten as

$$
\begin{equation*}
\zeta \frac{\phi^{\prime}+\zeta \phi^{\prime \prime}}{\phi}=\zeta \frac{\tilde{\phi}^{\prime}+\zeta \tilde{\phi}^{\prime \prime}}{\tilde{\phi}} \quad \text { in } \omega \tag{62}
\end{equation*}
$$

where the factors $\zeta$ on both sides of (62) make the right-hand side analytic at the origin since we have

$$
\begin{equation*}
\lim _{\zeta \rightarrow 0} \zeta \frac{\tilde{\phi}^{\prime}+\zeta \tilde{\phi}^{\prime \prime}}{\tilde{\phi}}=1 \tag{63}
\end{equation*}
$$

as a consequence of (55), and the left-hand side bounded at infinity since we have

$$
\begin{equation*}
\lim _{\zeta \rightarrow \infty} \zeta \frac{\phi^{\prime}+\zeta \phi^{\prime \prime}}{\phi}=1 \tag{64}
\end{equation*}
$$

as a consequence of (54). The identity (62) shows in fact that the function defined by $\zeta \frac{\phi^{\prime}+\zeta \phi^{\prime \prime}}{\phi}$ outside the unit disc and by $\zeta \frac{\tilde{\phi}^{\prime}+\zeta \tilde{\phi}^{\prime \prime}}{\tilde{\phi}}$ inside the closed unit disc is analytic
and bounded in the whole complex $\zeta$-plane. It then follows from the classical theorem of Liouville that this function is constant (and equal to one, thanks to (64)). This fact leads to the following differential equation for $\phi(\zeta)$ :

$$
\begin{equation*}
\zeta^{2} \phi^{\prime \prime}+\zeta \phi^{\prime}-\phi=0 \quad \forall|\zeta|>1 \tag{65}
\end{equation*}
$$

The differential equation (65) has the general solution

$$
\begin{equation*}
\phi(\zeta)=a \zeta+b \zeta^{-1} \tag{66}
\end{equation*}
$$

This achieves the proof of Theorem 2.
4. An overdetermined polarization problem. Let $K$ be a simply connected bounded domain in $\mathbf{R}^{\mathbf{2}}$. We consider the polarization problem in the $x$ direction defined in $\Omega:=\mathbf{R}^{2} \backslash \bar{K}$ as

$$
\begin{align*}
\Delta u & =0 \quad \text { in } \Omega:=\mathbf{R}^{2} \backslash \bar{K}  \tag{67}\\
u & =x+b \quad \text { on } \partial \Omega  \tag{68}\\
u & =O\left(r^{-1}\right) \quad \text { as } r:=\sqrt{x^{2}+y^{2}} \rightarrow \infty . \tag{69}
\end{align*}
$$

In (68), $b$ is a constant that is uniquely determined by the condition (69). In this section we establish the following result.

THEOREM 3. Let $u$ be the solution of problem (67)-(69). Assume moreover that $u$ satisfies the further boundary condition

$$
\begin{equation*}
\frac{\partial u}{\partial n}=c n_{1} \quad \text { on } \partial \Omega \tag{70}
\end{equation*}
$$

where $\mathbf{n}:=\left(n_{1}, n_{2}\right)$ is the unit normal vector on $\partial \Omega$ directed inside $K$ and where $c$ is a constant. Then $K$ must be an ellipse whose axes are parallel to the axes of coordinates.

Before proving Theorem 3 we note that the constant $c$ in (70) cannot be given arbitrarily. In fact $c$ depends only on the geometry of $K$ and is given by

$$
\begin{equation*}
c=-\frac{\int_{\partial \Omega} n_{2}^{2} \mathbf{x . n} d s}{\int_{\partial \Omega} n_{1}^{2} \mathbf{x . n} d s}<0 \tag{71}
\end{equation*}
$$

For the proof of (71) we compute

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{2} d x=\int_{\partial \Omega} u \frac{\partial u}{\partial n} d s=c \int_{\partial \Omega} x n_{1} d s=-c A \tag{72}
\end{equation*}
$$

where $A$ is the area of $K$. (72) implies that $c$ is negative. Moreover, from (70) we have

$$
\begin{equation*}
\frac{\partial(u-x)}{\partial n}=(c-1) n_{1} \quad \text { on } \partial \Omega \tag{73}
\end{equation*}
$$

Inserting (72), (73) into Rellich's identity

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{2} d x+A=-\frac{1}{2} \int_{\partial \Omega}\left(\frac{\partial(u-x)}{\partial n}\right) \mathbf{x . n} d s \tag{74}
\end{equation*}
$$

that is also derived in [Pa-Ph], we obtain (71).

For the proof of Theorem 3 we proceed again by conformal transplantation. Let $\hat{\Omega}$ be the exterior of the unit disc $|\zeta|<1$ of the complex $\zeta$-plane; $\hat{\Omega}$ may be mapped conformally onto $\Omega$ by means of a univalent complex-valued function $\zeta \rightarrow z=\phi(\zeta)$ of the following form:

$$
\begin{equation*}
\phi(\zeta)=a \zeta+\sum_{n=0}^{\infty} b_{n} \zeta^{-n} \tag{75}
\end{equation*}
$$

where $a$ may be chosen real positive without loss of generality. Let $\hat{u}(\zeta)$ be the transplanted function defined in $\hat{\Omega}$ as

$$
\begin{equation*}
\hat{u}(\zeta):=u(\phi(\zeta)) \tag{76}
\end{equation*}
$$

This function $\hat{u}(\zeta)$ satisfies the following boundary value problem:

$$
\begin{align*}
\Delta \hat{u} & =0 \quad \text { in } \hat{\Omega}  \tag{77}\\
\hat{u}\left(e^{i \psi}\right) & =u\left(\phi\left(e^{i \psi}\right)\right)=\operatorname{Re}\left(\phi\left(e^{i \psi}\right)\right)+b, \quad \psi \in[0,2 \pi]  \tag{78}\\
\hat{u} & =O\left(\frac{1}{|\zeta|}\right) \text { as }|\zeta| \rightarrow \infty \tag{79}
\end{align*}
$$

In (78) we have used the notation $\zeta=\rho e^{i \psi}$. From (79) we see that $b=-\operatorname{Re}\left(b_{0}\right)$. The solution of (77)-(79) is easily computable. We find

$$
\begin{align*}
\hat{u}(\zeta) & =\hat{u}\left(\rho e^{i \psi}\right) \\
& =\frac{1}{2}\left\{\frac{\bar{a}+b_{1}}{\rho} e^{-i \psi}+\frac{a+\bar{b}_{1}}{\rho} e^{i \psi}+\sum_{2}^{\infty} \frac{b_{n} e^{-i n \psi}+\bar{b}_{n} e^{i n \psi}}{\rho^{n}}\right\} \tag{80}
\end{align*}
$$

Since we have $a=\bar{a}$, (80) may be rewritten as

$$
\begin{equation*}
\hat{u}(\zeta)=\operatorname{Re}\left(\frac{a}{\zeta}\right)+\operatorname{Re}\left(\sum_{1}^{\infty} b_{n} \zeta^{-n}\right)=\operatorname{Re}\left\{\frac{a}{\zeta}+\phi(\zeta)-a \zeta-b_{0}\right\} \tag{81}
\end{equation*}
$$

in view of (75), from which we compute

$$
\begin{equation*}
u(z)=\hat{u}\left(\phi^{-1}(z)\right)=\operatorname{Re}\left\{\frac{a}{\phi^{-1}(z)}+z-a \phi^{-1}(z)-b_{0}\right\} \tag{82}
\end{equation*}
$$

Using the identity $\nabla\{\operatorname{Re} f(z)\}=\overline{f^{\prime}(z)}$ with $f(z)$ analytic, we compute from (82)

$$
\begin{equation*}
\overline{\nabla u(z)}=u_{x}-i u_{y}=1-\frac{a}{\phi^{\prime}\left(\phi^{-1}(z)\right)\left[\phi^{-1}(z)\right]^{2}}-\frac{a}{\phi^{\prime}\left(\phi^{-1}(z)\right)} \tag{83}
\end{equation*}
$$

The complex-valued normal vector $n:=n_{1}+i n_{2}$ of $\partial \Omega$ may also be expressed in terms of the parametrization $\psi \rightarrow \phi\left(e^{i \psi}\right), \psi \in[0,2 \pi)$ of $\partial \Omega$. We obtain

$$
\begin{equation*}
n=n_{1}+i n_{2}=-e^{i \psi} \frac{\phi^{\prime}\left(e^{i \psi}\right)}{\left|\phi^{\prime}\left(e^{i \psi}\right)\right|} \tag{84}
\end{equation*}
$$

From (83), (84) we compute

$$
\begin{align*}
\frac{\partial u\left(\phi\left(e^{i \psi}\right)\right)}{\partial n} & =\operatorname{Re}\{\overline{\nabla u} \cdot n\} \\
& =\operatorname{Re}\left\{-\frac{e^{i \psi} \phi^{\prime}\left(e^{i \psi}\right)}{\left|\phi^{\prime}\left(e^{i \psi}\right)\right|}+\frac{a}{\left|\phi^{\prime}\left(e^{i \psi}\right)\right| e^{i \psi}}+\frac{a e^{i \psi}}{\left|\phi^{\prime}\left(e^{i \psi}\right)\right|}\right\} \tag{85}
\end{align*}
$$

The overdetermined condition (70) may therefore be rewritten as

$$
\begin{equation*}
\operatorname{Re}\left\{e^{i \psi} \phi^{\prime}\left(e^{i \psi}\right)-a e^{-i \psi}-a e^{i \psi}\right\}=\operatorname{Re}\left\{c e^{i \psi} \phi^{\prime}\left(e^{i \psi}\right)\right\} \tag{86}
\end{equation*}
$$

From (75) we compute

$$
\begin{equation*}
e^{i \psi} \phi^{\prime}\left(e^{i \psi}\right)=a e^{i \psi}-\sum_{1}^{\infty} n b_{n} e^{-i n \psi} \tag{87}
\end{equation*}
$$

From (86), (87) we obtain by identification

$$
\begin{array}{r}
-a \cos \psi-\operatorname{Re}\left(b_{1}\right) \cos \psi-\operatorname{Im}\left(b_{1}\right) \sin \psi \\
=c\left(a \cos \psi-\operatorname{Re}\left(b_{1}\right) \cos \psi-\operatorname{Im}\left(b_{1}\right) \sin \psi\right) \tag{88}
\end{array}
$$

and

$$
\begin{equation*}
\operatorname{Re}\left(n b_{n} e^{-i n \psi}\right)=c \operatorname{Re}\left(n b_{n} e^{-i n \psi}\right), \quad n \geq 2 \tag{89}
\end{equation*}
$$

Equation (88) gives

$$
\begin{equation*}
b_{1}=\frac{c+1}{c-1} a \tag{90}
\end{equation*}
$$

Since $c \neq 1$, we obtain from (89)

$$
\begin{equation*}
b_{n}=0, \quad n \geq 2 \tag{91}
\end{equation*}
$$

The above computation shows that the mapping function $\phi(\zeta)$ must have the particular form

$$
\begin{equation*}
\phi(\zeta)=a \zeta+b_{0}+\frac{c+1}{c-1} \frac{a}{\zeta} \tag{92}
\end{equation*}
$$

which implies the desired result. We finally note that $K$ is a disc if $c=-1$.
5. Some open problems. In this section, we want to indicate some open problems which generalize in three dimensions the problems studied in the previous sections. In what follows, $\Omega_{0}$ will denote the ellipsoid

$$
\Omega_{0}=\left\{\mathbf{x}=(x, y, z) / \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}<1\right\}
$$

with $a \geq b \geq c>0$. The distance $h$ from the tangent plane of $\partial \Omega_{0}$ to the origin is given by

$$
\begin{equation*}
h=\mathbf{x} . \mathbf{n}=\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}\right)^{-1 / 2} \tag{93}
\end{equation*}
$$

and the Gaussian curvature $G$ of $\partial \Omega_{0}$ is given by

$$
\begin{equation*}
G=h^{4} / a^{2} b^{2} c^{2} \tag{94}
\end{equation*}
$$

Of course, the problems described below have analogous $N$-dimensional versions which could easily be formulated.

The Saint-Venant problem. Let $u$ be the solution of the Saint-Venant problem (5), (6) in $\Omega_{0}$. We have

$$
\begin{gather*}
u(x, y, z)=A\left(\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}-1\right),  \tag{95}\\
|\nabla u|^{2}=4 A^{2}\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}+\frac{z^{2}}{c^{4}}\right), \tag{96}
\end{gather*}
$$

with $A=-2\left(\frac{2}{a^{2}}+\frac{2}{b^{2}}+\frac{2}{c^{2}}\right)^{-1}$. It follows from (94), (96) that

$$
\begin{equation*}
|\nabla u|^{4} G=\text { const. } \quad \text { on } \partial \Omega_{0} \tag{97}
\end{equation*}
$$

It is then natural to state the following problem.
Open problem 1. Let $u$ be the solution of the Saint-Venant problem (5), (6) in $\Omega$, where $\Omega$ is a regular bounded, simply connected domain in $\mathbf{R}^{3}$. Assume moreover that the overdetermined condition (97) is satisfied where $G$ is the Gaussian curvature of $\partial \Omega$. Then prove that $\Omega$ is an ellipsoid.

The electrostatic potential problem. Let $u$ be the electrostatic potential of the ellipsoid $\Omega_{0}$, i.e., the solution of the boundary value problem

$$
\begin{align*}
\Delta u & =0 \quad \text { in } \Omega:=\mathbf{R}^{3} \backslash \bar{\Omega}_{0}  \tag{98}\\
u & =1 \quad \text { on } \partial \Omega_{0}  \tag{99}\\
|\nabla u| & =O\left(r^{-2}\right) \quad \text { as } r \rightarrow \infty \tag{100}
\end{align*}
$$

Using ellipsoidal coordinates, we are able to write $u$ explicitly as

$$
\begin{equation*}
u(x, y, z)=\int_{\lambda}^{\infty} \frac{d t}{\left\{\left(a^{2}+t\right)\left(b^{2}+t\right)\left(c^{2}+t\right)\right\}^{1 / 2}} \tag{101}
\end{equation*}
$$

where $\lambda$ is the largest root of the equation

$$
\frac{x^{2}}{a^{2}+\lambda}+\frac{y^{2}}{b^{2}+\lambda}+\frac{z^{2}}{c^{2}+\lambda}=1
$$

We refer to $[\mathrm{Ke}]$ for the derivation of (101). From (101), it follows that

$$
\begin{align*}
x|\nabla u| & =\epsilon n_{1}  \tag{102}\\
|\nabla u| & =\delta h \tag{103}
\end{align*}
$$

on $\partial \Omega_{0}$ as in the 2-dimensional case, where $\epsilon$ and $\delta$ are constants. Therefore, we can state the following problem.

Open problem 2. Let $K$ be a regular simply connected compact set in $\mathbf{R}^{3}$. Let $u$ be the electrostatic potential defined as the solution of (98)-(100) in $\mathbf{R}^{3} \backslash K$. Assume moreover that $u$ satisfies either the overdetermined condition (102) or (103). Then, prove that $K$ is an ellipsoid.

The polarization problem. Let $u$ be the solution of the polarization problem for the ellipsoid

$$
\begin{align*}
\Delta u & =0 \quad \text { in } \Omega:=\mathbf{R}^{3} \backslash \bar{\Omega}_{0}  \tag{104}\\
u & =x+b \quad \text { on } \partial \Omega_{0}  \tag{105}\\
|\nabla u| & =O\left(r^{-3}\right) \quad \text { as } r \rightarrow \infty \tag{106}
\end{align*}
$$

Using ellipsoidal coordinates, we are again able to write $u$ explicitly as (see [ $\mathrm{Sc}-\mathrm{Sz}]$ )

$$
\begin{equation*}
u(x, y, z)=\frac{2 x}{p} \int_{\lambda}^{\infty} \frac{d t}{\left(a^{2}+t\right)\left\{\left(a^{2}+t\right)\left(b^{2}+t\right)\left(c^{2}+t\right)\right\}^{1 / 2}} \tag{107}
\end{equation*}
$$

where $p$ is a constant determined by the boundary condition. It follows from (107) that

$$
\begin{equation*}
\frac{\partial u}{\partial n}=\text { const. } n_{1} \tag{108}
\end{equation*}
$$

on $\partial \Omega_{0}$ as in the 2-dimensional case.
Open problem 3. Let $K$ be a regular, simply connected compact set in $\mathbf{R}^{3}$. Let $u$ be the solution of the polarization problem (104)-(106) in $\mathbf{R}^{3} \backslash K$. Assume moreover that $u$ satisfies the overdetermined condition (108). Then, prove that $K$ is an ellipsoid.
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#### Abstract

By means of energy and entropy estimates, we prove existence and positivity results in higher space dimensions for degenerate parabolic equations of fourth order with nonnegative initial values. We discuss their asymptotic behavior for $t \rightarrow \infty$ and give a counterexample to uniqueness.
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1. Introduction. In this paper we will present new results on existence, (non) uniqueness, positivity, and asymptotic behavior in higher space dimensions of weak solutions to degenerate parabolic equations of fourth order of the form

$$
\begin{gather*}
u_{t}+\operatorname{div}(m(u) \nabla \Delta u)=0 \text { in } \Omega \times(0, T), \\
\frac{\partial u}{\partial \nu}=\frac{\partial}{\partial \nu} \Delta u=0 \text { on } \partial \Omega \times[0, T],  \tag{1.1}\\
u(0, \cdot)=u_{0}(\cdot) \text { in } \Omega .
\end{gather*}
$$

We assume that the nonnegative diffusion coefficient $m$ vanishes at zero and has at most polynomial growth. We denote by $n$ its growth exponent near zero. Equation (1.1) can be seen as the archetype of a class of parabolic equations of higher order which appear in material sciences and fluid dynamics. For instance, in lubrication theory (cf. [3], [8] and the references therein), $u$ describes the height of a viscous droplet spreading on a plain, solid surface; in the Cahn-Hilliard model of phase separation for binary mixtures, $u$ plays the role of the concentration of one component (cf. [10]), and in a plasticity model (cf. [13] and the references therein) $u$ stands for the density of dislocations.

Crucial for these applications is the fact that it is possible to construct solutions of (1.1) which preserve nonnegativity as has been proved for space dimension $N=1$ by Bernis and Friedman [6] and for higher space dimensions in the papers by Grün [13] and by Elliott and Garcke [10]. This behavior is in strong contrast to that of classical solutions to linear parabolic equations of fourth order which in general become

[^21]negative even in the case of strictly positive initial values. Moreover, the publications of Beretta, Bertsch, and Dal Passo [2] and of Bertozzi and Pugh [8], who study this equation in space dimension $N=1$, reveal a rich structure of qualitative behavior of solutions depending on the diffusion growth exponent $n$. To put it concisely, the larger $n$ is, the stronger is the tendency of solutions to stay positive and the weaker is the regularity at the boundary of the set where $u$ vanishes.

Recently Bernis [4], [5] showed for the special case $m(u)=u^{n}$ with $0<n<3$ that in space dimension $N=1$ solutions to (1.1) have the property of finite speed of propagation. More precisely, this means that the interface separating the regions where $u$ is positive and where $u$ is equal to zero moves with finite velocity as time progresses. To obtain these results Bernis used local versions of entropy estimates first derived in [2].

While in the case of higher space dimensions existence results up to now were restricted to the cases $1 \leq n<2$ if $u_{0} \geq 0$ arbitrary, and $n \geq 1$ if $u_{0}$ is strictly positive (cf. [13] and [10]), the results presented here will overcome this restriction and assure the existence for $\frac{1}{8}<n<3$ and arbitrary nonnegative initial values $u_{0}$. It turns out that in general we cannot expect solutions to have $L^{2}\left(0, T ; H^{2}(\Omega)\right)$-regularity. In previous works (cf. [13] and [10]), this property has been a major ingredient in the definition of solution. Thus, we are forced to introduce a new solution concept that - to put in concisely - differs from the previous one in such a way that in the corresponding weak formulation of (1.1) derivatives of $u$ of higher order than 1 do not appear. For the technical details, we refer the reader to the statement of Definition 3.1.

Let us point out that the growth exponent $n=3$ seems to be a border case in the theory of degenerate fourth-order parabolic equations. This already has been indicated by results of Bernis, Peletier, and Williams [7], who showed that source-type solutions with finite mass only exist for $0<n<3$.

Technically, the restriction to values of $n<3$ in this paper is due to the fact that entropy estimates for compactly supported initial data are not achievable if $n \geq 3$. For similar reasons the results of [4], [5] and many of the results of [2] and [8] are restricted to $n<3$.

Our work will be based upon a refinement of those entropy estimates which have been used in [13] and [10]; they generalize results of the papers [2] or [8] to space dimensions $N=2,3$, which are the relevant ones for applications. Since in the case of higher space dimensions it is still not known whether solutions of (1.1) are in $L^{\infty}\left(\Omega_{T}\right)$ or whether they are strictly bounded away from zero in case of positive initial values, a more careful approximation process has to be applied than for space dimension $N=1$.

Another important ingredient in the higher dimensional case which may be of independent interest is the generalization of the formula of integration by parts

$$
\int_{0}^{1} f^{\prime}(u) u_{x}^{2} u_{x x} d x=-\frac{1}{3} \int_{0}^{1} f^{\prime \prime}(u) u_{x}^{4} d x
$$

for appropriately smooth functions with $u_{x}(0)=u_{x}(1)=0$ to higher space dimensions, which will be essential in order to obtain the entropy estimates (cf. Lemma 2.3).

Confining ourselves at the moment to entropy estimates global in space, in a forthcoming paper we wish to derive local versions of the entropy estimates and we hope to show results analogous to those of Bernis [4], [5] in higher space dimensions.

Let us briefly describe the outline of this paper.

In section 2 we state the refined entropy estimate first for auxiliary problems with positive initial values and sufficiently large diffusion growth exponents $n$. In a second step, we extend this result to arbitrary positive values of $n$ by use of an appropriate approximation method.

Section 3 contains the main results of this paper. In Definition 3.1 we introduce the solution concept, in the framework of which we can prove existence of solutions for $\frac{1}{8}<n<3$ and arbitrary, nonnegative initial values $u_{0} \in H^{1}(\Omega)$ (cf. Theorem 3.2). As a consequence of the a priori estimates derived so far we improve the results of [13] about positivity of solutions (cf. Theorem 3.4) and show convergence to the mean value for $t \rightarrow \infty$ with respect to the $H^{1}$-norm (cf. Theorem 3.5). The latter result can be used in order to discuss the problem of uniqueness in the framework of the solution concept. By constructing steady state solutions with compact support which do not satisfy the entropy estimates but nevertheless solve the equation in the sense of the solution concept, it becomes evident that we cannot expect uniqueness of solutions without imposing regularity properties at the boundary of the set where $u$ vanishes. Whether these regularity properties are already sufficient for uniqueness still remains an open problem.

Notation. In the whole paper we assume that $\Omega \subset \mathbb{R}^{N}(N \in\{2,3\})$ is an open and bounded domain with boundary of class $C^{1,1}$ (or $C^{0,1}$ if $\Omega$ is convex) which is piecewise smooth. We denote by $I$ the time interval $(0, T)$, and $\Omega_{T}$ stands for the space-time cylinder $\Omega \times(0, T)$. We denote by $\nu$ the unit outer normal vector to $\partial \Omega$, and $I I($.$) is the$ second fundamental form of $\partial \Omega$. By $H_{*}^{2}(\Omega)$ we denote $\left\{u \in H^{2}(\Omega): \frac{\partial}{\partial \nu} u=0\right.$ on $\left.\partial \Omega\right\}$. We will use as abbreviation the notation $u \in L^{p-}(\Omega)$ to indicate that $u \in L^{q}(\Omega)$ for all $q<p$. Furthermore, $\mathcal{L}^{N}$ denotes the $N$-dimensional Lebesgue measure and $\mathcal{H}^{N-1}$ denotes the $(N-1)$-dimensional Hausdorff measure. For vectors $v, w \in \mathbb{R}^{N}$ and symmetric matrices $A \in \mathbb{R}^{N \times N}$, we write $\langle v, A, w\rangle$ instead of $\sum_{i, j} v_{i} A_{i j} w_{j}$, and $\langle\cdot, \cdot\rangle$ stands for the standard scalar product on $\mathbb{R}^{N}$.
2. Entropy estimates. In this section we will present the entropy estimates essential for the qualitative results. For mainly technical reasons we shall confine ourselves at first to a special case of problem (1.1) that is characterized by the following additional conditions on the diffusion coefficient $m$ and on the initial data $u_{0}$.
(A1) The diffusivity $m \in C^{1}\left(\mathbb{R}_{0}^{+}\right) \cap W^{1, \infty}\left(\mathbb{R}_{0}^{+}\right)$can be written as $m(\tau)=\tau^{n}$. $f(\tau)\left(\tau \in \mathbb{R}_{0}^{+}\right)$with a positive function $f$ such that $\|f\|_{C^{1,1}\left(\mathbb{R}_{0}^{+}, \mathbb{R}_{0}^{+}\right)}<\infty$. Furthermore, we assume that $m$ is uniformly bounded from below by a positive constant for sufficiently large values of $\tau$.
(A2) The growth exponent $n$ satisfies

$$
n> \begin{cases}4 & \text { if } N=2 \\ 8 & \text { if } N=3\end{cases}
$$

(A3) The initial data $u_{0} \in H^{1}(\Omega)$ are strictly positive; i.e., there exists a constant $\delta>0$ such that $u_{0} \geq \delta>0$.

In [10] and [13], it has been proved that under the assumptions (A1)-(A3) there exists a pair of functions

$$
(u, J) \in H^{1}\left(I ;\left(H^{1}(\Omega)\right)^{\prime}\right) \cap L^{\infty}\left(I ; H^{1}(\Omega)\right) \cap L^{2}\left(I ; H_{*}^{2}(\Omega)\right) \times L^{2}\left(\Omega_{T}, \mathbb{R}^{N}\right)
$$

which solves (1.1) in the following weak sense:

$$
\begin{equation*}
u_{t}=-\operatorname{div} J \quad \text { in } L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\prime}\right) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega_{T}} J \cdot \eta=-\int_{\Omega_{T}} \Delta u \operatorname{div}(m(u) \eta) \tag{2.2}
\end{equation*}
$$

for all $\eta \in L^{2}\left(0, T ; H^{1}\left(\Omega, \mathbb{R}^{n}\right)\right) \cap L^{\infty}\left(\Omega_{T}, \mathbb{R}^{n}\right)$.
Moreover, for a positive constant $C$ the following estimate holds true:

$$
\begin{equation*}
\int_{\Omega} u(T)^{2-n} d x+\int_{\Omega_{T}}|\Delta u|^{2} d x d t \leq C \int_{\Omega} u_{0}^{2-n} d x \tag{2.3}
\end{equation*}
$$

In particular, this implies that $u$ is strictly positive for almost every $t \in I$ (cf. [13]). This positivity property is the key to the following lemma assuring that under the assumptions (A1)-(A3) $\nabla \Delta u(t) \in L^{2}(\Omega)$ for almost every $t \in I$, and therefore $J(t)=m(u(t)) \nabla \Delta u(t) \quad$ in $L^{2}(\Omega)$ for these $t$. As a further consequence, we show that the $L^{2}$-norm of $\nabla u$ is monotonically decreasing, which will be important to obtain our results regarding asymptotic behavior.

Lemma 2.1. Assume (A1)-(A3) and let $u$ be the weak solution of (1.1) constructed as described above. Then for almost all $t \in[0, T]$ we have $u(t) \in C^{\beta}(\Omega)$ (for $\beta>0$ appropriately small), $u(t)$ is strictly positive, and

$$
\begin{equation*}
J(t, \cdot)=m(u(t, \cdot)) \nabla \Delta u(t, \cdot) \in L^{2}(\Omega) \tag{2.4}
\end{equation*}
$$

In addition, for almost every $t_{1}, t_{2} \in I$ the following estimate is true:

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega}\left|\nabla u\left(t_{2}\right)\right|^{2} d x+\int_{t_{1}}^{t_{2}} \int_{\Omega} m(u)|\nabla \Delta u|^{2} d x d t \leq \frac{1}{2} \int_{\Omega}\left|\nabla u\left(t_{1}\right)\right|^{2} d x \tag{2.5}
\end{equation*}
$$

The proof of Lemma 2.1 is contained in the Appendix at the end of this paper.
We now state the main entropy estimate. As in papers [2] and [8], we define the entropy to be $G_{\alpha}(t)=\int_{A}^{t} \int_{A}^{s} \frac{\tau^{\alpha+n-1}}{m(\tau)} d \tau d s$. Here, $A$ is an arbitrary but fixed positive constant.

Proposition 2.2. Assume (A1)-(A3) and let $u$ be the weak solution of (1.1) constructed by the method of [10] and [13]. Let $\alpha$ and $\gamma$ be real numbers satisfying $\frac{1}{2}<\alpha+n<2$,

$$
\begin{equation*}
\frac{t+1-\sqrt{(t-2)(1-2 t)}}{3} \leq \gamma \leq \frac{t+1+\sqrt{(t-2)(1-2 t)}}{3} \quad \text { with } t:=\alpha+n \tag{2.6}
\end{equation*}
$$

and $\gamma \in\left(\frac{1}{3}, 1\right)$ if $\alpha+n<1$. Then we have

$$
\begin{align*}
& \int_{\Omega} G_{\alpha}(u(T)) d x+C_{1}^{-1} \int_{\Omega_{T}} u^{\alpha+n-3}|\nabla u|^{4} d x d t  \tag{2.7}\\
&+C_{1}^{-1} \int_{\Omega_{T}} u^{\alpha+n+1-2 \gamma}\left\{\frac{2}{3}\left|D^{2} u^{\gamma}\right|^{2}+\frac{1}{3}\left|\Delta u^{\gamma}\right|^{2}\right\} d x d t \\
& \leq \int_{\Omega} G_{\alpha}\left(u_{0}\right) d x+C_{2} \int_{\Omega_{T}} u^{\alpha+n+1} d x d t
\end{align*}
$$

Here, $C_{1}$ and $C_{2}$ are constants only depending on the domain $\Omega$; in particular, $C_{2}$ becomes zero if $\Omega$ is convex.

Proof. The proof essentially consists of three parts. In the first one we introduce regularized versions of $G_{\alpha}^{\prime}(u)$ which we use as test functions in the weak formulation of
equation (1.1). The main difficulty is to control the term containing spatial derivatives which we will henceforth call "elliptic part." To estimate this elliptic part, we at first only formulate a key inequality which allows to pass to the limit with some regularizing parameters (cf. part 2) and thus to establish the result. The last part will be devoted to the detailed verification of that particular inequality.

Part 1. Consider for positive parameters $A, \sigma$ the functions

$$
\begin{equation*}
g_{\alpha \sigma}^{-}(s):=\int_{A}^{s} \frac{(\tau+\sigma)^{\alpha+n-1}}{m(\tau)} d \tau \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{\alpha \sigma}^{+}(s):=\int_{A}^{s} \frac{\tau^{\alpha+n-1}}{m(\tau)\left(1+\sigma \tau^{\alpha+n-1}\right)} d \tau \tag{2.9}
\end{equation*}
$$

If $\alpha+n<1$, we choose $g_{\alpha \sigma}^{-}(u+\varepsilon)$ as the test function in (2.1), (2.2); otherwise we choose $g_{\alpha \sigma}^{+}(u+\varepsilon)$ and obtain, using Lemma 2.1,

$$
\begin{equation*}
\int_{0}^{T}\left\langle u_{t}, g_{\alpha \sigma}^{ \pm}(u+\varepsilon)\right\rangle d t=\int_{0}^{T} \int_{\Omega}\left(m(u) \nabla \Delta u, \nabla g_{\alpha \sigma}^{ \pm}(u+\varepsilon)\right) d x d t \tag{2.10}
\end{equation*}
$$

The nonnegativity of $u$, the shift by $\varepsilon$, and the $L^{\infty}\left(I ; H^{1}(\Omega)\right) \cap L^{2}\left(I ; H^{2}(\Omega)\right)$ regularity of $u$ guarantee the admissibility of these test functions. We notice that the functions $G_{\alpha \sigma}^{ \pm}$, defined by

$$
\begin{equation*}
G_{\alpha \sigma}^{ \pm}(s):=\int_{A}^{s} g_{\alpha \sigma}^{ \pm}(\tau) d \tau \tag{2.11}
\end{equation*}
$$

are nonnegative and convex, that for fixed $\varepsilon>0$ their derivative $g_{\alpha \sigma}^{ \pm}$has at most linear growth on $[\varepsilon, \infty)$, and that for this reason we obtain (cf. [13, Lemma 2.6])

$$
\begin{equation*}
\int_{0}^{T}\left\langle u_{t}, g_{\alpha \sigma}^{ \pm}(u+\varepsilon)\right\rangle d t=\int_{\Omega} G_{\alpha \sigma}^{ \pm}(u+\varepsilon)(T, x) d x-\int_{\Omega} G_{\alpha \sigma}^{ \pm}\left(u_{0}+\varepsilon\right)(x) d x \tag{2.12}
\end{equation*}
$$

In what follows, we shall make the calculations explicit only for $g_{\alpha \sigma}^{-}$(i.e., $\alpha+n<$ 1). But by minor modifications the same strategy will work also in the case $\alpha+n \geq 1$.

Part 2. For almost all $t \in I$ the following inequality offers an estimate for the elliptic part (we set $\beta_{\varepsilon \sigma}(u):=(u+\varepsilon+\sigma)^{\alpha+n-1}$ for short):

$$
\begin{align*}
& -\int_{\Omega} m(u) \nabla \Delta u \nabla g_{\alpha \sigma}^{-}(u+\varepsilon)  \tag{2.13}\\
& \geq \int_{\Omega} S_{1}(u)\left[D^{2}\left((u+\varepsilon)^{\gamma}\right)\right]^{2}+\int_{\Omega} S_{2}(u)\left[\Delta\left((u+\varepsilon)^{\gamma}\right)\right]^{2}+\int_{\Omega} S_{3}(u)|\nabla u|^{4} \\
& \quad-\int_{\Omega}\left(\left(\delta_{1}+\delta_{3}\right)(u+\varepsilon+\sigma)^{\alpha+n-3}|\nabla u|^{4}+\delta_{2}(u+\varepsilon+\sigma)^{\alpha+n-1}(u+\varepsilon)^{-2}|\nabla u|^{4}\right) \\
& \quad-\delta_{3} \int_{\Omega}\left|D^{2}(u+\varepsilon+\sigma)^{\frac{\alpha+n+1}{2}}\right|^{2}-\frac{C}{\delta_{1}} \int_{\Omega} \beta_{\varepsilon \sigma}(u)\left(\frac{m(u)}{m(u+\varepsilon)}-1\right)|\Delta u|^{2} \\
& \quad-\frac{C}{\delta_{2}} \int_{\Omega} \beta_{\varepsilon \sigma}(u)|\Delta u|^{2}\left(\frac{\varepsilon}{u+\varepsilon}\right)^{2}-C_{\delta_{3}} \int_{\Omega}(u+\varepsilon+\sigma)^{\alpha+n+1} \\
& \quad=\mathrm{I}+\mathrm{II}+\cdots+\mathrm{VIII}
\end{align*}
$$

with $\delta_{i}>0$ arbitrary, $C>0$ independent of $t$, and

$$
\begin{aligned}
S_{1}(u)= & \frac{2}{3} \gamma^{-2} \beta_{\varepsilon \sigma}(u) \cdot(u+\varepsilon)^{2-2 \gamma} \\
S_{2}(u)= & \frac{1}{3} \gamma^{-2} \beta_{\varepsilon \sigma}(u) \cdot(u+\varepsilon)^{2-2 \gamma} \\
S_{3}(u)= & (1-\gamma)\left(\gamma-\frac{1}{3}\right)(u+\varepsilon+\sigma)^{\alpha+n-1} \cdot(u+\varepsilon)^{-2} \\
& -\frac{1}{3}(\alpha+n-1)(\alpha+n-2)(u+\varepsilon+\sigma)^{\alpha+n-3} \\
& +\frac{2}{3}(1-\gamma)(1-\alpha-n) \frac{(u+\varepsilon+\sigma)^{\alpha+n-2}}{(u+\varepsilon)}
\end{aligned}
$$

Before we prove the above inequality in part 3, we show that this inequality gives the assertion of Proposition 2.2.

Consequences of inequality (2.13). Observing that the first and third term in $S_{3}(u)$ are positive and that $\sigma>0$, we have that $S_{3}(u)>0$ if

$$
c(\alpha, n, \gamma):=(1-\gamma)\left(\gamma-\frac{1}{3}\right)-\frac{1}{3}(\alpha+n-1)(\alpha+n-2)+\frac{2}{3}(1-\gamma)(1-\alpha-n)
$$

is positive, i.e., if (2.6) is true.
Then, choosing $\delta_{1}, \delta_{2}, \delta_{3}$ sufficiently small, the terms IV and V in (2.13) can be absorbed in I, II, and III. In addition, we have the following:

- The integrand on the left-hand side is in $L^{1}\left(\Omega_{T}\right)$.
- As a consequence of the $L^{2}\left(I ; H^{2}(\Omega)\right)$-regularity of $u$, the integrands in the terms VI, VII, and VIII are uniformly bounded in $L^{1}\left(\Omega_{T}\right)$.
- The integrands in the terms I, II, and III are nonnegative.

This allows us to integrate over the whole space-time cylinder and to obtain from (2.10), (2.12), and (2.13) the existence of positive constants $\tilde{C}_{1}$ and $\tilde{C}_{2}$ independent of $\varepsilon$ and $\sigma$ such that

$$
\begin{align*}
& \int_{\Omega} G_{\alpha \sigma}(u+\varepsilon)_{\mid T}+\tilde{C}_{1}^{-1} \int_{\Omega_{T}}(u+\varepsilon+\sigma)^{\alpha+n-3}|\nabla u|^{4}  \tag{2.14}\\
& \quad+\tilde{C}_{1}^{-1} \int_{\Omega_{T}} \beta_{\varepsilon \sigma}(u) \cdot(u+\varepsilon)^{2-2 \gamma}\left\{\frac{2}{3}\left|D^{2}\left((u+\varepsilon)^{\gamma}\right)\right|^{2}+\frac{1}{3}\left|\Delta\left((u+\varepsilon)^{\gamma}\right)\right|^{2}\right\} \\
& \leq \\
& \leq \int_{\Omega} G_{\alpha \sigma}\left(u_{0}+\varepsilon\right)+\tilde{C}_{2}\left\{\int_{\Omega_{T}}(u+\varepsilon+\sigma)^{\alpha+n+1}\right. \\
& \left.\quad+\int_{\Omega_{T}} \beta_{\varepsilon \sigma}(u)|\Delta u|^{2}\left\{\frac{m(u)}{m(u+\varepsilon)}-1+\left(\frac{\varepsilon}{u+\varepsilon}\right)^{2}\right\}\right\}
\end{align*}
$$

Passage to the limit $\varepsilon \rightarrow 0$ in inequality (2.14). From the $L^{2}\left(I ; H^{2}(\Omega)\right) \cap$ $L^{\infty}\left(I ; H^{1}(\Omega)\right)$-regularity of $u$, the uniform boundedness of $\beta_{\varepsilon \sigma}(u)$, and Lebesgue's theorem, we infer that the second term on the right-hand side converges to $\int_{\Omega_{T}} u^{\alpha+n+1}$ and that the last term on the right-hand side tends to zero. Since $u_{0} \geq \delta>0$ and $u_{0} \in H^{1}(\Omega)$, a further application of Lebesgue's theorem gives that $\int_{\Omega} G_{\alpha \sigma}\left(u_{0}+\varepsilon\right)$ converges to $\int_{\Omega} G_{\alpha \sigma}\left(u_{0}\right)$ for $\varepsilon \rightarrow 0$.

Since the third term on the left-hand side can also be written in the form $\int_{\Omega_{T}} \mid \nabla(u+$ $\varepsilon+\sigma)\left.^{\frac{\alpha+n+1}{4}}\right|^{4}$, it is obvious that $\int_{\Omega_{T}}\left|\nabla(u+\sigma)^{\frac{\alpha+n+1}{4}}\right|^{4}$ is dominated by $\liminf _{\varepsilon \rightarrow 0} \int_{\Omega_{T}}(u+$ $\varepsilon+\sigma)^{\alpha+n-3}|\nabla u|^{4}$. Similarly, the second term on the left-hand side can be handled,
and by use of Fatou's lemma we derive

$$
\begin{align*}
\int_{\Omega} G_{\alpha \sigma}(u(T)) d x & +C_{1}^{-1} \int_{\Omega_{T}}(u+\sigma)^{\alpha+n-1} \cdot u^{2-2 \gamma}\left\{\frac{2}{3}\left|D^{2} u^{\gamma}\right|^{2}+\frac{1}{3}\left|\Delta u^{\gamma}\right|^{2}\right\} d x d t  \tag{2.15}\\
& +C_{1}^{-1} \int_{\Omega_{T}}(u+\sigma)^{\alpha+n-3}|\nabla u|^{4} d x d t \\
& \leq \int_{\Omega} G_{\alpha \sigma}\left(u_{0}\right) d x+C_{2} \int_{\Omega_{T}}(u+\sigma)^{\alpha+n+1} d x d t
\end{align*}
$$

Passage to the limit $\sigma \rightarrow 0$ in inequality (2.15). An application of Fatou's lemma, the monotone convergence theorem, and the same methods to estimate limits of gradients of powers of $u$ as used before gives the following result:

$$
\begin{align*}
\int_{\Omega} G_{\alpha}(u(T)) d x & +C_{1}^{-1} \int_{\Omega_{T}} u^{\alpha+n+1-2 \gamma}\left\{\frac{2}{3}\left|D^{2} u^{\gamma}\right|^{2}+\frac{1}{3}\left|\Delta u^{\gamma}\right|^{2}\right\} d x d t \\
& +C_{1}^{-1} \int_{\Omega_{T}} u^{\alpha+n-3}|\nabla u|^{4} d x d t  \tag{2.16}\\
& \leq \int_{\Omega} G_{\alpha}\left(u_{0}\right) d x+C_{2} \int_{\Omega_{T}} u^{\alpha+n+1} d x d t
\end{align*}
$$

Part 3. (Proof of inequality (2.13)). Integrating by parts and using $\frac{\partial u}{\partial \nu}=0$ on $\partial \Omega$, we obtain

$$
\begin{aligned}
& -\int_{\Omega} m(u) \nabla \Delta u \nabla g_{\alpha \sigma}^{-}(u+\varepsilon) d x=\int_{\Omega} \operatorname{div}\left(\frac{m(u)}{m(u+\varepsilon)} \beta_{\varepsilon \sigma}(u) \nabla u\right) \Delta u d x \\
= & \int_{\Omega}\left(\frac{m(u)}{m(u+\varepsilon)} \beta_{\varepsilon \sigma}(u)\right)|\Delta u|^{2} d x+\int_{\Omega}\left(\frac{m(u)}{m(u+\varepsilon)} \beta_{\varepsilon \sigma}(u)\right)_{u}|\nabla u|^{2} \Delta u d x=: I_{1}+I_{2} .
\end{aligned}
$$

For $I_{1}$ and $I_{2}$ we calculate

$$
\begin{aligned}
I_{1}= & \int_{\Omega} \beta_{\varepsilon \sigma}(u)|\Delta u|^{2} d x+\int_{\Omega} \beta_{\varepsilon \sigma}(u)\left(\frac{m(u)}{m(u+\varepsilon)}-1\right)|\Delta u|^{2} d x=I_{1}^{1}+I_{1}^{2} \\
I_{2}= & \int_{\Omega}\left\{\left(\frac{m^{\prime}(u)}{m(u+\varepsilon)}-\frac{m(u) m^{\prime}(u+\varepsilon)}{m(u+\varepsilon)^{2}}\right) \beta_{\varepsilon \sigma}(u)\right. \\
& \left.+\frac{m(u)}{m(u+\varepsilon)}(\alpha+n-1)(u+\varepsilon+\sigma)^{\alpha+n-2}\right\}|\nabla u|^{2} \Delta u d x \\
= & I_{2}^{1}+I_{2}^{2} .
\end{aligned}
$$

Observing the existence of a constant $C$ independent of $\varepsilon$ with the property

$$
\left|\frac{m^{\prime}(u)}{m(u+\varepsilon)}-\frac{m(u) m^{\prime}(u+\varepsilon)}{m(u+\varepsilon)^{2}}\right| \leq C \cdot\left(\frac{u}{u+\varepsilon}\right)^{n-1} \frac{\varepsilon}{(u+\varepsilon)^{2}}
$$

the term $I_{2}^{1}$ can be estimated as follows:

$$
\begin{aligned}
I_{2}^{1} & \geq-C \int_{\Omega} \beta_{\varepsilon \sigma}(u)(u+\varepsilon)^{-1} \cdot|\nabla u|^{2} \cdot|\Delta u| \frac{\varepsilon}{u+\varepsilon} d x \\
& \geq-\delta_{2} \int_{\Omega} \beta_{\varepsilon \sigma}(u)(u+\varepsilon)^{-2} \cdot|\nabla u|^{4} d x-\frac{\tilde{C}}{\delta_{2}} \int_{\Omega} \beta_{\varepsilon \sigma}(u)|\Delta u|^{2} \cdot\left(\frac{\varepsilon}{u+\varepsilon}\right)^{2} d x
\end{aligned}
$$

We now write $I_{2}^{2}$ as

$$
\begin{aligned}
I_{2}^{2}= & (\alpha+n-1) \int_{\Omega}(u+\varepsilon+\sigma)^{\alpha+n-2}|\nabla u|^{2} \Delta u d x \\
& +(\alpha+n-1) \int_{\Omega}(u+\varepsilon+\sigma)^{\alpha+n-2}\left(\frac{m(u)}{m(u+\varepsilon)}-1\right)|\nabla u|^{2} \Delta u d x \\
= & R_{1}+R_{2} .
\end{aligned}
$$

$R_{2}$ can be estimated as

$$
\begin{aligned}
R_{2} \geq & -\delta_{1} \int_{\Omega}(u+\varepsilon+\sigma)^{\alpha+n-3}|\nabla u|^{4} d x \\
& -\frac{C}{\delta_{1}} \int_{\Omega}(u+\varepsilon+\sigma)^{\alpha+n-1}\left(\frac{m(u)}{m(u+\varepsilon)}-1\right)^{2}|\Delta u|^{2} d x
\end{aligned}
$$

To proceed further it will be worthwhile to state a formula of integration by parts that generalizes the one-dimensional formula

$$
\int_{0}^{1} f^{\prime}(u) \cdot u_{x}^{2} \cdot u_{x x} d x=-\frac{1}{3} \int_{0}^{1} f^{\prime \prime}(u) \cdot u_{x}^{4} d x \quad \text { if } u_{x}(0)=u_{x}(1)=0
$$

to higher space dimensions.
Lemma 2.3. Let $f \in W^{2, \infty}(\mathbb{R})$ and $u \in H_{*}^{2}(\Omega)$. Then we have

$$
\begin{aligned}
\int_{\Omega} f^{\prime}(u)|\nabla u|^{2} \Delta u d x= & -\frac{1}{3} \int_{\Omega} f^{\prime \prime}(u)|\nabla u|^{4} d x \\
& +\frac{2}{3}\left(\int_{\Omega} f(u)\left|D^{2} u\right|^{2} d x-\int_{\Omega} f(u)|\Delta u|^{2} d x\right) \\
& +\frac{2}{3} \int_{\partial \Omega} f(u) I I(\nabla u) d \mathcal{H}^{N-1}
\end{aligned}
$$

Here, $I I(\cdot)$ denotes the second fundamental form of $\partial \Omega$.
For a proof of Lemma 2.3 we refer to the Appendix.
Now, setting $f(u)=\beta_{\varepsilon \sigma}(u)$ and using the identity

$$
D_{x_{i} x_{j}} v=\gamma^{-1} v^{1-\gamma} D_{x_{i} x_{j}} v^{\gamma}-(\gamma-1) v^{-1} D_{x_{i}} v D_{x_{j}} v
$$

for $v=u+\varepsilon, R_{1}$ reads as

$$
\begin{aligned}
R_{1}= & -\frac{1}{3} \int_{\Omega} \beta_{\varepsilon \sigma}^{\prime \prime}(u)|\nabla u|^{4}+\frac{2}{3} \gamma^{-2} \int_{\Omega} \beta_{\varepsilon \sigma}(u)(u+\varepsilon)^{2-2 \gamma}\left\{\left[D^{2}(u+\varepsilon)^{\gamma}\right]^{2}-\left[\Delta(u+\varepsilon)^{\gamma}\right]^{2}\right\} \\
& +2(\gamma-1) \int_{\Omega} \beta_{\varepsilon \sigma}(u)(u+\varepsilon)^{-1} \Delta u|\nabla u|^{2}+\frac{2}{3}(\gamma-1) \int_{\Omega}\left((u+\varepsilon)^{-1} \beta_{\varepsilon \sigma}(u)\right)_{u}|\nabla u|^{4} \\
& +\frac{2}{3} \int_{\partial \Omega} \beta_{\varepsilon \sigma}(u) I I(\nabla u) d \mathcal{H}^{N-1} .
\end{aligned}
$$

For $I_{1}^{1}$ we obtain

$$
\begin{aligned}
I_{1}^{1}= & \gamma^{-2} \int_{\Omega} \beta_{\varepsilon \sigma}(u)(u+\varepsilon)^{2-2 \gamma}\left[\Delta\left((u+\varepsilon)^{\gamma}\right)\right]^{2}-2(\gamma-1) \int_{\Omega} \beta_{\varepsilon \sigma}(u)(u+\varepsilon)^{-1} \Delta u|\nabla u|^{2} \\
& -(\gamma-1)^{2} \int_{\Omega} \beta_{\varepsilon \sigma}(u)(u+\varepsilon)^{-2}|\nabla u|^{4} .
\end{aligned}
$$

Summing up, we finally arrive at

$$
\begin{align*}
I_{1}^{1}+R_{1}= & \int_{\Omega} S_{1}(u)\left[D^{2}\left((u+\varepsilon)^{\gamma}\right)\right]^{2} d x+\int_{\Omega} S_{2}(u)\left[\Delta\left((u+\varepsilon)^{\gamma}\right)\right]^{2} d x  \tag{2.17}\\
& +\int_{\Omega} S_{3}(u)|\nabla u|^{4} d x+\frac{2}{3} \int_{\partial \Omega} \beta_{\varepsilon \sigma}(u) I I(\nabla u) d \mathcal{H}^{N-1}
\end{align*}
$$

with $S_{1}(u), S_{2}(u)$, and $S_{3}(u)$ as in (2.13). Collecting all the terms, (2.13) will be established, provided we can estimate the boundary term accordingly.

Let us remark that convexity of $\Omega$ implies the nonnegativity of the last term on the right-hand side in (2.17). Hence in this case we can neglect it for our a priori estimates, and in particular the last term on the right-hand side of (2.13) cancels out. Let us now concentrate on the case that $\Omega$ is not convex. First we state an interpolation inequality that easily can be proved by contradiction using the compactness of the imbedding $H^{1}(\Omega) \rightarrow L^{2}(\partial \Omega)$ which holds true for domains with Lipschitz boundary.

Lemma 2.4. Let $\Omega$ be of class $C^{0,1}$. For each $\varepsilon>0$ there exists a constant $C_{\varepsilon}<\infty$ such that we have, for all $v \in H^{2}(\Omega)$,

$$
\|\nabla v\|_{L^{2}(\partial \Omega)} \leq \varepsilon\left\|D^{2} v\right\|_{L^{2}(\Omega)}+C_{\varepsilon}\|v\|_{L^{2}(\Omega)}
$$

Since $\partial \Omega$ is of class $C^{1,1}$ we can conclude that the second fundamental form of $\partial \Omega$ is uniformly bounded. Thus we have to estimate $\int_{\partial \Omega} \beta_{\varepsilon \sigma}(u)|\nabla u|^{2} d \mathcal{H}^{N-1}$. Choosing a function $\Phi_{\varepsilon \sigma}: \mathbb{R} \rightarrow \mathbb{R}$ with $\Phi_{\varepsilon \sigma}^{\prime}=\sqrt{\beta_{\varepsilon \sigma}}$ and applying Lemma 2.4, we obtain, after straightforward calculations,

$$
\int_{\partial \Omega} \beta_{\varepsilon \sigma}(u)|\nabla u|^{2} d \mathcal{H}^{N-1} \leq \delta_{3} \int_{\Omega}\left|D^{2} \Phi_{\varepsilon \sigma}(u)\right|^{2} d x+C_{\delta_{3}} \int_{\Omega}\left|\Phi_{\varepsilon \sigma}(u)\right|^{2} d x .
$$

Using the relation $\Phi_{\varepsilon \sigma}(u)=$ const $\cdot(u+\varepsilon+\sigma)^{\frac{\alpha+n+1}{2}}$, we end up with

$$
\begin{aligned}
-\int_{\partial \Omega} \beta_{\varepsilon \sigma}(u)|\nabla u|^{2} d \mathcal{H}^{N-1} \geq & -\delta_{3} \int_{\Omega}\left|D^{2}(u+\varepsilon+\sigma)^{\frac{\alpha+n+1}{2}}\right|^{2} d x \\
& -C_{\delta_{3}} \int_{\Omega}|u+\varepsilon+\sigma|^{\alpha+n+1} d x
\end{aligned}
$$

This proves estimate (2.13) and therefore Proposition 2.2.
Our next goal is to establish entropy estimates in the spirit of Proposition 2.2 for diffusion coefficients $m$ which are bounded from below by positive constants for large values of $\tau$. We distinguish two cases:

$$
\begin{equation*}
m \in C^{1}\left(\mathbb{R}^{+}\right) \cap W^{1, \infty}(1, \infty) \text { with } n>0 \text { arbitrary } \tag{i}
\end{equation*}
$$

and (ii)

$$
\begin{gather*}
m(\tau)=|\tau|^{n} \cdot f(\tau) \quad \text { with } n>0 \text { arbitrary if } N=2,  \tag{2.19}\\
0<n<4 \quad \text { if } N=3 \\
f \in C^{2}\left(\mathbb{R}, \mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}, \mathbb{R}^{+}\right) . \tag{2.20}
\end{gather*}
$$

We shall proceed as follows: for a special choice of mobilities $\left(m_{\delta}\right)_{\delta>0}$ which approach $m$ from below we obtain entropy estimates by use of Proposition 2.2.

A compactness lemma which offers all the convergence properties necessary for passing to the limit with $\delta \searrow 0$ will be crucial. It reads as follows.

LEMMA 2.5. Let $\left(u_{\delta}, J_{\delta}\right)_{\delta \searrow 0}$ be a family of pairs of functions having the following properties:
(i) $\left(u_{\delta}\right)_{t}=-\operatorname{div} J_{\delta}$ in $L^{2}\left(I ;\left(W^{1, q}(\Omega)\right)^{\prime}\right) \quad \forall q>\frac{4 N}{2 N+(2-N) \cdot n}$,
(ii) $\left(J_{\delta}\right)_{\delta \searrow 0}$ is uniformly bounded in $L^{2}\left(I ; L^{q^{\prime}}(\Omega)\right) \quad \forall q^{\prime}<\frac{4 N}{2 N+(N-2) \cdot n}$,
(iii) $\left(u_{\delta}\right)_{\delta \searrow 0}$ are nonnegative and for a number $\beta \in\left(\frac{3}{4}, \frac{3}{2}\right)$ we have $\left(u_{\delta}^{\beta}\right)_{\delta \searrow 0}$ is uniformly bounded in $L^{2}\left(I ; H^{2}(\Omega)\right)$,
(iv) $\left(u_{\delta}\right)_{\delta \searrow 0}$ is uniformly bounded in $L^{\infty}\left(I ; H^{1}(\Omega)\right)$.

Under the assumption that $q<\frac{2 N}{N-2}$, the family $\left(u_{\delta}^{\beta}\right)_{\delta \searrow 0}$ is relatively compact in $L^{2}\left(I ; H^{1}(\Omega)\right)$.

Remark. In dimension $N=2$ there exists for every $n>0$ a real number $q$ in agreement with (i) which satisfies $q<\frac{2 N}{N-2}$. In dimension $N=3$ we need the condition $n<4$, unless $\left(J_{\delta}\right)_{\delta \searrow 0}$ is uniformly bounded in $L^{2}\left(\Omega_{T}\right)$. The assumption $\beta \in\left(\frac{3}{4}, \frac{3}{2}\right)$ is not the most general condition one could impose, but it is nevertheless sufficient for our applications.

Proof of Lemma 2.5. It mainly consists of three steps.
(1) There is a constant $C>0$ independent of $\delta>0$ such that

$$
\begin{equation*}
\int_{0}^{T-h} \int_{\Omega}\left(u_{\delta}^{\beta}(t+h, x)-u_{\delta}^{\beta}(t, x)\right)\left(u_{\delta}(t+h, x)-u_{\delta}(t, x)\right) d x d t \leq C \cdot h \tag{2.21}
\end{equation*}
$$

To prove this assertion we choose as the test function in the weak formulation of $\left(u_{\delta}\right)_{t}=-\operatorname{div} J_{\delta}$ the function $\phi(t, x)=\left(u_{\delta}^{\beta}(s+h, x)-u_{\delta}^{\beta}(s, x)\right) \cdot \chi_{[s, s+h]}(t)$ which is admissible. Integrating over $[0, T]$ with respect to $t$ and over $[0, T-h]$ with respect to $s$, we arrive at

$$
\begin{aligned}
& \left|\int_{0}^{T-h} \int_{\Omega}\left(u_{\delta}^{\beta}(s+h, x)-u_{\delta}^{\beta}(s, x)\right)\left(u_{\delta}(s+h, x)-u_{\delta}(s, x)\right) d s d x\right| \\
& \leq\left|\int_{0}^{T-h} \int_{s}^{s+h} \int_{\Omega} J_{\delta}(t, x) \cdot \nabla\left(u_{\delta}^{\beta}(s+h, x)-u_{\delta}^{\beta}(s, x)\right) d x d t d s\right| \\
& \leq \int_{0}^{T-h} \int_{0}^{h}\left\|J_{\delta}(s+\tau, \cdot)\right\|_{q^{\prime}} \cdot\left\|\nabla\left(u_{\delta}^{\beta}(s+h, .)-u_{\delta}^{\beta}(s, .)\right)\right\|_{q} d \tau d s \\
& \leq 2 \int_{0}^{h}\left\|J_{\delta}\right\|_{L^{2}\left(L^{q^{\prime}}\right)} \cdot\left\|\nabla u^{\beta}\right\|_{L^{2}\left(L^{q}\right)} d \tau \leq 2 \cdot C \cdot h
\end{aligned}
$$

(2) A subsequence of $\left(u_{\delta}^{\beta}\right)_{\delta \searrow 0}$ converges to $u^{\beta}$ strongly in $L^{1}\left(\Omega_{T}\right)$.

In order to derive (2) we observe that
(a) $u_{\delta} \rightharpoonup u$ in $L^{2}\left(I ; H^{1}(\Omega)\right)$ according to (iv),
(b) $\left(u_{\delta}^{\beta+1}\right)_{\delta \backslash 0}$ is uniformly bounded in $L^{\infty}\left(I ; L^{1}(\Omega)\right)$ (cf. iv),
(c) (2.21) holds true.

With the notation $b(u)=u^{\beta}$ and $B(u)=\frac{\beta}{\beta+1} u^{\beta+1}$ we can apply the following lemma (for a proof, see Alt and Luckhaus [1, Lemma 1.9]) in order to establish the result.

Lemma. Suppose that $\left(u_{\delta}\right)_{\delta \searrow 0}$ is a sequence which converges weakly to $u$ in the
space $L^{r}\left((0, T) ; W^{1, r}(\Omega)\right)$ and satisfies the estimates

$$
\frac{1}{h} \int_{0}^{T-h} \int_{\Omega}\left(b\left(u_{\delta}(t+h)\right)-b\left(u_{\delta}(t)\right)\right)\left(u_{\delta}(t+h)-u_{\delta}(t)\right) d t \leq C
$$

and

$$
\int_{\Omega} B\left(u_{\delta}(t)\right) \leq C \quad \text { for } 0<t<T
$$

uniformly with respect to $\delta$. Then $b\left(u_{\delta}\right) \rightarrow b(u)$ in $L^{1}\left(\Omega_{T}\right)$ and $B\left(u_{\delta}\right) \rightarrow B(u)$ almost everywhere.

Let us remark that in the case $q=2$ this convergence result could have been deduced directly by using $u_{t} \in L^{2}\left(I ;\left(H^{1}(\Omega)\right)^{\prime}\right)$ and $u \in L^{\infty}\left(I ; H^{1}(\Omega)\right)$.
(3) From Fréchet-Kolmogorov's theorem and (2) we infer that

$$
\lim _{h \rightarrow 0}\left\|u_{\delta}^{\beta}(\cdot+h, \cdot)-u_{\delta}^{\beta}(\cdot, \cdot)\right\|_{L^{1}\left((0, T-h), L^{1}(\Omega)\right)}=0
$$

uniformly for $\delta>0$.
We then apply the following theorem due to J. Simon.
Theorem (see [14, p. 84]). Let $X \subset B \subset Y$ with compact imbedding $X \hookrightarrow B$ and $1 \leq p \leq \infty$.

If $F \subset L^{p}(I ; X)$ is bounded and $\|f(\cdot+h, \cdot)-f(\cdot)\|_{L^{p}(0, T-h, Y)} \rightarrow 0$ uniformly for $f \in F$ as $h \rightarrow 0$, then $F$ is relatively compact in $L^{p}(I ; B)$.

With the choice $p=1, X=H^{2}(\Omega), B=H^{1}(\Omega)$, and $Y=L^{1}(\Omega)$, we obtain at first that $\left(u_{\delta}^{\beta}\right)_{\delta \searrow 0}$ is relatively compact in $L^{1}\left(I ; H^{1}(\Omega)\right)$, and then with (iv) we immediately obtain the assertion.

Let us now specify the auxiliary diffusion coefficients $m_{\delta}$ which we want to use in order to obtain entropy estimates analogous to Proposition 2.2. We consider two cases. At first we study the case when $m$ is bounded, but we allow the growth exponent near zero to be arbitrary. Having shown convergence of approximating solutions in this case, we are in a position to investigate situations where $m$ has polynomial growth at infinity. Thus, the auxiliary diffusion coefficients read as follows.
(1) If $m$ is bounded (like in (2.18)), we choose

$$
\begin{equation*}
m_{\delta}^{(1)}(\tau)=\frac{\tau^{s} m(\tau)}{\delta m(\tau)+\tau^{s}} \tag{2.22}
\end{equation*}
$$

with sufficiently large $s$ to apply Proposition 2.2.
(2) If $m$ has polynomial growth, i.e.,

$$
m(\tau)=|\tau|^{n} \cdot f(\tau) \quad \text { with } n \in \begin{cases}(0, \infty) & \text { if } N=2  \tag{2.23}\\ (0,4) & \text { if } N=3\end{cases}
$$

and $f$ as in (2.20), then we choose

$$
m_{\delta}^{(2)}(\tau)=\frac{\tau^{n}}{1+\delta|\tau|^{n}} \cdot f(\tau)
$$

This leads to the following auxiliary problems:

$$
P_{\delta}^{i} \begin{cases}\left(u_{\delta}^{(i)}\right)_{t}+\operatorname{div}\left(m_{\delta}^{(i)}\left(u_{\delta}^{(i)}\right) \nabla \Delta u_{\delta}^{(i)}\right)=0 & \text { in } \Omega_{T}  \tag{2.24}\\ \frac{\partial}{\partial \nu} u_{\delta}^{(i)}=\frac{\partial}{\partial \nu} \Delta u_{\delta}^{(i)}=0 & \text { on } \partial \Omega \times[0, T] \\ u_{\delta 0}^{(i)}=u_{0}+\delta^{\Theta_{i}} & \text { in } \Omega\end{cases}
$$

with $0<\Theta_{1}<\frac{1}{s-\alpha-n-1}$ and $0<\Theta_{2}$.
Using the notation

$$
\begin{align*}
G_{\alpha \delta}^{(i)}(t) & :=\int_{A}^{t} \int_{A}^{s} \frac{\tau^{\alpha+n-1}}{m_{\delta}^{(i)}(\tau)} d \tau d s \quad \text { and }  \tag{2.25}\\
G_{\alpha}^{(i)}(t) & :=\int_{A}^{t} \int_{A}^{s} \frac{\tau^{\alpha+n-1}}{m^{(i)}(\tau)} d \tau d s
\end{align*}
$$

we have the following proposition.
Proposition 2.6. Let $n_{i}>0$ be the growth exponent of $m_{\delta}^{(i)}$ near zero and let $q_{i}>\frac{4 N}{2 N+(2-N) n_{i}}$. Assume that there exist constants $C_{i}>0$ and $\alpha_{i}$ with $\frac{1}{2}<\alpha_{i}+n_{i}<$ 2 such that $\int_{\Omega} G_{\alpha}^{(i)}\left(u_{0}\right) d x<C_{i}$. In the case $i=2$ we furthermore require that the pair $\left(N, n_{2}\right)$ satisfy the conditions in (2.23). Then for a subsequence $\left(u_{\delta}^{(i)}\right)_{\delta \searrow 0}$ of solutions to the auxiliary problems $P_{\delta}^{i}$ the following convergence properties hold true:
(i) $u_{\delta}^{(i)} \xrightarrow{*} u^{(i)}$ in $L^{\infty}\left(I ; H^{1}(\Omega)\right)$,
(ii) $J_{\delta}^{(i)} \rightharpoonup J^{(i)}$ in $L^{2}\left(I ; L^{2}(\Omega)\right)$ if $i=1$ or

$$
\text { in } L^{2}\left(I ; L^{q_{i}^{\prime}}(\Omega)\right) \text { if } i=2 \text {, respectively, }
$$

(iii) $\left(u_{\delta}^{(i)}\right)_{t} \rightharpoonup\left(u^{(i)}\right)_{t}$ in $L^{2}\left(I ;\left(H^{1}(\Omega)\right)^{\prime}\right)$ if $i=1$ or

$$
\text { in } L^{2}\left(I ;\left(W^{1, q_{i}}(\Omega)\right)^{\prime}\right) \text { if } i=2 \text {, respectively, }
$$

(iv) $\left(u_{\delta}^{(i)}\right)^{\frac{\alpha+n+1}{2}} \rightharpoonup\left(u^{(i)}\right)^{\frac{\alpha+n+1}{2}}$ in $L^{2}\left(I ; H^{2}(\Omega)\right)$,
(v) $\left(u_{\delta}^{(i)}\right)^{\frac{\alpha+n+1}{4}} \rightharpoonup\left(u^{(i)}\right)^{\frac{\alpha+n+1}{4}}$ in $L^{4}\left(I ; W^{1,4}(\Omega)\right)$,
(vi) $\left(u_{\delta}^{(i)}\right)^{\frac{\alpha+n+1}{2}} \rightarrow\left(u^{(i)}\right)^{\frac{\alpha+n+1}{2}}$ strongly in $L^{2}\left(I ; H^{1}(\Omega)\right)$,
where $q_{i}^{\prime}$ denotes the conjugate exponent to $q_{i}$.
For the limiting function $u^{(i)}$ the following estimate is valid with constants $C_{1}$ and $C_{2}$ which only depend on the domain $\Omega$ (in particular, $C_{2}$ is zero if $\Omega$ is convex):

$$
\begin{align*}
\sup _{t \in[0, T]} \int_{\Omega} G_{\alpha}^{(i)}\left(u^{(i)}(t)\right) & +C_{1}^{-1} \int_{\Omega_{T}}\left|D^{2}\left(u^{(i)}\right)^{\frac{\alpha+n+1}{2}}\right|^{2}+C_{1}^{-1} \int_{\Omega_{T}}\left|\nabla\left(u^{(i)}\right)^{\frac{\alpha+n+1}{4}}\right|^{4}  \tag{2.26}\\
& \leq \int_{\Omega} G_{\alpha}^{(i)}\left(u_{0}\right)+C_{2} \int_{\Omega_{T}}\left(u^{(i)}\right)^{\alpha+n+1}
\end{align*}
$$

Proof. We present it in detail only for the case $i=1$, drop here the superscript ( $i$ ) and indicate the main modification necessary for the other case. For a given $\alpha$ satisfying $\frac{1}{2}<\alpha+n<2$ we choose $\tilde{\alpha}:=\alpha+(n-s)$ and apply Proposition 2.2 with $\frac{1}{2}<\tilde{\alpha}+s<2$ to $u_{\delta}$. This gives after rewriting in terms of $\alpha$ and $n$ :

$$
\begin{align*}
\sup _{t \in[0, T]} \int_{\Omega} G_{\alpha \delta}\left(u_{\delta}(t, x)\right) & +C_{1}^{-1} \int_{\Omega_{T}} u_{\delta}^{\alpha+n+1-2 \gamma}\left|D^{2} u_{\delta}^{\gamma}\right|^{2}+C_{1}^{-1} \int_{\Omega_{T}} u_{\delta}^{\alpha+n-3}\left|\nabla u_{\delta}\right|^{4}  \tag{2.27}\\
& \leq \int_{\Omega} G_{0 \delta}\left(u_{0 \delta}(x)\right)+C_{2} \int_{\Omega_{T}} u_{\delta}^{\alpha+n+1}
\end{align*}
$$

Using now the identity

$$
D_{x_{i} x_{j}} u^{\gamma}=\gamma(\gamma-1) u^{\gamma-2} D_{x_{i}} u D_{x_{j}} u+\gamma u^{\gamma-1} D_{x_{i} x_{j}} u
$$

and Young's inequality, we observe after straightforward calculations the existence of a new constant $C_{1}$ independent of $\delta, \gamma$ such that

$$
\begin{align*}
\sup _{t \in[0, T]} \int_{\Omega} G_{\alpha \delta}\left(u_{\delta}(t, x)\right) & +C_{1}^{-1} \int_{\Omega_{T}}\left|D^{2} u_{\delta}^{\frac{\alpha+n+1}{2}}\right|^{2}+C_{1}^{-1} \int_{\Omega_{T}}\left|\nabla u_{\delta}^{\frac{\alpha+n+1}{4}}\right|^{4}  \tag{2.28}\\
& \leq \int_{\Omega} G_{\alpha \delta}\left(u_{0 \delta}(x)\right)+C_{2} \int_{\Omega_{T}} u_{\delta}^{\alpha+n+1}
\end{align*}
$$

From estimate (2.5) we infer the validity of (i), (ii), and (iii). Combining these results with the inequality

$$
\int_{\Omega} G_{\alpha \delta}\left(u_{0 \delta}(x)\right) d x \leq \int_{\Omega} G_{\alpha}\left(u_{0}(x)\right) d x+o_{\delta}(1)
$$

we obtain by use of Lemma 2.5 the validity of (iv)-(vi). Writing

$$
G_{\alpha \delta}(t)=\int_{A}^{t} \int_{A}^{s} G_{\alpha}(\tau) d \tau d s+\delta \int_{A}^{t} \int_{A}^{s} \tau^{\alpha+n-s-1} d \tau d s
$$

observing that the second term on the right is nonnegative, and using both Fatou's lemma and the convergence of $u_{\delta}$ to $u$ pointwise almost everywhere, we end up with (2.26).

For the case $i=2$ we only have to convince ourselves that $J_{\delta}$ is uniformly bounded in $L^{2}\left(I ; L^{q^{\prime}}(\Omega)\right)$ for $q^{\prime}<\frac{4 N}{2 N+(N-2) n}$. This can be seen by use of Hölder's inequality and the uniform boundedness of the quantities

$$
\int_{\Omega_{T}}\left(m_{\delta}\left(u_{\delta}^{\varepsilon}\right)+\varepsilon\right)\left|\nabla \Delta u_{\delta}^{\varepsilon}\right|^{2} d x d t
$$

which occur during the proof of existence of solutions to degenerate problems by use of nondegenerate auxiliary problems (cf. [13], [10]).

Remark. For $N=3$ the Sobolev imbedding theorem implies that the limit $u$ from Proposition 2.6 belongs to $L^{\infty}\left(I ; L^{6}(\Omega)\right)$. Using the fact that $\nabla u^{\frac{\alpha+n+1}{4}} \in L^{4}\left(\Omega_{T}\right)$, we can apply interpolation theory (cf. DiBenedetto [9, Proposition 3.2]) to get $L^{p_{-}}$ regularity of $u$ for all $p \leq \alpha+n+9$.

As a further consequence of Proposition 2.6 we obtain the following corollary.
Corollary 2.7. Under the same assumptions as in Proposition 2.6, for a subsequence of $\left(u_{\delta}^{(i)}\right)_{\delta \searrow 0}$ the following is true:
$\nabla\left(u_{\delta}^{(i)}\right)^{\frac{\alpha+n+1}{4}} \longrightarrow \nabla\left(u^{(i)}\right)^{\frac{\alpha+n+1}{4}}$ strongly in $L^{4-}\left(\left[u^{(i)}>0\right]\right)$ and pointwise a.e.,

$$
\begin{equation*}
\nabla u_{\delta}^{(i)} \longrightarrow \nabla u^{(i)} \text { strongly in } L^{2}\left(\Omega_{T}\right) \tag{2.30}
\end{equation*}
$$

Proof. With the help of Vitali's theorem, relation (2.29) follows from point (v) of Proposition 2.6 and the convergence pointwise almost everywhere of $\left(\nabla\left(u_{\delta}^{(i)}\right)^{\frac{\alpha+n+1}{2}}\right)_{\delta \searrow 0}$ on the set $\left[u^{(i)}>0\right]$.

Concerning the convergence behavior of $\left(\nabla u_{\delta}^{(i)}\right)_{\delta \searrow 0}$, we observe - combining (2.29), the identity $|\nabla v|^{2}=\left(\frac{4}{\alpha+n+1}\right)^{2} v^{\frac{3-\alpha-n}{2}}\left|\nabla v^{\frac{\alpha+n+1}{4}}\right|^{2}$, and the points (v) and (vi) of Proposition 2.6-that for $\delta$ tending to zero $\left\|u_{\delta}^{(i)}\right\|_{L^{2}\left(\Omega_{T}\right)}$ converges to $\left\|u^{(i)}\right\|_{L^{2}\left(\Omega_{T}\right)}$.

Now we recall the following well-known lemma.
Lemma. Assume that a sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ weakly converges to $u$ in a Hilbert space $X$. If additionally $\left(\left\|u_{n}\right\|_{X}\right)_{n \in \mathbb{N}}$ converges to $\|u\|_{X}$, then $\left(u_{n}\right)_{n \in \mathbb{N}}$ strongly converges to $u$ in $X$.

Hence, (2.30) can easily be established.
3. Existence, qualitative behavior, and (non)uniqueness of solutions. In this section we improve the existence results obtained previously in [13] and [10]. In particular, it will be possible to treat initial values with compact support in the case $2 \leq n<3$ which is important in lubrication theory. Moreover, we are able to extend the range of allowed diffusion growth exponents beneath 1 to $\frac{1}{8}$ and we propose a solution concept also for diffusion coefficients with polynomial growth.

Let us begin with the following assumption (A4) which basically requires that $m\left(m^{\prime}, m^{\prime \prime}\right.$, respectively) have at most polynomial growth with the exponents $n$ ( $n-1, n-2$, respectively).
(A4) The diffusion coefficient $m$ and the first two derivatives can be written as $m(\tau)=\tau^{n} \cdot f_{0}(\tau), m^{\prime}(\tau)=\tau^{n-1} \cdot f_{1}(\tau), \quad$ and $m^{\prime \prime}(\tau)=\tau^{n-2} \cdot f_{2}(\tau)\left(\tau \in \mathbb{R}_{0}^{+}, i=0,1,2\right)$ with functions $f_{i}$ such that $\left\|f_{i}\right\|_{C^{2-i}\left(\mathbb{R}_{0}^{+}, \mathbb{R}_{0}^{+}\right)}<\infty(i=0,1,2)$. Furthermore, we assume that $f_{0}$ is positive and that $m$ is bounded from below by a positive constant for large values of $\tau$.

Let us present our concept of solution.
Definition 3.1. Let $N \geq 2$, $n>0$, and $m$ satisfy (A4). Let $(u, J)$ be the element of $L^{\infty}\left(I ; H^{1}(\Omega)\right) \cap H^{1}\left(I ;\left(W^{\overline{1}, q}(\Omega)\right)^{\prime}\right) \times L^{2}\left(I ; L^{q^{\prime}}\left(\Omega ; \mathbb{R}^{N}\right)\right)$ where $q$ satisfies one of the following properties:
(i) $q=2$ if $m \in L^{\infty}(\mathbb{R})$,
(ii) $q>\frac{4 N}{2 N+(2-N) n}$ (and $n<\frac{2 N}{N-2}$ if $N \geq 3$ ).

We call the pair $(u, J)$ the solution of (1.1) if

$$
\begin{equation*}
u_{t}=-\operatorname{div} J \quad \text { in } L^{2}\left(I ;\left(W^{1, q}(\Omega)\right)^{\prime}\right) \tag{3.1}
\end{equation*}
$$

$m^{\prime \prime}(u)|\nabla u|^{3}$ is in $L^{1}([u>0])$, and $J$ satisfies the relation $J=m(u) \nabla \Delta u$ in the following weak sense:

$$
\begin{align*}
\int_{\Omega_{T}} J \cdot \eta d x d t= & \frac{1}{2} \int_{[u>0]} m^{\prime \prime}(u)|\nabla u|^{2} \nabla u \eta+\frac{1}{2} \int_{[u>0]} m^{\prime}(u)|\nabla u|^{2} \operatorname{div} \eta \\
& +\int_{[u>0]} m^{\prime}(u)\langle\nabla u, D \eta, \nabla u\rangle+\int_{\Omega_{T}} m(u) \nabla u \nabla \operatorname{div} \eta  \tag{3.2}\\
\forall \eta & \in L^{\infty}\left(I ; W^{2, \infty}\left(\Omega ; \mathbb{R}^{N}\right)\right) \text { such that } \eta \cdot \nu=0 \text { on } \partial \Omega
\end{align*}
$$

(Here, $q^{\prime}$ denotes the conjugate exponent to $q$.)
Remark. Property (ii) is only necessary as long as there does not exist a positive result about boundedness of solutions.

Our main existence result reads as follows.
Theorem 3.2 (existence of regular solutions). Assume that the diffusion coefficient satisfies (A4) and that the initial value $u_{0} \in H^{1}(\Omega)$ is nonnegative and satisfies

$$
\int_{\Omega} G_{\alpha}\left(u_{0}\right) d x<\infty
$$

for a certain constant $\alpha \in\left(\frac{1}{2}-n, 2-n\right)$. If one of the following combinations is true,
(i) $N=2$ and $n>\frac{1}{8}$,
(ii) $N=3, m \in L^{\infty}(\mathbb{R})$, and $n>\frac{1}{8}$,
(iii) $N=3, \frac{1}{8}<n<4$, and $\alpha>-2$,
then there exists a solution $(u, J)$ to equation (1.1) in the sense of Definition 3.1.
In particular, u has the following additional regularity properties:

$$
\begin{aligned}
& u^{\frac{\alpha+n+1}{4}} \in L^{4}\left(I ; W^{1,4}(\Omega)\right), \\
& u^{\frac{\alpha+n+1}{2}} \in L^{2}\left(I ; H^{2}(\Omega)\right) .
\end{aligned}
$$

Remark.
(i) For diffusion growth coefficients $0<n<3$, it is always possible to find a real number $\alpha_{0} \in\left(\frac{1}{2}-n, 2-n\right)$ such that $\alpha_{0}+1>0$. Thus $\int_{\Omega} G_{\alpha_{0}}\left(u_{0}\right) d x<\infty$ for arbitrary nonnegative initial data $u_{0} \in H^{1}(\Omega)$, i.e., for arbitrary $n \in\left(\frac{1}{8}, 3\right)$ and arbitrary nonnegative initial data $u_{0} \in H^{1}(\Omega)$, a regular solution to (1.1) does exist.
(ii) Let us emphasize that in order to give a meaning to the first three integrands on the right-hand side of (3.2), we make essential use of the identities $u^{n-2}|\nabla u|^{3} \quad=\quad\left(\frac{4}{\alpha+n+1}\right)^{3} u^{\frac{n+1-3 \alpha}{4}}\left|\nabla u^{\frac{\alpha+n+1}{4}}\right|^{3} \quad$ and $\quad u^{n-1}|\nabla u|^{2} \quad=$ $\left(\frac{4}{\alpha+n+1}\right)^{2} u^{\frac{n+1-\alpha}{2}}\left|\nabla u^{\frac{\alpha+n+1}{4}}\right|^{2}$.
Proof of Theorem 3.2. Let us begin with the case $m \in L^{\infty}(\mathbb{R})$ and $N=2$ or 3 . For the ease of presentation we now drop the superscript ( $i$. From Proposition 2.6 and Corollary 2.7 we infer the following convergence behavior for a subsequence $\left(u_{\delta}, J_{\delta}\right)_{\delta \rightarrow 0}$ of solutions to the auxiliary problems $P_{\delta}^{1}$ :
(i) $u_{\delta t} \rightharpoonup u_{t}$ in $L^{2}\left(I ;\left(H^{1}(\Omega)\right)^{\prime}\right)$,
(ii) $\nabla u_{\delta} \longrightarrow \nabla u$ strongly in $L^{2}\left(\Omega_{T}\right)$,
(iii) $J_{\delta} \rightharpoonup J$ in $L^{2}\left(\Omega_{T}\right)$,
(iv) $\nabla u^{\frac{\alpha+n+1}{4}} \rightharpoonup \nabla u^{\frac{\alpha+n+1}{4}}$ in $L^{4}\left(\Omega_{T}\right)$,
(v) $\nabla u^{\frac{\alpha+n+1}{4}} \longrightarrow \nabla u^{\frac{\alpha+n+1}{4}}$ strongly in $L^{4-}([u>0])$ and pointwise a.e.

From (i) and (iii) relation (3.1) follows immediately. To proceed with the identification of $J$, we use the formula

$$
\begin{align*}
\int_{\Omega} m_{\delta}\left(u_{\delta}\right) \nabla \Delta u_{\delta} \eta= & \frac{1}{2} \int_{\Omega} m_{\delta}^{\prime \prime}\left(u_{\delta}\right)\left|\nabla u_{\delta}\right|^{2} \nabla u_{\delta} \eta+\frac{1}{2} \int_{\Omega} m_{\delta}^{\prime}\left(u_{\delta}\right)\left|\nabla u_{\delta}\right|^{2} \operatorname{div} \eta  \tag{3.3}\\
& +\int_{\Omega} m_{\delta}^{\prime}\left(u_{\delta}\right)\left\langle\nabla u_{\delta}, D \eta, \nabla u_{\delta}\right\rangle+\int_{\Omega} m_{\delta}\left(u_{\delta}\right) \nabla u_{\delta} \nabla \operatorname{div} \eta
\end{align*}
$$

which is valid for $m_{\delta} \in C^{2}(\mathbb{R}) \cap W^{2, \infty}(\mathbb{R}), u_{\delta} \in H_{*}^{2}(\Omega)$ with $\nabla \Delta u_{\delta} \in L^{2}(\Omega)$ and $\eta \in W^{2, \infty}(\Omega)$ with $\eta \cdot \nu \equiv 0$ on $\partial \Omega$ as will be proved in the Appendix.

By our choice of $m_{\delta}$ we can identify $J_{\delta}(t)$ for a.e. $t \in I$ with $m_{\delta}\left(u_{\delta}\right) \nabla \Delta u_{\delta}$; thus $J_{\delta}$ can be related to $m_{\delta}\left(u_{\delta}\right) \nabla \Delta u_{\delta}$ in the sense of (3.2). Let us now pass to the limit $\delta \searrow 0$ on the right-hand side of (3.3). As the third term on the right-hand side of (3.3) qualitatively shows the same behavior as the second one and as the fourth term can easily be handled by using convergence property (ii), we will discuss in detail only the first and the second term. Writing $m_{\delta}^{\prime}(\tau), m_{\delta}^{\prime \prime}(\tau)$ as

$$
m_{\delta}^{\prime}(\tau)=\tau^{n-1} f_{1, \delta}(\tau) \text { and } m_{\delta}^{\prime \prime}(\tau)=\tau^{n-2} f_{2, \delta}(\tau)
$$

we observe after straightforward calculations that $f_{i, \delta}$ are uniformly bounded in $L^{\infty}\left(\mathbb{R}_{0}^{+}\right) \quad(i=1,2)$ and that on each compact subset of $(0, \infty), f_{i, \delta}$ converges to $f_{i}$ uniformly. For $\alpha$ with $\frac{1}{2}<\alpha+n<2$ we write $\int_{\Omega_{T}} m_{\delta}^{\prime \prime}\left(u_{\delta}\right)|\nabla u|^{2} \nabla u \eta d x d t$ as

$$
\int_{\Omega_{T}} u^{\frac{n+1-3 \alpha}{4}}\left|\nabla u_{\delta}^{\frac{\alpha+n+1}{4}}\right|^{2} \nabla u_{\delta}^{\frac{\alpha+n+1}{4}} \cdot f_{2, \delta}\left(u_{\delta}\right) \eta d x d t
$$

Condition $n>\frac{1}{8}$ ensures that $\alpha$ can be modified in such a way that $\frac{n+1-3 \alpha}{4}$ is positive, and in addition $\int_{\Omega} G_{\alpha}\left(u_{0}\right) d x$ is bounded.

Using the properties of $f_{2, \delta}$, the regularity of $u_{\delta}$, and $n>1 / 8$, we observe that the term in $u_{\tilde{\delta}}$ converges weakly in $L^{1+\sigma}\left(\Omega_{T}\right)$ (for values of $\sigma$ sufficiently small) to a function $\tilde{\beta}$. From (v) and the pointwise convergence of $f_{2, \delta}\left(u_{\delta}\right)$ we infer $\tilde{\beta}=$ $m^{\prime \prime}(u)|\nabla u|^{2} \cdot \nabla u$ on the set $[u>0]$.

On the set $[u=0]$ we argue as follows: for each $\varepsilon>0$ we find by Egorov's theorem a set $S_{\varepsilon} \subset[u=0]$ with $\mathcal{L}^{N+1}\left(S_{\varepsilon}\right)<\varepsilon$ such that $u_{\delta}$ uniformly converges to $u$ on the subset $[u=0] \backslash S_{\varepsilon}$. Thus we can estimate:

$$
\begin{align*}
& \left.\left|\int_{[u=0]} m_{\delta}^{\prime \prime}\left(u_{\delta}\right)\right| \nabla u_{\delta}\right|^{2} \nabla u_{\delta} \cdot \eta d x d t \mid \\
& \quad \leq \int_{S_{\varepsilon} \cup\left([u=0] \backslash S_{\varepsilon}\right)} u^{\frac{n+1-3 \alpha}{4}} \cdot\left|\nabla u_{\delta}^{\frac{\alpha+n+1}{4}}\right|^{3} \cdot\left|f_{2, \delta}\left(u_{\delta}\right)\right| \cdot|\eta| d x d t  \tag{3.4}\\
& \quad \leq o_{\delta}(1) \int_{[u=0] \backslash S_{\varepsilon}}\left|\nabla u_{\delta}^{\frac{\alpha+n+1}{4}}\right|^{3} d x d t \\
& \quad+\left(\int_{S_{\varepsilon}} u_{\delta}^{n+1-3 \alpha} d x d t\right)^{\frac{1}{4}}\left(\int_{S_{\varepsilon}}\left|\nabla u^{\frac{\alpha+n+1}{4}}\right|^{4} d x d t\right)^{\frac{3}{4}}\left\|f_{2, \delta}\right\|_{\infty} \cdot\|\eta\|_{\infty}
\end{align*}
$$

By Vitali's theorem the second term in (3.4) converges to zero when $\mathcal{L}^{N+1}\left(S_{\varepsilon}\right) \rightarrow 0$. This gives the convergence of the first term on the right-hand side of (3.3).

For the second term on the right-hand side of (3.3) we write

$$
\int_{\Omega_{T}} u_{\delta}^{\frac{-\alpha+n+1}{2}}\left|\nabla u_{\delta}^{\frac{\alpha+n+1}{4}}\right|^{2} \cdot f_{1, \delta}\left(u_{\delta}\right) \cdot \operatorname{div} \eta d x d t
$$

and use exactly the same technique as before in order to identify the limit. Putting everything together, the validity of (3.2) is established for $m$ bounded. Eventually, we remark that the case of an unbounded diffusivity $m$ which grows at most polynomially can be handled similarly, provided we use the restrictions on $n$ in order to guarantee applicability of Hölder's inequality in the analogue to (3.4). Using the remark at the end of the first section, we see that this is possible if $\alpha>-2$.

Let us point out that the regularity properties of $u$ stated in Theorem 3.2 imply the following result about the behavior of the normal derivative of a solution at the boundary of $\operatorname{supp}(u)$.

Corollary 3.3 (regularity at the free boundary). Let $\hat{P}:=\{t \in I$ : $\left.\left\|u(t, .)^{\frac{\alpha+n+1}{4}}\right\|_{W^{1,4}(\Omega)}<\infty\right\}$ with $\alpha$ as in Theorem 3.2. Then the following results are true:
(i) Under the assumption that $\partial[\operatorname{supp}(u(t,)$.$] is an (N-1)$-rectifiable set, we have for $t \in \hat{P}$ and for $\mathcal{H}^{N-1}$-almost every $x \in \partial[\operatorname{supp}(u(t,))$.$] that the normal$ derivative $\frac{\partial}{\partial \nu} u(t, x)$ exists and that it is equal to zero.
(ii) If $N=2$ and $n<2$, then for arbitrary $t \in \hat{P}$ and for all $x \in[u(t,)=0$.$] we$ have that $\nabla u(t, x)$ vanishes.
Proof. Let us begin with the proof of (i). Assuming first that $\partial[\operatorname{supp}(u(t,))$. consists of finitely many portions of hyperplanes, the result follows from the $W^{1,4}$ regularity of $u^{\frac{\alpha+n+1}{4}}$, the nonnegativity of $u$, and the fact that $W^{1, p}$-functions are absolutely continuous along almost all line segments (cf. Theorem 2.1.4 of [15]). By flattening each $C^{0,1}$ - portion of $\partial[\operatorname{supp}(u(t,)$.$] , the general case can be established by$ straightforward calculations.

In order to prove (ii), we observe that if $N=2$ and $x \in[u(t,)=0$.$] , there exists$ a positive constant $C$ depending only on $\Omega$ and the $W^{1,4}(\Omega)$-norm of $u(t,$.$) such that$ for all $y \in \Omega$ we have $u(t, y) \leq C|y-x|^{\frac{2}{\alpha+n+1}}$. If $n<2, \alpha$ can be chosen in such a way that $\frac{2}{\alpha+n+1}>1$. This completes the proof.

The strengthened entropy estimates also enable us to improve results concerning positivity properties of solutions. Combining (2.26) and the techniques of ([13, Theorems 1.2 and 1.3]), we arrive at the following theorem.

THEOREM 3.4 (positivity properties). Let $u$ be a solution of (1.1) in the sense of Theorem 3.2 and assume the initial value satisfies $\int_{\Omega} u_{0}^{3 / 2-n} d x<\infty$.
(i) If $n \geq 3 / 2$ there does not exist a subset $E \subset \Omega$ with $\mathcal{L}^{N}(E)>0$ and a time $t_{0}$ such that $\int_{E} u\left(x, t_{0}\right) d x=0$.
(ii) If $N=2$ and $n>3$ or if $N=3$ and $n>6$, the solution $u$ is for almost every $t \in[0, T]$ strictly positive in $\Omega$.
Let us now discuss the asymptotic behavior of a function $u$ which solves (1.1) in the sense of Theorem 3.2 and in particular satisfies a priori estimate (2.26). We obtain the following theorem.

THEOREM 3.5 (convergence to the mean value). Let $n>\frac{1}{8}$ be the diffusion growth exponent. Suppose $\Omega$ is convex and $u$ solves (1.1) in the sense of Theorem 3.2 and satisfies the a priori estimate (2.26) for an $\alpha$ with $\alpha+n>1$.

Then

$$
\lim _{t \rightarrow \infty} u(t)=\frac{1}{|\Omega|} \int_{\Omega} u_{0}(x) d x \quad \text { in } H^{1}(\Omega)
$$

Proof. Note that for convex $\Omega$ the constant $C_{2}$ in Proposition 2.2 is equal to zero. Thus there is an increasing sequence $\left(t_{k}\right)_{k \in \mathbb{N}}$ tending to infinity with the property

$$
\begin{align*}
& \int_{\Omega}\left|D^{2} u^{\frac{\alpha+n+1}{2}}\right|^{2}\left(t_{k}\right) d x \searrow 0  \tag{i}\\
& \int_{\Omega}\left|\nabla u^{\frac{\alpha+n+1}{4}}\right|^{4}\left(t_{k}\right) d x \searrow 0 \tag{ii}
\end{align*}
$$

which implies that both $\left(\nabla u^{\frac{\alpha+n+1}{2}}\left(t_{k}\right)\right)_{k \in \mathbb{N}}$ and $\left(u^{\frac{\alpha+n+1}{4}}\left(t_{k}\right)\right)_{k \in \mathbb{N}}$ converge to a constant in the corresponding norms. Hence $u^{\frac{\alpha+n+1}{2}}$ also converges to a constant with respect to the $L^{2}$-norm and thus

$$
\int_{\Omega}\left|\nabla u^{\frac{\alpha+n+1}{2}}\left(t_{k}\right)\right|^{2} d x \searrow 0
$$

Therefore,

$$
\begin{aligned}
\int_{\Omega}|\nabla u|^{2}\left(t_{k}\right) d x & \leq \int_{[u \geq 1]} u^{\alpha+n-1}|\nabla u|^{2}\left(t_{k}\right) d x+\int_{[u<1]} u^{\frac{\alpha+n-3}{2}}|\nabla u|^{2}\left(t_{k}\right) d x \\
& =o_{k}(1)
\end{aligned}
$$

Now using the monotonicity formula (2.5) and the strong convergence of $\nabla u_{\delta}$ to $\nabla u$ with respect to the $L^{2}\left(\Omega_{T}\right)$-norm (cf. (2.30)), we infer for almost every $t_{1}, t_{2} \in I$

$$
\int_{\Omega}\left|\nabla u\left(t_{2}\right)\right|^{2} d x-\int_{\Omega}\left|\nabla u\left(t_{1}\right)\right|^{2} d x \leq-2 \liminf _{\delta \rightarrow 0} \int_{t_{1}}^{t_{2}} \int_{\Omega} m\left(u_{\delta}\right)\left|\nabla \Delta u_{\delta}\right|^{2} d x d t
$$

i.e., $\int_{\Omega}|\nabla u(t, x)|^{2} d x$ is nonincreasing in $t$. Thus the result follows just by application of Poincaré's inequality for functions with mean value zero.

Remark. (1) If $\frac{1}{8}<n<3$ we get that for all nonnegative initial data $u_{0} \in H^{1}(\Omega)$ there exists an $\alpha$ such that $\alpha+n>1$ and such that the a priori estimate (2.26) is satisfied. This means that in particular all solutions with compactly supported initial data converge to the mean.
(2) If $n \geq 3$ the same convergence behavior holds true if we impose an additional condition on the initial value; namely, there is a number $\sigma>n-3$ such that

$$
\int_{\Omega} u_{0}^{-\sigma} d x<\infty
$$

This implies that $\int_{\Omega} G_{\alpha}\left(u_{0}\right)$ is bounded for an $\alpha$ with $\alpha+n>1$.
(3) If $\Omega$ is not convex, the second term on the right-hand side of (2.26) cannot be neglected any longer, and thus the method of proof above cannot be applied. Nevertheless, by using the boundedness of

$$
\int_{0}^{\infty} \int_{\Omega}|\Delta u|^{2} d x d t
$$

the result still can be established if a priori estimate (2.3) holds true, i.e., if $n<2$ or if $n \geq 2$ and the initial value is strictly positive. Whether it is also true in the case when $n \geq 2$ and initial values have compact support still remains an open question.

Let us now construct steady state solutions with compact support which solve (1.1) in the sense of equations (3.1) and (3.2) for $n>1$. In Theorem 3.5 we have already proved that for arbitrary, nonnegative initial values $u_{0} \in H^{1}(\Omega)$ with compact support there exist solutions which converge for $t \rightarrow \infty$ to the mean value with respect to the $H^{1}$-norm. This illustrates in particular that for values of $n \in(1,3)$ we cannot expect results on uniqueness without imposing additional regularity properties at the free boundary in the spirit of estimate (2.26).

Lemma 3.6 (steady state solutions with compact support). Let $\Omega^{\prime} \subset \subset \Omega$ be a subdomain with smooth boundary. Let $\hat{u}$ be the solution of

$$
\begin{aligned}
-\Delta \hat{u} & =1 \text { in } \Omega^{\prime} \\
\hat{u} & =0 \text { on } \partial \Omega^{\prime} .
\end{aligned}
$$

## Combining the function $u$ defined by

$$
u=\left\{\begin{array}{l}
\hat{u} \text { in } \Omega^{\prime}, \\
0 \text { in } \Omega \backslash \Omega^{\prime}
\end{array}\right.
$$

with $J \equiv 0$, we obtain a weak solution to (1.1) for values of $n>1$ in the sense of Definition 3.1.

Proof. From elliptic regularity theory (cf. Gilbarg and Trudinger [12, Chapter 8]) we infer

$$
\hat{u} \in H^{2}\left(\Omega^{\prime}\right) \cap C^{\infty}\left(\Omega^{\prime}\right) \cap W^{1, \infty}\left(\Omega^{\prime}\right)
$$

and

$$
\begin{equation*}
\int_{\Omega^{\prime}} \nabla \hat{u} \nabla \psi=\int_{\Omega^{\prime}} \psi \quad \forall \psi \in W_{0}^{1,1+\varepsilon}\left(\Omega^{\prime}\right) . \tag{*}
\end{equation*}
$$

In addition $\hat{u}$ is positive in $\Omega^{\prime}$ (cf. [12, Theorem 8.19]).
Since $J$ is equal to zero on $\Omega$, it will be sufficient to prove that the right-hand side in (3.2) vanishes. We have

$$
\begin{aligned}
R H S= & \frac{1}{2} \int_{\Omega^{\prime} \times I} m^{\prime \prime}(\hat{u})|\nabla \hat{u}|^{2} \nabla \hat{u} \eta+\int_{\Omega^{\prime} \times I} m^{\prime}(u)\langle\nabla \hat{u}, D \eta, \nabla \hat{u}\rangle \\
& -\frac{1}{2} \int_{\Omega^{\prime} \times I} m^{\prime}(\hat{u}) \operatorname{div} \eta \nabla \hat{u} \nabla \hat{u}+\int_{\Omega^{\prime} \times I} \nabla \underbrace{(m(\hat{u}) \operatorname{div} \eta)}_{\in W_{0}^{1,1+\varepsilon}\left(\Omega^{\prime}\right)} \cdot \nabla \hat{u} \\
= & I+I I+I I I+I V .
\end{aligned}
$$

(Since $\hat{u} \in H^{2}\left(\Omega^{\prime}\right) \cap W^{1, \infty}\left(\Omega^{\prime}\right)$ and $n>1$, the boundedness of all the integrals in the equation above is a simple consequence of Hölder's inequality.)

Let $\nu^{\prime}$ be the unit outer normal vector on $\partial \Omega^{\prime}$. Using the relation $(*)$, we obtain

$$
\begin{aligned}
I V & =\int_{\Omega^{\prime} \times I} m(\hat{u}) \operatorname{div} \eta=-\int_{\Omega_{T}^{\prime}} \nabla m(\hat{u}) \eta+\int_{\partial \Omega^{\prime} \times I} \underbrace{m(\hat{u}) \eta \cdot \nu^{\prime} d \mathcal{H}^{N}}_{=0} \\
& =-\int_{\Omega_{T}^{\prime}} m^{\prime}(u) \nabla u \eta \stackrel{(*)}{=}-\int_{\Omega_{T}^{\prime}} \nabla\left(m^{\prime}(u) \nabla u \eta\right) \cdot \nabla u \\
& =-\int_{\Omega_{T}^{\prime}} m^{\prime \prime}(u)|\nabla u|^{2} \eta \nabla u-\int_{\Omega_{T}^{\prime}} m^{\prime}(u)\langle\nabla u, D \eta, \nabla u\rangle-\int_{\Omega_{T}^{\prime}} m^{\prime}(u)\left\langle\eta, D^{2} u, \nabla u\right\rangle \\
& =I V_{1}+I V_{2}+I V_{3} .
\end{aligned}
$$

For $I V_{3}$ we compute:

$$
\begin{aligned}
I V_{3} & =-\frac{1}{2} \int_{\Omega_{T}^{\prime}} m^{\prime}(u) \eta \cdot \nabla|\nabla u|^{2} \\
& =\frac{1}{2} \int_{\Omega_{T}^{\prime}} \operatorname{div}\left(m^{\prime}(u) \eta\right) \cdot|\nabla u|^{2}-\frac{1}{2} \underbrace{\int_{\partial \Omega^{\prime} \times I} m^{\prime}(u)|\nabla u|^{2} \eta \cdot \nu^{\prime} d \mathcal{H}^{N}}_{\left.=0 \text { (since } m^{\prime}(u)=0 \text { on } \partial \Omega^{\prime}\right)} \\
& =\frac{1}{2} \int_{\Omega_{T}^{\prime}} m^{\prime \prime}(u)|\nabla u|^{2} \eta \nabla u+\frac{1}{2} \int_{\Omega_{T}^{\prime}} m^{\prime}(u) \operatorname{div} \eta|\nabla u|^{2} .
\end{aligned}
$$

Summing up, we obtain $I+I I+I I I=-I V$, which proves the claim.
Remark. By linearity it is clear that we can adjust $\hat{u}$ in such a way that each positive mean value can be reached. We just take

$$
\begin{aligned}
\Delta \hat{u}=\alpha & \text { in } \Omega^{\prime} \\
\hat{u}=0 & \text { on } \partial \Omega^{\prime}
\end{aligned}
$$

with $\alpha>0$ arbitrary.

## Appendix.

A. Proof of Lemma 2.1 (proof of (2.4)). Let $\left(u_{\varepsilon}\right)_{\varepsilon \backslash 0}$ be a sequence of solutions to auxiliary problems with nondegenerate mobility $m_{\varepsilon}(\tau)=m(\tau)+\varepsilon$ and initial value $u_{0}$ (cf. [13] and [10]). Combining the Aubin-Lions lemma and the uniform boundedness of $u_{\varepsilon}$ (or of $\left.\left(u_{\varepsilon}\right)_{t}\right)$ in $L^{2}\left(I ; H^{2}(\Omega)\right)$ (or in $L^{2}\left(I ;\left(H^{1}(\Omega)\right)^{\prime}\right)$, respectively), we notice that a subsequence $\left(u_{\varepsilon}\right)_{\varepsilon \backslash 0}$ strongly converges to $u$ in $L^{2}\left(I ; C^{\beta}(\Omega)\right)$ for sufficiently small, positive $\beta$ and that we can extract a subsequence such that $u_{\varepsilon}(t) \rightarrow$ $u(t)$ in $C^{\beta}(\Omega)$ for almost all $t \in I$. Using the positivity result in Theorem 1.3 of [13], we observe that there is a set $P \subset I$ with $\mathcal{L}^{1}(I \backslash P)=0$ such that for all $t \in P, u(t)$ is in $C^{\beta}(\Omega)$ and is strictly positive on $\Omega$.

It will be sufficient to show that the one-dimensional measure of the set

$$
E=\left\{t \in P: \liminf _{\varepsilon \rightarrow 0} \int m_{\varepsilon}\left(u_{\varepsilon}(t)\right)\left|\nabla \Delta u_{\varepsilon}\right|^{2}(t) d x=\infty\right\}
$$

vanishes. Defining $K_{\varepsilon}(t):=\int_{\Omega} m_{\varepsilon}\left(u_{\varepsilon}(t)\right)\left|\nabla \Delta u_{\varepsilon}(t)\right|^{2} d x$ and

$$
[A]_{n}= \begin{cases}A & \text { if } A<n \\ n & \text { otherwise }\end{cases}
$$

and using the positivity of $u(t, \cdot)$ for almost every $t$, we have, by Lebesgue's theorem,

$$
C \geq \int_{E} \int_{\Omega} m_{\varepsilon}\left(u_{\varepsilon}(t, x)\right)\left|\nabla \Delta u_{\varepsilon}(t, x)\right|^{2} d x d t \geq \int_{E}\left[K_{\varepsilon}(t)\right]_{n} d t \xrightarrow{\varepsilon \rightarrow 0} n \cdot|E| .
$$

As $n$ can be chosen arbitrarily, this implies $\mathcal{L}^{1}(E)=0$. For fixed $t \in P \backslash E$ we can select a subsequence of $\left(\nabla \Delta u_{\varepsilon}(t, .)\right)_{\varepsilon \rightarrow 0}$ which weakly converges in $L^{2}(\Omega)$. Then (2.2) implies that $J(t)=m(u(t)) \nabla \Delta u(t) \quad$ in $L^{2}(\Omega)$ for all $t \in P \backslash E$.

Proof of (2.5). Choosing $\psi(t, x)=\chi_{\left[t_{1}, t_{2}\right]} \Delta u_{\varepsilon}$ as the test function in the weak formulation

$$
\begin{gathered}
\int_{0}^{T}\left\langle\left(u_{\varepsilon}\right)_{t}, \psi\right\rangle d t-\int_{\Omega_{T}} m_{\varepsilon}\left(u_{\varepsilon}\right) \nabla \Delta u_{\varepsilon} \nabla \psi d x d t=0 \\
\psi \in L^{2}\left(I ; H^{1}(\Omega)\right) \text { arbitrary }
\end{gathered}
$$

for auxiliary problems with nondegenerate mobility as described above, we immediately obtain for almost all $t_{1}, t_{2} \in I$

$$
\frac{1}{2} \int_{\Omega}\left|\nabla u_{\varepsilon}\left(t_{2}\right)\right|^{2} d x+\int_{t_{1}}^{t_{2}} \int_{\Omega} m_{\varepsilon}\left(u_{\varepsilon}\right)\left|\nabla \Delta u_{\varepsilon}\right|^{2} d x d t \leq \frac{1}{2} \int_{\Omega}\left|\nabla u_{\varepsilon}\left(t_{1}\right)\right|^{2} d x
$$

Now observing that $\nabla u_{\varepsilon}$ converges to $\nabla u$ strongly in $L^{\frac{2 N+4}{N}}-\left(\Omega_{T}\right)$ (cf., e.g., [13, Lemma 2.8]) and that $m_{\varepsilon}^{\frac{1}{2}}\left(u_{\varepsilon}\right) \nabla \Delta u_{\varepsilon}$ in $L^{2}\left(\Omega_{T}\right)$ weakly converges to a function $\beta$ which for almost every $t \in I$ can be identified with $m(u) \nabla \Delta u$, the result follows by the lower semicontinuity of the norm under weak convergence.
B. Proof of Lemma 2.3 and (3.3). The following result will be essential.

Lemma B.1. Let $\Omega \subset \mathbb{R}^{N}$ be a domain with piecewise smooth boundary of class $C^{0,1}$. For every vector field $\eta \in H^{2}\left(\Omega ; \mathbb{R}^{N}\right)$ which is tangential on $\partial \Omega$ we have

$$
\begin{equation*}
(D \eta \cdot \nu)_{\|}=-d \nu \cdot \eta \tag{B.1}
\end{equation*}
$$

a.e. on $\partial \Omega$. Here, $(\cdot)_{\|}$denotes the tangential component of a vector field.

Proof. Since $\eta \cdot \nu=0$, we have for arbitrary smooth curves $c:[0,1] \longrightarrow \partial \Omega$

$$
0=\frac{d}{d t}\left\langle\eta_{\mid c(t)}, \nu_{\mid c(t)}\right\rangle=\left\langle D \eta_{\mid c(t)} \dot{c}(t), \nu_{\mid c(t)}\right\rangle+\left\langle\eta_{\mid c(t)}, d \nu_{\mid c(t)} \cdot \dot{c}(t)\right\rangle
$$

for almost every $x=c(t) \in \partial \Omega$. As $d \nu: T_{c(t)} S \longrightarrow T_{c(t)} S$ is a self-adjoint, linear mapping (cf. [11, Chapter V]), we obtain

$$
\left\langle\eta_{\mid c(t)}, d \nu_{\mid c(t)} \cdot \dot{c}(t)\right\rangle=\left\langle d \nu_{\mid c(t)} \cdot \eta_{\mid c(t)}, \dot{c}(t)\right\rangle,
$$

which proves the lemma.
Proof of Lemma 2.3. We assume $\nabla \Delta u \in L^{2}(\Omega)$. The result for functions with weaker regularity can be proved by an approximation argument. Successive integration by parts gives

$$
\begin{aligned}
\int_{\Omega} f^{\prime}(u)|\nabla u|^{2} \Delta u= & -\int_{\Omega} f(u)|\Delta u|^{2}-\int_{\Omega} f(u) \nabla \Delta u \nabla u \\
= & -\int_{\Omega} f(u)|\Delta u|^{2}+\int_{\Omega} f^{\prime}(u)\left\langle\nabla u, D^{2} u, \nabla u\right\rangle+\int_{\Omega} f(u)\left|D^{2} u\right|^{2} \\
& -\int_{\partial \Omega} f(u)\left\langle\nabla u, D^{2} u, \nu\right\rangle d \mathcal{H}^{N-1}
\end{aligned}
$$

Using now the identity $\left.\left\langle\nabla u, D^{2} u, \nabla u\right\rangle=\left.\frac{1}{2}\langle\nabla| \nabla u\right|^{2}, \nabla u\right\rangle$, we obtain ( $\frac{\partial}{\partial \nu} u=0$ on $\partial \Omega$ !):

$$
\int_{\Omega} f^{\prime}(u)\left\langle\nabla u, D^{2} u, \nabla u\right\rangle=-\frac{1}{2} \int_{\Omega} f^{\prime \prime}(u)|\nabla u|^{4}-\frac{1}{2} \int_{\Omega} f^{\prime}(u)|\nabla u|^{2} \Delta u
$$

Putting everything together and using formula (B.1), the result can be established easily.

Proof of (3.3). Integration by parts shows

$$
\begin{aligned}
\int_{\Omega} m(u) \nabla \Delta u \eta d x= & \frac{1}{2} \int_{\Omega} m^{\prime \prime}(u)|\nabla u|^{2} \nabla u \eta d x+\frac{1}{2} \int_{\Omega} m^{\prime}(u)|\nabla u|^{2} \operatorname{div} \eta d x \\
& +\int_{\Omega} m^{\prime}(u)\langle\nabla u, D \eta, \nabla u\rangle d x+\int_{\Omega} m(u) \nabla u \nabla \operatorname{div} \eta d x \\
& -\int_{\partial \Omega} m(u)\left\{\langle\nabla u, D \eta, \nu\rangle-\left\langle\eta, D^{2} u, \nu\right\rangle\right\} d \mathcal{H}^{N-1}
\end{aligned}
$$

Since both $\eta$ and $\nabla u$ are tangential vector fields on $\partial \Omega$, we can apply (B.1) twice and obtain the result.
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#### Abstract

This paper is devoted to the asymptotic analysis of the spectrum of a mathematical model that describes the vibrations of a coupled fluid-solid periodic structure. In a previous work [Arch. Rational Mech. Anal., 135 (1996), pp. 197-257] we proved by means of a Bloch wave homogenization method that, in the limit as the period goes to zero, the spectrum is made of three parts: the macroscopic or homogenized spectrum, the microscopic or Bloch spectrum, and a third component, the so-called boundary layer spectrum. While the two first parts were completely described as the spectrum of some limit problem, the latter was merely defined as the set of limit eigenvalues corresponding to sequences of eigenvectors concentrating on the boundary. It is the purpose of this paper to characterize explicitly this boundary layer spectrum with the help of a family of limit problems revealing the intimate connection between the periodic microstructure and the boundary of the domain. We therefore obtain a "completeness" result, i.e., a precise description of all possible asymptotic behaviors of sequences of eigenvalues, at least for a special class of polygonal domains.
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## 1. Introduction.

1.1. Setting of the problem. This paper is devoted to the study of some boundary layer phenomena which arise in the asymptotic analysis of the spectrum of a mathematical model describing the vibrations of a coupled periodic system of solid tubes immersed in a perfect incompressible fluid. This simple model is due to Planchard, who studied it intensively (see [31], [32]). Since we introduced it at length in section 1.2 of our previous work [3] we content ourselves with briefly recalling the statement of this problem.

We consider a periodic bounded domain $\Omega_{\epsilon}$ obtained from a fixed bounded open set $\Omega$ in $\mathbb{R}^{N}$ by removing a collection of identical, periodically distributed holes $\left(T_{p}^{\epsilon}\right)_{1 \leq p \leq n(\epsilon)}$. The distance between adjacent holes as well as their size are both of the order of $\epsilon$, the size of the period which is a small parameter going to zero. Correspondingly, the number of holes $n(\epsilon)$ is of the order of $\epsilon^{-N}$, where $N$ is the spatial dimension. More precisely, let us first define the standard unit cell $Y=(0 ; 1)^{N}$ which, upon rescaling to size $\epsilon$, becomes the period in $\Omega$. Let $T$ be a smooth, simply connected, closed subset of $Y$, assumed to be strictly included in $Y$ (i.e., $T$ does not touch the boundary of $Y$ ). The set $T$ represents the reference tube (or rod) and the unit fluid cell is defined as

$$
Y^{*}=Y \backslash T
$$

[^22]For each value of the small positive parameter $\epsilon$, the fluid domain $\Omega_{\epsilon}$ is obtained from the reference domain $\Omega$ by removing a periodic arrangement of tubes $\epsilon T$ with period $\epsilon Y$. Denoting by $\left(T_{p}^{\epsilon}\right)$ the family of all translates of $\epsilon T$ by vectors $\epsilon p$ (where $p$ is a multi-index in $\mathbb{Z}^{N}$ ) and by $\left(Y_{p}^{\epsilon}\right)$ the corresponding family of cells, we define

$$
\begin{equation*}
\Omega_{\epsilon}=\Omega \backslash \bigcup_{p=1}^{n(\epsilon)} T_{p}^{\epsilon} \tag{1}
\end{equation*}
$$

Although $p$ is a multi-index in $\mathbb{Z}^{N}$, for simplicity we denote its range by $1 \leq p \leq n(\epsilon)$. To obtain the fluid domain $\Omega_{\epsilon}$ in (1), we remove from the original domain $\Omega$ only those tubes $T_{p}^{\epsilon}$ which belong to a cell $Y_{p}^{\epsilon}$ completely included in $\Omega$. This has the effect that no tube meets the boundary $\partial \Omega$. Analogously, $\left(\Gamma_{p}^{\epsilon}\right)$ denotes the family of tubes boundaries $\left(\partial T_{p}^{\epsilon}\right)$.

We are interested in the following spectral problem in $\Omega$ : find the eigenvalues $\lambda_{\epsilon}$ and the corresponding normalized eigenvectors $u_{\epsilon}$, solutions of

$$
\begin{cases}-\Delta u_{\epsilon}=0 & \text { in } \Omega_{\epsilon}  \tag{2}\\ \lambda_{\epsilon} \frac{\partial u_{\epsilon}}{\partial n}=\epsilon^{-N} \vec{n} \cdot \int_{\Gamma_{p}^{\epsilon}} u_{\epsilon} \vec{n} d s & \text { on } \Gamma_{p}^{\epsilon} \text { for } 1 \leq p \leq n(\epsilon) \\ u_{\epsilon}=0 & \text { on } \partial \Omega\end{cases}
$$

where $\vec{n}$ denotes the exterior unit normal to $\Omega_{\epsilon}$.
The homogenization of this model has already attracted the attention of several authors (see [1], [14], [16], [17]). Even though it is a spectral problem involving the Laplace operator, it is easily seen to admit only finitely many eigenvalues, exactly $N n(\epsilon)$ (the number of tubes times the number of degrees of freedom in their displacements). To this end, a finite-dimensional operator $S_{\epsilon}$ is introduced, which acts on the family of tube displacements $\vec{s}=\left(\vec{s}_{p}\right)_{1 \leq p \leq n(\epsilon)}$ with $\vec{s}_{p} \in \mathbb{R}^{N}$,

$$
\begin{align*}
S_{\epsilon}: \mathbb{R}^{N n(\epsilon)} & \longrightarrow \mathbb{R}^{N n(\epsilon)} \\
\left(\vec{s}_{p}\right)_{1 \leq p \leq n(\epsilon)} & \mapsto\left(\frac{1}{\epsilon^{N}} \int_{\Gamma_{p}^{\epsilon}} u_{\epsilon} \vec{n} d s\right)_{1 \leq p \leq n(\epsilon)} \tag{3}
\end{align*}
$$

where the fluid potential $u_{\epsilon}$ is now the unique solution in $H^{1}\left(\Omega_{\epsilon}\right)$ of

$$
\begin{cases}-\Delta u_{\epsilon}=0 & \text { in } \Omega_{\epsilon}  \tag{4}\\ \frac{\partial u_{\epsilon}}{\partial n}=\vec{s}_{p} \cdot \vec{n} & \text { on } \Gamma_{p}^{\epsilon} \text { for } 1 \leq p \leq n(\epsilon) \\ u_{\epsilon}=0 & \text { on } \partial \Omega\end{cases}
$$

According to [17], $S_{\epsilon}$ is self-adjoint, positive definite, and its spectrum, denoted by $\sigma\left(S_{\epsilon}\right)$, coincides with the set of eigenvalues of (2). Of course, since $S_{\epsilon}$ acts in a finite-dimensional space, $\sigma\left(S_{\epsilon}\right)$ is made up of $N n(\epsilon)$ real numbers. It has been further proved that all eigenvalues of $S_{\epsilon}$ are uniformly bounded away from zero and from infinity (see, e.g., Proposition 1.2.1 and Lemma 1.2.2 in [3]). As the period $\epsilon$ goes to zero, $\sigma\left(S_{\epsilon}\right)$, considered as a subset of $\mathbb{R}^{+}$, converges to a limit set $\sigma_{\infty}$ which, by definition, is the set of all cluster points of (sub)sequences of eigenvalues of $S_{\epsilon}$

$$
\sigma_{\infty}=\left\{\lambda \in \mathbb{R}^{+} \mid \exists \text { a subsequence } \lambda_{\epsilon^{\prime}} \in \sigma\left(S_{\epsilon^{\prime}}\right) \text { such that } \lambda_{\epsilon^{\prime}} \rightarrow \lambda\right\} .
$$

Finding an adequate characterization of the limit set $\sigma_{\infty}$ was the main goal of our previous paper [3]. A positive answer to this problem is given in the present article for a special class of polygonal domains.
1.2. Survey of the previous results. The characterization of $\sigma_{\infty}$ amounts to studying the asymptotic behavior of the spectral problem (2), or, in other words, to homogenize (2) as the parameter $\epsilon$ goes to zero. To our knowledge, this can be done, at least, using two different approaches: the classical homogenization process for periodic structures (see, e.g., the reference books [7], [8], [24], [28], [35]) or the so-called Bloch wave method (also called the nonstandard homogenization procedure in [16]; see [8], [33], [34], [36] for an introduction to Bloch waves in spectral analysis). The former naturally yields the homogenized or macroscopic spectrum of (2), while the latter is associated with the so-called Bloch or microscopic spectrum.

Historically the second approach was the first applied to problem (2) by C. Conca, M. Vanninathan, and their coworkers [1], [15], [16], [17]. The key point in this method is to rescale the $\epsilon$-network of tubes to size 1 and, therefore, as $\epsilon$ goes to zero, to obtain an infinite limit domain containing a periodic array of unit tubes. Then, the limit problem is amenable to the celebrated Bloch wave decomposition (also known as the Floquet decomposition; see the original work of F. Bloch [11] or the first mathematical papers [19], [30], [36] or the books [8], [33]). The spectrum of this limit problem is called the Bloch spectrum.

Although it seems the easiest to apply, the first approach (i.e., the classical homogenization) has only been recently applied to problem (2) in our previous article [3]. By homogenizing the operator $S_{\epsilon}$ with the help of the two-scale convergence (see $[2],[29]$ ), a homogenized equation is obtained in the domain $\Omega$. Its spectrum is called the homogenized spectrum. It turns out that the homogenized spectrum is completely different from the Bloch spectrum, and therefore both approaches are complementary. This is possible since in neither case the underlying sequences of linear operators converge uniformly to their limit which are noncompact operators. In addition to this homogenization result, our paper [3] provides a unified theory for both approaches that we called the Bloch wave homogenization method. We refer to [3] for more details (see also [4], [5]), and we simply recall our main results.

The homogenization of model (2) amounts to analyzing the convergence of the sequence of operators $S_{\epsilon}$. Since these operators are defined on a space which varies with $\epsilon$, we extend them to the fixed space $\left[L^{2}(\Omega)^{N}\right]^{K^{N}}$, where $K$ is an arbitrary positive integer. Denoting by $S_{\epsilon}^{K}$ this extension, it will be amenable to a standard asymptotic analysis, while keeping essentially the same spectrum as $S_{\epsilon}$. Following the lead of Planchard [32], the reference cell of our homogenization procedure is $K Y$ instead of simply $Y$ (this technique is referred to as homogenization by packets in [32]). To give a precise definition of $S_{\epsilon}^{K}$ we introduce two linear maps: a projection $P_{\epsilon}^{K}$ from $\left[L^{2}(\Omega)^{N}\right]^{K^{N}}$ into $\mathbb{R}^{N n(\epsilon)}$ and an extension $E_{\epsilon}^{K}$ from $\mathbb{R}^{N n(\epsilon)}$ into $\left[L^{2}(\Omega)^{N}\right]^{K^{N}}$ such that $S_{\epsilon}^{K}=E_{\epsilon}^{K} S_{\epsilon} P_{\epsilon}^{K}$. To do so, some notation is required concerning the two indices $p$ (indexing constant vectors in $\mathbb{R}^{N n(\epsilon)}$ ) and $j$ (indexing vector functions in $\left.\left[L^{2}(\Omega)^{N}\right]^{K^{N}}\right)$.

Definition 1.1. Let KY be the reference cell $(0, K)^{N}$ which is made of $K^{N}$ subcells $Y_{j}$ of the type $(0,1)^{N}$ containing a single tube $T_{j}$. The multi-integer $j=$ $\left(j_{1}, \ldots, j_{N}\right)$ which enumerates all the tubes in $K Y$ takes its values in $\{0,1, \ldots, K-1\}^{N}$ (we use the notation $0 \leq j \leq K-1)$. Let $p=\left(p_{1}, \ldots, p_{N}\right)$ be the multi-integer which enumerates all the tubes in $\Omega_{\epsilon}$ (see (1)). We define a third multi-integer $\ell=$ $\left(\ell_{1}, \ldots, \ell_{N}\right)$ which enumerates all the periodic reference cells $\epsilon(K Y)$ in $\Omega_{\epsilon}$ (its range is denoted by $1 \leq \ell \leq n_{K}(\epsilon)$ ). These three indices are assumed to be related by the
following one-to-one map:

$$
\begin{equation*}
\ell_{m}=E\left(\frac{p_{m}}{K}\right), \quad j_{m}=p_{m}-K \ell_{m} \quad \forall m=1, \ldots, N \tag{5}
\end{equation*}
$$

where $E(\cdot)$ denotes the integer-part function.
Then, $P_{\epsilon}^{K}$ and $E_{\epsilon}^{K}$ are defined by

$$
P_{\epsilon}^{K}:\left[L^{2}(\Omega)^{N}\right]^{K^{N}} \quad \longrightarrow \quad \mathbb{R}^{N n(\epsilon)},
$$

$$
\begin{align*}
\left(\vec{s}_{j}(x)\right)_{0 \leq j \leq K-1} & \longrightarrow\left(\vec{s}_{p}=\frac{1}{\left|\epsilon(K Y)_{\ell}\right|} \int_{\epsilon(K Y)_{\ell}} \vec{s}_{j}(x) d x\right)_{1 \leq p \leq n(\epsilon),}  \tag{6}\\
E_{\epsilon}^{K}: \mathbb{R}^{N n(\epsilon)} & \longrightarrow\left[L^{2}(\Omega)^{N}\right]^{K^{N}} \\
\left(\vec{s}_{p}\right)_{1 \leq p \leq n(\epsilon)} & \longrightarrow\left(\vec{s}_{j}(x)=\sum_{\ell} \chi_{\epsilon(K Y)_{\ell}}(x) \vec{s}_{p}\right)_{0 \leq j \leq K-1} \tag{7}
\end{align*}
$$

where $p$ is related to $(\ell, j)$ by formula (5). One can easily check that the adjoint $\left(P_{\epsilon}^{K}\right)^{*}$ of $P_{\epsilon}^{K}$ is nothing but $(\epsilon K)^{-N} E_{\epsilon}^{K}$ and that $P_{\epsilon}^{K} E_{\epsilon}^{K}$ is equal to the identity in $\mathbb{R}^{N n(\epsilon)}$. Therefore, $S_{\epsilon}^{K}$ is also self-adjoint compact and its spectrum is exactly that of $S_{\epsilon}$, plus the new eigenvalue 0 which has infinite multiplicity.

The homogenization of the extended operator $S_{\epsilon}^{K}$ is now amenable to the twoscale convergence method [2], [29]. However, the limit operator $S^{K}$ has a complicated form which can be simplified by using the following discrete Bloch wave decomposition (see [1]).

Lemma 1.2. For any family $\left(\vec{s}_{j}\right)_{0 \leq j \leq K-1}$ of vectors in $\mathbb{C}^{N}$, let $\vec{s}(y)$ be the following KY-periodic function, piecewise constant in each subcell $Y_{j}$ :

$$
\vec{s}(y)=\sum_{j=0}^{K-1} \vec{s}_{j} \chi_{Y_{j}}(y) \quad \forall y \in K Y
$$

There exists a unique family of constant vectors $\left(\vec{t}_{j}\right)_{0 \leq j \leq K-1}$ in $\mathbb{C}^{N}$ such that

$$
\begin{equation*}
\vec{s}(y)=\sum_{j=0}^{K-1} \vec{t}_{j} e^{2 \pi \imath \frac{j}{K} \cdot E(y)} \quad \forall y \in K Y \tag{8}
\end{equation*}
$$

where $E(\cdot)$ denotes the integer-part function. Moreover, the Bloch wave decomposition operator $\mathcal{B}$, defined by $\mathcal{B}\left(\vec{s}_{j}\right)=K^{N / 2}\left(\vec{t}_{j}\right)$, is an isometry on $\left(\mathbb{C}^{N}\right)^{K^{N}}$.

The first main result in [3] (see Theorem 3.2.1) is the following theorem.
THEOREM 1.3. The sequence $S_{\epsilon}^{K}=E_{\epsilon}^{K} S_{\epsilon} P_{\epsilon}^{K}$ converges strongly to a limit $S^{K}$; i.e., for any family $\left(\vec{s}_{j}(x)\right)_{0 \leq j \leq K-1}, S_{\epsilon}^{K}\left(\vec{s}_{j}\right)$ converges strongly to $S^{K}\left(\vec{s}_{j}\right)$ in $\left[L^{2}(\Omega)^{N}\right]^{K^{N}}$. Furthermore, the limit operator $S^{K}$ is given by

$$
\begin{equation*}
S^{K}=\mathcal{B}^{*} T^{K} \mathcal{B}, \text { with } T^{K}=\operatorname{diag}\left[\left(T_{j}^{K}\right)_{0 \leq j \leq K-1}\right] \tag{9}
\end{equation*}
$$

where the entries $T_{j}^{K}$ are self-adjoint continuous but noncompact operators in $L^{2}(\Omega)^{N}$, defined by

$$
T_{j}^{K} \vec{t}_{j}= \begin{cases}(A(0)-I) \nabla u-\left(A(0)-\left|Y^{*}\right| I\right) \overrightarrow{t_{0}} & \text { if } j=0  \tag{10}\\ A\left(\frac{j}{K}\right) \vec{t}_{j} & \text { if } j \neq 0\end{cases}
$$

where $I$ is the identity matrix and $u$ is the unique solution of the homogenized problem

$$
\begin{cases}-\operatorname{div}(A(0) \nabla u)=\operatorname{div}\left((I-A(0)) \overrightarrow{t_{0}}\right) & \text { in } \Omega  \tag{11}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

and, for $\theta \in[0,1]^{N}, A(\theta)$ is the Bloch homogenized matrix with components $\left(A_{m m^{\prime}}(\theta)\right)_{1 \leq m, m^{\prime} \leq N}$ defined by

$$
\begin{equation*}
\bar{A}_{m m^{\prime}}(\theta)=\int_{Y^{*}} \nabla w_{m}^{\theta}(y) \cdot \nabla \bar{w}_{m^{\prime}}^{\theta}(y) d y \tag{12}
\end{equation*}
$$

where $\left(w_{m}^{\theta}\right)_{1 \leq m \leq N}$ are solutions of the so-called cell problem at the Bloch frequency $\theta$ :

$$
\begin{cases}-\Delta w_{m}^{\theta}=0 & \text { in } Y^{*},  \tag{13}\\ \left(\nabla w_{m}^{\theta}-\vec{e}_{m}\right) \cdot \vec{n}=0 & \text { on } \partial T, \\ y \rightarrow e^{-2 \pi \imath \theta \cdot y} w_{m}^{\theta}(y) Y^{*} \text {-periodic. } & \end{cases}
$$

The first component $T_{0}^{K}$ of the limit operator $T^{K}$ is the same for all $K$ and is denoted by $S$ in what follows. It is called the macroscopic or homogenized limit of $S_{\epsilon}$ ((11) is also called the homogenized equation). The spectrum $\sigma(S)$ is essential and has been explicitly characterized in Theorems 2.1.4 and 2.1.5 of [3]. The other components of $T^{K}$ are simple linear multiplication operators that represent the microscopic or Bloch limit behavior of the sequence $S_{\epsilon}^{K}$.

According to Proposition 3.2.6 in [3], the matrix $A(\theta)$ is Hermitian and positive definite for any value of $\theta$. Furthermore, it is a continuous function of $\theta$, except at the origin $\theta=0$. Nevertheless, it is continuous at the origin along rays of constant direction (see Proposition 3.4.4 in [3]). Denoting by $0<\lambda_{1}(\theta) \leq \lambda_{2}(\theta) \leq \cdots \leq \lambda_{N}(\theta)$ its eigenvalues, we can define the so-called Bloch spectrum by

$$
\sigma_{\text {Bloch }}=\bigcup_{m=1}^{N} \overline{\lambda_{m}(] 0,1\left[{ }^{N}\right)}
$$

where $\overline{\lambda_{m}(] 0,1\left[{ }^{N}\right)}$ denotes the closure of the image of $] 0,1\left[{ }^{N}\right.$ under the maps $\lambda_{m}(\cdot)$. We deduce our second main result.

THEOREM 1.4. The strong convergence of $S_{\epsilon}^{K}$ to the limit operator $S^{K}$ implies the lower semicontinuity of the spectrum

$$
\sigma\left(S^{K}\right) \subset \lim _{\epsilon \rightarrow 0} \sigma\left(S_{\epsilon}^{K}\right)
$$

By letting K go to infinity, we obtain

$$
\begin{equation*}
\sigma(S) \cup \sigma_{\text {Bloch }} \subset \lim _{\epsilon \rightarrow 0} \sigma\left(S_{\epsilon}\right) \tag{14}
\end{equation*}
$$

REMARK 1.5. As a matter of fact, the Bloch spectrum $\sigma_{\text {Bloch }}$ and the homogenized spectrum $\sigma(S)$ do not coincide. Therefore, both type of limit problems (macroscopic (11) and microscopic (13)) are complementary. As already mentioned, the Bloch spectrum has already been characterized by C. Conca and M. Vanninathan in [17] by means of a different method, the so-called nonstandard homogenization procedure (see also the book [16]).

The question is now to see whether the inclusion in (14) is actually an equality, i.e., if our asymptotic analysis is complete. It turns out that the homogenized and the Bloch spectra are usually not enough to describe $\sigma_{\infty}$ because the interaction between the boundary $\partial \Omega$ and the microstructure is not taken into account in our analysis. More precisely, there may well exist sequences of eigenvectors of (2) which concentrate near the boundary $\partial \Omega$ of $\Omega$. They behave as boundary layers in the sense that they converge strongly to zero locally inside the domain. Clearly the oscillations of these eigenvectors cannot be captured by the usual homogenization method; neither are they filtered in the Bloch spectrum which is insensitive to the boundary.

Nevertheless, the third main result of our previous paper [3] shows that for any other type of sequences of eigenvectors (not concentrating on the boundary), the limits of the corresponding sequences of eigenvalues belong to $\sigma(S) \cup \sigma_{\text {Bloch }}$. More exactly, introducing the subset of $\sigma_{\infty}$

$$
\begin{align*}
\sigma_{\text {boundary }}= & \left\{\lambda \in \mathbb{R} \mid \exists\left(\lambda_{\epsilon^{\prime}}, \vec{s}^{\epsilon^{\prime}}\right) \text { such that } S_{\epsilon^{\prime}}^{1} \vec{s}^{\prime}=\lambda_{\epsilon^{\prime}}{\overrightarrow{s^{\prime}}}^{\prime}, \lambda_{\epsilon^{\prime}} \rightarrow \lambda,\right.  \tag{15}\\
& \left.\left\|\vec{s}^{\prime}\right\|_{L^{2}(\Omega)^{N}}=1, \text { and } \forall \omega \text { with } \bar{\omega} \subset \Omega,\left\|\vec{s}^{\epsilon^{\prime}}\right\|_{L^{2}(\omega)^{N}} \rightarrow 0\right\},
\end{align*}
$$

where $\epsilon^{\prime}$ is a subsequence of $\epsilon$ and $S_{\epsilon}^{1}$ is the extension to $L^{2}(\Omega)^{N}$ of $S_{\epsilon}$, we proved the following theorem (see Theorem 3.2.9 in [3]).

ThEOREM 1.6. The limit set of the spectrum of the operator $S_{\epsilon}$ is precisely made of three parts; the homogenized, the Bloch, and the boundary layer spectrum

$$
\lim _{\epsilon \rightarrow 0} \sigma\left(S_{\epsilon}\right)=\sigma_{\infty}=\sigma(S) \cup \sigma_{\text {Bloch }} \cup \sigma_{\text {boundary }}
$$

The proof of this completeness result is the focus of section 3.4 in [3]. It involves a new type of default measure for weakly converging sequences of eigenvectors of $S_{\epsilon}$, the so-called Bloch measures which quantify its amplitude and direction of oscillations.

Of course the definition of $\sigma_{\text {boundary }}$ is not satisfactory, since it does not characterize that part of the limit set $\sigma_{\infty}$ as the spectrum of some limit operator associated with the boundary $\partial \Omega$. In particular, it is not clear whether $\sigma_{\text {boundary }}$ is empty or included in $\sigma(S) \cup \sigma_{\text {Bloch }}$. It is the purpose of the present paper to characterize explicitly $\sigma_{\text {boundary }}$, at least for special rectangular domains $\Omega$ and associated sequences of parameters $\epsilon$.

Remark 1.7. By their very definitions, the limit spectrum $\sigma_{\infty}$ and the boundary layer spectrum $\sigma_{\text {boundary }}$ depend a priori on the choice of the sequence of small parameters $\epsilon$. On the contrary, the homogenized spectrum $\sigma(S)$ and the Bloch spectrum $\sigma_{\text {Bloch }}$ are independent of the sequence $\epsilon$. We believe that $\sigma_{\text {boundary }}$ is actually strongly dependent on the sequence $\epsilon$. In particular, we shall characterize it only for a specific sequence $\epsilon$. We thank C. Castro and E. Zuazua for clarifying discussions on this topic [12].
1.3. Presentation of the main new results. There are mainly two new results in this paper which correspond to the next two sections. First, in section 2 we introduce a new class of limit problems involving the interaction between the tubes array and the domain boundary. We assume that the domain $\Omega$ is cylindrical;

$$
\begin{equation*}
\Omega=\Sigma \times] 0 ; L[ \tag{16}
\end{equation*}
$$

where $\Sigma$ is an open bounded set in $\mathbb{R}^{N-1}$ and $L>0$ is a positive length. A generic point $x$ in $\mathbb{R}^{N}$ is denoted by $x=\left(x^{\prime}, x_{N}\right)$ with $x^{\prime} \in \mathbb{R}^{N-1}$ and $x_{N} \in \mathbb{R}\left(x_{N}\right.$ is the coordinate along the axis of $\Omega$ ). Let us define a semi-infinite band

$$
\left.G=Y^{\prime} \times\right] 0 ;+\infty[,
$$

where $\left.Y^{\prime}=\right] 0,1\left[{ }^{N-1}\right.$ is the unit cell in $\mathbb{R}^{N-1}$. This new "boundary layer" limit problem takes place in the fluid part of $G$, denoted by $G^{*}$ and defined by

$$
G^{*}=G \backslash \bigcup_{q \geq 1} T_{q}
$$

where $\left(T_{q}\right)$ is the infinite collection of tubes periodically disposed in $G$. With each tube $T_{q}$ is associated a displacement $\vec{s}_{q} \in \mathbb{R}^{N}$. We denote by $\ell^{2}$ the space of families $\left(\vec{s}_{q}\right)_{q \geq 1}$ such that $\sum_{q \geq 1}\left|\vec{s}_{q}\right|^{2}$ is finite. Introducing a Bloch parameter $\theta^{\prime} \in[0,1]^{N-1}$, we define a "boundary layer" operator $d_{\theta^{\prime}}$ by

$$
\begin{align*}
& d_{\theta^{\prime}}: \ell^{2} \longrightarrow \ell^{2}, \\
& \left(\vec{s}_{q}\right)_{q \geq 1} \mapsto\left(\int_{\Gamma_{q}} u_{\theta^{\prime}} \vec{n} d s\right)_{q \geq 1} \tag{17}
\end{align*}
$$

where $u_{\theta^{\prime}}(y)$ is the unique solution of

$$
\begin{cases}-\Delta u_{\theta^{\prime}}=0 & \text { in } G^{*} \\ \frac{\partial u_{\theta^{\prime}}}{\partial n}=\vec{s}_{q} \cdot \vec{n} & \text { on } \Gamma_{q}, q \geq 1 \\ u_{\theta^{\prime}}=0 & \text { if } y_{N}=0 \\ y^{\prime} \mapsto e^{-2 \pi \imath \theta^{\prime} \cdot y^{\prime}} u_{\theta^{\prime}}\left(y^{\prime}, y_{N}\right) & Y^{\prime} \text {-periodic. }\end{cases}
$$

Our first result (see Theorem 2.18) is concerned with the continuity of the spectrum of $d_{\theta^{\prime}}$, considered as a subset of $\mathbb{R}$, with respect to the Bloch parameter $\theta^{\prime}$.

Theorem 1.8. For all $\theta^{\prime} \in[0,1]^{N-1}$, $d_{\theta^{\prime}}$ is a self-adjoint continuous but noncompact operator in $\ell^{2}$. Its spectrum $\sigma\left(d_{\theta^{\prime}}\right)$ depends continuously on $\theta^{\prime}$, except at $\theta^{\prime}=0$. Defining the boundary layer spectrum associated with the surface $\Sigma$

$$
\sigma_{\Sigma} \stackrel{\text { def }}{=} \bigcup_{\left.\theta^{\prime} \in\right] 0,1\left[\left[^{N-1}\right.\right.} \sigma\left(d_{\theta^{\prime}}\right) \cup \sigma\left(d_{0}\right)
$$

we have

$$
\sigma_{\Sigma} \subset \lim _{\epsilon \rightarrow 0} \sigma\left(S_{\epsilon}\right)
$$

In general, $\sigma\left(d_{\theta^{\prime}}\right)$ is not included in the previously found limit spectrum $\sigma(S) \cup$ $\sigma_{\text {Bloch }}$ (see Proposition 2.17). Therefore, the new class of limit problems defined by (17) is not redundant with the homogenized or the Bloch limit problems. Our main tool for proving this theorem is a variant of the two-scale convergence adapted to boundary layers, using test functions which oscillate periodically in the directions parallel to the boundary $\Sigma$ and decay asymptotically fast in the normal direction to $\Sigma$ (see section 2.1). Remark that the above result holds for any cylindrical domain of the type (16) and for any sequence of periods $\epsilon$ going to zero.

Section 3 is devoted to our second main result which requires additional assumptions on the geometry of the domain and on the sequence of periods $\epsilon$. More precisely, we now assume that $\Omega$ is a rectangle with integer dimensions

$$
\begin{equation*}
\left.\Omega=\prod_{i=1}^{N}\right] 0 ; L_{i}\left[\quad \text { and } \quad L_{i} \in \mathbb{N}^{*}\right. \tag{18}
\end{equation*}
$$

and that the sequence $\epsilon$ is exactly

$$
\epsilon_{n}=\frac{1}{n}, n \in \mathbb{N}^{*}
$$

These assumptions imply that, for any $\epsilon_{n}$, the domain $\Omega$ is the union of a finite number of entire cells of size $\epsilon_{n}$. Then, the above analysis of the boundary layer spectrum $\sigma_{\Sigma}$ can be achieved for any face $\Sigma$ of the rectangle $\Omega$. Of course a completely similar analysis can be done for all the lower dimensional manifolds (edges, corners, etc.) of which the boundary of $\Omega$ is made up. For each type of manifold, a different family of limit problems arise which are straightforward generalizations of (17). For example, in two space dimensions, the corners of $\Omega$ give rise to a limit problem in the quarter of space $\mathbb{R}^{+} \times \mathbb{R}^{+}$filled with a periodic array of tubes (see section 3.3). Finally, we prove a completeness result (see Theorem 3.1).

Theorem 1.9. The limit set of the spectrum of the operator $S_{\epsilon_{n}}$ is precisely made of three parts; the homogenized, the Bloch, and the union of all boundary layer spectra, as defined in Theorem 1.8,

$$
\lim _{\epsilon_{n} \rightarrow 0} \sigma\left(S_{\epsilon_{n}}\right)=\sigma(S) \cup \sigma_{\text {Bloch }} \cup \sigma_{\partial \Omega}
$$

with the notation

$$
\sigma_{\partial \Omega}=\bigcup_{\Sigma \subset \partial \Omega} \sigma_{\Sigma}
$$

where the union is over all hypersurfaces and lower dimensional manifolds composing the boundary $\partial \Omega$.

REmARK 1.10. The difference between the above completeness theorem and Theorem 1.6 is that, here, the boundary layer spectrum $\sigma_{\partial \Omega}$ is explicitly defined for the specific sequence of parameters $\epsilon_{n}$ as the spectrum of a family of limit operators, while, in our previous result, the boundary layer spectrum $\sigma_{\text {boundary }}$ was indirectly defined for any sequence $\epsilon$ but not explicitly characterized.

We conclude this introduction by giving a few references to related works on boundary layers in homogenization and by a short discussion on numerical studies concerning problem (2). Apart from the classical books [7, Chapter 7] and [26], we refer mainly to the papers [6], [9], [10], and [27]. Planchard's model has already been studied numerically. The Bloch eigenvalues $\lambda_{i}(\theta)$ were computed by F. Aguirre in a two-dimensional example. A brief account of his work is given in [1]. On the other hand, direct numerical computations of the entire spectrum $\sigma\left(S_{\epsilon}\right)$ (for a fixed value of $\epsilon$, and without using homogenization) have been reported in [23]. To our knowledge, these are the only available numerical results concerning a large tube array (see also [21], [22]). Of course, these results are consistent with Theorem 1.9 describing the asymptotic behavior of $\sigma\left(S_{\epsilon}\right)$. In particular, some vibration modes displayed in [23] are numerical evidence that $\sigma_{\partial \Omega}$ is not empty; i.e., there exist eigenvectors which are localized near the boundary or the corners of $\Omega$.
2. Boundary layer homogenization. In this section we assume that $\Omega$ is a cylindrical bounded open set in $\mathbb{R}^{N}$ in the sense that it is defined by

$$
\begin{equation*}
\Omega=\Sigma \times] 0 ; L[ \tag{19}
\end{equation*}
$$

where $\Sigma$ is an open bounded set in $\mathbb{R}^{N-1}$ and $L>0$ is a positive length. With no loss of generality, we assume that the axis of the cylindrical domain $\Omega$ is parallel to the $N$ th
canonical direction. Therefore, a generic point $x$ in $\Omega$ is denoted by $x=\left(x^{\prime}, x_{N}\right)$ with $x^{\prime} \in \Sigma$ and $\left.x_{N} \in\right] 0 ; L[$. The goal of this section is to analyze the asymptotic behavior of that part of the spectrum $\sigma\left(S_{\epsilon}\right)$ which corresponds to eigenvectors concentrating on the boundary $\Sigma \times\{0\}$, under the sole geometric assumption (19) (in particular, no restrictions are made on the sequence $\epsilon$ which goes to zero).
2.1. Two-scale convergence for boundary layers. We begin by adapting the classical two-scale convergence method of Allaire [2] and Nguetseng [29] to the case of boundary layers, that is, sequences of functions in $\Omega$ which concentrate near the boundary $\Sigma \times\{0\}$. This method of "two-scale convergence for boundary layers" will allow us to understand this phenomenon of concentration of oscillations near the boundary. The usual two-scale convergence relies on periodically oscillating test functions with a unit period $Y=] 0,1\left[{ }^{N}\right.$. Here, we use test functions which oscillate only in the directions parallel to the boundary $\Sigma$ (with period $\left.Y^{\prime}=\right] 0,1\left[{ }^{N-1}\right.$ ) and which simply decay in the $N$ th direction orthogonal to $\Sigma$.

Let us define a semi-infinite band $\left.G=Y^{\prime} \times\right] 0 ;+\infty\left[\right.$, where $\left.Y^{\prime}=\right] 0,1\left[{ }^{N-1}\right.$ is the unit cell in $\mathbb{R}^{N-1}$. A generic point $y$ is denoted by $y=\left(y^{\prime}, y_{N}\right)$ with $y^{\prime} \in Y^{\prime}$ and $\left.y_{N} \in\right] 0 ;+\infty\left[\right.$. We introduce the space $L_{\#}^{2}(G)$ of square integrable functions in $G$ which are periodic in the $(N-1)$ first variables, i.e.,

$$
L_{\#}^{2}(G)=\left\{\phi(y) \in L^{2}(G) \mid y^{\prime} \mapsto \phi\left(y^{\prime}, y_{N}\right) \text { is } Y^{\prime} \text {-periodic }\right\}
$$

We also denote by $C(\bar{\Sigma})$ the space of continuous functions on the closure of $\Sigma$, a compact set in $\mathbb{R}^{N-1}$.

Combining the concentration effect in $y_{N}$ and the periodic oscillations in $Y^{\prime}$, the following convergence result is obtained for a sequence $\phi\left(\frac{x}{\epsilon}\right)$ when $\phi$ belongs to $L_{\#}^{2}(G)$ (further modulated by $x^{\prime} \in \Sigma$ ).

Lemma 2.1. Let $\varphi\left(x^{\prime}, y\right) \in L_{\#}^{2}(G ; C(\bar{\Sigma}))$. Then

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega}\left|\varphi\left(x^{\prime}, \frac{x}{\epsilon}\right)\right|^{2} d x=\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{G}\left|\varphi\left(x^{\prime}, y\right)\right|^{2} d x^{\prime} d y
$$

Remark 2.2. Remark that, in the left-hand side of the above equation, the second argument of $\varphi$ is $x / \epsilon$ and not only $x^{\prime} / \epsilon$. This implies that there is a concentration effect near 0 in the $x_{N}$ variable since $\varphi$ is not periodic in this direction. This, in turn, explains the $1 / \epsilon$ scaling in front of the left-hand side, in order to get a nonzero limit.

As usual in the context of two-scale convergence, the above result is not specific to the space $L_{\#}^{2}(G ; C(\bar{\Sigma}))$, which could be replaced, for example, by $L^{2}\left(\Sigma ; C_{c \#}(\bar{G})\right)$, where $C_{c \#}(\bar{G})$ is the space of continuous functions in $G$, periodic in $y^{\prime}$ of period $Y^{\prime}$, and with bounded support in $y_{N}$.

In view of Lemma 2.1, we define a notion of "two-scale convergence for boundary layers."

Definition 2.3. Let $\left(u_{\epsilon}\right)_{\epsilon>0}$ be a sequence in $L^{2}(\Omega)$. It is said to two-scale converge in the sense of boundary layers on $\Sigma$ if there exists $u_{0}\left(x^{\prime}, y\right) \in L^{2}(\Sigma \times G)$ such that

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega} u_{\epsilon}(x) \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x=\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{G} u_{0}\left(x^{\prime}, y\right) \varphi\left(x^{\prime}, y\right) d x^{\prime} d y
$$

for all smooth functions $\varphi\left(x^{\prime}, y\right)$ defined in $\Sigma \times G$ such that $y^{\prime} \mapsto \varphi\left(x^{\prime}, y^{\prime}, y_{N}\right)$ is $Y^{\prime}$-periodic and $\varphi$ has a bounded support in $\Sigma \times G$.

This definition makes sense because of the following compactness theorem which generalizes the usual two-scale convergence compactness theorem in [2], [29].

ThEOREM 2.4. Let $\left(u_{\epsilon}\right)_{\epsilon>0}$ be a sequence in $L^{2}(\Omega)$ such that there exists a constant $C$, independent of $\epsilon$, for which

$$
\frac{1}{\sqrt{\epsilon}}\left\|u_{\epsilon}\right\|_{L^{2}(\Omega)} \leq C
$$

There exists a subsequence, still denoted by $\epsilon$, and a limit function $u_{0}\left(x^{\prime}, y\right) \in L^{2}(\Sigma \times$ $G)$ such that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega} u_{\epsilon}(x) \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x=\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{G} u_{0}\left(x^{\prime}, y\right) \varphi\left(x^{\prime}, y\right) d x^{\prime} d y \tag{20}
\end{equation*}
$$

for all functions $\varphi\left(x^{\prime}, y\right) \in L_{\#}^{2}(G ; C(\bar{\Sigma}))$.
Remark that Theorem 2.4 does not apply to sequences which are merely bounded in $L^{2}(\Omega)$ but also converge strongly to zero in $L^{2}(\Omega)$ as the square root of $\epsilon$. Of course, this is the case for a sequence of the type $\varphi\left(x^{\prime}, \frac{x}{\epsilon}\right)$, where $\varphi\left(x^{\prime}, y\right)$ is as in Lemma 2.1; then, the limit is nothing but $\varphi\left(x^{\prime}, y\right)$ itself.

It is not difficult to check that the $L^{2}$-norm is weakly lower semicontinuous with respect to the two-scale convergence (see Proposition 1.6 in [2]); i.e., in the present situation

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\sqrt{\epsilon}}\left\|u_{\epsilon}\right\|_{L^{2}(\Omega)} \geq \frac{1}{\left|Y^{\prime}\right|^{1 / 2}}\left\|u_{0}\right\|_{L^{2}(\Sigma \times G)}
$$

The next proposition asserts a corrector-type result when the above inequality is actually an equality.

Proposition 2.5. Let $\left(u_{\epsilon}\right)_{\epsilon>0}$ be a sequence in $L^{2}(\Omega)$ which two-scale converges in the sense of boundary layers to a limit $u_{0}\left(x^{\prime}, y\right) \in L^{2}(\Sigma \times G)$. Assume further that it two-scale converges strongly, that is,

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\sqrt{\epsilon}}\left\|u_{\epsilon}\right\|_{L^{2}(\Omega)}=\frac{1}{\left|Y^{\prime}\right|^{1 / 2}}\left\|u_{0}\right\|_{L^{2}(\Sigma \times G)}
$$

Then,
(i) for any sequence $\left(v_{\epsilon}\right)_{\epsilon>0}$ in $L^{2}(\Omega)$ which two-scale converges in the sense of boundary layers to a limit $v_{0}\left(x^{\prime}, y\right) \in L^{2}(\Sigma \times G)$, one has

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega} u_{\epsilon} v_{\epsilon} d x=\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{G} u_{0}\left(x^{\prime}, y\right) v_{0}\left(x^{\prime}, y\right) d x^{\prime} d y
$$

(ii) if $u_{0}\left(x^{\prime}, y\right)$ is smooth, say $u_{0} \in L_{\#}^{2}(G ; C(\bar{\Sigma}))$, then

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\sqrt{\epsilon}}\left\|u_{\epsilon}(x)-u_{0}\left(x^{\prime}, \frac{x}{\epsilon}\right)\right\|_{L^{2}(\Omega)}=0 .
$$

In order to investigate the convergence of sequences of functions in $H_{0}^{1}(\Omega)$, we first have to define adequate functional spaces for the two-scale limit. Let $C_{c \#}^{\infty}(G)$ be the space of smooth functions in $\bar{G}$ which are $Y^{\prime}$-periodic in $y^{\prime}$ and have a compact support in $y_{N}$ (i.e., they vanish for sufficiently large and small $y_{N}$ but not necessarily on the whole $\partial G)$. Let $H_{0 \#}^{1}(G)$ be the Sobolev space obtained by completion of $C_{c \#}^{\infty}(G)$ with
respect to the $H^{1}(G)$-norm. We denote by $H_{0 \#, l o c}^{1}(G)$ the space of functions which are "locally" in $H_{0 \#}^{1}(G)$, i.e., which coincide with a function of $H_{0 \#}^{1}(G)$ in any compact set of $\bar{G}$. We define a Deny-Lions-type space (cf. [18]) $D_{0 \#}^{1}(G)$ as the completion of $C_{c \#}^{\infty}(G)$ with respect to the $L^{2}(G)^{N}$-norm of the gradient

$$
\begin{align*}
D_{0 \#}^{1}(G)=\left\{\psi(y) \in H_{0 \#, l o c}^{1}(G) \mid \exists\right. & \psi_{n} \in C_{c \#}^{\infty}(G) \text { such that } \\
& \left.\lim _{n \rightarrow+\infty}\left\|\nabla\left(\psi-\psi_{n}\right)\right\|_{L^{2}(G)^{N}}=0\right\} . \tag{21}
\end{align*}
$$

It is easily seen that a function in $D_{0 \#}^{1}(G)$ vanishes when $y_{N}=0$ but does not necessarily go to 0 when $y_{N}$ goes to infinity since $D_{0 \#}^{1}(G)$ contains functions which grow like $y_{N}^{\alpha}$ at infinity with $\alpha<1 / 2$. We are now in a position to state our next result.

Proposition 2.6. Let $\left(u_{\epsilon}\right)_{\epsilon>0}$ be a sequence in $H_{0}^{1}(\Omega)$ such that there exists a constant $C$, independent of $\epsilon$, for which

$$
\frac{1}{\sqrt{\epsilon}}\left(\left\|u_{\epsilon}\right\|_{L^{2}(\Omega)}+\left\|\nabla u_{\epsilon}\right\|_{L^{2}(\Omega)^{N}}\right) \leq C
$$

Then, there exists a subsequence, still denoted by $\epsilon$, and a limit $u_{0}\left(x^{\prime}, y\right) \in L^{2}\left(\Sigma ; D_{0 \#}^{1}(G)\right)$ such that

$$
\begin{gathered}
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega} u_{\epsilon}(x) \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x=0 \\
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega} \nabla u_{\epsilon}(x) \cdot \psi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x=\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{G} \nabla_{y} u_{0}\left(x^{\prime}, y\right) \cdot \psi\left(x^{\prime}, y\right) d x^{\prime} d y
\end{gathered}
$$

for any functions $\varphi \in L_{\#}^{2}(G ; C(\bar{\Sigma}))$ and $\psi \in L_{\#}^{2}\left(G ; C(\bar{\Sigma})^{N}\right)$.
Remark that, in Proposition 2.6, the two-scale limit $u_{0}\left(x^{\prime}, y\right)$ does not belong to $L^{2}\left(\Sigma ; H^{1}(G)\right)$ as could be expected. The reason is that only $\nabla_{y} u_{0} \in L^{2}(\Sigma \times G)$, while $u_{0}$ itself has no reason to belong to $L^{2}(\Sigma \times G)$. Since the proofs of the above results are very similar to those of the usual two-scale convergence theory, we simply sketch the proofs of Lemma 2.1, Theorem 2.4, and Proposition 2.6.

Proof of Lemma 2.1. Let us first assume that $\varphi\left(x^{\prime}, y\right) \in L_{\#}^{2}(G ; C(\bar{\Sigma}))$ has bounded support in $y_{N}$; i.e., there exists $M>0$ such that

$$
\varphi\left(x^{\prime}, y\right)=0 \text { if } y_{N} \geq M
$$

Then, by the change of variables $y_{N}=x_{N} / \epsilon$ and for sufficiently small $\epsilon$, we have

$$
\begin{align*}
\frac{1}{\epsilon} \int_{\Omega}\left|\varphi\left(x^{\prime}, \frac{x}{\epsilon}\right)\right|^{2} d x & =\frac{1}{\epsilon} \int_{0}^{L} \int_{\Sigma}\left|\varphi\left(x^{\prime}, \frac{x^{\prime}}{\epsilon}, \frac{x_{N}}{\epsilon}\right)\right|^{2} d x^{\prime} d x_{N} \\
& =\int_{0}^{L / \epsilon} \int_{\Sigma}\left|\varphi\left(x^{\prime}, \frac{x^{\prime}}{\epsilon}, y_{N}\right)\right|^{2} d x^{\prime} d y_{N}  \tag{22}\\
& =\int_{0}^{M} \int_{\Sigma}\left|\varphi\left(x^{\prime}, \frac{x^{\prime}}{\epsilon}, y_{N}\right)\right|^{2} d x^{\prime} d y_{N}
\end{align*}
$$

The usual convergence result for oscillating functions in $\mathbb{R}^{N-1}$ (see, e.g., [2] and references therein) yields that for almost everywhere $y_{N} \in(0 ; M)$

$$
\lim _{\epsilon \rightarrow 0} \int_{\Sigma}\left|\varphi\left(x^{\prime}, \frac{x^{\prime}}{\epsilon}, y_{N}\right)\right|^{2} d x^{\prime}=\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{Y^{\prime}}\left|\varphi\left(x^{\prime}, y^{\prime}, y_{N}\right)\right|^{2} d x^{\prime} d y^{\prime}
$$

and that

$$
\int_{\Sigma}\left|\varphi\left(x^{\prime}, \frac{x^{\prime}}{\epsilon}, y_{N}\right)\right|^{2} d x^{\prime} \leq|\Sigma| \int_{Y^{\prime}} \max _{x^{\prime} \in \bar{\Sigma}}\left|\varphi\left(x^{\prime}, y^{\prime}, y_{N}\right)\right|^{2} d y^{\prime}
$$

Therefore, applying the Lebesgue theorem, we deduce that

$$
\lim _{\epsilon \rightarrow 0} \int_{0}^{M} \int_{\Sigma}\left|\varphi\left(x^{\prime}, \frac{x^{\prime}}{\epsilon}, y_{N}\right)\right|^{2} d x^{\prime} d y_{N}=\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{G}\left|\varphi\left(x^{\prime}, y^{\prime}, y_{N}\right)\right|^{2} d x^{\prime} d y
$$

The density of such functions $\varphi\left(x^{\prime}, y\right)$ in $L_{\#}^{2}(G ; C(\bar{\Sigma}))$ implies the desired result for any function in $L_{\#}^{2}(G ; C(\bar{\Sigma}))$.

Proof of Theorem 2.4. Using the assumed uniform bound on $u_{\epsilon}$, by the Schwarz inequality we obtain

$$
\left|\frac{1}{\epsilon} \int_{\Omega} u_{\epsilon}(x) \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x\right| \leq C\left(\frac{1}{\epsilon} \int_{\Omega}\left|\varphi\left(x^{\prime}, \frac{x}{\epsilon}\right)\right|^{2} d x\right)^{\frac{1}{2}}
$$

Passing to the limit, up to a subsequence, which may depend on $\varphi$ in the left-hand side and using Lemma 2.1 in the right-hand side, yield

$$
\begin{equation*}
\left|\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega} u_{\epsilon}(x) \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x\right| \leq C\left(\int_{\Sigma} \int_{G}\left|\varphi\left(x^{\prime}, y\right)\right|^{2} d x^{\prime} d y\right)^{\frac{1}{2}} \tag{23}
\end{equation*}
$$

Since $L_{\#}^{2}(G ; C(\bar{\Sigma}))$ is separable, varying $\varphi$ over a dense countable subset, by a standard diagonalization process, we can extract a subsequence of $\epsilon$ such that (23) is valid for all functions $\varphi$ in this subset. By density, we conclude that the limit in the left side of (23), as a function of $\varphi$, defines a continuous linear form in $L^{2}(\Sigma \times G)$. Then, the classical Riesz representation theorem immediately implies the existence of a function $u_{0}(x, y) \in L^{2}(\Sigma \times G)$ which satisfies (20). This finishes the proof of Theorem 2.4.

Proof of Proposition 2.6. By application of Theorem 2.4, up to a subsequence, there exist two limits $u\left(x^{\prime}, y\right) \in L^{2}(\Sigma \times G)$ and $\xi^{0}\left(x^{\prime}, y\right) \in L^{2}(\Sigma \times G)^{N}$ such that $u_{\epsilon}$ and $\nabla u_{\epsilon}$ two-scale converge in the sense of boundary layers to these respective limits; i.e.,

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega} u_{\epsilon}(x) \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x & =\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{G} u\left(x^{\prime}, y\right) \varphi\left(x^{\prime}, y\right) d x^{\prime} d y  \tag{24}\\
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega} \nabla u_{\epsilon}(x) \cdot \psi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x & =\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{G} \xi_{0}\left(x^{\prime}, y\right) \cdot \psi\left(x^{\prime}, y\right) d x^{\prime} d y
\end{align*}
$$

for any functions $\varphi \in L_{\#}^{2}(G ; C(\bar{\Sigma}))$ and $\psi \in L_{\#}^{2}\left(G ; C(\bar{\Sigma})^{N}\right)$. Integrating by parts in (25), we obtain

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega} u_{\epsilon}(x) \operatorname{div}_{y} \psi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x=0
$$

In view of (24), this implies that

$$
\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{G} u\left(x^{\prime}, y\right) \operatorname{div}_{y} \psi\left(x^{\prime}, y\right) d x^{\prime} d y=0
$$

Another integration by parts yields that $u\left(x^{\prime}, y\right)$ does not depend on $y$. On the other hand, it belongs to $L^{2}(\Sigma \times G)$ and $G$ is unbounded. Since the only constant which belongs to $L^{2}(G)$ is zero, we deduce that $u=0$. Now, specializing (25) to test functions $\psi$ such that $\operatorname{div}_{y} \psi=0$ and integrating by parts, we also obtain that

$$
\frac{1}{\left|Y^{\prime}\right|} \int_{\Sigma} \int_{G} \xi_{0}\left(x^{\prime}, y\right) \cdot \psi\left(x^{\prime}, y\right) d x^{\prime} d y=0
$$

As is well known, the orthogonal of divergence-free fields is exactly the set of gradients (see Proposition 1.14 in [2] for a precise statement and references). Therefore, there exists a function $u_{0}\left(x^{\prime}, y\right)$ in $L^{2}\left(\Sigma ; D_{0 \#}^{1}(G)\right)$ such that $\xi_{0}=\nabla_{y} u_{0}$ (we use the space $D_{0 \#}^{1}(G)$ since $u_{0}$ has no reason to belong to $\left.L^{2}(\Sigma \times G)\right)$.
2.2. Convergence analysis. Recall that the original operator $S_{\epsilon}$, defined by $(3)$, acts in the space $\mathbb{R}^{N n(\epsilon)}$ which depends on $\epsilon$ and that our strategy was to extend $S_{\epsilon}$ to a fixed space where a convergence analysis is possible. So far, the domain $\Omega=\Sigma \times] 0, L[$ was considered periodic of period $\epsilon Y$. Nevertheless, from now on, $\Omega$ is seen as a periodic domain with a new period $G_{\epsilon}^{K}$ defined by

$$
\left.G_{\epsilon}^{K} \stackrel{\text { def }}{=}\right] 0 ; \epsilon K\left[{ }^{N-1} \times\right] 0 ; L[
$$

with $K$ an integer larger than 1 . We shall construct an extension of $S_{\epsilon}$ well suited for the previous two-scale convergence "in the sense of boundary layers" with such a period $G_{\epsilon}^{K}$.

REMARK 2.7. As already mentioned, we make no special hypothesis on the sequence of small parameters $\epsilon$. However, the periodic arrangement of tubes in $\Omega$ is required to be aligned with $\Sigma$ in such a way that the first row of periodic cells $\epsilon Y$ has a boundary which coincides with $\Sigma \times\{0\}$. In other words, the first layer of tubes close to $\Sigma$ is at a fixed distance $\frac{\epsilon}{2}$ of $\Sigma \times\{0\}$ (see Figure 1).

By a rescaling of ratio $\epsilon$, this new period $G_{\epsilon}^{K}$ corresponds to a finite length truncation of the new reference cell

$$
\left.G^{K} \stackrel{\text { def }}{=} K G=\right] 0 ; K\left[{ }^{N-1} \times\right] 0 ;+\infty\left[=K Y^{\prime} \times\right] 0 ;+\infty[
$$

In the reference cell $G^{K}$ (see Figure 2) we put infinitely many layers of tubes in the $N$ th direction, each layer being made of $K^{N-1}$ tubes. The tubes in $G^{K}$ are denoted by $T_{j}$, where $j=\left(j^{\prime}, j_{N}\right)$ is a multi-index such that $j_{N} \geq 1$ is an integer, which labels the corresponding layer in $G^{K}$, and $j^{\prime}$ is a multi-integer in $\{0,1, \ldots, K-1\}^{N-1}$, which locates the tube $T_{j}$ in its layer $j_{N}$. The fluid part in $G^{K}$ is denoted by $G^{* K}$, i.e.,

$$
G^{* K}=G^{K} \backslash \bigcup_{\substack{0 \leq j^{\prime} \leq K-1 \\ 1 \leq j_{N}}} T_{j}
$$

To each tube $T_{j}$ in $G^{K}$ we associate the subcell $Y_{j}$ and the fluid subcell $Y_{j}^{*}=Y_{j} \backslash T_{j}$ analogous to $Y$ and $Y^{*}$, respectively (see Figure 2). The main idea is to attach to each tube $T_{j}$ in $G^{K}$ a different displacement function $\vec{s}\left(x^{\prime}\right)$, depending only on the variable $x^{\prime} \in \Sigma$, such that the family $\left(\vec{s}_{j}\left(x^{\prime}\right)\right)_{\substack{0 \leq j^{\prime} \leq K-1 \\ 1 \leq j_{N}}}$ belongs to the space $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$, where $\ell_{K}^{2}$ is the Hilbert space defined by

$$
\ell_{K}^{2}=\left\{\left.\left(\vec{s}_{j}\right)_{\substack{0 \leq j^{\prime} \leq K-1 \\ 1 \leq j_{N}}}\left|\vec{s}_{j} \in \mathbb{C}^{N}, \quad \sum_{\substack{0 \leq j^{\prime} \leq K-1 \\ 1 \leq j_{N}}}\right| \vec{s}_{j}\right|^{2}<+\infty\right\}
$$



Fig. 1. Cylindrical domain $\Omega=\Sigma \times(0, L)$.


Fig. 2. Reference cell $G^{K}$.

Remark that this definition of $\ell_{K}^{2}$ implies a decay of the displacement function $\vec{s}_{j}$ as $j_{N}$ goes to $+\infty$. Note also that each family $\left(\vec{s}_{j}\left(x^{\prime}\right)\right) \in L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$ can be identified with a function $\vec{s}\left(x^{\prime}, y\right) \in L^{2}\left(\Sigma \times G^{K}\right)$ which is constant in each subcell $Y_{j}$.

We now introduce the extended operator $B_{\epsilon}^{K}$ defined in $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$ by

$$
B_{\epsilon}^{K}=E_{\epsilon}^{K} S_{\epsilon} P_{\epsilon}^{K}
$$

where $P_{\epsilon}^{K}$ and $E_{\epsilon}^{K}$ are, respectively, projection and extension operators between $\mathbb{R}^{N n(\epsilon)}$ and $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$. To define precisely $P_{\epsilon}^{K}$ and $E_{\epsilon}^{K}$ we need the following notation.

Definition 2.8. Let $j=\left(j^{\prime}, j_{N}\right)$ denote the multi-index which enumerates all tubes in the periodic reference cell $G^{K}$. We use the notation $0 \leq j^{\prime} \leq K-1$ to indicate that $j^{\prime}$ varies in $\{0,1, \ldots, K-1\}^{N-1}$ and $j_{N} \geq 1$ to indicate that $j_{N}$ takes any positive integer value. Let $p=\left(p_{1}, \ldots, p_{N}\right)$ be the multi-integer which enumerates all the tubes in $\Omega$ (see Definition 1). The index $p$ is such that the tube $T_{p}^{\epsilon}$ is located
in the cell whose origin lies at the point $\epsilon p \in \Omega$. To describe its range we use the notation $1 \leq p \leq n(\epsilon)$, where $n(\epsilon)$ is the total numbers of tubes in $\Omega$. We define a third multi-integer $\ell^{\prime}=\left(\ell_{1}, \ldots, \ell_{N-1}\right)$ which enumerates all the periodic reference cells $G_{\epsilon, \ell^{\prime}}^{K}$ covering $\Omega$ (each being identical, up to a translation, to $G_{\epsilon}^{K}$ ). For simplicity its range is denoted by $1 \leq \ell^{\prime} \leq n_{K}(\epsilon)$. These three indices are assumed to be related by the following one-to-one relationship:

$$
\left\{\begin{array}{l}
\ell_{m}=E\left(\frac{p_{m}}{K}\right), \quad j_{m}=p_{m}-K \ell_{m} \quad \text { for } \quad 1 \leq m \leq N-1  \tag{26}\\
j_{N}=p_{N}
\end{array}\right.
$$

where $E$ denotes the integer-part function. This yields a one-to-one map between the tubes $\left(T_{p}^{\epsilon}\right)$ and their location in the cell $G_{\epsilon, \ell^{\prime}}^{K}$ at the position $j^{\prime}$ in the layer $j_{N}$.

Then, we define a projection

$$
\begin{align*}
& P_{\epsilon}^{K}: L^{2}\left(\Sigma ; \ell_{K}^{2}\right) \longrightarrow \mathbb{R}^{N n(\epsilon)}, \\
& \left(\vec{s}_{j}\left(x^{\prime}\right)\right)_{\substack{0 \leq j^{\prime} \leq K-1 \\
1 \leq j_{N}}} \mapsto\left(\vec{s}_{p}\right)_{1 \leq p \leq n(\epsilon)} \tag{27}
\end{align*}
$$

given by

$$
\vec{s}_{p}=\frac{1}{\left|\epsilon K Y^{\prime}\right|} \int_{\left(\epsilon K Y^{\prime}\right)_{\ell^{\prime}}} \vec{s}_{j}\left(x^{\prime}\right) d x^{\prime}
$$

where $\left(p, j, \ell^{\prime}\right)$ are related by formula (26) and $\left(\epsilon K Y^{\prime}\right)_{\ell^{\prime}}$ is the cross section of the cell $G_{\epsilon, \ell^{\prime}}^{K}$.

We also define an extension

$$
\begin{align*}
E_{\epsilon}^{K}: \mathbb{R}^{N n(\epsilon)} & \longrightarrow L^{2}\left(\Sigma ; \ell_{K}^{2}\right) \\
\left(\vec{s}_{p}\right)_{1 \leq p \leq n(\epsilon)} & \mapsto\left(\vec{s}_{j}\left(x^{\prime}\right)\right)_{\substack{0 \leq j^{\prime} \leq K-1 \\
1 \leq j_{N}}} \tag{28}
\end{align*}
$$

given by

$$
\vec{s}_{j}\left(x^{\prime}\right)=\sum_{\ell^{\prime}} \chi_{\left(\epsilon K Y^{\prime}\right)_{\ell^{\prime}}}\left(x^{\prime}\right) \vec{s}_{p}
$$

where $\left(p, j, \ell^{\prime}\right)$ are related by formula (26) and $\chi_{\left(\epsilon K Y^{\prime}\right)_{\ell^{\prime}}}\left(x^{\prime}\right)$ is the characteristic function of $\left(\epsilon K Y^{\prime}\right)_{\ell^{\prime}}$. By convention, $\vec{s}_{p}$ is taken equal to 0 if the values of $j$ and $\ell^{\prime}$ correspond to a cell truncated by the boundary $\partial \Omega$ which therefore contains no tube.

One can easily check that $P_{\epsilon}^{K}$ and $E_{\epsilon}^{K}$ are adjoint operators (up to a multiplicative constant) and that the product $P_{\epsilon}^{K} E_{\epsilon}^{K}$ is nothing but the identity in $\mathbb{R}^{N n(\epsilon)}$. Therefore, the spectrum of $B_{\epsilon}^{K}$ consists of that of $S_{\epsilon}$ and zero as an eigenvalue of infinite multiplicity. We summarize these results in the next lemma, the proof of which is safely left to the reader.

Lemma 2.9. The operators $P_{\epsilon}^{K}$ and $E_{\epsilon}^{K}$ satisfy the following properties;

1. $\left(P_{\epsilon}^{K}\right)^{\star}=(\epsilon K)^{-(N-1)} E_{\epsilon}^{K}$,
2. $\left(E_{\epsilon}^{K}\right)^{\star}=(\epsilon K)^{(N-1)} P_{\epsilon}^{K}$,
3. $P_{\epsilon}^{K} E_{\epsilon}^{K}=I d_{\mathbb{R}^{N n(\epsilon)}}$.

Therefore, the extended operator $B_{\epsilon}^{K}=E_{\epsilon}^{K} S_{\epsilon} P_{\epsilon}^{K}$ is self-adjoint and compact in $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$. Its spectrum is

$$
\sigma\left(B_{\epsilon}^{K}\right)=\sigma\left(S_{\epsilon}\right) \bigcup\{0\}
$$

The convergence analysis of this sequence of extended operators $B_{\epsilon}^{K}$ is amenable to the two-scale convergence method in the sense of boundary layers (as introduced in the previous section). It turns out that the corresponding limit operator $B^{K}$ has a complicated form which can be considerably simplified by introducing the so-called Bloch wave decomposition. However, we emphasize that this decomposition will affect only the $(N-1)$ first variables and not the last one, orthogonal to the boundary $\Sigma$.

Lemma 2.10. Given a family $\left(\vec{s}_{j}\right)_{\substack{0 \leq j^{\prime} \leq K-1 \\ 1 \leq j_{N}}}$ in $\ell_{K}^{2}$, there exists a unique family $\left(\overrightarrow{t_{j}}\right)_{\substack{0 \leq j^{\prime} \leq K-1 \\ 1 \leq j_{N}}}$ in $\ell_{K}^{2}$ such that, for any fixed $j_{N}$,

$$
\sum_{0 \leq j^{\prime} \leq K-1} \vec{s}_{j} \chi_{Y_{j^{\prime}}}\left(y^{\prime}\right)=\sum_{0 \leq j^{\prime} \leq K-1} \vec{t}_{j} e^{2 \pi \imath \frac{j^{\prime}}{K} \cdot E\left(y^{\prime}\right)},
$$

where $E(\cdot)$ denotes the integer part function and $\left(Y_{j^{\prime}}\right)_{0 \leq j^{\prime} \leq K-1}$ is the family of subcells of $K Y^{\prime}$. Moreover, Parseval's identity holds true; i.e., for any fixed $j_{N}$,

$$
\sum_{0 \leq j^{\prime} \leq K-1}\left|\vec{s}_{j}\right|^{2}=K^{N-1} \sum_{0 \leq j^{\prime} \leq K-1}\left|\overrightarrow{t_{j}}\right|^{2}
$$

The proof of Lemma 2.10 is standard (see, e.g., [1]). Remark that $\ell_{K}^{2}$ is isomorphic to $\left(\ell_{1}^{2}\right)^{K^{N-1}}$ by identifying an element $\left(\vec{s}_{j}\right)_{\substack{0 \leq j^{\prime} \leq K-1 \\ 1 \leq j_{N}}}$ of $\ell_{K}^{2}$ as a collection of $K^{N-1}$ elements $\left(\vec{s}_{\left(j^{\prime}, j_{N}\right)}\right)_{j_{N} \geq 1}$ of $\ell_{1}^{2}$. Therefore, in Lemma 2.10 , one could replace $\ell_{K}^{2}$ by $\left(\ell_{1}^{2}\right)^{K^{N-1}}$. Let us define a linear map $\mathcal{B}^{\prime}$

$$
\begin{align*}
\mathcal{B}^{\prime}: \ell_{K}^{2} & \longrightarrow\left(\ell_{1}^{2}\right)^{K^{N-1}} \\
\left(\vec{s}_{j}\right) & \mapsto\left(K^{\frac{N-1}{2}} \vec{t}_{\left(j^{\prime}, j_{N}\right)}\right) \tag{29}
\end{align*}
$$

where the vectors $\vec{s}_{j}$ and $\vec{t}_{j}$ are related as in Lemma 2.10. This Bloch decomposition $\mathcal{B}^{\prime}$ (the prime indicates that it concerns only the first $(N-1)$ variables) is easily seen to be an isometry from $\ell_{K}^{2}$ to $\left(\ell_{1}^{2}\right)^{K^{N-1}}$; namely, $\left(\mathcal{B}^{\prime}\right)^{\star}=\left(\mathcal{B}^{\prime}\right)^{-1}$.

We are now in a position to state the main result on the asymptotic behavior of $B_{\epsilon}^{K}$.

Theorem 2.11. For each fixed $K \geq 1$, as $\epsilon$ goes to 0 , the sequence $B_{\epsilon}^{K}$ converges strongly to a limit $B^{K}$ into $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$; i.e., for any function $\vec{s}\left(x^{\prime}\right) \in L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$ we have

$$
B_{\epsilon}^{K} \vec{s}\left(x^{\prime}\right) \longrightarrow B^{K} \vec{s}\left(x^{\prime}\right) \quad \text { in } L^{2}\left(\Sigma ; \ell_{K}^{2}\right) \text { strongly. }
$$

By using the Bloch decomposition $\mathcal{B}^{\prime}$ defined in (29), the operator $B^{K}$ can be diagonalized

$$
B^{K}=\left(\mathcal{B}^{\prime}\right)^{\star} D^{K} \mathcal{B}^{\prime} \quad \text { with } \quad D^{K}=\operatorname{diag}\left(D_{j^{\prime}}^{K}\right)_{0 \leq j^{\prime} \leq K-1}
$$

where the entries $D_{j^{\prime}}^{K}$ are self-adjoint continuous (but not compact) operators in $L^{2}\left(\Sigma ; \ell_{1}^{2}\right)$ defined, for any $\left(\vec{s}_{j_{N}}\left(x^{\prime}\right)\right)_{j_{N} \geq 1} \in L^{2}\left(\Sigma ; \ell_{1}^{2}\right)$, by

$$
D_{j^{\prime}}^{K}\left(\vec{s}_{j_{N}}\left(x^{\prime}\right)\right)=\left(\int_{\Gamma_{j_{N}}} u_{j^{\prime}} \vec{n} d s\right)_{j_{N} \geq 1}
$$

where $u_{j^{\prime}}(y)$ is the unique solution of

$$
\begin{cases}-\Delta_{y} u_{j^{\prime}}=0 & \text { in } G^{*},  \tag{30}\\ \frac{\partial u_{j^{\prime}}}{\partial n}=\vec{s}_{j_{N}} \cdot \vec{n} & \text { on } \Gamma_{j_{N}}, j_{N} \geq 1 \\ u_{j^{\prime}}=0 & \text { on } y_{N}=0, \\ y^{\prime} \mapsto e^{-2 \pi i \frac{j^{\prime}}{K} \cdot y^{\prime}} u_{j^{\prime}}\left(y^{\prime}, y_{N}\right) & Y^{\prime}-\text { periodic }\end{cases}
$$

where $G^{*}$ is the fluid part of the semi-infinite band $G$ (see Figure 2).
REmARK 2.12. Of course, the solution $u_{j^{\prime}}$ of (30) depends also on the variable $x^{\prime} \in \Sigma$ since each displacement $\vec{s}_{j_{N}}\left(x^{\prime}\right)$ depends on $x^{\prime}$. Nevertheless, $x^{\prime}$ plays the role of a parameter, since (30) is a partial differential equation in the variable $y$ only. The limit problem (30) admits a unique solution $u_{j^{\prime}}\left(x^{\prime}, y\right)$ in the space $L^{2}\left(\Sigma ; D_{j^{\prime}, \#}^{1}\left(G^{*}\right)\right)$, where $D_{j^{\prime}, \#}^{1}\left(G^{*}\right)$ is a Deny-Lions-type space. More precisely, it is defined as $D_{0 \#}^{1}(G)$ in (21), the only difference being that functions in $D_{j^{\prime}, \#}^{1}\left(G^{*}\right)$ satisfy a $\left(e^{2 \pi \imath \frac{j^{\prime}}{K}}, Y^{\prime}\right)$ periodicity condition in $y^{\prime}$, instead of the usual $Y^{\prime}$ periodicity. Recall that a function $w(y)$ satisfying the periodicity condition of the limit problem (30) is said to be ( $e^{2 \pi i \frac{j^{\prime}}{K}}, Y^{\prime}$ )-periodic in $y^{\prime}$ because such a function also satisfies the following (generalized) periodicity condition:

$$
w\left(y+\left(k^{\prime}, 0\right)\right)=e^{2 \pi \imath \frac{j^{\prime} \cdot k^{\prime}}{K}} w(y) \quad \forall y=\left(y^{\prime}, y_{N}\right) \text { and } \forall k^{\prime} \in \mathbb{Z}^{N-1}
$$

For more details on this class of functions, we refer to [1], [16].
The key of the proof of Theorem 2.11 is the following homogenization result for the fluid potential when the displacements of the tubes are given in terms of the projection operator $P_{\epsilon}^{K}$. Remark that, in view of definition (27) of $P_{\epsilon}^{K}$, such a family of displacements concentrates near the boundary $\Sigma \times\{0\}$ as $\epsilon$ goes to 0 .

Proposition 2.13. For any $\vec{s}\left(x^{\prime}\right) \in L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$ let us define $u_{\epsilon}=u_{\epsilon}(\vec{s})$ as the unique solution in $H^{1}\left(\Omega_{\epsilon}\right)$ of

$$
\begin{cases}-\Delta u_{\epsilon}=0 & \text { in } \Omega_{\epsilon}  \tag{31}\\ \frac{\partial u_{\epsilon}}{\partial n}=\left(P_{\epsilon}^{K} \vec{s}\left(x^{\prime}\right)\right)_{p} \cdot \vec{n} & \text { on } \Gamma_{p}^{\epsilon}, 1 \leq p \leq n(\epsilon) \\ u_{\epsilon}=0 & \text { on } \partial \Omega\end{cases}
$$

Then, $u_{\epsilon}$ two scale converges in the sense of boundary layers to 0 and $\nabla u_{\epsilon}$ two-scale converges in the sense of boundary layers to $\nabla_{y} u_{0}\left(x^{\prime}, y\right)$, where $u_{0}\left(x^{\prime}, y\right)$ is the unique solution in $L^{2}\left(\Sigma, D_{0 \#}^{1}\left(G^{* K}\right)\right)$ of

$$
\begin{cases}-\Delta_{y} u_{0}=0 & \text { in } G^{* K}  \tag{32}\\ \frac{\partial u_{0}}{\partial n}=\vec{s}_{j} \cdot \vec{n} & \text { on } \Gamma_{j} \\ u_{0}=0 & \text { if } y_{N}=0 \\ y^{\prime} \mapsto u_{0}\left(x^{\prime}, y^{\prime}, y_{N}\right) & \text { KY } Y^{\prime} \text {-periodic }\end{cases}
$$

and $\nabla u_{\epsilon}$ two-scale converges strongly, i.e.,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\Omega_{\epsilon}}\left|\nabla u_{\epsilon}\right|^{2} d x=\frac{1}{\left|K Y^{\prime}\right|} \int_{\Sigma} \int_{G^{K}}\left|\nabla_{y} u_{0}\right|^{2} d x^{\prime} d y \tag{33}
\end{equation*}
$$

Moreover, if $\vec{s}^{\epsilon}\left(x^{\prime}\right)$ is a sequence which converges weakly to a limit $\vec{s}\left(x^{\prime}\right)$ in $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$, then the sequence of associated solutions $u_{\epsilon}\left(\vec{s}^{t}\right)$ two-scale converges in the sense of boundary layers to 0 and $\nabla u_{\epsilon}\left(\vec{s}^{\epsilon}\right)$ two-scale converges in the sense of boundary layers to $\nabla u_{0}\left(x^{\prime}, y\right)$, where $u_{0}$ is still the solution of (32).

REmARK 2.14. A priori, the solution $u_{\epsilon}$ of (31) is defined only in the fluid domain $\Omega_{\epsilon}$ which is a varying set as $\epsilon$ goes to 0 . However, it is a standard matter (see [13]) to build an extension operator $X_{\epsilon}$ acting from $H^{1}\left(\Omega_{\epsilon}\right)$ into $H^{1}(\Omega)$ such that, for any $v \in H^{1}\left(\Omega_{\epsilon}\right)$,

$$
X_{\epsilon} v=v \text { in } \Omega_{\epsilon} \text { and }\left\|X_{\epsilon} v\right\|_{H^{1}(\Omega)} \leq C\|v\|_{H^{1}\left(\Omega_{\epsilon}\right)}
$$

where $C$ is a positive constant independent of $\epsilon$. In what follows, we shall always identify functions in $H^{1}\left(\Omega_{\epsilon}\right)$ (as $u_{\epsilon}$ ) with their extension in $H^{1}(\Omega)\left(\right.$ as $\left.X_{\epsilon} u_{\epsilon}\right)$.

To prove Proposition 2.13 we need two technical lemmas.
Lemma 2.15. The extension and projection operators $E_{\epsilon}^{K}$ and $P_{\epsilon}^{K}$ satisfy the following estimates:
(i) $\left\|P_{\epsilon}^{K} \vec{s}\left(x^{\prime}\right)\right\|_{\mathbb{R}^{N n(\epsilon)}} \leq C \epsilon^{-\frac{N-1}{2}}\left\|\vec{s}\left(x^{\prime}\right)\right\|_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)}$,
(ii) $\left\|E_{\epsilon}^{K}\left(\vec{s}_{p}\right)\right\|_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)} \leq C \epsilon^{\frac{N-1}{2}}\left\|\left(\vec{s}_{p}\right)_{1 \leq p \leq n(\epsilon)}\right\|_{\mathbb{R}^{N n(\epsilon)}}$,
where $C$ is a constant independent of $\epsilon$ and the norms are defined by

$$
\begin{gathered}
\left\|\left(\vec{s}_{p}\right)_{1 \leq p \leq n(\epsilon)}\right\|_{\mathbb{R}^{N n(\epsilon)}}^{2}=\sum_{1 \leq p \leq n(\epsilon)}\left|\vec{s}_{p}\right|^{2} \\
\left\|\vec{s}\left(x^{\prime}\right)\right\|_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)}^{2}=\int_{\Sigma} \sum_{\substack{0 \leq j^{\prime} \leq K-1 \\
1 \leq j_{N}}}\left|\vec{s}_{j}\left(x^{\prime}\right)\right|^{2} d x^{\prime}
\end{gathered}
$$

Proof. Let us prove (i) (the other inequality (ii) has a similar proof). By definition of $P_{\epsilon}^{K}$,

$$
\left\|P_{\epsilon}^{K} \vec{s}\left(x^{\prime}\right)\right\|_{\mathbb{R}^{N n(\epsilon)}}^{2}=\sum_{1 \leq p \leq n(\epsilon)}\left(\frac{1}{\left|\epsilon K Y^{\prime}\right|} \int_{\left(\epsilon K Y^{\prime}\right)_{\ell^{\prime}}} \vec{s}_{j}\left(x^{\prime}\right) d x^{\prime}\right)^{2}
$$

where $\left(p, j, \ell^{\prime}\right)$ are related by formula (26). Applying the Cauchy-Schwarz inequality and summing over $\ell^{\prime}$ yield

$$
\begin{align*}
\left\|P_{\epsilon}^{K} \vec{s}\left(x^{\prime}\right)\right\|_{\mathbb{R}^{N n(\epsilon)}}^{2} & \leq \sum_{1 \leq p \leq n(\epsilon)} \frac{1}{\left|\epsilon K Y^{\prime}\right|} \int_{\left(\epsilon K Y^{\prime}\right)_{\ell^{\prime}}}\left|\vec{s}_{j}\left(x^{\prime}\right)\right|^{2} d x^{\prime}  \tag{34}\\
& \leq \frac{1}{(K \epsilon)^{N-1}} \int_{\Sigma} \sum_{j}\left|\vec{s}_{j}\left(x^{\prime}\right)\right|^{2} d x^{\prime}
\end{align*}
$$

which is the desired result.
Lemma 2.16. Let $\vec{s}^{t}\left(x^{\prime}\right)$ be a sequence of functions which converges weakly to $\vec{s}\left(x^{\prime}\right)$ in $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$. Define a piecewise constant function

$$
\vec{a}^{\epsilon}(x)=\sum_{\ell^{\prime}} \sum_{j}\left(\frac{1}{\left|\epsilon K Y^{\prime}\right|} \int_{\left(\epsilon K Y^{\prime}\right)_{\ell^{\prime}}} \vec{s}_{j}^{\epsilon}\left(x^{\prime}\right) d x^{\prime}\right) \chi_{Y_{j \ell^{\prime}}^{\epsilon}}(x)
$$

where $\chi_{Y_{j \ell^{\prime}}^{\epsilon}}(x)$ is the characteristic function of the $j$ th subcell of the periodic cell $G_{\epsilon, \ell^{\prime}}^{K}$. Then, $\vec{a}^{\epsilon}$ two-scale converges in the sense of boundary layers to a limit $\vec{a}^{0}(x, y) \in$ $L^{2}\left(\Sigma \times G^{K}\right)$ defined by

$$
\vec{a}^{0}(x, y)=\sum_{j} \vec{s}_{j}\left(x^{\prime}\right) \chi_{Y_{j}}(y)
$$

where $\chi_{Y_{j}}(y)$ is the characteristic function of the jth subcell of the reference cell $G^{K}$. Moreover, if $\vec{s}^{\epsilon}\left(x^{\prime}\right)$ converges strongly to $\vec{s}\left(x^{\prime}\right)$ in $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$, then $\vec{a}^{\epsilon}$ two-scale converges strongly to $\vec{a}^{0}$ in the sense of boundary layers, i.e.,

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\sqrt{\epsilon}}\left\|\vec{a}^{\epsilon}(x)\right\|_{L^{2}(\Omega)}=\frac{1}{K^{\frac{N-1}{2}}}\left\|\vec{a}^{0}\left(x^{\prime}, y\right)\right\|_{L^{2}\left(\Sigma \times G^{K}\right)}
$$

Proof. The proof is very similar to that of Lemma 3.3.2 in our previous work [3], so we briefly sketch it. Let $\vec{\varphi}\left(x^{\prime}, y\right)$ be a suitable smooth test function defined on $\Sigma \times G^{K}$ with values in $\mathbb{R}^{N}$ such that $y^{\prime} \rightarrow \vec{\varphi}\left(x^{\prime}, y^{\prime}, y_{N}\right)$ is $K Y^{\prime}$-periodic and $\vec{\varphi}$ vanishes for sufficiently large $y_{N}$. We check the definition of two-scale convergence:

$$
\begin{aligned}
& \frac{1}{\epsilon} \int_{\Omega} \vec{a}^{\epsilon}(x) \cdot \vec{\varphi}\left(x^{\prime}, \frac{x}{\epsilon}\right) d x \\
& =\frac{1}{\epsilon} \sum_{\ell, j}\left(\frac{1}{(\epsilon K)^{N-1}} \int_{\epsilon\left(K Y^{\prime}\right)_{\ell^{\prime}}} \vec{s}_{j}^{\epsilon}\left(x^{\prime}\right) d x^{\prime}\right) \cdot \int_{Y_{j \ell^{\prime}}^{\epsilon}} \vec{\varphi}\left(x^{\prime}, \frac{x}{\epsilon}\right) d x \\
& =\frac{1}{K^{N-1}} \sum_{j} \int_{\Sigma} \vec{s}_{j}^{\epsilon}\left(x^{\prime}\right) \cdot\left[\sum_{\ell^{\prime}}\left(\frac{1}{\epsilon^{N}} \int_{Y_{j \ell^{\prime}}^{\epsilon}} \vec{\varphi}\left(x^{\prime}, \frac{x}{\epsilon}\right) d x\right) \chi_{\epsilon\left(K Y^{\prime}\right)_{\ell^{\prime}}}\left(x^{\prime}\right)\right] d x^{\prime} .
\end{aligned}
$$

It is easily seen that for each fixed $j$ the term between brackets converges strongly to $\int_{Y_{j}} \vec{\varphi}\left(x^{\prime}, y\right) d y$ in $L^{2}(\Sigma)^{N}$. Remark that the sum in $j$ is finite since $\vec{\varphi}$ has a bounded support in $G^{K}$. Thus we can pass to the limit and obtain the desired result

$$
\frac{1}{K^{N-1}} \sum_{j} \int_{\Sigma} \vec{s}_{j}\left(x^{\prime}\right) \cdot\left(\int_{Y_{j}} \vec{\varphi}\left(x^{\prime}, y\right) d y\right) d x^{\prime}
$$

If $\vec{s}_{j}^{\epsilon}$ converges strongly to $\vec{s}_{j}$, the strong two-scale convergence of $\vec{a}^{\epsilon}(x)$ is obtained by a similar proof, replacing in the above computation the test function $\vec{\varphi}$ by $\vec{a}^{\epsilon}(x)$.

Proof of Proposition 2.13. Multiplying (31) by $u_{\epsilon}$ and integrating by parts, we get

$$
\begin{align*}
\int_{\Omega_{\epsilon}}\left|\nabla u_{\epsilon}\right|^{2} d x & =\sum_{1 \leq p \leq n(\epsilon)}\left(P_{\epsilon}^{K} \vec{s}\right)_{p} \cdot \int_{\Gamma_{p}^{\epsilon}} u_{\epsilon} \vec{n} d s  \tag{35}\\
& \leq\left\|\left(P_{\epsilon}^{K} \vec{s}\right)\right\|_{\mathbb{R}^{N n(\epsilon)}}\left\|\left(\int_{\Gamma_{p}^{\epsilon}} u_{\epsilon} \vec{n} d s\right)\right\|_{\mathbb{R}^{N n(\epsilon)}} .
\end{align*}
$$

An easy calculation (see Lemma 2.2.3 in [3] if necessary) shows that

$$
\left\|\left(\int_{\Gamma_{p}^{\epsilon}} u_{\epsilon} \vec{n} d s\right)\right\|_{\mathbb{R}^{N n(\epsilon)}}^{2} \leq C \epsilon^{N}\left\|\nabla u_{\epsilon}\right\|_{L^{2}\left(\Omega_{\epsilon}\right)^{N}}^{2}
$$

and hence, using Lemma 2.15 we conclude that

$$
\int_{\Omega_{\epsilon}}\left|\nabla u_{\epsilon}\right|^{2} d x \leq C \epsilon\left\|\vec{s}\left(x^{\prime}\right)\right\|_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)}^{2}
$$

A standard Poincaré inequality in $\Omega$ yields the same estimate for $u_{\epsilon}$ in $L^{2}\left(\Omega_{\epsilon}\right)$ :

$$
\int_{\Omega_{\epsilon}}\left|u_{\epsilon}\right|^{2} d x \leq C \epsilon\left\|\vec{s}\left(x^{\prime}\right)\right\|_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)}^{2}
$$

We now apply the method of two-scale convergence for the asymptotic analysis of the sequence $u_{\epsilon}$, using test functions with $G^{K}$ as the periodic cell (since we decided to consider $G^{K}$ to be the reference cell and not $G$ ). By virtue of Proposition 2.6 there exists a subsequence of $u_{\epsilon}$ and a limit function $u_{0}\left(x^{\prime}, y\right)$ in $L^{2}\left(\Sigma ; D_{0 \#}^{1}\left(G^{K}\right)\right)$ such that $\left(u_{\epsilon}, \nabla u_{\epsilon}\right)$ two-scale converge in the sense of boundary layers to $\left(0, \nabla_{y} u_{0}\right)$. Let $\varphi\left(x^{\prime}, y\right)$ be a smooth function in $L^{2}\left(\Sigma ; D_{0 \#}^{1}\left(G^{K}\right)\right)$. Multiplying the equation (31) by $\varphi\left(x^{\prime}, \frac{x}{\epsilon}\right)$ we obtain

$$
\begin{gathered}
\frac{1}{\epsilon} \int_{\Omega} \chi_{\Omega_{\epsilon}}(x) \nabla u_{\epsilon} \cdot \nabla_{y} \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x+\int_{\Omega} \chi_{\Omega_{\epsilon}}(x) \nabla u_{\epsilon} \nabla_{x^{\prime}} \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right) d x \\
=\sum_{1 \leq p \leq n(\epsilon)}\left(P_{\epsilon}^{K} \vec{s}\right)_{p} \cdot \int_{\Gamma_{p}^{\epsilon}} \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right) \vec{n} d s \\
\quad=\frac{1}{\epsilon} \int_{\Omega}\left(\chi_{\Omega_{\epsilon}}(x)-1\right) \vec{a}^{\epsilon}(x) \cdot\left(\nabla_{y} \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right)+\epsilon \nabla_{x^{\prime}} \varphi\left(x^{\prime}, \frac{x}{\epsilon}\right)\right) d x
\end{gathered}
$$

where $\chi_{\Omega_{\epsilon}}(x)$ is the periodic characteristic function of $\Omega_{\epsilon}$ and $\vec{a}^{\epsilon}(x)$ is a piecewise constant function defined as in Lemma 2.16 by

$$
\vec{a}^{\epsilon}=\sum_{\ell^{\prime}} \sum_{j}\left(\frac{1}{\left|\epsilon K Y^{\prime}\right|} \int_{\left(\epsilon K Y^{\prime}\right)_{\ell^{\prime}}} \vec{s}_{j}\left(x^{\prime}\right) d x^{\prime}\right) \chi_{Y_{j \ell^{\prime}}^{\epsilon}}(x) .
$$

Remark that both terms involving $\nabla_{x^{\prime}} \varphi$ go to zero with $\epsilon$. Applying Lemma 2.16, we pass to the two-scale limit in the remaining terms to get

$$
\frac{1}{\left|K Y^{\prime}\right|} \int_{\Sigma} \int_{G^{* K}} \nabla_{y} u_{0}\left(x^{\prime}, y\right) \cdot \nabla_{y} \varphi\left(x^{\prime}, y\right) d x^{\prime} d y=\frac{-1}{\left|K Y^{\prime}\right|} \int_{\Sigma} \sum_{j} \int_{T_{j}} \vec{s}_{j}\left(x^{\prime}\right) \cdot \nabla_{y} \varphi\left(x^{\prime}, y\right) d x^{\prime} d y
$$

which is nothing but the variational formulation of the limit equation (32). A standard application of the Lax-Milgram lemma yields uniqueness of the solution $u_{0}$ in $L^{2}\left(\Sigma ; D_{0 \#}^{1}\left(G^{K}\right)\right)$. Thus the entire sequence $u_{\epsilon}$ converges to the same limit $u_{0}$.

The proof of the energy convergence (33) is standard by passing to the two-scale limit in the right-hand side of (35) since $\vec{a}^{\epsilon}$ two-scale converges strongly in the sense of Proposition 2.5 (see Proposition 2.2.4 in [3]).

To prove the two-scale convergence of $u_{\epsilon}\left(\vec{s}^{\epsilon}\right)$ to $u_{0}$, when $\vec{s}^{\epsilon}$ converges weakly to $\vec{s}$ in $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$, it suffices to repeat the same above arguments since Lemma 2.16 asserts that $\vec{a}^{\epsilon}$ two-scale converges to $\vec{a}^{0}$ even if $\vec{s}^{\epsilon}$ converges weakly. Note that in this case we do not have the energy convergence.

Proof of Theorem 2.11. Let $\vec{s}\left(x^{\prime}\right) \in L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$ and $\overrightarrow{t^{\epsilon}}$ be a sequence which converges weakly to $\vec{t}$ in $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$. Our goal is to prove that

$$
\lim _{\epsilon \rightarrow 0}\left\langle B_{\epsilon}^{K} \vec{s}\left(x^{\prime}\right), \vec{t}^{\epsilon}\left(x^{\prime}\right)\right\rangle_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)}=\left\langle B^{K} \vec{s}\left(x^{\prime}\right), \vec{t}\left(x^{\prime}\right)\right\rangle_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)}
$$

By definition of $B_{\epsilon}^{K}$, we have

$$
\begin{aligned}
\left\langle B_{\epsilon}^{K} \vec{s}\left(x^{\prime}\right), \vec{t}^{\epsilon}\left(x^{\prime}\right)\right\rangle_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)} & =\left\langle E_{\epsilon}^{K} S_{\epsilon} P_{\epsilon}^{K} \vec{s}\left(x^{\prime}\right), \vec{t}^{\epsilon}\left(x^{\prime}\right)\right\rangle_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)} \\
& =(\epsilon K)^{N-1}\left\langle S_{\epsilon} P_{\epsilon}^{K} \vec{s}\left(x^{\prime}\right), P_{\epsilon}^{K} \vec{t}^{\epsilon}\left(x^{\prime}\right)\right\rangle_{\mathbb{R}^{N n(\epsilon)}} \\
& =(\epsilon K)^{N-1} \sum_{1 \leq p \leq n(\epsilon)} \frac{1}{\epsilon^{N}}\left(\int_{\Gamma_{p}^{\epsilon}} u_{\epsilon}(\vec{s}) \vec{n} d s\right) \cdot\left(P_{\epsilon}^{K} \overrightarrow{t^{\epsilon}}\right)_{p} \\
& =\frac{K^{N-1}}{\epsilon} \int_{\Omega_{\epsilon}} \nabla u_{\epsilon}(\vec{s}) \cdot \nabla u_{\epsilon}\left(\overrightarrow{t^{\epsilon}}\right) d x
\end{aligned}
$$

By Proposition 2.13 we know that $\nabla u_{\epsilon}(\vec{s})$ two-scale converges strongly in the sense of boundary layers to $\nabla_{y} u_{0}(\vec{s})$ while $\nabla u_{\epsilon}\left(\overrightarrow{t^{\epsilon}}\right)$ two-scale converges weakly to $\nabla_{y} u_{0}(\vec{t})$. By virtue of Proposition 2.5 we can pass to the limit in the product and we get

$$
\lim _{\epsilon \rightarrow 0}\left\langle B_{\epsilon}^{K} \vec{s}\left(x^{\prime}\right), \vec{t}^{\epsilon}\left(x^{\prime}\right)\right\rangle_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)}=\int_{\Sigma} \int_{G^{* K}} \nabla_{y} u_{0}(\vec{s}) \cdot \nabla_{y} u_{0}(\vec{t}) d x^{\prime} d y
$$

where $u_{0}(\vec{s})$ and $u_{0}(\vec{t})$ are solutions of the homogenized problem (32) with $\vec{s}$ and $\vec{t}$, respectively, as the right-hand side. A simple integration by parts shows that

$$
\int_{\Sigma} \int_{G^{* K}} \nabla_{y} u_{0}(\vec{s}) \cdot \nabla_{y} u_{0}(\vec{t}) d x^{\prime} d y=\left\langle B^{K} \vec{s}\left(x^{\prime}\right), \vec{t}\left(x^{\prime}\right)\right\rangle_{L^{2}\left(\Sigma ; \ell_{K}^{2}\right)}
$$

where the limit operator $B^{K}$ is defined by

$$
\begin{equation*}
B^{K} \vec{s}\left(x^{\prime}\right)=\left(\int_{\Gamma_{j}} u_{0}(\vec{s}) \vec{n} d s\right) \underbrace{}_{\substack{0 \leq j^{\prime} \leq K-1 \\ 1 \leq j_{N}}} \tag{36}
\end{equation*}
$$

This proves the strong convergence of $B_{\epsilon}^{K}$ to $B^{K}$ on $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$. Obviously, $B^{K}$ is self-adjoint and continuous but not compact since $x^{\prime}$ plays the role of a parameter in the definition of $B^{K}$.

It remains to diagonalize $B^{K}$ with the help of the Bloch decomposition $\mathcal{B}^{\prime}$. This diagonalization process has already been exposed in section 3.3 of our previous paper [3] in a slightly different context. For the sake of brevity, we do not repeat this standard argument here. Let us simply indicate the three main steps of this Bloch diagonalization. First, we apply the operator $\mathcal{B}^{\prime}$ to $\vec{s}\left(x^{\prime}\right)=\left(\vec{s}_{j}\left(x^{\prime}\right)\right)_{\substack{0 \leq j^{\prime} \leq K-1 \\ j_{N} \geq 1}}^{\substack{ \\\text { which }}}$ gives the Bloch decomposition of $\vec{s}\left(x^{\prime}\right)$ with respect to the multi-index $j^{\prime}$ (not including $j_{N}$ ). Secondly, plugging this Bloch decomposition in the limit equation (32) (which holds in $G^{* K}$ ) and using a similar Bloch decomposition of $u_{0}(\vec{s})$, we decompose (32) in a family of $K^{N-1}$ equations defined in a single reference cell $G^{*}$. In a third step, applying again the Bloch decomposition $\mathcal{B}^{\prime}$ to formula (36) yields the desired diagonalization of $B^{K}$.
2.3. Analysis of the limit spectrum. In this section we analyze the spectrum of the limit operator $B^{K}$ and, from the strong convergence of $B_{\epsilon}^{K}$ to $B^{K}$, we deduce the lower semicontinuous convergence of the spectrum $\sigma\left(S_{\epsilon}\right)$ to the limit spectrum $\sigma\left(B^{K}\right)$. Recall that for any $K \geq 1$, the extended operator $B_{\epsilon}^{K}$ has a spectrum given by

$$
\sigma\left(B_{\epsilon}^{K}\right)=\sigma\left(S_{\epsilon}\right) \cup\{0\}
$$

Since $B_{\epsilon}^{K}$ converges strongly to $B^{K}$ in $L^{2}\left(\Sigma ; \ell_{K}^{2}\right)$, by virtue of Proposition 2.1.11 in [3], we have

$$
\sigma\left(B^{K}\right) \subset \sigma_{\infty}=\lim _{\epsilon \rightarrow 0} \sigma\left(S_{\epsilon}\right)
$$

From Rellich's theorem, the strong convergence of the spectral family associated with $B_{\epsilon}^{K}$ to that of $B^{K}$ is also easily deduced (see Theorem 3.2.5 in [3]). This gives some (partial) information on the convergence of eigenvectors that we shall not use below.

In view of Theorem 2.11,

$$
B^{K}=\left(\mathcal{B}^{\prime}\right)^{-1} D^{K} \mathcal{B}^{\prime} \quad \text { with } \quad D^{K}=\operatorname{diag}\left(D_{j^{\prime}}^{K}\right)_{0 \leq j^{\prime} \leq K-1}
$$

where each $D_{j^{\prime}}^{K}$ is a self-adjoint continuous operator in $L^{2}\left(\Sigma ; \ell_{1}^{2}\right)$. Since $\mathcal{B}^{\prime}$ is an isometry, we have

$$
\sigma\left(B^{K}\right)=\bigcup_{0 \leq j^{\prime} \leq K-1} \sigma\left(D_{j^{\prime}}^{K}\right)
$$

By the very definition of $D_{j^{\prime}}^{K}$, the macroscopic variable $x^{\prime} \in \Sigma$ plays the role of a parameter. Therefore, for any fixed value of $x^{\prime}, D_{j^{\prime}}^{K}$ can be identified with an operator $d_{\frac{j^{\prime}}{K}}$ acting in $\ell_{1}^{2}$ which does not depend on $x^{\prime}$. Introducing the Bloch parameter $\theta^{\prime}=\frac{j^{\prime}}{K} \in[0,1]^{N-1}$, this new operator $d_{\theta^{\prime}}$ is defined by

$$
\begin{align*}
& d_{\theta^{\prime}}: \ell_{1}^{2} \longrightarrow \ell_{1}^{2} \\
& \left(\vec{s}_{q}\right)_{q \geq 1} \mapsto\left(\int_{\Gamma_{q}} u_{\theta^{\prime}} \cdot \vec{n} d s\right)_{q \geq 1} \tag{37}
\end{align*}
$$

where $u_{\theta^{\prime}}(y)$ is the unique solution of

$$
\begin{cases}-\Delta u_{\theta^{\prime}}=0 & \text { in } G^{*} \\ \frac{\partial u_{\theta^{\prime}}}{\partial n}=\vec{s}_{q} \cdot \vec{n} & \text { on } \Gamma_{q}, q \geq 1 \\ u_{\theta^{\prime}}=0 & \text { if } y_{N}=0 \\ y^{\prime} \mapsto e^{-2 \pi \imath \theta^{\prime} \cdot y^{\prime}} u_{\theta^{\prime}}\left(y^{\prime}, y_{N}\right) & Y^{\prime} \text {-periodic. }\end{cases}
$$

In (37) the positive integer $q$ is nothing but the index $j_{N}$ introduced in Definition 2.8. Clearly, we have

$$
\sigma\left(D_{j^{\prime}}^{K}\right)=\sigma\left(d_{\frac{i^{\prime}}{K}}\right)
$$

As is well known, the spectrum of a self-adjoint operator can be decomposed in its discrete part, made of, at most, a countable number of isolated eigenvalues of finite multiplicities, and its essential part, for which the Weyl criterion applies (see, e.g., [25], [33], [34]). The next proposition characterizes the spectrum of $d_{\theta^{\prime}}$.

Proposition 2.17. For all $\theta^{\prime} \in[0,1]^{N-1}$, $d_{\theta^{\prime}}$ is a self-adjoint continuous but noncompact operator in $\ell_{1}^{2}$. Labeling the eigenvalues of the discrete spectrum $\sigma_{\text {disc }}\left(d_{\theta^{\prime}}\right)$ by decreasing order, each discrete eigenvalue is piecewise continuous in $\theta^{\prime}$. The essential spectrum is given by

$$
\sigma_{\text {ess }}\left(d_{\theta^{\prime}}\right)=\bigcup_{\theta_{N} \in[0,1]} \sigma\left(A\left(\theta^{\prime}, \theta_{N}\right)\right)
$$

where $A\left(\theta^{\prime}, \theta_{N}\right)$ is the Bloch homogenized matrix, defined by (12), which is continuous in $\theta \in] 0,1\left[^{N}\right.$ but discontinuous at $\theta=0$. Moreover, the entire spectrum $\sigma\left(d_{\theta^{\prime}}\right)$, considered as a subset of $\mathbb{R}^{+}$, depends continuously on $\theta^{\prime}$, except at $\theta^{\prime}=0$.

Because we use the usual convenient labeling of the discrete eigenvalues by decreasing order, we can merely prove that they are piecewise continuous. This is due to the fact that, when $\theta^{\prime}$ varies, an analytical branch (if any) of discrete eigenvalues may merge into the essential spectrum: this yields a "jump" in the labeling of discrete eigenvalues. Therefore, one cannot hope to prove a global continuity of these eigenvalues with such an ordering.

Let us postpone for a moment the proof of Proposition 2.17 and define the socalled boundary layer spectrum associated with the surface $\Sigma$ :

$$
\begin{equation*}
\sigma_{\Sigma} \stackrel{\text { def }}{=} \bigcup_{\left.\theta^{\prime} \in\right] 0,1\left[\left[^{N-1}\right.\right.} \sigma\left(d_{\theta^{\prime}}\right) \cup \sigma\left(d_{0}\right) . \tag{38}
\end{equation*}
$$

By virtue of Proposition 2.17, we have

$$
\begin{equation*}
\sigma_{\text {Bloch }} \subset \sigma_{\Sigma} \tag{39}
\end{equation*}
$$

Therefore $\sigma_{\Sigma}$ also has a band structure since it includes the Bloch spectrum, but it may include new bands of eigenvalues of $\sigma_{d i s c}\left(d_{\theta^{\prime}}\right)$. It also contains the isolated eigenvalues of $\sigma_{d i s c}\left(d_{0}\right)$. Therefore $\sigma_{\Sigma}$ can contain elements which are not included in the previous limit spectrum $\sigma(S) \cup \sigma_{\text {Bloch }}$ (see section 1.2). The continuity of $\sigma\left(d_{\theta^{\prime}}\right)$ with respect to $\theta^{\prime}$ ensures that $\sigma_{\Sigma}$ is the closure of the union of all spectra $\sigma\left(d_{\theta^{\prime}}\right)$ with $\theta^{\prime}$ rational.

$$
\overline{\bigcup_{K \geq 1}} \bigcup_{0 \leq j^{\prime} \leq K-1} \sigma\left(d_{\frac{j^{\prime}}{K}}\right)=\sigma_{\Sigma}
$$

We summarize our results in the following theorem.
Theorem 2.18. The boundary layer spectrum associated to $\Sigma$ is included in the limit spectrum

$$
\sigma_{\Sigma} \subset \sigma_{\infty}
$$

REMARK 2.19. Of course $\sigma_{\Sigma}$ is not the complete boundary layer spectrum since it is concerned only with that part of the spectrum concentrating near $\Sigma$. A completely similar analysis has to be done for all the $(N-1)$-dimensional surfaces and all other lower dimensional manifolds (edges, corners, etc.) of which the boundary of $\Omega$ is made up. Then, we shall prove in the next section that the union of all these contributions, the so-called boundary layer spectrum, plus the usual homogenized spectrum and the Bloch spectrum, is equal to $\sigma_{\infty}$, at least when $\Omega$ is made up only of entire cells $\epsilon Y$.

Proof of Proposition 2.17. Let us first prove that the essential spectrum of $d_{\theta^{\prime}}$ is included in the Bloch spectrum, and, more precisely,

$$
\sigma_{e s s}\left(d_{\theta^{\prime}}\right)=\bigcup_{0 \leq \theta_{N} \leq 1} \sigma\left(A\left(\theta^{\prime}, \theta_{N}\right)\right)
$$

where $A(\theta)$ is the usual Bloch homogenized matrix defined in (12). In particular, this proves that $\sigma_{\text {ess }}\left(d_{\theta^{\prime}}\right) \neq\{0\}$, so $d_{\theta^{\prime}}$ is not compact.

Let $\lambda(\theta)$ be an eigenvalue of $A(\theta)$ and $u(\theta)$ be the associated potential solution of

$$
\begin{cases}-\Delta_{y} u(\theta)=0 & \text { in } Y^{*} \\ \frac{\partial u(\theta)}{\partial n}=\lambda^{-1}(\theta) \int_{\Gamma} u(\theta) \vec{n} d s & \text { on } \Gamma, \\ y \mapsto e^{-2 \pi \imath \theta \cdot y} u(\theta, y) & Y \text {-periodic. }\end{cases}
$$

We construct a Weyl sequence $u_{n}$ associated with the spectral value $\lambda(\theta)$ by

$$
u_{n}=\frac{u(\theta) \psi_{n}}{\left\|u(\theta) \psi_{n}\right\|_{L^{2}\left(G^{*}\right)}}
$$

where $\psi_{n}\left(y_{N}\right)$ is a cut-off function defined by

$$
\left\{\begin{array}{lcl}
\psi_{n}\left(y_{N}\right)= & y_{N} & \text { when } 0 \leq y_{N} \leq 1 \\
\psi_{n}\left(y_{N}\right)= & 1 & \text { when } 1 \leq y_{N} \leq n \\
\psi_{n}\left(y_{N}\right)= & n+1-y_{N} & \text { when } n \leq y_{N} \leq n+1 \\
\psi_{n}\left(y_{N}\right)= & 0 & \text { when } y_{N} \geq n+1
\end{array}\right.
$$

By definition, $\left\|u_{n}\right\|_{L^{2}\left(G^{*}\right)}=1$ and $\lim _{n \rightarrow+\infty}\left\|u(\theta) \psi_{n}\right\|_{L^{2}\left(G^{*}\right)}=+\infty$. Then, it is easily checked that, for any $\varphi \in D_{0 \#}^{1}(G)$ (the Deny-Lions-type space defined in (21)),

$$
\int_{G^{*}} \nabla u_{n} \cdot \nabla \varphi d y=\frac{1}{\lambda(\theta)} \sum_{q \geq 1}\left(\int_{\Gamma_{q}} u_{n} \vec{n} d s\right) \cdot\left(\int_{\Gamma_{q}} \varphi \vec{n} d s\right)+\left\langle r_{n}, \varphi\right\rangle
$$

where $r_{n}$ is a negligible remainder term in the sense that

$$
\lim _{n \rightarrow+\infty} \frac{\left\langle r_{n}, \varphi\right\rangle}{\|\nabla \varphi\|_{L^{2}\left(G^{*}\right)^{N}}}=0
$$

Furthermore, $\vec{s}_{n}=\left(\int_{\Gamma_{q}} u_{n} \vec{n} d s\right)_{q \geq 1}$ converges weakly to 0 in $\ell_{1}^{2}$ since

$$
\lim _{n \rightarrow+\infty}\left\|u(\theta) \psi_{n}\right\|_{L^{2}\left(G^{*}\right)}=+\infty
$$

Therefore, $\vec{s}_{n}$ is a Weyl sequence associated with $\lambda(\theta)$ for the operator $d_{\theta^{\prime}}$. This proves that $\lambda(\theta) \in \sigma_{\text {ess }}\left(d_{\theta^{\prime}}\right)$. To prove the converse inclusion,

$$
\sigma_{e s s}\left(d_{\theta^{\prime}}\right) \subset \bigcup_{0 \leq \theta_{N} \leq 1} \sigma\left(A\left(\theta^{\prime}, \theta_{N}\right)\right)
$$

we consider a Weyl sequence $\vec{s}_{n}$ for a spectral value $\lambda \in \sigma_{\text {ess }}\left(d_{\theta^{\prime}}\right)$. Let $u_{n}$ be the associated potential solution, i.e.,

$$
\begin{cases}-\Delta u_{n}=0 & \text { in } G^{*}  \tag{40}\\ \frac{\partial u_{n}}{\partial n}=\left(\vec{s}_{n}\right)_{q} \cdot \vec{n} & \text { on } \Gamma_{q}, q \geq 0 \\ u_{n}=0 & \text { if } y_{N}=0 \\ y^{\prime} \mapsto e^{-2 \pi \imath \theta^{\prime} \cdot y^{\prime}} u_{n}\left(y^{\prime}, y_{N}\right) & Y^{\prime} \text {-periodic. }\end{cases}
$$

Since $\left\|\vec{s}_{n}\right\|_{\ell_{1}^{2}}=1$ and $\vec{s}_{n} \rightharpoonup 0$ in $\ell_{1}^{2}$ weakly, it is easily seen that $u_{n}$ converges to 0 weakly in $H^{1}\left(G^{*}\right)$. Furthermore, since the weak convergence to 0 of $\vec{s}_{n}$ implies that its components $\left(\vec{s}_{n}\right)_{q}$ go to 0 for fixed $q$, it is not difficult to check that, for any compact set $\mathcal{K}$ of $G^{*}, u_{n}$ converges strongly to 0 in $H^{1}(\mathcal{K})$ (multiply equation (40)
by $\phi u_{n}$ where $\phi$ is equal to 1 in $\mathcal{K}$ and is compactly supported away from infinity). Introducing a sequence

$$
v_{n}=\frac{\psi u_{n}}{\left\|\psi u_{n}\right\|_{L^{2}\left(G^{*}\right)}}
$$

where $\psi\left(y_{N}\right)$ is a cut-off function defined by

$$
\begin{cases}\psi\left(y_{N}\right)=0 & \text { for } y_{N} \leq 0 \\ \psi\left(y_{N}\right)=y_{N} & \text { for } 0 \leq y_{N} \leq 1 \\ \psi\left(y_{N}\right)=1 & \text { for } y_{N} \geq 1\end{cases}
$$

it is straightforward to prove that

$$
\int_{B^{*}} \nabla v_{n} \cdot \nabla \varphi d x=\frac{1}{\lambda} \sum_{q \in \mathbb{Z}}\left(\int_{\Gamma_{q}} v_{n} \vec{n} d s\right) \cdot\left(\int_{\Gamma_{q}} \varphi \vec{n} d s\right)+\left\langle r_{n}, \varphi\right\rangle
$$

for any $\varphi \in D_{\#}^{1}\left(B^{*}\right)$, where $B^{*}$ is the infinite band $\left.Y^{\prime} \times\right]-\infty ;+\infty[$ perforated by the periodic arrangement of tubes $\left(T_{q}\right)_{q \in \mathbb{Z}}$, and $r_{n}$ is another negligible remainder term such that

$$
\lim _{n \rightarrow+\infty} \frac{\left\langle r_{n}, \varphi\right\rangle}{\|\nabla \varphi\|_{L^{2}\left(B^{*}\right)^{N}}}=0
$$

Therefore,

$$
\vec{t}_{n}=\left(\int_{\Gamma_{q}} v_{n} \vec{n} d s\right)_{q \in \mathbb{Z}}
$$

is a Weyl sequence for an operator similar to $d_{\theta^{\prime}}$ but defined in the whole infinite band $B^{*}$ instead of the semi-infinite band $G^{*}$. A standard Bloch decomposition with respect to the variable $y_{N}$ yields that $\lambda$ belongs to $\bigcup_{0 \leq \theta_{N} \leq 1} \sigma\left(A\left(\theta^{\prime}, \theta_{N}\right)\right)$.

To conclude the proof of Proposition 2.17, it remains to prove that the isolated eigenvalues of finite multiplicity $\lambda\left(\theta^{\prime}\right) \in \sigma_{d i s c}\left(d_{\theta^{\prime}}\right)$ are piecewise continuous with respect to $\theta^{\prime}$. Let $\theta_{n}^{\prime}$ be a sequence converging to $\theta^{\prime}$ in $] 0,1\left[{ }^{N-1}\right.$. Obviously, the sequence of continuous operators $d_{\theta_{n}^{\prime}}$ uniformly converges to $d_{\theta^{\prime}}$ in $\ell_{1}^{2}$. Now, let us invoke a classical theorem (see, e.g., Theorem 3.1., Chapter I. 3 in [20]) which states that for any closed curve $\gamma$ in the complex plane, which encloses a finite number of eigenvalues of $\sigma_{d i s c}\left(d_{\theta^{\prime}}\right)$ and does not intersect $\sigma\left(d_{\theta^{\prime}}\right)$, there exists $n_{0}$ such that for any $n \geq n_{0}$, the curve $\gamma$ contains the same number of eigenvalues (including multiplicities) of $\sigma_{\text {disc }}\left(d_{\theta_{n}^{\prime}}\right)$ and does not intersect $\sigma\left(d_{\theta_{n}^{\prime}}\right)$. This is nothing but the local continuity of the eigenvalues of $\sigma_{\text {disc }}\left(d_{\theta^{\prime}}\right)$ (enumerated, for example, in decreasing order). Remark that the continuity of the $p$ th eigenvalue of $\sigma_{\text {disc }}\left(d_{\theta^{\prime}}\right)$ breaks down only when one of the previous eigenvalues (with label between 1 and $p-1$ ) meets the essential spectrum $\sigma_{\text {ess }}\left(d_{\theta^{\prime}}\right)$ as $\theta^{\prime}$ varies. In any case, since $\sigma_{\text {ess }}\left(d_{\theta^{\prime}}\right)$ depends continuously on $\theta^{\prime} \neq 0$, this proves that the entire spectrum $\sigma\left(d_{\theta^{\prime}}\right)$ depends also continuously on $\theta^{\prime} \neq 0$. The lack of continuity for $\sigma\left(d_{\theta^{\prime}}\right)$ at $\theta^{\prime}=0$ is a phenomenon already explained in our previous work (see Proposition 3.3.4 in [3]).

REMARK 2.20. When the tube $T$ is symmetric in $Y$ (in other words, by reflexion with respect to the hyperplane $\left[y_{N}=0\right], G^{*}$ yields the infinite periodic array of tubes $B^{*}$ ), it can readily be checked that there is no isolated eigenvalue of finite multiplicity
for $d_{\theta^{\prime}}$; i.e., $\sigma_{\text {disc }}\left(d_{\theta^{\prime}}\right)=\emptyset$ for all $\theta^{\prime} \in[0,1]^{N-1}$. If this were not the case, by symmetry an eigenvalue of $\sigma_{\text {disc }}\left(d_{\theta^{\prime}}\right)$ would also be an eigenvalue of finite multiplicity for a similar operator in the infinite band $B^{*}$, which is impossible since by translation there exists an infinite number of eigenvectors.

We conclude this section by proving that the eigenvectors corresponding to isolated eigenvalues of finite multiplicity of $d_{\theta^{\prime}}$ are localized in the vicinity of the boundary $\left[y_{N}=0\right]$ since they decay exponentially at infinity.

Proposition 2.21. Let $\lambda$ be an eigenvalue in $\sigma_{d i s c}\left(d_{\theta^{\prime}}\right)$ and let $\left(\vec{s}_{q}\right)_{q \geq 1}$ be a corresponding eigenvector. There exists a positive constant $\alpha>0$ such that $\left(e^{\alpha \bar{p}} \vec{s}_{q}\right)_{q \geq 1}$ belongs to $\ell_{1}^{2}$.

Proof. The argument is by contradiction of the Weyl property for eigenvalues in the essential spectrum. For $\lambda \in \sigma_{d i s c}\left(d_{\theta^{\prime}}\right)$, let $\vec{s}=\left(\vec{s}_{q}\right)_{q \geq 1}$ be a corresponding normalized eigenvector and $u(y)$ the corresponding potential, solution of

$$
\begin{cases}-\Delta u=0 & \text { in } G^{*},  \tag{41}\\ \frac{\partial u}{\partial n}=\vec{s}_{q} \cdot \vec{n} & \text { on } \Gamma_{q}, q \geq 1 \\ u=0 & \text { if } y_{N}=0 \\ y^{\prime} \mapsto e^{-2 \pi \imath \theta^{\prime} \cdot y^{\prime}} u\left(y^{\prime}, y_{N}\right) & Y^{\prime} \text {-periodic. }\end{cases}
$$

By definition, for all $q \geq 1$, it satisfies

$$
\int_{\Gamma_{q}} u \cdot \vec{n} d s=\lambda \vec{s}_{q} .
$$

Let us define a sequence $\left(\vec{s}^{n}\right)_{n \geq 0}$ in $\ell_{1}^{2}$ by

$$
\vec{s}^{n}=\left(\vec{s}_{q}^{n}\right)_{q \geq 1} \text { with } \vec{s}_{q}^{n}= \begin{cases}0 & \text { if } q<n \\ \frac{\vec{s}_{q}}{\sqrt{\sum_{p=n}^{\infty}\left|\overrightarrow{s_{p}}\right|^{2}}} & \text { if } q \geq n\end{cases}
$$

It is easily seen that $\vec{s}^{n}$ converges weakly to 0 in $\ell_{1}^{2}$ with $\left\|\vec{s}^{n}\right\|_{\ell_{1}^{2}}=1$. However, since $\lambda$ does not belong to the essential spectrum of $d_{\theta^{\prime}}$, any subsequence of $\vec{s}^{n}$ cannot be a Weyl sequence for $\lambda$. This implies the existence of a positive constant $C$ and an integer $n_{0}$ such that, for any $n \geq n_{0}$,

$$
\begin{equation*}
\left\|d_{\theta^{\prime}} \vec{s}^{n}-\lambda \vec{s}^{n}\right\|_{\ell_{1}^{2}} \geq C>0 \tag{42}
\end{equation*}
$$

As usual $u_{n}(y)$ is the potential associated with $\vec{s}^{n}$ through an equation similar to (41). We introduce a smooth cut-off function $\psi_{n}\left(y_{N}\right)$ such that $\psi_{n}=0$ on all tubes $T_{q}$ for $q<n$, and $\psi_{n}=1$ on all tubes $T_{q}$ for $q \geq n$. Let us denote by $\omega_{n}$ the bounded support of $\nabla \psi_{n}$ which lies between $T_{n-1}$ and $T_{n}$. Introducing an approximation $v_{n}$ of the potential $u_{n}$, defined by

$$
v_{n}(y)=\frac{\psi_{n}\left(y_{N}\right)\left(u(y)-c_{n}\right)}{\sqrt{\sum_{p=n}^{\infty}\left|\vec{s}_{p}\right|^{2}}} \text { with } c_{n}=\frac{1}{\left|\omega_{n}\right|} \int_{\omega_{n}} u(y) d y
$$

we write

$$
d_{\theta^{\prime}} \vec{s}^{n}=\lambda \vec{s}^{n}+\left(\int_{\Gamma_{q}}\left(u_{n}-v_{n}\right) \cdot \vec{n} d s\right)_{q \geq 1}
$$

From (42) we deduce

$$
\left\|\nabla\left(u_{n}-v_{n}\right)\right\|_{L^{2}\left(G^{*}\right)^{N}} \geq C>0 \text { for } n \geq n_{0}
$$

Using the equations for $u$ and $u_{n}$, a simple computation yields

$$
\begin{equation*}
\int_{G^{*}}\left|\nabla\left(u_{n}-v_{n}\right)\right|^{2} d y=\int_{G^{*}} \nabla \psi_{n} \cdot \frac{\left(u_{n}-v_{n}\right) \nabla u-\left(u-c_{n}\right) \nabla\left(u_{n}-v_{n}\right)}{\sqrt{\sum_{p=n}^{\infty}\left|\vec{s}_{p}\right|^{2}}} \tag{43}
\end{equation*}
$$

Remark that the integral in the right-hand side reduces to $\omega_{n}$ since $\nabla \psi_{n}$ has bounded support in $\omega_{n}$. Applying the Poincaré-Wirtinger inequality in $\omega_{n}$ to $\left(u-c_{n}\right)$ and ( $u_{n}-$ $v_{n}$ ) (this last term has not zero average in $\omega_{n}$, but (43) is invariant by substraction of a constant to $\left(u_{n}-v_{n}\right)$ ), we obtain from (43)

$$
\left\|\nabla\left(u_{n}-v_{n}\right)\right\|_{L^{2}\left(G^{*}\right)^{N}} \leq C \frac{\|\nabla u\|_{L^{2}\left(\omega_{n}\right)^{N}}}{\sqrt{\sum_{p=n}^{\infty}\left|\vec{s}_{p}\right|^{2}}}
$$

which implies

$$
\begin{equation*}
\sum_{p=n}^{\infty}\left|\vec{s}_{p}\right|^{2} \leq C\|\nabla u\|_{L^{2}\left(\omega_{n}\right)^{N}}^{2} \tag{44}
\end{equation*}
$$

On the other hand, multiplying equation (41) by $\psi_{n}\left(u-c_{n}\right)$ and integrating by parts gives

$$
\int_{G^{*}} \psi_{n}|\nabla u|^{2} d y+\int_{G^{*}}\left(u-c_{n}\right) \nabla u \cdot \nabla \psi_{n} d y=\lambda \sum_{p=n}^{\infty}\left|\vec{s}_{p}\right|^{2}
$$

Applying again the Poincaré-Wirtinger inequality in $\omega_{n}$ to $\left(u-c_{n}\right)$ yields

$$
\begin{equation*}
\int_{G^{*}} \psi_{n}|\nabla u|^{2} d y \leq \lambda \sum_{p=n}^{\infty}\left|\vec{s}_{p}\right|^{2}+C\|\nabla u\|_{L^{2}\left(\omega_{n}\right)^{N}}^{2} \tag{45}
\end{equation*}
$$

Let us denote by $G_{n}$ the subset of $G^{*}$ defined by $G_{n}=\left\{y \in G^{*} \mid y_{N}>n\right\}$. From (44) and (45) we deduce

$$
\|\nabla u\|_{L^{2}\left(G_{n+1}\right)^{N}}^{2} \leq C\|\nabla u\|_{L^{2}\left(\omega_{n}\right)^{N}}^{2} \leq C\left(\|\nabla u\|_{L^{2}\left(G_{n}\right)^{N}}^{2}-\|\nabla u\|_{L^{2}\left(G_{n+1}\right)^{N}}^{2}\right)
$$

which implies, for $n \geq n_{0}$,

$$
\begin{equation*}
\|\nabla u\|_{L^{2}\left(G_{n}\right)^{N}}^{2} \leq\left(\frac{C}{1+C}\right)^{n-n_{0}}\|\nabla u\|_{L^{2}\left(G_{n_{0}}\right)^{N}}^{2} \tag{46}
\end{equation*}
$$

It is easily seen that (46) implies the desired result.
3. Completeness of the boundary layer spectrum. In this section we assume that $\Omega$ is a rectangle with integer dimensions, i.e.,

$$
\begin{equation*}
\left.\Omega=\prod_{i=1}^{N}\right] 0 ; L_{i}\left[\quad \text { and } \quad L_{i} \in \mathbb{N}^{*}\right. \tag{47}
\end{equation*}
$$

The sequence of small parameters $\epsilon$ is also assumed to be

$$
\begin{equation*}
\epsilon_{n}=\frac{1}{n}, n \in \mathbb{N}^{*} \tag{48}
\end{equation*}
$$

Remark that all the previous results in this paper hold for any type of sequence $\epsilon$ going to zero. From now on, we restrict ourselves to the sequence $\epsilon_{n}$ since, for any $n \geq 1$, the domain $\Omega$ is the union of a finite number of entire periodic cells $Y_{p}^{\epsilon_{n}}$. However, to simplify the notation, we shall not indicate the dependence on $n$ and simply denote by $\epsilon$ the particular sequence defined in (48).

Remark that the assumption on the geometry of $\Omega$ can be slightly relaxed. Any polygonal domain with faces parallel to the axis (i.e., the normal is everywhere one of the basis vectors) and having vertex with integer coordinates could equally be considered.
3.1. Presentation of the main result. This section is devoted to the so-called completeness of the limit spectrum. Recall that in our previous work [3] we proved that

$$
\begin{equation*}
\sigma_{\infty}=\sigma(S) \cup \sigma_{\text {Bloch }} \cup \sigma_{\text {boundary }} \tag{49}
\end{equation*}
$$

where $\sigma_{\text {boundary }}$ is defined in (15). In section 2 , we proved that

$$
\sigma_{\infty} \supset \sigma_{\Sigma}
$$

where $\sigma_{\Sigma}$ is the boundary layer spectrum associated with the surface $\Sigma$, defined by (38). Remark that, due to our hypotheses on the domain $\Omega$ and on the sequence $\epsilon$, the surface $\Sigma$ can be any of the faces of $\Omega$ defined by

$$
\left.\prod_{\substack{j=1 \\ j \neq i}}^{N}\right] 0 ; L_{j}\left[\times\{0\} \quad \text { or } \quad \prod_{\substack{j=1 \\ j \neq i}}^{N}\right] 0 ; L_{j}\left[\times\left\{L_{i}\right\} \quad \text { for } 1 \leq i \leq N\right.
$$

Of course, the analysis of section 2 can be repeated for any other lower dimensional manifolds (edges, corners, etc.) which compose the boundary of $\Omega$. For $0 \leq m \leq N-1$, let us define the $m$-dimensional parts of $\partial \Omega$ as

$$
\left.\Sigma_{m, \tau}=\prod_{j=1}^{m}\right] 0 ; L_{\tau(j)}\left[\times \prod_{j=m+1}^{N}\left\{x_{\tau(j)}=0 \text { or } L_{\tau(j)}\right\}\right.
$$

where $\tau$ is any permutation of the numbers $\{1,2, \ldots, N\}$. There are $2^{N-m} C_{N}^{N-m}$ $m$-dimensional manifolds of the type $\Sigma_{m, \tau}$. A simple adaptation of the two-scale convergence in the sense of boundary layers for such manifolds allows us to prove that, for any $m$ and $\tau$,

$$
\sigma_{\infty} \supset \sigma_{\Sigma_{m, \tau}}
$$

where $\sigma_{\Sigma_{m, \tau}}$ is the spectrum of a family of limit problems posed, not in a semiinfinite band as in section 2, but rather in a periodic domain bounded in the variables $x_{\tau(1)}, \ldots, x_{\tau(m)}$ and unbounded with respect to the other variables (see section 3.3 for the case of corners in two space dimension). Eventually, defining the union of all these spectra

$$
\begin{equation*}
\sigma_{\partial \Omega}=\bigcup_{m, \tau} \sigma_{\Sigma_{m, \tau}} \tag{50}
\end{equation*}
$$

we deduce from Theorem 2.18 and from the geometric assumptions (47), (48) that

$$
\begin{equation*}
\sigma_{\infty} \supset \sigma_{\partial \Omega} \tag{51}
\end{equation*}
$$

Comparing our results (49) and (51), a completeness result amounts to link the two definitions of the boundary layer spectrum $\sigma_{\partial \Omega}$ and $\sigma_{\text {boundary }}$.

Theorem 3.1. For the sequence $\epsilon_{n}$ defined by (48), the boundary layer spectrum satisfies

$$
\sigma_{\text {boundary }} \subset \sigma_{\partial \Omega}
$$

Therefore, the limit spectrum of the sequence $S_{\epsilon_{n}}$ is precisely made of three parts; the homogenized, the Bloch, and the boundary layer spectrum

$$
\lim _{\epsilon_{n} \rightarrow 0} \sigma\left(S_{\epsilon_{n}}\right)=\sigma(S) \cup \sigma_{\text {Bloch }} \cup \sigma_{\partial \Omega}
$$

where the boundary layer spectrum $\sigma_{\partial \Omega}$ is explicitly defined by (50).
Remark 3.2. Remark that Theorem 3.1 does not state that $\sigma_{\text {boundary }}$, defined by (15), and $\sigma_{\partial \Omega}$ coincide. Indeed, we have shown in (39) that $\sigma_{\partial \Omega}$ contains the Bloch spectrum. It is not clear whether $\sigma_{b o u n d a r y}$ contains the Bloch spectrum too. The comparison of $\sigma_{\partial \Omega}$ and $\sigma_{\text {boundary }}$ is definitely a very difficult question. We suspect that if the definition of $\sigma_{\text {boundary }}$ is modified in such a way that it contains only limit eigenvalues corresponding to sequences of eigenvectors which decay exponentially fast away from the boundary, then it may coincide with that part of $\sigma_{\partial \Omega}$ made of discrete eigenvalues (which also have exponentially decreasing corresponding eigenvectors).

To prove this completeness result, we need an intermediate result in the spirit of section 2.

Theorem 3.3. As in section 2 , let $\Omega$ be a domain defined by

$$
\Omega=\Sigma \times] 0 ; L[
$$

with $\Sigma$ a bounded open set in $\mathbb{R}^{N-1}$ and $L>0$. Recall that $S_{\epsilon}^{1}$ is the extension of $S_{\epsilon}$ to $L^{2}(\Omega)^{N}$. Consider a sequence of eigenvalues $\lambda_{\epsilon}$ and eigenvectors $\vec{s}^{\epsilon}$ such that

$$
S_{\epsilon}^{1} \vec{s}^{\epsilon}=\lambda_{\epsilon} \vec{s}^{\epsilon} \quad \text { with } \quad\left\|\vec{s}^{\epsilon}\right\|_{L^{2}(\Omega)^{N}}=1 \quad \text { and } \quad \lim _{\epsilon \rightarrow 0} \lambda_{\epsilon}=\lambda
$$

Assume that for all subset $\omega$ such that $\bar{\omega} \subset \Omega$, we have

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|\vec{S}^{\epsilon}\right\|_{L^{2}(\omega)^{N}}=0 \tag{52}
\end{equation*}
$$

Assume further that there exists an ( $N-1$ )-dimensional open set $\sigma$, with $\bar{\sigma} \subset \Sigma$, a positive number $l$, with $0<l<L$, and a positive constant $c$ such that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|\vec{S}^{\star}\right\|_{L^{2}(\sigma \times] 0, l[)^{N}} \geq c>0 \tag{53}
\end{equation*}
$$

Then, $\lambda$ belongs to the boundary layer spectrum associated with the surface $\Sigma$

$$
\lambda \in \sigma_{\Sigma}
$$

where $\sigma_{\Sigma}$ is defined by (38).
The proof of Theorem 3.3 is the focus of the next section. If we admit it for the moment, as well as its generalizations concerning all other manifolds $\Sigma_{m, \tau}$ making up the boundary $\partial \Omega$, we are in a position to complete the following proof.

Proof of Theorem 3.1. Let $\lambda \in \sigma_{\text {boundary }}$. By definition there exists a subsequence (still denoted by $\epsilon$ ), eigenvalues $\lambda_{\epsilon}$, and eigenvectors $\vec{s}^{\epsilon}$ of $S_{\epsilon}^{1}$ such that

$$
S_{\epsilon}^{1} \vec{s}^{\epsilon}=\lambda_{\epsilon} \vec{s}^{\epsilon} \quad \text { with } \quad\left\|\vec{s}^{\epsilon}\right\|_{L^{2}(\Omega)^{N}}=1 \quad \text { and } \quad \lim _{\epsilon \rightarrow 0} \lambda_{\epsilon}=\lambda,
$$

and, for all subset $\omega$ satisfying $\bar{\omega} \subset \Omega$,

$$
\lim _{\epsilon \rightarrow 0}\left\|\vec{s}^{\epsilon}\right\|_{L^{2}(\omega)^{N}}=0
$$

If there exists an $(N-1)$-dimensional open subset $\sigma_{i}$, compactly embedded in $\prod_{\substack{j=1 \\ j \neq i}}^{N} 10 ; L_{j}\left[\right.$, a positive length $0<l_{i}<L_{i}$, a positive constant $c$, and another subsequence (still denoted by $\epsilon$ ) such that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|\vec{s}^{\epsilon}\right\|_{L^{2}\left(\sigma_{i} \times\right] 0, l_{i}[)^{N}} \geq c>0 \quad \text { or } \quad \lim _{\epsilon \rightarrow 0}\left\|\vec{s}^{\epsilon}\right\|_{L^{2}\left(\sigma_{i} \times\right] l_{i}, L_{i}[)^{N}} \geq c>0 \tag{54}
\end{equation*}
$$

then, by application of Theorem 3.3, the limit eigenvalue belongs to $\sigma_{\partial \Omega}$ as desired.
If (54) does not hold true for any such $\sigma_{i}, l_{i}, c$, and subsequence $\epsilon$, it implies that the $L^{2}$-norm of $\vec{s}^{\epsilon}$ concentrates near the lower dimensional edges of the rectangle $\Omega$. In this case, we repeat the above argument with an $(N-2)$-dimensional open set included in one of the set $\Sigma_{N-2, \tau}$, and so on up to the 0 -dimensional set made of one of the vertices of $\Omega$. A tedious but simple induction argument on the dimension $m$ shows that there exists at least a dimension $0 \leq m \leq N-1$, a permutation $\tau$, positive lengths $\left(l_{\tau(j)}\right)_{m+1 \leq j \leq N}$, a positive constant $c$, and a subsequence $\epsilon$ such that

$$
\lim _{\epsilon \rightarrow 0}\left\|\vec{s}^{\overparen{t}}\right\|_{L^{2}(\omega)^{N}} \geq c>0
$$

with $\omega \subset \Omega$ of the type

$$
\left.\omega=\sigma \times \prod_{j=m+1}^{N}(] 0, l_{\tau(j)}[\text { or }] l_{\tau(j)}, L_{\tau(j)}[) \quad \text { and } \quad \bar{\sigma} \subset \prod_{j=1}^{m}\right] 0 ; L_{\tau(j)}[
$$

Then, applying an adequate generalization of Theorem 3.3, this proves that the limit eigenvalue belongs to $\sigma_{\partial \Omega}$.
3.2. Proof of the completeness. This section is devoted to the proof of Theorem 3.3 which is divided in several lemmas and propositions. Let us begin by recalling the definition of the associated potential $u_{\epsilon}$, solution of

$$
\begin{cases}-\Delta u_{\epsilon}=0 & \text { in } \Omega_{\epsilon}  \tag{55}\\ \frac{\partial u_{\epsilon}}{\partial n}=\vec{s}_{p}^{\epsilon} \cdot \vec{n} & \text { on } \Gamma_{p}^{\epsilon}, 1 \leq p \leq n(\epsilon), \\ u_{\epsilon}=0 & \text { on } \partial \Omega\end{cases}
$$

The spectral equation $\widetilde{S}_{\epsilon} \vec{s}^{\epsilon}=\lambda_{\epsilon} \vec{s}^{\epsilon}$ implies that

$$
\begin{equation*}
\left(\int_{\Gamma_{p}^{\epsilon}} u_{\epsilon} \vec{n}\right)_{1 \leq p \leq n(\epsilon)}=\lambda_{\epsilon} \vec{s}_{p}^{\epsilon} \tag{56}
\end{equation*}
$$

By assumption (52), for all subsets $\omega$ such that $\bar{\omega} \subset \Omega$, we have

$$
\lim _{\epsilon \rightarrow 0}\left\|\vec{s}^{\epsilon}\right\|_{L^{2}(\omega)^{N}}=0
$$

In other words, all the energy of the eigenvectors $\vec{s}^{\epsilon}$ concentrates near the boundary $\partial \Omega$. This concentration effect has important consequences on the associated potential $u_{\epsilon}$.

Lemma 3.4. The sequence $u_{\epsilon}$ defined in (55) converges to 0 in $H_{0}^{1}(\Omega)$ weakly and strongly in $L^{2}(\Omega)$. Furthermore, $u_{\epsilon}$ converges strongly to 0 in $H_{l o c}^{1}(\Omega)$.

Proof. Multiplying equation (55) by a test function $v \in H_{0}^{1}(\Omega)$ yields

$$
\int_{\Omega_{\epsilon}} \nabla u_{\epsilon} \cdot \nabla v d x=\sum_{p=1}^{n(\epsilon)} \vec{s}_{\epsilon}^{p} \cdot\left(\int_{\Gamma_{p}^{\epsilon}} v \vec{n} d s\right)=\int_{\Omega} \vec{s}^{\epsilon}(x) \cdot \vec{z}^{\epsilon}(x) d x
$$

where

$$
\vec{z}^{\epsilon}(x)=-\sum_{p=1}^{n(\epsilon)} \frac{1}{\epsilon^{N}}\left(\int_{T_{p}^{\epsilon}} \nabla v(x) d x\right) \chi_{Y_{p}^{\epsilon}}(x) .
$$

It is easily seen that $\vec{z}^{\epsilon}$ converges strongly to $-\frac{|T|}{|Y|} \nabla v(x)$ in $L^{2}(\Omega)^{N}$. Since $\vec{s}^{\epsilon}$ converges weakly to 0 in $L^{2}(\Omega)^{N}$ by virtue of (52), we deduce that $u_{\epsilon}$ converges to 0 weakly in $H_{0}^{1}(\Omega)$ and, by the Rellich theorem, strongly in $L^{2}(\Omega)$. Finally, for any open set $\omega$ such that $\bar{\omega} \subset \Omega$, let $\varphi$ be a smooth function with compact support in $\Omega$ and equal to 1 on $\omega$. Multiplying (55) by $\varphi^{2} u_{\epsilon}$ and integrating by parts leads to

$$
\begin{equation*}
\int_{\Omega_{\epsilon}} \varphi^{2}\left|\nabla u_{\epsilon}\right|^{2} d x=-2 \int_{\Omega_{\epsilon}} \varphi u_{\epsilon} \nabla \varphi \cdot \nabla u_{\epsilon} d x+\sum_{p=1}^{n(\epsilon)} \vec{s}_{p}^{\epsilon} \cdot\left(\int_{\Gamma_{p}^{\epsilon}} \varphi^{2} u_{\epsilon} \vec{n} d s\right) . \tag{57}
\end{equation*}
$$

Since $u_{\epsilon}$ converges weakly to 0 in $H_{0}^{1}(\Omega)$, the first term in the right-hand side of (57) goes to 0 with $\epsilon$. In view of (56), the second term is bounded by

$$
\|\varphi\|_{L^{\infty}(\Omega)}^{2}\left\|\vec{s}^{\epsilon}\right\|_{L^{2}(\operatorname{supp}(\varphi))}^{2}
$$

which goes to 0 by virtue of the assumption (52). Therefore, we deduce from (57) that $\nabla u_{\epsilon}$ converges strongly to 0 in $L^{2}(\omega)^{N}$. This concludes the proof of Lemma 3.4.

By assumption (53), there exists an ( $N-1$ )-dimensional open set $\sigma$, with $\bar{\sigma} \subset \Sigma$, such that the sequence of eigenvectors concentrates partly near $\sigma$. By translation, one can always assume that the origin lies inside $\sigma$. The strategy of the proof is to rescale the domain $\Omega$ by the change of variables $y=\frac{x}{\epsilon}$ and then to transform the sequence of eigenvectors $\vec{s}^{\star}$ in a Weyl sequence for a limit operator. The limit domain will be $\mathbb{R}_{+}^{N}=\left\{y \in \mathbb{R}^{N} \mid y_{N}>0\right\}$ since we have carefully choose the origin to belong to $\sigma$. The limit fluid domain is denoted by $G^{* \infty}$, which is defined by

$$
G^{* \infty}=\mathbb{R}_{+}^{N} \backslash \bigcup_{j \in \mathbb{Z}_{+}^{N}} T_{j}
$$

where $T_{j}$ denotes the tube $j$ placed in the subcell $Y_{j}$ (centered at the point $j=\left(j^{\prime}, j_{N}\right)$ with $j^{\prime} \in \mathbb{Z}^{N-1}$ and $j_{N} \in \mathbb{Z}_{+}$). In this limit domain we define a limit operator $B^{\infty}$, which acts from $\ell_{2}^{\infty}$ in itself, by

$$
B^{\infty} \vec{s}=\left(\int_{\Gamma_{j}} u \vec{n} d s\right)_{j \in \mathbb{Z}_{+}^{N}} \quad \forall \vec{s} \in \ell_{2}^{\infty}
$$

where $u(y)$ is the unique solution in $D_{0}^{1}\left(G^{* \infty}\right)$ of

$$
\begin{cases}-\Delta u=0 & \text { in } G^{* \infty},  \tag{58}\\ \frac{\partial u}{\partial n}=\vec{s}_{j} \cdot \vec{n} & \text { on } \Gamma_{j}, j \in \mathbb{Z}_{+}^{N} \\ u=0 & \text { on } \mathbb{R}^{N-1} \times\{0\}\end{cases}
$$

Recall that elements in $D_{0}^{1}\left(G^{* \infty}\right)$ are restrictions to $G^{* \infty}$ of functions wnin $D_{0}^{1}\left(\mathbb{R}_{+}^{N}\right)$ which, in its turn, is the closure, with respect to the $L^{2}$-norm of the gradient, of smooth functions with compact support in $\mathbb{R}_{+}^{N}$.

Remark 3.5. The limit domain $G^{* \infty}$ is nothing but the limit as $K$ goes to infinity of the domain $G^{* K}$ defined in section 2.2. By the same token, the Hilbert space $\ell_{2}^{\infty}$ is the limit of $\ell_{2}^{K}$ (it is also equal to $\ell_{2}\left(\mathbb{Z}_{+}^{N} ; \mathbb{C}^{N}\right)$ ). In some sense the limit operator $B^{\infty}$ is also the limit of the operator $B^{K}$ defined in Theorem 2.11.

Let $\varphi$ be a smooth function, equal to 1 in $\omega=\sigma \times] 0, L[$, with compact support in $\Sigma \times]-L ; L$ (i.e., $\varphi$ vanishes on all faces of $\Omega$ except on that defined by $x_{N}=0$ ). We use $\varphi$ to localize the sequence of eigenvectors $\vec{s}^{\epsilon}$ in a vicinity of $\omega$. Let us define a sequence $\overrightarrow{t^{\epsilon}}$ by

$$
\overrightarrow{t^{\epsilon}}=E_{\epsilon}^{1} P_{\epsilon}^{1}\left(\varphi(x) \vec{s}^{\epsilon}(x)\right)
$$

where $E_{\epsilon}^{1} P_{\epsilon}^{1}$ is the projection operator in $L^{2}(\Omega)^{N}$ on piecewise constant functions (cf. their definitions (27) and (28)).

Remark that, by assumption (53), the sequence $\overrightarrow{t^{\epsilon}}$ satisfies

$$
\lim _{\epsilon \rightarrow 0}\left\|\vec{t}^{\vec{\epsilon}}\right\|_{L^{2}(\omega)^{N}} \geq c>0
$$

Let us define $G_{\epsilon}^{* \infty}$ as $G^{* \infty}$ rescaled to size $\epsilon$. Let $v_{\epsilon}$ be the potential in $G_{\epsilon}^{* \infty}$ associated with $\overrightarrow{t^{\epsilon}}$, defined by

$$
\begin{cases}-\Delta v_{\epsilon}=0 & \text { in } G_{\epsilon}^{* \infty}  \tag{59}\\ \frac{\partial v_{\epsilon}}{\partial n}=\overrightarrow{t_{p}^{\epsilon}} \cdot \vec{n} & \text { on } \Gamma_{p}^{\epsilon}, p \in \mathbb{Z}_{+}^{N} \\ v_{\epsilon}=0 & \text { on } \mathbb{R}^{N-1} \times\{0\}\end{cases}
$$

Lemma 3.6. The sequence $v_{\epsilon}$ defined by (59) converges to zero in $D_{0}^{1}\left(\mathbb{R}_{+}^{N}\right)$ weakly and in $H_{l o c}^{1}\left(\mathbb{R}_{+}^{N}\right)$ strongly.

Proof. The argument is similar to that of Lemma 3.4, except that the Rellich theorem applies only for compact sets in $\overline{\mathbb{R}_{+}^{N}}$.

Lemma 3.7. The difference $w_{\epsilon}=v_{\epsilon}-\varphi u_{\epsilon}$ converges strongly to zero in $D_{0}^{1}\left(\mathbb{R}_{+}^{N}\right)$.
Proof. A simple calculation provides the following key identity:

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{N}}\left|\nabla w_{\epsilon}\right|^{2}=\int_{\mathbb{R}_{+}^{N}} \nabla v_{\epsilon} \cdot \nabla w_{\epsilon}-\int_{\mathbb{R}_{+}^{N}} \nabla u_{\epsilon} \cdot \nabla\left(\varphi w_{\epsilon}\right)-\int_{\mathbb{R}_{+}^{N}} \nabla \varphi \cdot\left(u_{\epsilon} \nabla w_{\epsilon}-w_{\epsilon} \nabla u_{\epsilon}\right) . \tag{60}
\end{equation*}
$$

By virtue of Lemmas 3.4 and 3.6, $u_{\epsilon}$ and $w_{\epsilon}$ converge to zero strongly in $L^{2}$ of the support of $\varphi$. Therefore, the last term in (60) goes to zero with $\epsilon$. On the other hand, an integration by parts yields

$$
\int_{G_{\epsilon \infty}^{*}} \nabla v_{\epsilon} \cdot \nabla w_{\epsilon}-\int_{\Omega_{\epsilon}} \nabla u_{\epsilon} \cdot \nabla\left(\varphi w_{\epsilon}\right)=\sum_{p=1}^{n(\epsilon)}\left[\vec{t}_{p}^{\epsilon} \cdot\left(\int_{\Gamma_{p}^{\epsilon}} w_{\epsilon} \vec{n}\right)-\vec{s}_{p}^{\epsilon} \cdot\left(\int_{\Gamma_{p}^{\epsilon}} \varphi w_{\epsilon} \vec{n}\right)\right]
$$

Since $\overrightarrow{t_{p}^{\epsilon}}=\frac{1}{\epsilon^{N}} \int_{Y_{p}^{\epsilon}} \varphi \vec{s}_{p}^{\epsilon} d x$ and $\left|\varphi(x)-\varphi\left(x_{p}^{\epsilon}\right)\right| \leq \epsilon\|\nabla \varphi\|_{L^{\infty}}$, where $x_{p}^{\epsilon}$ is the center of the cube $Y_{p}^{\epsilon}$ which contains $x$, we obtain

$$
\left|\int_{G_{\epsilon \infty}^{*}} \nabla v_{\epsilon} \cdot \nabla w_{\epsilon}-\int_{\Omega_{\epsilon}} \nabla u_{\epsilon} \cdot \nabla\left(\varphi w_{\epsilon}\right)\right| \leq \epsilon\|\nabla \varphi\|_{L^{\infty}}\left\|\vec{s}^{\epsilon}\right\|_{L^{2}(\Omega)^{N}}\left\|\nabla w_{\epsilon}\right\|_{L^{2}\left(\mathbb{R}_{N}^{+}\right)^{N}}
$$

which gives the desired result.
Lemma 3.8. From Lemma 3.7 we deduce the following approximation result for the displacement vector $\overrightarrow{t^{\epsilon}}$ :

$$
\lim _{\epsilon \rightarrow 0} \sum_{p \in \mathbb{Z}_{+}^{N}} \epsilon^{N}\left|\frac{1}{\epsilon^{N}} \int_{\Gamma_{p}^{\epsilon}} v_{\epsilon} \vec{n} d s-\lambda_{\epsilon} \vec{\epsilon}_{p}\right|^{2}=0
$$

Proof. We have

$$
\begin{align*}
\epsilon^{N} \sum_{p \in \mathbb{Z}_{+}^{N}}\left|\frac{1}{\epsilon^{N}} \int_{\Gamma_{p}^{\epsilon}}\left(v_{\epsilon}-\varphi u_{\epsilon}\right) \vec{n} d s\right|^{2} & \leq \sum_{p \in \mathbb{Z}_{+}^{N}}\left\|\nabla\left(v_{\epsilon}-\varphi u_{\epsilon}\right)\right\|_{L^{2}\left(T_{p}^{\epsilon}\right)^{N}}^{2}  \tag{61}\\
& \leq\left\|\nabla\left(v_{\epsilon}-\varphi u_{\epsilon}\right)\right\|_{L^{2}\left(\mathbb{R}_{+}^{N}\right)^{N}}^{2}
\end{align*}
$$

which goes to zero as $\epsilon \rightarrow 0$ by virtue of Lemma 3.7. Furthermore,

$$
\epsilon^{N} \sum_{p \in \mathbb{Z}_{+}^{N}}\left|\frac{1}{\epsilon^{N}} \int_{\Gamma_{p}^{\epsilon}} \varphi u_{\epsilon} \vec{n} d s-\lambda_{\epsilon} \vec{\epsilon}_{p}^{\epsilon}\right|^{2} \leq \epsilon\|\nabla \varphi\|_{L^{\infty}}\left\|\nabla u_{\epsilon}\right\|_{L^{2}(\Omega)^{N}}
$$

since, $\vec{s}^{\star}$ being constant in each cell $Y_{p}^{\epsilon}$,

$$
\frac{1}{\epsilon^{N}} \int_{\Gamma_{p}^{\varepsilon}} \varphi u_{\epsilon} \vec{n} d s=\frac{1}{\varepsilon^{N}} \int_{\Gamma_{p}^{\epsilon}}\left(\varphi(s)-\frac{1}{\varepsilon^{N}} \int_{Y_{p}^{\epsilon}} \varphi(t) d t\right) u_{\epsilon} \vec{n} d s+\lambda_{\epsilon}\left(P_{\epsilon}^{1} \varphi \vec{s}^{\epsilon}\right)_{p}
$$

Summing these two estimates yields the desired result.
Now, let us define a sequence $\vec{\tau}^{\epsilon}$ in $\ell_{2}^{\infty}$ by

$$
\vec{\tau}^{\epsilon}=\epsilon^{N / 2}\left(\vec{t}_{p}^{\epsilon}\right)_{p \in \mathbb{Z}_{+}^{N}}
$$

which plays the role of a Weyl sequence for the limit operator $B^{\infty}$.
Proposition 3.9. The sequence $\vec{\tau}^{\epsilon}$ satisfies

$$
\lim _{\epsilon \rightarrow 0}\left\|\vec{\tau}^{\epsilon}\right\|_{\ell_{2}^{\infty}} \geq c>0
$$

and

$$
\begin{equation*}
B^{\infty} \vec{\tau}^{\epsilon}=\lambda \vec{\tau}^{\epsilon}+\vec{r}^{\epsilon} \tag{62}
\end{equation*}
$$

where $\vec{r}^{\epsilon}$ is a remainder term which goes to zero strongly in $\ell_{2}^{\infty}$.
Proof. A simple rescaling in (59) shows that $\tilde{v}_{\epsilon}(y)=\epsilon^{\frac{N}{2}-1} v_{\epsilon}(\epsilon y)$ is the unique solution in $D_{0}^{1}\left(G^{* \infty}\right)$ of

$$
\begin{cases}-\Delta \widetilde{v}_{\epsilon}=0 & \text { in } G^{* \infty}  \tag{63}\\ \frac{\partial \widetilde{v}_{\epsilon}}{\partial n}=\vec{\tau}_{p}^{\epsilon} \cdot \vec{n} & \text { on } \Gamma_{p}, p \in \mathbb{Z}_{+}^{N} \\ \widetilde{v}_{\epsilon}=0 & \text { on } \mathbb{R}^{N-1} \times\{0\}\end{cases}
$$

Furthermore, $\left\|\nabla_{y} \widetilde{v}_{\epsilon}\right\|_{L^{2}\left(G^{* \infty}\right)^{N}}=\left\|\nabla_{x} v_{\epsilon}\right\|_{L^{2}\left(G_{e}^{* \infty}\right)^{N}}$. By definition,

$$
B^{\infty} \vec{\tau}^{\epsilon}=\left(\int_{\Gamma_{p}} \widetilde{v}_{\epsilon} \vec{n} d s\right)_{p \in \mathbb{Z}_{+}^{N}}=\epsilon^{-\frac{N}{2}}\left(\int_{\Gamma_{p}^{\epsilon}} v_{\epsilon} \vec{n} d s\right)_{p \in \mathbb{Z}_{+}^{N}} .
$$

Defining $\vec{r}^{\vec{t}}=\left(\vec{r}_{p}^{\epsilon}\right)_{p \in \mathbb{Z}_{+}^{N}}$ by

$$
\vec{r}_{p}^{\epsilon}=\epsilon^{\frac{N}{2}}\left(\frac{1}{\epsilon^{N}} \int_{\Gamma_{p}^{e}} v_{\epsilon} \vec{n} d s-\lambda_{\epsilon}{\overrightarrow{t_{p}^{\epsilon}}}_{p}\right),
$$

we get

$$
B^{\infty} \vec{\tau}^{\epsilon}=\lambda_{\epsilon} \vec{\tau}^{\epsilon}+\vec{r}^{\epsilon},
$$

which, by virtue of Lemma 3.8, is the desired result.
To conclude the proof of Theorem 3.3, we remark that either $\vec{\tau}^{\epsilon}$ converges weakly in $\ell_{2}^{\infty}$ to a nonzero limit $\vec{\tau}$ (up to a subsequence) or $\vec{\tau}^{\epsilon}$ converges weakly to $\overrightarrow{0}$ in $\ell_{2}^{\infty}$. In the first case, passing to the limit as $\epsilon$ goes to 0 , we obtain that $\vec{\tau} \neq \overrightarrow{0}$ is an eigenvector of $B^{\infty}$ for $\lambda$ (the limit of the sequence $\lambda_{\epsilon}$ ). In the latter case, this proves that $\vec{\tau}^{\epsilon}$ is a Weyl sequence for the spectral value $\lambda$ which belongs to the essential spectrum of $B^{\infty}$. Now, it is a standard matter (see, e.g., [15], [16]) to show, by a Bloch wave decomposition analogous to that of section 2.3, that the spectrum of $B^{\infty}$ is nothing but $\lim _{K \rightarrow+\infty} \sigma\left(B^{K}\right)$, i.e., the boundary layer spectrum associated with the face $\Sigma$ of $\Omega$.

Remark 3.10. Let us remark that Theorem 3.3 is valid for any choice of the sequence $\epsilon$ and not only for the particular sequence $\epsilon_{n}$ defined in (48). The interested reader will not fail to notice that the present proof of the completeness result is different from that of our previous work [3]. In this paper, we used the concept of Bloch measures in order to prove a similar completeness result by means of an energetic method. Here, we propose a new proof (in a slightly different context), based on a rescaling argument, which is simpler, although less precise, and which could equally be applied in [3].
3.3. Analysis of the corner spectrum. In section 3.1 the boundary layer spectrum $\sigma_{\partial \Omega}$ was defined as the union of all spectra of the type $\sigma_{\Sigma}$, where $\Sigma$ is any lower dimensional manifold composing the boundary $\partial \Omega$. When $\Sigma$ is an $(N-1)$ dimensional hyperplane, a complete derivation of $\sigma_{\Sigma}$ has been given in section 2 . However, for lower dimensional manifold we have been a little cavalier in saying that the analysis of section 2 can be easily generalized to the case of edges, corners, and so on. The purpose of this section is to briefly indicate some details of this generalization when analyzing the corner spectrum. Since the physical problem of interest is truly two-dimensional, we restrict ourselves to the case of corners of the plane square domain $\Omega$ (this has the advantage of simplifying the exposition).

Therefore, our domain $\Omega$ is now a rectangle with integer dimensions, i.e.,

$$
\Omega=] 0 ; L_{1}[\times] 0 ; L_{2}[.
$$

We describe the limit spectrum associated with the corner located at the origin. We introduce the space $\ell_{+}^{2}$ of displacements defined by

$$
\ell_{+}^{2}=\left\{\left.\left(\vec{s}_{j}\right)_{j=\left(j_{1}, j_{2}\right)} j_{j_{1} \geq 1, j_{2} \geq 1}\left|\vec{s}_{j} \in \mathbb{R}^{2}, \quad \sum_{j_{1}, j_{2}=1}^{+\infty}\right| \vec{s}_{j_{1}, j_{2}}\right|^{2}<+\infty\right\} .
$$

Remark that this definition of $\ell_{+}^{2}$ implies a decay of the displacement $\vec{s}_{j}$ as $j_{1}$ or $j_{2}$ goes to $+\infty$.

We extend the operator $S_{\epsilon}$ to the larger space $\ell_{+}^{2}$ by the following formula:

$$
C_{\epsilon}=E_{\epsilon} S_{\epsilon} P_{\epsilon}
$$

where $P_{\epsilon}$ and $E_{\epsilon}$ are, respectively, projection and extension operators between $\mathbb{R}^{N n(\epsilon)}$ and $\ell_{+}^{2}$. Their definition is very simple. Recall that a tube $T_{j}^{\epsilon}$ in $\Omega$ is located in a cell $Y_{j}^{\epsilon}$ whose origin is $\epsilon j$. We denote the range of all indices $j$ such that $T_{j}^{\epsilon}$ is included in $\Omega$ by $1 \leq j \leq n(\epsilon)$. The projection is defined by

$$
\begin{array}{lll}
P_{\epsilon}: \ell_{+}^{2} & \longrightarrow & \mathbb{R}^{N n(\epsilon)} \\
\left(\vec{s}_{j}\right)_{j=\left(j_{1}, j_{2}\right) j_{1} \geq 1, j_{2} \geq 1} & \mapsto & \left(\vec{s}_{j}\right)_{1 \leq j \leq n(\epsilon)}
\end{array}
$$

and the extension by

$$
\begin{aligned}
& E_{\epsilon}: \mathbb{R}^{N n(\epsilon)} \longrightarrow \\
& \ell_{+}^{2} \\
&\left(\vec{s}_{j}\right)_{1 \leq j \leq n(\epsilon)} \mapsto \\
&\left.\left(\vec{t}_{j}\right)_{j=\left(j_{1}, j_{2}\right)}\right) j_{1} \geq 1, j_{2} \geq 1
\end{aligned}
$$

with $\vec{t}_{j}=\vec{s}_{j}$ if $1 \leq j \leq n(\epsilon)$ and $\vec{t}_{j}=0$ otherwise.
One can easily check that $P_{\epsilon}$ and $E_{\epsilon}$ are adjoint operators and that the product $P_{\epsilon} E_{\epsilon}$ is equal to the identity in $\mathbb{R}^{N n(\epsilon)}$. Therefore, the spectrum of $C_{\epsilon}$ consists of that of $S_{\epsilon}$ and zero as an eigenvalue of infinite multiplicity.

The convergence analysis of $C_{\epsilon}$ is much simpler than that in section 2 because $\ell_{+}^{2}$ is not a space of periodically oscillating displacements. There is no need to introduce any notion of two-scale convergence for corner boundary layers. A simple rescaling argument is enough. More precisely, denoting by $Q_{+}$the first quadrant in the plane

$$
\left.Q_{+}=\right] 0 ;+\infty[\times] 0 ;+\infty[
$$

we replace the two-scale convergence by the weak convergence in $L^{2}\left(Q_{+}\right)$: with each bounded sequence $u_{\epsilon}(x)$ in $L^{2}(\Omega)$, we associate the rescaled sequence $v_{\epsilon}(y)$ defined by

$$
v_{\epsilon}(y)= \begin{cases}\epsilon^{2} u_{\epsilon}(\epsilon y) & \text { if } \epsilon y \in \Omega \\ 0 & \text { otherwise }\end{cases}
$$

which is also bounded in $L^{2}\left(Q_{+}\right)$.
Then, a similar analysis to that of section 2 shows that the sequence of operators $C_{\epsilon}$ converges strongly in $\mathcal{L}\left(\ell_{+}^{2}\right)$ to a limit operator $C_{\infty}$ defined by

$$
\begin{align*}
C_{\infty}: \ell_{+}^{2} & \longrightarrow \ell_{+}^{2}  \tag{64}\\
\left(\vec{s}_{j}\right)_{j=\left(j_{1}, j_{2}\right) j_{1} \geq 1, j_{2} \geq 1} & \mapsto\left(\int_{\Gamma_{j}} u \vec{n} d s\right)_{j=\left(j_{1}, j_{2}\right) j_{1} \geq 1, j_{2} \geq 1} \tag{65}
\end{align*}
$$

where $u(y)$ is the unique solution of

$$
\begin{cases}-\Delta u=0 & \text { in } Q_{+}^{*}=Q_{+} \backslash \bigcup_{j} T_{j} \\ \frac{\partial u}{\partial n}=\vec{s}_{j} \cdot \vec{n} & \text { on } \Gamma_{j}, j_{1} \geq 1, j_{2} \geq 1 \\ u=0 & \text { on } \partial Q_{+} \\ \lim _{|y| \rightarrow+\infty} u(y)=0 & \end{cases}
$$

Clearly, $C_{\infty}$ is a self-adjoint noncompact operator acting in $\ell_{+}^{2}$. As in Proposition 2.17 , one can prove that the essential spectrum of $C_{\infty}$ is precisely the Bloch spectrum. However, the discrete spectrum of $C_{\infty}$ may contain new eigenvalues which correspond to eigenvectors localized in the corner of $Q_{+}$.

Acknowledgments. The authors would like to thank one of the anonymous referees for several sharp comments which enabled them to improve and revise the original version.

## REFERENCES

[1] F. Aguirre and C. Conca, Eigenfrequencies of a tube bundle immersed in a fluid, Appl. Math. Optim., 18 (1988), pp. 1-38.
[2] G. Allaire, Homogenization and two-scale convergence, SIAM J. Math. Anal., 23 (1992), pp. 1482-1518.
[3] G. Allaire and C. Conca, Bloch wave homogenization for a spectral problem in fluid-solid structures, Arch. Rational Mech. Anal., 135 (1996), pp. 197-257.
[4] G. Allaire and C. Conca, Analyse asymptotique spectrale de l'équation des ondes. Homogénéisation par ondes de Bloch, C. R. Acad. Sci. Paris Sér. I Math., 321 (1995), pp. 293298.
[5] G. Allaire and C. Conca, Analyse asymptotique spectrale de l'équation des ondes. Complétude du spectre de Bloch, C. R. Acad. Sci. Paris Sér. I Math., 321 (1995), pp. 557562.
[6] I. Babuška, Solution of interface problems by homogenization I, II, III, SIAM J. Math. Anal., 7 (1976), pp. 603-634, pp. 635-645, and 8 (1977), pp. 923-937.
[7] N. Bakhvalov and G. Panasenko, Homogenization: Averaging Processes in Periodic Media, Mathematics and its Applications 36, Kluwer Academic Publishers, Dordrecht, 1990.
[8] A. Bensoussan, J. L. Lions, and G. Papanicolaou, Asymptotic Analysis for Periodic Structures, North-Holland, Amsterdam, 1978.
[9] A. Bensoussan, J. L. Lions, and G. Papanicolaou, Boundary layer analysis in homogenization of diffusion equations with Dirichlet conditions in the half space, in Proc. Internat. Symposium SDE, K. Ito, ed., J. Wiley, New York, 1978, pp. 21-40.
[10] A. Bensoussan, J. L. Lions, and G. Papanicolaou, Boundary layers and homogenization of transport processes, Publ. Res. Inst. Math. Sci., 151 (1979), pp. 53-157.
[11] F. Bloch, Uber die Quantenmechanik der Electronen in Kristallgittern, Z. Phys., 52 (1928), pp. 555-600.
[12] C. Castro and E. Zuazua, Une remarque sur l'analyse asymptotique spectrale en homogénéisation, C. R. Acad. Sci. Paris Sér. I Math., 322 (1996), pp. 1043-1048.
[13] D. Cioranescu and J. Saint Jean Paulin, Homogenization in open sets with holes, J. Math. Anal. Appl., 71 (1979), pp. 590-607.
[14] C. Conca, J. Planchard, B. Thomas, and M. Vanninathan, Problèmes mathématiques en couplage fluide-structure. Applications aux faisceaux tubulaires, Collection EDF/DER 85, Eyrolles, Paris, 1994.
[15] C. Conca, J. Planchard, and M. Vanninathan, Limiting behaviour of a spectral problem in fluid-solid structures, Asymptotic Anal., 6 (1993), pp. 365-389.
[16] C. Conca, J. Planchard, and M. Vanninathan, Fluids and Periodic Structures, Research in Applied Mathematics 38, J. Wiley and Masson, Paris, 1995.
[17] C. Conca and M. Vanninathan, A spectral problem arising in fluid-solid structures, Comput. Methods Appl. Mech. Engrg., 69 (1988), pp. 215-242.
[18] J. Deny and J. L. Lions, Les espaces du type de Beppo-Levi, Ann. Inst. Fourier, 5 (1953-54), pp. 305-370.
[19] I. M. Gelfand, Expansion in a series of eigenfunctions of an equation with periodic coefficients, Dokl. Akad. Nauk. SSSR, 73 (1950), pp. 1117-1120.
[20] I. C. Gohberg and M. G. Kreǐn, Introduction to the Theory of Linear Nonselfadjoint Operators, Translations of Mathematical Monographs 18, AMS, Providence, RI, 1969.
[21] M. Ibnou Zahir, Problèmes de Valeurs Propres avec des Conditions aux Limites Non Locales, Thesis, Université Pierre et Marie Curie, Paris, 1984.
[22] M. Ibnou Zahir and J. Planchard, Natural frequencies of a tube bundle in an incompressible fluid, Comput. Methods Appl. Mech. Engrg., 41 (1983), pp. 47-68.
[23] M. Ibnou Zahir and J. Planchard, Fréquences et modes propres d'un faisceau de 100 tubes rigides supportés élastiquement et placés dans un fluide incompressible, Internal report HI 4419-07, Electricité de France, Direction des Etudes et Recherches, 1983.
[24] V. Jikov, S. Kozlov, and O. Oleinik, Homogenization of Differential Operators and Integral Functionals, Springer-Verlag, Berlin, 1994.
[25] T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, Berlin, 1966.
[26] J. L. Lions, Some Methods in the Mathematical Analysis of Systems and their Control, Science Press, Beijing, Gordon and Breach, New York, 1981.
[27] S. Moskow and M. Vogelius, First order corrections to the homogenized eigenvalues of a periodic composite medium. A convergence proof, Proc. Roy. Soc. Edinburgh, to appear.
[28] F. Murat and L. Tartar, H-convergence, in Topics in the Mathematical Modeling of Composite Materials, R. V. Kohn, ed., Series Progress in Nonlinear Differential Equations and their Applications, Birkhauser, Boston, MA, 1997, pp. 21-44.
[29] G. NGUETSENG, A general convergence result for a functional related to the theory of homogenization, SIAM J. Math. Anal., 20 (1989), pp. 608-623.
[30] F. Odeh and J. Keller, Partial differential equations with periodic coefficients and Bloch waves in crystals, J. Math. Phys., 5 (1964), pp. 1499-1504.
[31] J. Planchard, Eigenfrequencies of a tube-bundle placed in a confined fluid, Comput. Methods Appl. Mech. Engrg., 30 (1982), pp. 75-93.
[32] J. Planchard, Global behaviour of large elastic tube-bundles immersed in a fluid, Comput. Mech., 2 (1987), pp. 105-118.
[33] M. Reed and B. Simon, Methods of Modern Mathematical Physics, IV Analysis of Operators, Academic Press, New York, 1978.
[34] J. Sánchez-Hubert and E. SÁnchez-Palencia, Vibration and Coupling of Continuous Systems. Asymptotic Methods, Springer-Verlag, Berlin, 1989.
[35] E. SÁnchez-Palencia, Non Homogeneous Media and Vibration Theory, Lecture Notes in Physics 127, Springer-Verlag, Berlin, 1980.
[36] C. Wilcox, Theory of Bloch waves, J. Anal. Math., 33 (1978), pp. 146-167.

# SMOOTHNESS BETWEEN COEFFICIENTS AND BOUNDARY VALUES FOR THE WAVE EQUATION* 

GANG $\mathrm{BAO}^{\dagger}$


#### Abstract

In this work, a density determination problem of an acoustic medium from point source response is studied. The continuity and differentiability are examined for the forward map which maps the density to the pressure field. Estimates for both the Lipschitz continuity and the Frechét differentiability are obtained. The continuity of the linearized forward map is also obtained. These estimates are crucial for linearization of the nonlinear forward map.
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1. Introduction and statement of the results. Many wave propagation problems with a point energy source may be modeled by the following linear acoustic wave equation:

$$
\begin{gather*}
\left(\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\Delta-\nabla \sigma \cdot \nabla\right) u=\delta(x, t)  \tag{1.1}\\
u=0, \quad t<0 \tag{1.2}
\end{gather*}
$$

where the mechanical properties of the medium are described by $\sigma=\sigma(x)$ the logarithm of the density, $c=c(x)$ the sound velocity of the medium, and $u=u(x, t)$ the excess pressure. This work deals with the simplest case where the velocity is assumed to be a fixed constant, say $c=1$. Also, the problem is set in $\mathbf{R}^{n+1}$ for $n \geq 2$.

Define the forward map $F$ as

$$
\begin{equation*}
F:\left.\sigma \rightarrow(\phi u)\right|_{x_{n}=0} \tag{1.3}
\end{equation*}
$$

where $\phi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ is supported inside the conoid $\{t>|x|\}$ and near $\left\{x_{n}=0\right\}$. The cut-off function $\phi(x, t)$ insures that the restriction of distribution $u$ to the hypersurface $\left\{x_{n}=0\right\}$ is well defined even when the equation (1.1) has a singular right-hand side. It is easily seen that even though the governing equation is linear, the forward map is nonlinear. Thus, solving the inverse problem may be viewed as inverting the nonlinear functional relation $F$.

In this paper we continue our study of the forward map $F$. In its predecessor [4], we obtained an a priori upper bound for the linearized forward map with respect to a smooth reference density. Our goal in this work is to establish conditions under which the forward map $F$ is continuous and differentiable and the linearized forward map is continuous. These aspects of forward map are crucial in the study of the inverse problem which arises in reflection seismology, oil exploration, ground-penetrating radar, etc. Here, the inverse problem of interest is to determine the coefficients $\sigma$ from the measured data of the excess pressure $u$ on a time-like hypersurface $\left\{x_{n}=0\right\}$. More

[^23]specifically, given data $F_{\text {data }}\left(x^{\prime}, t\right)$ (point source response, $x=\left(x^{\prime}, x_{n}\right)$ ) obtained from many receivers on the earth, find the density $\sigma(x)$ so that
$$
F(\sigma)=F_{\text {data }},
$$
or minimize the error $\left(F_{\text {data }}-F(\sigma)\right)$ in some suitable norm. Two questions arise immediately:

- Since the forward map $F$ is nonlinear, one naturally considers its linearization. So far, most progress has been made through the study of the linearization. However, it seems that very little work has been done to justify this commonly used procedure. Does the linearization of $F$ provide useful information in recovering the density?
- The large size of the typical data set demands a fast means of solving the minimization problem. A natural candidate would be some Gauss-Newtonlike method. When can one formulate such an algorithm?
To answer either one of the above questions requires the understanding of regularity of the forward map. In addition, local properties of the inverse problem may be obtained by examining the differentiability of the forward map. Also, continuity properties are crucial in the study of the linearized forward map with respect to a nonsmooth reference density.

Questions on regularity of the forward map have been studied extensively for layered problems where $c$ and $\sigma$ depend only on $x_{n}$. For a similar problem with the impulse-response instead of point source, Symes showed in [15] (for the constant wave speed case) that the forward map is a $C^{1}$-diffeomorphism by applying the method of geometrical optics together with energy estimates; see [15] for other references. The situation becomes more difficult for the multidimensional (nonlayered) problems. See Symes [14, 16], Sacks and Symes [13], Rakesh [11], and Bao and Symes [4] for some partial results. The difficulties are essentially due to the ill-posed nature of the time-like hyperbolic Cauchy problem and the presence of nonsmooth coefficients. Recently, in the study of this class of inverse problems and other close related problems $[2,3,4]$, we have employed nonsmooth microlocal analysis techniques to obtain the optimal time-like trace regularity under weaker hypotheses on the coefficients. In this work, using these techniques, we establish new estimates on the regularity of the forward map and the continuity of its linearization.

We next state the main results of this paper.
Let $\sigma_{1}$ and $\sigma_{0}$ be the densities corresponding to the excess pressure $u_{1}$ and $u_{0}$, respectively; we have from (1.1) and (1.2) that

$$
\begin{align*}
& \left(\square-\nabla \sigma_{1} \cdot \nabla\right) \tilde{u}=\nabla \delta \sigma \cdot \nabla u_{0}, \\
& \tilde{u}=0, \quad t<0, \tag{1.4}
\end{align*}
$$

where $\square=\partial_{t}^{2}-\Delta, \tilde{u}=u_{1}-u_{0}$, and $\delta \sigma=\sigma_{1}-\sigma_{0}$. Moreover,

$$
\left.(\phi \tilde{u})\right|_{x_{n}=0}=\left.\left(\phi u_{1}\right)\right|_{x_{n}=0}-\left.\left(\phi u_{0}\right)\right|_{x_{n}=0} .
$$

For a real number $\alpha$, we denote by $[\alpha]$ the smallest integer that is not smaller than $\alpha$. In the following statements of theorems, we always assume that

$$
[l+(n-1) / 2]>1+n / 2 \text { and } \tau>[l+(n-1) / 2]+[(n-1) / 2]+n / 2+2 .
$$

Let $M_{\tau}>0$ and define

$$
\mathcal{M}_{\tau}=\left\{\sigma \in C_{0}^{\infty}\left\{x_{n}>0\right\},\|\sigma\|_{\tau}<M_{\tau}\right\} .
$$

We also assume that the density and its perturbations are supported in the halfspace $\left\{x_{n}>0\right\}$.

Theorem 1.1. There exists a constant $C$ depending on $M_{\tau}$ and the support of $\phi$ so that for $\sigma_{1}$ and $\sigma_{0} \in \mathcal{M}_{\tau}$,

$$
\begin{equation*}
\left\|F\left(\sigma_{1}\right)-F\left(\sigma_{0}\right)\right\|_{l} \leq C\left\|\sigma_{1}-\sigma_{0}\right\|_{\left[l+\frac{n-1}{2}\right]} \tag{1.5}
\end{equation*}
$$

The following results concern the differentiability of the forward map. The formal linearization $D F$ of the forward map $F$, with respect to the reference state $\left(\sigma_{0}, u_{0}\right)$, is defined by the linearized problem

$$
\begin{align*}
& \left(\square-\nabla \sigma_{0} \cdot \nabla\right) \delta u=\nabla \delta \sigma \cdot \nabla u_{0}, \\
& \delta u=0, \quad t<0, \tag{1.6}
\end{align*}
$$

and

$$
\begin{equation*}
D F\left(\sigma_{0}\right) \delta \sigma=\left.(\phi \delta u)\right|_{x_{n}=0} \tag{1.7}
\end{equation*}
$$

Recall that $\tilde{u}$ solves (1.4) and

$$
\begin{equation*}
F\left(\sigma_{1}\right)-F\left(\sigma_{0}\right)=\left.(\phi \tilde{u})\right|_{x_{n}=0} \tag{1.8}
\end{equation*}
$$

then

$$
\begin{equation*}
F\left(\sigma_{1}\right)-F\left(\sigma_{0}\right)-D F\left(\sigma_{0}\right) \delta \sigma=\left.(\phi(\tilde{u}-\delta u))\right|_{x_{n}=0} \tag{1.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \left(\square-\nabla \sigma_{1} \cdot \nabla\right)(\tilde{u}-\delta u)=\nabla \delta \sigma \cdot \nabla \delta u  \tag{1.10}\\
& \quad \tilde{u}-\delta u=0, \quad t<0 .
\end{align*}
$$

ThEOREM 1.2. There exists a constant $C$ depending on $M_{\tau}$ and the support of $\phi$ so that for $\sigma_{1}$ and $\sigma_{0} \in \mathcal{M}_{\tau}$,

$$
\left\|F\left(\sigma_{1}\right)-F\left(\sigma_{0}\right)-D F\left(\sigma_{0}\right) \delta \sigma\right\|_{l} \leq C\|\delta \sigma\|_{\tau+1}\|\delta \sigma\|_{\left[l+\frac{n-1}{2}\right]}
$$

Theorem 1.3. There exists a constant $C$ depending on $M_{\tau+1}$ and the support of $\phi$ so that for $\sigma_{1}$ and $\sigma_{0} \in \mathcal{M}_{\tau+1}$,

$$
\left\|F\left(\sigma_{1}\right)-F\left(\sigma_{0}\right)-D F\left(\sigma_{0}\right) \delta \sigma\right\|_{l} \leq C\|\delta \sigma\|_{\tau}\|\delta \sigma\|_{\left[l+\frac{n-1}{2}\right]}
$$

Note that the results of Theorems 1.2 and 1.3 do not imply that of Theorem 1.1 since the estimates depend on higher norms of the coefficients.

Finally, we present a continuity estimate for the linearized forward map.
Theorem 1.4. There exists a constant $C$ depending on $M_{\tau+1}$ and the support of $\phi$ so that for $\sigma_{1}, \sigma_{0} \in \mathcal{M}_{\tau+1}$, and $\eta \in C_{0}^{\infty}\left\{x_{n}>0\right\}$,
$\left\|D F\left(\sigma_{1}\right) \eta-D F\left(\sigma_{0}\right) \eta\right\|_{l} \leq C\left[\left\|\sigma_{1}-\sigma_{0}\right\|_{\left[l+\frac{n-1}{2}\right]}\|\eta\|_{\tau+1}+\|\eta\|_{\left[l+\frac{n-1}{2}\right]}\left\|\sigma_{1}-\sigma_{0}\right\|_{\tau+1}\right]$.
In particular, $D F$ extends to a Lipschitz continuous map:

$$
\begin{gathered}
\sigma \rightarrow D F(\sigma) \\
H_{\text {comp }}^{\tau+1}\left(\mathbf{R}^{n-1} \times[0, \infty)\right) \rightarrow \underset{\mathcal{L}\left[H_{\text {comp }}^{\tau+1}\left(\mathbf{R}^{n-1} \times[0, \infty)\right),\right.}{H^{l}\left(\mathbf{R}^{n-1} \times[0, \infty)\right]} .
\end{gathered}
$$

Remarks. Our techniques in the proofs are similar to those in [4], where we showed that the linearized forward map $D F\left(\sigma_{0}\right)$ is a bounded map for a smooth reference density $\sigma_{0}$ (Theorem 1.1 in [4]).

In this work, we only study the density determination problem. A more interesting problem is to study the dependence of the boundary values of the pressure field on the velocity $c$. At present, no regularity result for the multidimensional velocity inversion problem is available. In this case, additional difficulties will occur because of the nonsmooth principal parts in the wave equation. We believe the general ideas described here may be extended to study the velocity inversion problem. Some recent progress has been made in [3] by establishing results on trace regularity and propagation of singularities. The reader is referred to Lewis and Symes [10] for regularity results in the one-dimensional case.

We assume that the reader is familiar with the basic calculus of pseudodifferential operators (" $\psi$.d.o. ") as stated in Taylor [17]. Throughout, $C$ serves as a generalized positive constant the precise value of which is not needed.
2. Preliminaries. We recapitulate some useful results in this section. Let us begin with the algebraic properties of the Sobolev spaces and microlocal Sobolev spaces. Here $H^{s}$ is the standard $L^{2}$-type Sobolev space and $H_{l o c}^{s}$ is the corresponding local Sobolev space.

Proposition 2.1 (generalized Schauder's lemma). If $u \in H^{s_{1}}\left(\mathbf{R}^{n}\right)$ and $v \in$ $H^{s_{2}}\left(\mathbf{R}^{n}\right)$, with $s_{1}+s_{2} \geq 0$, then

$$
u v \in H^{\min \left(s_{1}, s_{2}, s_{1}+s_{2}-n / 2+\delta\right)} \quad \text { for any } \delta>0
$$

Here we also state an extended Rauch lemma established in [2].
LEMMA 2.2. Suppose that $\Omega=\Omega_{0} \times \Omega_{1} \subset \subset \mathbf{R}^{n_{0}} \times \mathbf{R}^{n-n_{0}}\left(1 \leq n_{0} \leq n\right), \Omega^{\prime} \subset \subset \Omega$, $n_{0} / 2<s, 0 \leq l \leq s, q$, and $q<l+s-n_{0} / 2$. Suppose that $Q \in S^{0}\left(\Omega^{\prime}\right), \tilde{Q} \in S^{0}(\Omega)$ elliptic on $E S(Q)$, and $Q_{0} \in S^{0}\left(\Omega_{0}\right)$ satisfies that $(x, y, \xi, \eta) \in E S(\tilde{Q}), \xi \neq 0 \Longrightarrow$ $(x, \xi) \in E S\left(Q_{0}\right)$. Then there exists a constant $C>0$ so that for $u \in C_{0}^{\infty}\left(\Omega_{0}\right)$ and $v(x, y) \in C_{0}^{\infty}(\Omega)$,

$$
\|Q u v\|_{q, \Omega^{\prime}} \leq C\left(\|u\|_{s, \Omega_{0}}+\left\|Q_{0} u\right\|_{q, \Omega_{0}}\right)\left(\|v\|_{l, \Omega}+\|\tilde{Q} v\|_{q, \Omega}\right)
$$

Remark. The lemma (for $n_{0}=n$ ) implies the original Rauch lemma in [12].
Let $u_{0}$ solve the model problem (1.1) and (1.2) for $\sigma=\sigma_{0}$.
Lemma 2.3 (see [4, Theorem 3.1]). Suppose that $1+n / 2<s$ and $\sigma_{0} \in H^{s}\left(\mathbf{R}^{n}\right)$. Then for $l<s-n+1 / 2$

$$
\partial_{t}^{l} u_{0} \in L_{l o c}^{2}(U)
$$

where $U=\left\{\mathbf{R}^{n} \times\left(0, T_{1}\right)\right\} \cap\{t>|x|\}\left(T_{1}>0\right)$. And for $\phi \in C_{0}^{\infty}(U)$, the following estimate holds:

$$
\begin{equation*}
\left\|\phi \partial_{t}^{l} u_{0}\right\| \leq C \tag{2.1}
\end{equation*}
$$

where the constant $C$ depends on $\phi$ and $\left\|\sigma_{0}\right\|_{s}$.
Remark. For an explicit construction of the operator $B$, we refer the reader to [4].

Let $\Pi: T^{*}\left(\Omega_{0}\right) \rightarrow \Omega_{0}$ denote the projection of $T^{*}\left(\Omega_{0}\right)$ onto its base space.
Lemma 2.4 (see [4, Lemma 3.1]). Suppose that $\psi, \phi \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right), s>n / 2$, $k<s+2-n / 2, \sigma_{0} \in H_{\text {comp }}^{s+1}\left(\mathbf{R}^{n}\right), \beta$ is a null bicharacteristic strip for $\square$, and
$\Omega \subset \subset \mathbf{R}^{n+1}$ satisfies $\Pi \beta \cap \bar{\Omega}=\emptyset$. Then there exist $B \in O P S^{0}$ with $E S(B)$ supported in an arbitrarily small conic neighborhood of $\beta$ and $C>0$ so that any $w \in H_{l o c}^{1}\left(\mathbf{R}^{n+1}\right)$ vanishing for large $t$ and satisfying

$$
\square w-\nabla \sigma_{0} \cdot \nabla w=f \in L^{2}(\Omega), \quad \operatorname{supp}(f) \subset \Omega
$$

satisfies in addition

$$
\|\psi B \phi w\|_{k} \leq C\|f\|_{0}
$$

Lemma 2.5 (see [4, Lemma 3.2]). Suppose that $\psi, \phi \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right), s>n / 2$, $k<s-n / 2+2, \sigma_{0} \in H_{\text {comp }}^{s+1}\left(\mathbf{R}^{n}\right), P$ is a $\psi . d . o$. of order zero such that a conic neighborhood of its essential support $(E S(P))$ is contained in the microlocal elliptic region of $\square$, and $\Omega \subset \subset \mathbf{R}^{n+1}$ satisfies $\Pi E S(P) \cap \bar{\Omega}=\emptyset$. Then there exists a constant $C>0$ so that any $w \in H_{l o c}^{1}\left(\mathbf{R}^{n+1}\right)$ vanishing for large $t$ and satisfying

$$
\square w-\nabla \sigma_{0} \cdot \nabla w=f \in L^{2}(\Omega)
$$

satisfies

$$
\|\psi P \phi w\|_{k} \leq C\|f\|_{0}
$$

where the constant $C$ depends on $\sigma_{0}, k, P, \phi$, and $\psi$, but not on $w$.
We need the anisotropic Sobolev spaces $\mathcal{H}^{m, s}\left(\mathbf{R}^{n+1}\right)$ introduced originally by Hörmander [9]:
$\mathcal{H}^{m, s}\left(\mathbf{R}^{k}\right)=\left\{f \in \mathcal{D}^{\prime}, D_{x^{\prime}, x_{k}}^{\alpha} f \in L^{2}\left(\mathbf{R}^{k}\right) \forall \alpha=\left(\alpha_{1}, \alpha_{1}, \ldots, \alpha_{k}\right),|\alpha| \leq m+s, \alpha_{k} \leq m\right\}$, where $D_{x^{\prime}, x_{k}}^{\alpha}=D_{x^{\prime}}^{\alpha_{1}, \ldots, \alpha_{k-1}} D_{x_{k}}^{\alpha_{k}}$.

Proposition 2.6 (see [9]). Suppose $m>1 / 2$ and $m+s>k / 2$. Then

$$
\mathcal{H}^{m, s} \subset L^{\infty}\left(\mathbf{R}^{k}\right) \cap C^{0}\left(\mathbf{R}^{k}\right) \text { continuous inclusion } .
$$

We also need a conormal regularity result for the wave equation in the following form:

$$
\begin{align*}
& \left(\partial_{t}^{2}-\Delta-\nabla \sigma_{0} \cdot \nabla\right) u(x, t)=a(x) S(t-r(x))  \tag{2.2}\\
& \quad u=0, \quad t<0
\end{align*}
$$

where again $r(x)=|x|$.
Introduce the standard polar coordinates with variables $r=|x|, \theta_{1}, \theta_{2}, \ldots, \theta_{n-1}$. Denote $T_{1}=\partial_{t}+\partial_{r}, T_{i+1}=\partial_{\theta_{i}}$ for $i=1,2, \ldots, n-1$, and $T_{n+1}=\partial_{t}-\partial_{r}$. Then $T_{i}(i=1,2, \ldots, n)$ form a basis of the tangent space to the characteristic surface $\{t=|x|\}$.

Lemma 2.7 (see [4, Theorem 5.1]). Suppose that, in (2.12), $S \in H_{l o c}^{m-1}$ and $a(x)$ is a smooth function. Suppose also that $k \geq 0, p \geq m+k, p>k+n / 2+1, q \geq m+k-1$, and $q>k+n / 2$. Then for $\left\{i_{1}, \ldots, i_{k}\right\} \subset\{1,2, \ldots, n\}$ and $\phi(x, t) \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$,

$$
T_{i_{1}} \cdots T_{i_{k}} u \in H_{l o c}^{m} \text { or } u \in H_{l o c}^{m, k}
$$

In addition,

$$
\left\|\phi T_{i_{1}} \cdots T_{i_{k}} u\right\|_{m} \leq C\|a\|_{q}
$$

with the constant $C$ depending on $\left\|\sigma_{0}\right\|_{p}$.
3. Progressing wave expansion. Consider a problem related to the model problem (1.1)(1.2)

$$
\begin{align*}
& \left(\square-\nabla \sigma_{0} \cdot \nabla\right) v_{0}=\delta^{\left(-\frac{n-1}{2}\right)}(t) \delta(x),  \tag{3.1}\\
& v_{0}=0, \quad t<0 .
\end{align*}
$$

Hadamard's construction leads to the progressing wave expansion for $v_{0}$,

$$
\begin{equation*}
v_{0}=\sum_{k=0}^{m-1} b_{k}(x) S_{k}(t-r(x))+R_{m}(x, t) \tag{3.2}
\end{equation*}
$$

where $r(x)=|x|, S_{0}(\cdot)=H(\cdot)$ is the Heaviside function, $S_{k}^{\prime}=S_{k-1}(k \geq 1)$, and $\left\{b_{k}\right\}$ ( $k=1, \ldots, m-1$ ) solve the transport equations

$$
\begin{align*}
& 2 \nabla r \cdot \nabla b_{0}+\left(\Delta r+\nabla r \cdot \nabla \sigma_{0}\right) b_{0}=0  \tag{3.3}\\
& 2 \nabla r \cdot \nabla b_{k}+\left(\Delta r+\nabla r \cdot \nabla \sigma_{0}\right) b_{k}=\Delta b_{k-1}+\nabla \sigma_{0} \cdot \nabla b_{k-1} \tag{3.4}
\end{align*}
$$

Moreover, the remainder term $R_{m}$ satisfies

$$
\begin{align*}
& \left(\square-\nabla \sigma_{0} \cdot \nabla\right) R_{m}=\left(\Delta+\nabla \sigma_{0} \cdot \nabla\right) b_{m-1} S_{m-1}(t-r(x)),  \tag{3.5}\\
& \quad R_{m}=0, \quad t<0 .
\end{align*}
$$

Away from the origin, $R_{m}$ is more regular. We refer the reader to [8] or [7] for a general discussion on the method of progressing wave expansions.

Similarly, integrating (1.6) in $t$ gives

$$
\begin{align*}
& \left(\square-\nabla \sigma_{0} \cdot \nabla\right) \delta v=\nabla \delta \sigma \cdot \nabla v_{0}  \tag{3.6}\\
& \quad \delta v=0, \quad t<0
\end{align*}
$$

where $\delta u=\partial_{t}^{\frac{n-1}{2}} \delta v$.
The progressing wave expansion for $\delta v$ takes the following form:

$$
\begin{equation*}
\delta v=\sum_{k=0}^{m-1} h_{k}(x) S_{k}(t-r(x))+R_{m}^{\delta}(x, t) \tag{3.7}
\end{equation*}
$$

where

$$
\begin{align*}
2 \nabla r \cdot \nabla h_{0}+\left(\Delta r+\nabla r \cdot \nabla \sigma_{0}\right) h_{0}= & -b_{0} \nabla \delta \sigma \cdot \nabla r  \tag{3.8}\\
2 \nabla r \cdot \nabla h_{k}+\left(\Delta r+\nabla r \cdot \nabla \sigma_{0}\right) h_{k}= & \left(\Delta+\nabla \sigma_{0} \cdot \nabla\right) h_{k-1}  \tag{3.9}\\
& +\nabla \delta \sigma \cdot\left(\nabla b_{k-1}-b_{k} \nabla r\right)
\end{align*}
$$

and

$$
\begin{align*}
&\left(\square-\nabla \sigma_{0} \cdot \nabla\right) R_{m}^{\delta}= \nabla \delta \sigma \cdot \nabla R_{m}+\left[\nabla \delta \sigma \cdot \nabla b_{m-1}\right. \\
&\left.+\left(\Delta+\nabla \sigma_{0} \cdot \nabla\right) h_{m-1}\right] S_{m-1}(t-r(x))  \tag{3.10}\\
& R_{m}^{\delta}=0, \quad t<0
\end{align*}
$$

Let us first simplify the transport equations by introducing two functions $\alpha$ and $\alpha_{0}$ such that

$$
\nabla r \cdot \nabla \alpha_{0}=\Delta r / 2 \text { and } \alpha=\sigma_{0} / 2+\alpha_{0}
$$

It is obvious that away from the origin $\alpha$ is nothing more than a smooth perturbation of $\sigma_{0} / 2$.

We can then rewrite the transport equations as

$$
\begin{align*}
& 2 \nabla r \cdot \nabla\left(b_{0} e^{\alpha}\right)=0,  \tag{3.11}\\
& 2 \nabla r \cdot \nabla\left(b_{k} e^{\alpha}\right)=e^{\alpha}\left(\Delta b_{k-1}+\nabla \sigma_{0} \cdot \nabla b_{k-1}\right) \tag{3.12}
\end{align*}
$$

and

$$
\begin{align*}
& 2 \nabla r \cdot \nabla\left(h_{0} e^{\alpha}\right)=-e^{\alpha} b_{0} \nabla \delta \sigma \cdot \nabla r  \tag{3.13}\\
& 2 \nabla r \cdot \nabla\left(h_{k} e^{\alpha}\right)=e^{\alpha}\left[\left(\Delta+\nabla \sigma_{0} \cdot \nabla\right) h_{k-1}+\nabla \delta \sigma \cdot\left(\nabla b_{k-1}-b_{k} \nabla r\right)\right] \tag{3.14}
\end{align*}
$$

Let $V$ denote the vector field $\nabla r \cdot \nabla$ and $\operatorname{Char}(\nabla r \cdot \nabla)=\left\{(x, \xi) \in T^{*}\left(\mathbf{R}^{n}\right), \nabla r \cdot \xi=\right.$ $0\}$.

Lemma 3.1 (see [4, Lemma 4.1]). Assume that $u$ is a smooth function with $\operatorname{supp}(u) \subset\{|x|>\delta\}$ for some $\delta>0$. Assume also that $\phi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ with $\phi=1$ on $\Omega$ and $\operatorname{supp}(\phi) \subset \subset \Omega^{\prime}$, where $\Omega$ and $\Omega^{\prime}$ are bounded open sets in $\mathbf{R}^{n}$. Then there exist $a Q \in O P S^{0}$ which is elliptic on $\operatorname{Char}(V),[Q, V] \in O P S^{-\infty}$, and $\phi^{\prime} \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$, $\phi^{\prime}>0$ on $\operatorname{supp}(\phi)$, such that for $s \in \mathbf{R}$ the estimates

$$
\begin{align*}
\|u\|_{s, \Omega} & \leq C\left\|Q \phi^{\prime} V u\right\|_{s, \Omega^{\prime}}+C\|V u\|_{s-1, \Omega^{\prime}}+C\|u\|_{\tau, \Omega^{\prime}}  \tag{3.15}\\
\|Q \phi u\|_{s, \Omega} & \leq C\|Q \phi V u\|_{s, \Omega}+C\|u\|_{\tau, \Omega^{\prime}} \tag{3.16}
\end{align*}
$$

hold for any $\tau \in \mathbf{R}$, where the constants are independent of $u$.
Proposition 3.2 (see [4, Theorem 4.1]). Suppose $\Omega$ is a bounded open subset of $\mathbf{R}^{n}$. Then for $i=0,1, \ldots, m-1$,

$$
\left\|b_{i}\right\|_{k, \Omega} \leq C_{i, k}
$$

where the constants $C_{i, k}$ depend on $\left\|\sigma_{0}\right\|_{s_{i}+2 i}$ with $s_{i}>n / 2+1, s_{i} \geq k$.
Lemma 3.3. Suppose that $\Omega$ is a bounded open subset of $\mathbf{R}^{n}$. Then for $i=$ $0,1, \ldots, m-1$,

$$
\left\|h_{i}\right\|_{k, \Omega} \leq C\|\delta \sigma\|_{k+2 i+1}
$$

where the constant depends on $\left\|\sigma_{0}\right\|_{p+2 i}$ with $p>n / 2+1$ and $p \geq k$.
Remark. An alternative way to write the equation (3.13) is

$$
\nabla r \cdot \nabla\left(2 h_{0} e^{\alpha}+e^{\alpha} b_{0} \delta \sigma\right)=\nabla r \cdot \nabla\left(e^{\alpha} b_{0}\right) \delta \sigma
$$

Thus the right-hand side involves the first-order derivative of $b_{0}$ but no derivative of $\delta \sigma$. Using this fact, similar estimates will then yield that

$$
\left\|h_{i}\right\|_{k, \Omega} \leq C\|\delta \sigma\|_{k+2 i}
$$

but the constant $C$ depends on $\left\|\sigma_{0}\right\|_{p+2 i+1}$ with $p>n / 2$ and $p \geq k$.
The proof of Lemma 3.3 may be given by applying Lemma 3.1 and the regularity result for $b_{i}$ (Proposition 3.2) to the energy estimates of $h_{i}$ by using the assumption that $\delta \sigma=0$ near $\left\{x_{n}=0\right\}$. We shall omit the proof.
4. On the differentiability. Here we shall prove Theorem 1.2. The proof of Theorem 1.3 may be given by repeating the same arguments and using the remark after Lemma 3.3. Also, we shall omit the proof of Theorem 1.1 since it also follows the same arguments.

Due to the consideration of the simple principal part in the progressing wave expansions, we integrate (1.10) in $t$ to get

$$
\begin{align*}
& \left(\square-\nabla \sigma_{1} \cdot \nabla\right)(v-\delta v)=\nabla \delta \sigma \cdot \nabla \delta v  \tag{4.1}\\
& \quad v-\delta v=0, \quad t<0
\end{align*}
$$

where $\tilde{u}=\partial_{t}^{\frac{n-1}{2}} v, \delta u=\partial_{t}^{\frac{n-1}{2}} \delta v$, and $v_{0}$ solves

$$
\begin{align*}
& \left(\square-\nabla \sigma_{0} \cdot \nabla\right) v_{0}=\delta^{\left(-\frac{n-1}{2}\right)}(t) \delta(x)  \tag{4.2}\\
& \quad v_{0}=0, \quad t<0
\end{align*}
$$

Then, for $l \in \mathbf{R}$,

$$
\begin{align*}
\left\|F\left(\sigma_{1}\right)-F\left(\sigma_{0}\right)-D F\left(\sigma_{0}\right) \delta \sigma\right\|_{l} & =\left\|\left.(\phi(\tilde{u}-\delta u))\right|_{x_{n}=0}\right\|_{l}  \tag{4.3}\\
& \leq C\left\|\left.(\phi(v-\delta v))\right|_{x_{n}=0}\right\|_{l_{1}}
\end{align*}
$$

where $l_{1}$ denotes $[l+(n-1) / 2]$. In this way, we have reduced the continuity analysis to a time-like trace regularity estimate for $v-\delta v$.

Since $\phi \in C_{0}^{\infty}$ is supported near the time-like trace surface $\left\{x_{n}=0\right\}$, a trace regularity result [2, Theorem 3.1] implies that

$$
\begin{equation*}
\left\|\left.\phi(v-\delta v)\right|_{x_{n}=0}\right\|_{l_{1}} \leq C\left\|\phi_{0}(v-\delta v)\right\|_{l_{1}} \tag{4.4}
\end{equation*}
$$

where $C$ depends on the $H^{l_{1}+1}$-norm of $\sigma_{1}$ and $\phi_{0} \in C_{0}^{\infty}$ supported near $\operatorname{supp}(\phi)$. Thus the estimate of $\left\|\left.\phi(v-\delta v)\right|_{x_{n}=0}\right\|_{l_{1}}$ may be reduced to estimating $\left\|\phi_{0}(v-\delta v)\right\|_{l_{1}}$.

Because of the assumptions that $\delta \sigma$ is supported away from $\left\{x_{n}=0\right\}$ and $\phi_{0}$ is supported near the time-like surface, a result in [4, Proposition 6.1] implies that it suffices to estimate the $t$-derivatives of $v-\delta v$. We study the regularity of $v-\delta v$ through a dual problem. It is then convenient to look at the symmetric form. For $\rho_{1}(x)=e^{-\sigma_{1}}$,

$$
\begin{align*}
& \square_{1}(v-\delta v)=\left[\frac{1}{\rho_{1}} \partial_{t}^{2}-\nabla \cdot\left(\frac{1}{\rho_{1}} \nabla\right)\right](v-\delta v)=\frac{1}{\rho_{1}} \nabla \delta \sigma \cdot \nabla \delta v  \tag{4.5}\\
& \quad v-\delta v=0, \quad t<0
\end{align*}
$$

Introduce a dual problem to (4.5)

$$
\begin{align*}
\square_{1}^{\prime} w & =\left[\frac{1}{\rho_{1}} \partial_{t}^{2}-\nabla \cdot\left(\frac{1}{\rho_{1}} \nabla\right)\right] w=\Psi  \tag{4.6}\\
w & =0, \quad t \gg T_{0}
\end{align*}
$$

where $\Psi \in C_{0}^{\infty}\left(\Omega_{0}\right)$ with $\Omega_{0} \subseteq\left\{\left|x_{n}\right|<\epsilon\right\} \cap\left\{t \in\left(0, T_{0}\right), t>|x|+\epsilon\right\}$ for some $\epsilon>0$.
Thus to obtain

$$
\begin{equation*}
\left\|\partial_{t}^{l_{1}}(v-\delta v)\right\|_{0, \Omega_{0}} \leq C\|\delta \sigma\|_{\tau+1}\|\delta \sigma\|_{l_{1}} \tag{4.7}
\end{equation*}
$$

it suffices to show that for any $\Psi \in C_{0}^{\infty}\left(\Omega_{0}\right)$

$$
\begin{equation*}
\left|\left(\partial_{t}^{l_{1}}(v-\delta v), \Psi\right)\right| \leq C\|\delta \sigma\|_{\tau+1}\|\delta \sigma\|_{l_{1}}\|\Psi\|_{0} \tag{4.8}
\end{equation*}
$$

Integration by parts gives

$$
\begin{align*}
\left(\partial_{t}^{l_{1}}(v-\delta v), \Psi\right) & =\left(\rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla \partial_{t}^{l_{1}} \delta v, w\right) \\
& =\left(\rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla \delta v, \partial_{t}^{l_{1}}\left(\phi_{1} w\right)\right) \tag{4.9}
\end{align*}
$$

where $\phi_{1} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$, $\phi_{1}$ is supported in a small neighborhood of $\operatorname{supp}(w) \cap$ $\operatorname{supp}\left(\nabla \delta \sigma \cdot \nabla \partial_{t}^{l_{1}} \delta v\right)$, and $\phi_{1}=1$ on $\operatorname{supp}(w) \cap \operatorname{supp}\left(\nabla \delta \sigma \cdot \nabla \partial_{t}^{l_{1}} \delta v\right)$.

Construct $Q_{0}, Q_{1}$, and $Q_{2} \in O P S^{0}$ such that

- $\operatorname{supp}\left(q_{0}\right)$ is strictly contained in the light cone $\{t \geq r(x)\} ; q_{1}$ and $q_{2}$ are supported near the light cone;
- $E S\left(Q_{1}\right) \subseteq$ a conic neighborhood of $\operatorname{Char}\left(\partial_{t}+\nabla r \cdot \nabla\right)$;
- $E S\left(Q_{2}\right) \subseteq\{\omega+\nabla r \cdot \xi \neq 0\}$;
- $Q_{0}+Q_{1}+Q_{2}=I$.

Hence

$$
\partial_{t}^{l_{1}}\left(\phi_{1} w\right)=\partial_{t}^{l_{1}} Q_{0}\left(\phi_{1} w\right)+\partial_{t}^{l_{1}} Q_{1}\left(\phi_{1} w\right)+\partial_{t}^{l_{1}} Q_{2}\left(\phi_{1} w\right) .
$$

Therefore

$$
\begin{equation*}
\left(\partial_{t}^{l_{1}}(v-\delta v), \Psi\right)=E_{0}+E_{1}+E_{2} \tag{4.10}
\end{equation*}
$$

where $E_{j}=\left(\rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla \delta v, \partial_{t}^{l_{1}} Q_{j}\left(\phi_{1} w\right)\right)$ for $j=0,1,2$.
Integration by parts gives

$$
\begin{aligned}
\left|E_{0}\right| & =\left|\sum_{j=1}^{n}\left(\rho_{1}^{-1} \partial_{x_{j}} \delta \sigma \partial_{x_{j}} \delta v, \partial_{t}^{l_{1}} Q_{0}\left(\phi_{1} w\right)\right)\right| \\
& =\left|\left(\partial_{t}^{l_{1}} \delta v, \sum_{j=1}^{n} \partial_{x_{j}} \phi_{2} \rho_{1}^{-1} \partial_{x_{j}} \delta \sigma Q_{0}\left(\phi_{1} w\right)\right)\right|
\end{aligned}
$$

where $\phi_{2} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$ is supported strictly inside the light cone and $\phi_{2}=1$ on $\operatorname{supp}\left(q_{0}\right) \cap \operatorname{supp}\left(\phi_{1}\right)$.

Introduce another dual problem

$$
\begin{align*}
\square_{0}^{\prime} U & =\left[\frac{1}{\rho_{0}} \partial_{t}^{2}-\nabla \cdot\left(\frac{1}{\rho_{0}} \nabla\right)\right] U=-\sum_{j=1}^{n} \partial_{x_{j}}\left[\phi_{2} \frac{1}{\rho_{1}} \partial_{x_{j}} \delta \sigma Q_{0}\left(\phi_{1} w\right)\right]  \tag{4.11}\\
U & =0, \quad t \gg T_{0}
\end{align*}
$$

Then

$$
\left|E_{0}\right|=\left|\left(\partial_{t}^{l_{1}} \delta v, \square_{0}^{\prime} U\right)\right|=\left|\left(\partial_{t}^{l_{1}} \delta v, \square_{0}^{\prime} \phi_{3} U\right)\right|
$$

where $\phi_{3} \in C_{0}^{\infty}$ supported strictly inside the characteristic surface and $\phi_{3}=1$ on $\operatorname{supp}\left(\phi_{2}\right)$.

Using the equation for $\delta v$, we have by integration by parts

$$
\begin{aligned}
\left|E_{0}\right| & =\left|\left(\nabla \delta \sigma \cdot \nabla \partial_{t}^{l_{1}} v_{0}, \phi_{3} U\right)\right| \\
& =\left|\left(\partial_{t}^{l_{1}} v_{0}, \sum_{j=1}^{n} \partial_{x_{j}}\left(\phi_{3} U \partial_{x_{j}} \delta \sigma\right)\right)\right| \\
& \leq\left\|\partial_{t}^{l_{1}} v_{0}\right\|\left\|\sum_{j=1}^{n} \partial_{x_{j}}\left(\phi_{3} U \partial_{x_{j}} \delta \sigma\right)\right\|,
\end{aligned}
$$

where the integral is over the set strictly inside the characteristic surface. It follows from Lemma 2.3 that $\left\|\partial_{t}^{l_{1}} v_{0}\right\| \leq C$ with the constant $C$ depending on $\left\|\sigma_{0}\right\|_{s}$ for $s>l_{1}+n / 2$.

Thus

$$
\left|E_{0}\right| \leq C\left\|\phi_{3} U \nabla \delta \sigma\right\|_{1} \leq C\left\|\phi_{3} U\right\|_{1}\|\delta \sigma\|_{s_{1}+1}
$$

for some $s_{1}>n / 2$.
Applying the method of energy estimates to the second dual problem yields further that

$$
\begin{aligned}
\left\|\phi_{3} U\right\|_{1} & \leq C\left\|\phi_{2} \rho_{1}^{-1} \nabla \delta \sigma Q_{0}\left(\phi_{1} w\right)\right\|_{1} \\
& \leq C\|\delta \sigma\|_{s_{1}+1}\left\|\phi_{1} w\right\|_{1} \\
& \leq C\|\delta \sigma\|_{s_{1}+1}\|\Psi\|
\end{aligned}
$$

where the constant $C$ depends on $\left\|\rho_{1}\right\|_{s_{1}}$.
Therefore

$$
\begin{equation*}
\left|E_{0}\right| \leq C| | \delta \sigma\left\|_{s_{1}+1}^{2}\right\| \Psi \| \tag{4.12}
\end{equation*}
$$

We next estimate the term $E_{1}$. According to the progressing wave expansion (3.7),

$$
\begin{equation*}
\nabla \delta \sigma \cdot \nabla \delta v=-h_{0} \nabla \delta \sigma \cdot \nabla r \delta(t-r)+\nabla \delta \sigma \cdot \nabla h_{0} H(t-r)+\nabla \delta \sigma \cdot \nabla R_{1}^{\delta}, \tag{4.13}
\end{equation*}
$$

where $R_{1}^{\delta}(x, t)$ solves

$$
\begin{align*}
& \left(\square-\nabla \sigma_{0} \cdot \nabla\right) R_{1}^{\delta}=\nabla \delta \sigma \cdot \nabla R_{1}+\nabla \delta \sigma \cdot \nabla b_{0}+\left(\Delta+\nabla \sigma_{0} \cdot \nabla\right) h_{0} H(t-r(x)), \\
& \quad R_{1}^{\delta}=0, \quad t<0 . \tag{4.14}
\end{align*}
$$

Consequently

$$
\begin{aligned}
E_{1}= & \left(-\psi \rho_{1}^{-1} h_{0} \nabla \delta \sigma \cdot \nabla r \delta(t-r)+\psi \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla h_{0} H(t-r), \partial_{t}^{l_{1}} Q_{1}\left(\phi_{1} w\right)\right) \\
& +\left(\phi_{1} \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla R_{1}^{\delta}, \partial_{t}^{l_{1}} Q_{1}\left(\phi_{1} w\right)\right)
\end{aligned}
$$

with $\psi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right), \psi(x)=1$ on the $x$-projection of $\operatorname{supp}(\nabla \delta \sigma \cdot \nabla \delta v) \cap \operatorname{supp}\left(\partial_{t}^{l_{1}} Q_{1}\left(\phi_{1} w\right)\right)$.
Hence

$$
\begin{aligned}
\left|E_{1}\right| \leq & \left|\left(-\psi \rho_{1}^{-1} h_{0} \nabla \delta \sigma \cdot \nabla r,\left(\partial_{t}^{l_{1}} Q_{1}\left(\phi_{1} w\right)\right)_{t=r}\right)\right|+\left|\left(\psi \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla h_{0},\left(\partial_{t}^{l_{1}-1} Q_{1}\left(\phi_{1} w\right)\right)_{t=r}\right)\right| \\
& +\left|\left(\phi_{1} \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla R_{1}^{\delta}, \partial_{t}^{l_{1}} Q_{1}\left(\phi_{1} w\right)\right)\right|
\end{aligned}
$$

An application of the trace theorem yields that

$$
\begin{aligned}
\left|E_{1}\right| \leq & \left\|\psi h_{0} \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla r\right\|\left\|Q_{1}\left(\phi_{1} w\right)\right\|_{l_{1}+1 / 2}+\left\|\psi \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla h_{0}\right\|\left\|Q_{1}\left(\phi_{1} w\right)\right\|_{l_{1}-1 / 2} \\
& +\left\|\phi_{1} \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla R_{1}^{\delta}\right\|\left\|Q_{1}\left(\phi_{1} w\right)\right\|_{l_{1}}
\end{aligned}
$$

By the construction of $Q_{1}$, the results on propagation of singularities (Lemmas 2.4 and 2.5) give that

$$
\left\|Q_{1} \phi_{1} w\right\|_{l_{1}+1 / 2} \leq C\|\Psi\|_{0}
$$

where $C$ depends on $\left\|\sigma_{1}\right\|_{p}$ for $p>l_{1}+(n-1) / 2$. Hence

$$
\begin{aligned}
\left|E_{1}\right| & \leq C\left(\left\|\psi h_{0} \nabla \delta \sigma \cdot \nabla r\right\|+\left\|\psi \nabla \delta \sigma \cdot \nabla h_{0}\right\|+\left\|\phi_{1} \nabla \delta \sigma \cdot \nabla R_{1}^{\delta}\right\|\right)\|\Psi\| \\
& \leq C\|\delta \sigma\|_{l_{1}}\left\|\psi h_{0}\right\|_{1}\|\Psi\|+C\left\|\phi_{1} \nabla \delta \sigma \cdot \nabla R_{1}^{\delta}\right\|\|\Psi\|
\end{aligned}
$$

with $C$ depending on $\left\|\sigma_{1}\right\|_{s}, s>l_{1}+(n-1) / 2$.
Thus the problem has been reduced to estimate

$$
\left\|\phi_{1} \nabla \delta \sigma \cdot \nabla R_{1}^{\delta}\right\| \leq C\|\delta \sigma\|_{l_{1}}\left\|\tilde{\phi}_{1} R_{1}^{\delta}\right\|_{1}
$$

for some $\tilde{\phi}_{1} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$.
From (4.14), the method of energy estimates gives

$$
\left\|\tilde{\phi}_{1} R_{1}^{\delta}\right\|_{1} \leq C\|\delta \sigma\|_{s+1}
$$

where $s>n / 2$ and the constant $C$ depends on $\left\|\sigma_{0}\right\|_{s+1}$.
Therefore

$$
\begin{equation*}
\left|E_{1}\right| \leq C\|\delta \sigma\|_{s+1}\|\delta \sigma\|_{l_{1}}\|\Psi\| \tag{4.15}
\end{equation*}
$$

We now estimate the term $E_{2}$.
Since $\partial_{t}+\nabla_{\tilde{Q}} r \cdot \nabla$ is elliptic on $E S\left(\partial_{t}^{l_{1}} Q_{2}\right)$, the calculus of $\psi . d . o$. implies that there exists a $\psi$.d.o. $\tilde{Q}_{2}$ of order zero such that

$$
\begin{equation*}
\partial_{t}^{l_{1}-i} Q_{2}=\left(\partial_{t}+\nabla r \cdot \nabla\right)^{l_{1}-i} \tilde{Q}_{2}+K_{i} \text { for } i=0,1,2, \tag{4.16}
\end{equation*}
$$

where $K_{i}$ are smoothing operators.
Once again, from the progressing wave expansion

$$
\begin{equation*}
\nabla \delta \sigma \cdot \nabla \delta v=\sum_{i=0}^{2} d_{i}(x) S_{i-1}(t-r(x))+\nabla \delta \sigma \cdot \nabla R_{2}^{\delta}(x, t) \tag{4.17}
\end{equation*}
$$

where $S_{-1}(t-r(x))=\delta(t-r(x)), S_{0}(t-r(x))=H(t-r(x)), S_{1}^{\prime}=H$, and

$$
\begin{align*}
d_{0} & =-h_{0} \nabla \delta \sigma \cdot \nabla r  \tag{4.18}\\
d_{1} & =\nabla \delta \sigma \cdot \nabla h_{0}-h_{1} \nabla \delta \sigma \cdot \nabla r  \tag{4.19}\\
d_{2} & =\nabla \delta \sigma \cdot \nabla h_{1} \tag{4.20}
\end{align*}
$$

Here $R_{2}^{\delta}$ solves the equation (3.10) with $m=2$.
Denote $T_{1}=\partial_{t}+\nabla r \cdot \nabla$. We can then rewrite $E_{2}$ as, for some $\psi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$,

$$
\begin{aligned}
E_{2} & =\sum_{i=0}^{2}\left(\psi \rho_{1}^{-1} d_{i} S_{i-1}, \partial_{t}^{l_{1}} Q_{2}\left(\phi_{1} w\right)\right)+\left(\phi_{1} \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla R_{2}^{\delta}, \partial_{t}^{l_{1}} Q_{2}\left(\phi_{1} w\right)\right) \\
& =\sum_{i=0}^{2}\left(\psi \rho_{1}^{-1} d_{i},\left(\partial_{t}^{l_{1}-i} Q_{2}\left(\phi_{1} w\right)\right)_{t=r}\right)+\left(\phi_{1} \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla R_{2}^{\delta}, \partial_{t}^{l_{1}} Q_{2}\left(\phi_{1} w\right)\right)
\end{aligned}
$$

Notice that

$$
\left(\partial_{t}^{l_{1}-i} Q_{2}\left(\phi_{1} w\right)\right)_{t=r}=(\nabla r \cdot \nabla)^{l_{1}-i}\left(\tilde{Q}_{2}\left(\phi_{1} w\right)\right)_{t=r} .
$$

We may use (4.16) and integration by parts to get

$$
\begin{aligned}
\left|E_{2}\right| \leq & \left.\sum_{i=0}^{2}\left\|(\nabla r \cdot \nabla+\Delta r)^{l_{1}-i-1} \psi \rho_{1}^{-1} d_{i}\right\| \|\left(T_{1} \tilde{Q}_{2}\left(\phi_{1} w\right)\right)_{t=r}\right) \| \\
& +\left\|\left(T_{1}+\Delta r\right)^{l_{1}-1} \phi_{1} \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla R_{2}^{\delta}\right\|\left\|T_{1} \tilde{Q}_{2}\left(\phi_{1} w\right)\right\| \\
\leq & C \sum_{i=0}^{2}\left\|\psi \rho_{1}^{-1} d_{i}\right\|_{l_{1}-i-1}\left\|\tilde{Q}_{2}\left(\phi_{1} w\right)_{t=r}\right\|_{1}+\left\|\left(T_{1}+\Delta r\right)^{l_{1}-1} \phi_{1} \rho_{1}^{-1} \nabla \delta \sigma \cdot \nabla R_{2}^{\delta}\right\|\left\|\phi_{1} w\right\|_{1} .
\end{aligned}
$$

Applying the generalized Schauder's lemma and the assumption that $l_{1}-1>n / 2$ as well as Lemma 3.3, we have from (4.18)-(4.20) that

$$
\begin{aligned}
& \left\|\psi \rho_{1}^{-1} d_{0}\right\|_{l_{1}-1} \leq C\|\delta \sigma\|_{l_{1}}\left\|\psi_{0} h_{0}\right\|_{l_{1}-1} \leq C_{0}\|\delta \sigma\|_{l_{1}}^{2}, \\
& \left\|\psi \rho_{1}{ }^{-1} d_{1}\right\|_{l_{1}-2} \leq C\|\delta \sigma\|_{l_{1}}\left(\left\|\psi_{1} h_{0}\right\|_{l_{1}-1}+\left\|\psi_{1} h_{1}\right\|_{l_{1}-2}\right) \leq C_{1}\|\delta \sigma\|_{l_{1}}^{2}, \\
& \left\|\psi \rho_{1}^{-1} d_{2}\right\|_{l_{1}-3} \leq C\|\delta \sigma\|_{l_{1}}\left\|\psi_{2} h_{1}\right\|_{l_{1}-2} \leq C_{1}\|\delta \sigma\|_{l_{1}}^{2}
\end{aligned}
$$

where $\psi_{i} \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$. By Lemma 3.3, the constants $C_{0}$ and $C_{1}$ depend on $\left\|\sigma_{0}\right\|_{s_{0}}$ and $\left\|\sigma_{0}\right\|_{s_{1}}$, respectively, where $s_{0}>n / 2, s_{1}>2+n / 2$ and $s_{0} \geq l_{1}-1, s_{1} \geq l_{1}$. The constants also depend on $\left\|\sigma_{1}\right\|_{l_{1}-1}$.

Since $E S\left(\tilde{Q}_{2}\right) \subset\{\omega+\nabla r \cdot \xi \neq 0\}$, a trace regularity result (Corollary 2 in [1]) implies the existence of a $\phi_{1}^{\prime} \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$ such that

$$
\left\|\left(\tilde{Q}_{2} \phi_{1} w\right)_{t=r(x)}\right\|_{1} \leq C\left\|\phi_{1}^{\prime} w\right\|_{1} \leq C\|\Psi\|_{0}
$$

Therefore

$$
\begin{equation*}
\left|E_{2}\right| \leq C\|\delta \sigma\|_{l_{1}}^{2}\|\Psi\|+C\left\|\left(T_{1}+\Delta r\right)^{l_{1}-1} \phi_{1} \nabla \delta \sigma \cdot \nabla R_{2}^{\delta}\right\|\|\Psi\| . \tag{4.21}
\end{equation*}
$$

Thus it suffices to estimate $\left\|\left(T_{1}+\Delta r\right)^{l_{1}-1} \phi_{1} \nabla \delta \sigma \cdot \nabla R_{2}^{\delta}\right\|$ or essentially to estimate, for $\phi \in C_{0}^{\infty}\left(\mathbf{R}^{n+1}\right)$,

$$
\begin{equation*}
\left\|\phi T_{1}^{l_{1}-1} \nabla \delta \sigma \cdot \nabla R_{2}^{\delta}\right\| \tag{4.22}
\end{equation*}
$$

By Lipschitz's formula, it is sufficient to estimate

$$
\begin{align*}
& \sum_{i=0}^{l_{1}-1}\left\|\phi T_{1}^{l_{1}-1-i} \nabla \delta \sigma \cdot T_{1}^{i} \nabla R_{2}^{\delta}\right\|  \tag{4.23}\\
= & \left\|\phi \nabla \delta \sigma \cdot T_{1}^{l_{1}-1} \nabla R_{2}^{\delta}\right\|+\sum_{i=0}^{l_{1}-2}\left\|\phi T_{1}^{l_{1}-1-i} \nabla \delta \sigma \cdot T_{1}^{i} \nabla R_{2}^{\delta}\right\|
\end{align*}
$$

Note that although $R_{2}^{\delta} \in H_{l o c}^{2}$ from the progressing wave expansion, the terms on the right-hand side of the above expression are still well defined due to the conormal properties of $R_{2}^{\delta}$. We have by using the assumption $l_{1}-1>n / 2$ and Schauder's lemma

$$
\left\|\phi \nabla \delta \sigma \cdot T_{1}^{l_{1}-1} \nabla R_{2}^{\delta}\right\| \leq C\|\delta \sigma\|_{l_{1}}\left\|\phi T_{1}^{l_{1}-1} \nabla R_{2}^{\delta}\right\|
$$

An application of Lemmas 2.7 and 3.3 yields that $R_{2}^{\delta} \in H_{l o c}^{1, l_{1}-1}$ and

$$
\left\|\phi T_{1}^{l_{1}-1} \nabla R_{2}^{\delta}\right\| \leq C\|\delta \sigma\|_{q}
$$

with $q>l_{1}+4+n / 2$ and the constant $C$ depending on $\left\|\sigma_{0}\right\|_{l_{1}+3}$.
Thus

$$
\left\|\phi \nabla \delta \sigma \cdot T_{1}^{l_{1}-1} \nabla R_{2}^{\delta}\right\| \leq C\|\delta \sigma\|_{q}\|\delta \sigma\|_{l_{1}}
$$

To estimate the second term on the right-hand side of (4.24) requires a different approach. We shall show that $\phi T_{1}^{i} \nabla R_{2}^{\delta}\left(0 \leq i \leq l_{1}-2\right)$ is bounded by $C\|\delta \sigma\|_{\tau+1}$. Indeed if this is the case, then

$$
\begin{aligned}
\sum_{i=0}^{l_{1}-2}\left\|\phi T_{1}^{l_{1}-1-i} \nabla \delta \sigma \cdot T_{1}^{i} \nabla R_{2}^{\delta}\right\| & \leq C \sum_{i=0}^{l_{1}-2}\left\|T_{1}^{l_{1}-1-i} \nabla \delta \sigma\right\|\|\delta \sigma\|_{l_{1}} \\
& \leq C\|\delta \sigma\|_{\tau+1}\|\delta \sigma\|_{l_{1}}
\end{aligned}
$$

According to Proposition 2.6, it suffices to show that for some integer $s>(n-1) / 2$

$$
R_{2}^{\delta} \in H_{l o c}^{2, s+l_{1}-2}
$$

This can be done by an application of Lemmas 2.7 and 3.3. In fact, by applying Lemma 2.7 and Proposition 2.6 to the equation (3.10) (for $m=2$ ), the term $\phi T_{1}^{i} \nabla R_{2}^{\delta}$ is bounded by

$$
C\left(\left\|\phi \nabla \delta \sigma \cdot \nabla R_{2}\right\|_{q}+\left\|\psi \nabla \delta \sigma \cdot \nabla b_{1}+\psi\left(\Delta+\nabla \sigma_{0} \cdot \nabla\right) h_{1}\right\|_{q}\right)
$$

where the constant depends on $\left\|\sigma_{0}\right\|_{p}$ with $p \geq s+l_{1}$ and $p>s+l_{1}+n / 2-1$, and $q \geq s+l_{1}-1, q>s+l_{1}+n / 2-2$ for $\phi, \psi \in C_{0}^{\infty}$. We then use Lemma 3.3 and the regularity result for $b_{1}$ (Proposition 3.2) to obtain that

$$
\left|\phi T_{1}^{i} \nabla R_{2}^{\delta}\right| \leq C| | \delta \sigma \|_{q+5},
$$

where the constant depends on $\left\|\sigma_{0}\right\|_{q+4}$ with $q+4>l_{1}+[(n-1) / 2]+n / 2+2$.
Combining the discussions above, we finally obtain

$$
\begin{equation*}
\left|E_{2}\right| \leq C\|\delta \sigma\|_{\tau+1}\|\delta \sigma\|_{l_{1}}\|\Psi\| \tag{4.24}
\end{equation*}
$$

with the constant $C$ depending on $\left\|\sigma_{0}\right\|_{\tau}$.
5. Continuity of the linearized map. We now sketch the proof of Theorem 1.4. From the definition of the linearized forward map (1.7), we have

$$
\left[D F\left(\sigma_{1}\right)-D F\left(\sigma_{0}\right)\right](\eta)=\left.\left(\phi\left(\delta u_{1}-\delta u_{0}\right)\right)\right|_{x_{n}=0}
$$

where for $i=0,1$

$$
\begin{align*}
& \left(\square-\nabla \sigma_{i} \cdot \nabla\right) \delta u_{i}=\nabla \eta \cdot \nabla u_{i} \\
& \delta u_{i}=0 \quad t<0 . \tag{5.1}
\end{align*}
$$

Thus

$$
\begin{align*}
\left\|\left[D F\left(\sigma_{1}\right)-D F\left(\sigma_{0}\right)\right](\eta)\right\|_{l} & \leq\left\|\left.\left(\phi\left(\delta u_{1}-\delta u_{0}\right)\right)\right|_{x_{n}=0}\right\|_{l} \\
& \leq C\left\|\left.\left(\phi\left(\delta v_{1}-\delta v_{0}\right)\right)\right|_{x_{n}=0}\right\|_{l_{1}} \tag{5.2}
\end{align*}
$$

where $\delta u_{i}=\partial_{t}^{[(n-1) / 2]} \delta v_{i}$,

$$
\begin{align*}
& \left(\square-\nabla \sigma_{i} \cdot \nabla\right) \delta v_{i}=\nabla \eta \cdot \nabla v_{i}  \tag{5.3}\\
& \delta v_{i}=0, \quad t<0
\end{align*}
$$

and

$$
\begin{align*}
& \left(\square-\nabla \sigma_{i} \cdot \nabla\right) v_{i}=\delta^{\left(-\frac{n-1}{2}\right)}(t) \delta(x)  \tag{5.4}\\
& \quad v_{i}=0, \quad t<0
\end{align*}
$$

From (5.3), similar to (4.5), we have $\left(\rho_{1}(x)=e^{-\sigma_{1}}\right)$

$$
\begin{align*}
\square_{1}\left(\delta v_{1}-\delta v_{0}\right) & =\rho_{1}^{-1} \nabla \eta \cdot \nabla\left(\delta v_{1}-\delta v_{0}\right)-\rho_{1}^{-1} \nabla\left(\sigma_{1}-\sigma_{0}\right) \cdot \nabla \delta v_{0}  \tag{5.5}\\
\delta v_{1}-\delta v_{0} & =0 \tag{5.6}
\end{align*}
$$

Once again, by considering the dual problem (4.6), we wish to estimate

$$
\left|\left(\partial_{t}^{l_{1}}\left(\delta v_{1}-\delta v_{0}\right), \Psi\right)\right| /\|\Psi\|_{0}
$$

Formal integration by parts yields

$$
\begin{align*}
\left(\partial_{t}^{l_{1}}\left(\delta v_{1}-\delta v_{0}\right), \Psi\right) & =\left(\rho_{1}^{-1} \nabla \eta \cdot \partial_{t}^{l_{1}}\left(v_{1}-v_{0}\right)-\rho_{1}^{-1} \nabla\left(\sigma_{1}-\sigma_{0}\right) \cdot \nabla \partial_{t}^{l_{1}} \delta v_{0}, w\right) \\
5.7) & =\left(\rho_{1}^{-1} \nabla \eta \cdot \nabla\left(v_{1}-v_{0}\right), \partial_{t}^{l_{1}}\left(\phi_{1} w\right)\right)-\left(\rho_{1}^{-1} \nabla \eta \cdot \nabla \delta v_{0}, \partial_{t}^{l_{1}}\left(\phi_{1} w\right)\right) \tag{5.7}
\end{align*}
$$

It suffices to estimate the terms in (5.7). The second term may be estimated the same way as in section 4 . We obtain

$$
\begin{equation*}
\left|\left(\rho_{1}^{-1} \nabla \eta \cdot \nabla \delta v_{0}, \partial_{t}^{l_{1}}\left(\phi_{1} w\right)\right)\right| \leq C\left\|\sigma_{1}-\sigma_{0}\right\|_{l_{1}}\|\eta\|_{\tau+1}\|\Psi\|_{0} \tag{5.8}
\end{equation*}
$$

To estimate the first term, recall that $v_{1}-v_{0}$ solves

$$
\begin{align*}
& \left(\square-\nabla \sigma_{1} \cdot \nabla\right)\left(v_{1}-v_{0}\right)=\nabla\left(\sigma_{1}-\sigma_{0}\right) \cdot \nabla v_{0} \\
& \quad v_{1}-v_{0}=0, \quad t<0 \tag{5.9}
\end{align*}
$$

Hence similar estimates as in section 4 yield

$$
\begin{equation*}
\left|\left(\rho_{1}^{-1} \nabla \eta \cdot \nabla\left(v_{1}-v_{0}\right), \partial_{t}^{l_{1}}\left(\phi_{1} w\right)\right)\right| \leq C\|\eta\|\left\|_{l_{1}}\right\| \sigma_{1}-\sigma_{0}\left\|_{\tau+1}\right\| \Psi \|_{0} \tag{5.10}
\end{equation*}
$$

Theorem 1.4 may be proved by combining (5.7)-(5.10).
Acknowledgment. I thank Prof. William W. Symes for providing me with many useful ideas.

## REFERENCES

[1] G. Bao and W. Symes, A trace theorem for solutions of linear partial differential equations, Math. Methods Appl. Sci., 14 (1991), pp. 553-562.
[2] G. Bao and W. Symes, Trace regularity result for a second order hyperbolic equation with nonsmooth coefficients, J. Math. Anal. Appl., 174 (1993), pp. 370-389.
[3] G. Bao and W. Symes, Time like trace regularity of the wave equation with a nonsmooth principal part, SIAM J. Math. Anal., 26 (1995), pp. 129-146.
[4] G. Bao and W. Symes, On the sensitivity of solutions of hyperbolic equation to the coefficients, Comm. Partial Differential Equations, 21 (1996), pp. 395-422.
[5] M. Beals, Propagation and Interaction of Singularities in Nonlinear Hyperbolic Problems, Birkhäuser Boston, Cambridge, MA, 1989.
[6] M. Beals and M. Reed, Propagation of singularities for hyperbolic pseudodifferential operators and applications to nonlinear problems, Comm. Pure Appl. Math., 35 (1982), pp. 169-184.
[7] R. Courant and D. Hilbert, Methods of Mathematical Physics, Vol. 2, Wiley-Interscience, New York, 1962.
[8] F. G. Friedlander, Sound Pulses, Cambridge University Press, Cambridge, UK, 1958.
[9] L. Hörmander, Linear Partial Differential Operators, Springer-Verlag, New York, 1969.
[10] R. M. Lewis and W. Symes, On the relation between the velocity coefficient and boundary value for solutions of the one-dimensional wave equation, Inverse Problems, 7 (1991), pp. 597-631.
[11] Rakesh, A linearized inverse problem for the wave equation, Comm. Partial Differential Equations, 13 (1988), pp. 573-601.
[12] J. Rauch, Singularities of solutions to semilinear wave equations, J. Math. Pures Appl., 58 (1979), pp. 299-308.
[13] P. Sacks and W. Symes, Uniqueness and continuous dependence for a multidimensional hyperbolic inverse problem, Comm. Partial Differential Equations, 10 (1985), pp. 635-676.
[14] W. Symes, Some aspects of inverse problems in several dimensional wave propagation, in Proc. Conference on Inverse Problems, SIAM-AMS Proceedings 14, D. W. McLaughlin, ed., Amer. Math. Soc., Providence, RI, 1983.
[15] W. Symes, On the relation between coefficient and boundary values for solutions of Webster's horn equation, SIAM J. Math. Anal., 17 (1986), pp. 1400-1420.
[16] W. Symes, Linearization stability for an inverse problem in several-dimensional wave propagation, SIAM J. Math. Anal., 17 (1986), pp. 132-151.
[17] M. Taylor, Pseudo-Differential Operators, Princeton University Press, Princeton, NJ, 1981.

# TIME-HARMONIC ELECTROMAGNETIC FIELDS IN THIN CHIRAL CURVED LAYERS* 

H. AMMARI ${ }^{\dagger}$ AND J. C. NÉDÉLEC ${ }^{\dagger}$


#### Abstract

In this paper, we prove existence and uniqueness of the solution to the diffraction problem of a plane electromagnetic field by a chiral curved layer covering a perfectly conducting object. Approximative impedance conditions are given for thin chiral curved layers and optimal error estimates are obtained.
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1. Introduction. The interaction of electromagnetic fields at microwave frequencies with the optically active chiral media has attracted the attention of the electromagnetic community due to its potential applications in the field of antennas, microwave devices, waveguide propagation, scattering, etc. The original investigations of optical activity, or the effect of chirality on the polarization of light, also date back to the nineteenth century. Arago [5], Biot [7], Cauchy [12], Pasteur [23], and Fresnel [15] all examined optical activity in solid and liquid chiral medium. The concept of chirality has also played an increasingly important role in chemistry (see Prelog [24]). Chiral media can be characterized by a generalized set of constitutive relations in which the electric and magnetic fields are coupled. The coupling strength is given by the magnitude of a quantity known as the chirality admittance which determines the bulk electromagnetic properties of these materials. In scattering applications it may be possible to use chiral material to coat a scatterer and thus control its scattering properties more efficiently than a dielectric coating due to the extra degree of freedom offered by the presence of chiral parameter. Antennas coated with chiral materials may have significantly interesting radiation characteristics, and surface-relief gratings constructed using chiral material may find application in integrated optics and holography, for instance.

In this paper, we prove uniqueness and existence of the solution to the diffraction problem by a layer of chiral material covering a perfectly conducting object. Assuming that the thickness of the layer is sufficiently small compared to the wavelength of the incident radiation, we derive impedance boundary conditions which can be used, along with the radiation condition, to compute the scattered field without requiring detailed modeling of the field quantities inside the chiral coating. This procedure permits accurate numerical calculations of the scattered wave for chiral coatings as in the achiral case [13]. The starting points of the present paper are the Maxwell equations and the constitutive relations for the chiral layer. Different expressions exist for the constitutive relations. The Drude-Born-Fedorov constitutive equations are used here. For an interesting explanation of these equations and various physical

[^24]aspects of the propagation inside chiral media, we refer to [14], [8], [9], [10], [6], [17], [18], [20], [21], [22], [25], [16], and the references therein. It is noted that this list of papers is by no means complete, but it is representative of the work that is presently being conducted in this area. All these papers have come from physicists and the engineering community. To our knowledge, the existence and the uniqueness of the solution to the diffraction problem by a chiral layer has never been established. The present paper is devoted to presenting some results and approaches dealing with the rigorous scattering by a chiral medium.
2. Chirality and reduction of scattering. Let $\delta$ be a strictly positive parameter. Let $\Omega^{i} \subset \mathbb{R}^{3}$ be an open bounded set of class $\mathcal{C}^{\infty}$, with $\Gamma=\partial \Omega^{i}$ its boundary, $n$ the outward normal. Let $\Omega_{1}^{\delta}$ be the chiral layer, $\Omega_{2}^{\delta}=\Omega^{e} \backslash \overline{\Omega_{1}^{\delta}}, \Gamma^{\delta}$ the interface between the chiral material $\Omega_{1}^{\delta}$ and the exterior domain $\Omega_{2}^{\delta}$. We assume that $\Gamma^{\delta}$ is parallel to the curve $\Gamma$. Let $\Omega_{2, R}^{\delta}=\Omega_{2}^{\delta} \cap\{r<R\}$ and $\Sigma_{R}=\{r=R\}$. For $x \in \Omega^{e}=\mathbb{R}^{3} \backslash \overline{\Omega^{i}}$ sufficiently close to $\Gamma^{\delta}$, we denote by $x_{\Gamma^{\delta}}$ the orthogonal projection of $x$ on $\Gamma^{\delta}, s=-\left(x-x_{\Gamma^{\delta}}\right) \cdot n\left(x_{\Gamma^{\delta}}\right)$, where $n\left(x_{\Gamma^{\delta}}\right)$ is the outward normal to $\Gamma^{\delta}$. $\left(x_{\Gamma^{\delta}}, s\right)$ is a parameterization of the neighborhood of $\Gamma^{\delta}$ :
$$
x\left(x_{\Gamma^{\delta}}, s\right)=x_{\Gamma^{\delta}}+\operatorname{sn}\left(x_{\Gamma^{\delta}}\right)
$$

The curve $\Gamma$ is such that

$$
\Gamma=\left\{x_{\Gamma^{\delta}}-\delta n\left(x_{\Gamma^{\delta}}\right), x_{\Gamma^{\delta}} \in \Gamma^{\delta}\right\}
$$
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We shall need some differential operators on the curve $\Gamma^{\delta}$ that we will introduce. The normal vector on $\Gamma^{\delta}$ is the opposite of the gradient of the function $s$. We use this property to define

$$
n(x)=-\overrightarrow{\operatorname{grad}} s(x)=n\left(x_{\Gamma^{\delta}}\right)
$$

The mean curvature is defined as $2 c\left(x_{\Gamma^{\delta}}\right)=\operatorname{div} n$. We also introduce the family of parallel curves $\Gamma_{s}^{\delta}$ :

$$
\Gamma_{s}^{\delta}=\left\{x \in \Omega^{e} \text { such that } x=x_{\Gamma^{\delta}}+\operatorname{sn}\left(x_{\Gamma^{\delta}}\right), x_{\Gamma^{\delta}} \in \Gamma^{\delta}\right\} .
$$

The vector field $n$ is the field of the normal vectors to the curves $\Gamma_{s}^{\delta}$. With any function $f$ defined on the curve $\Gamma^{\delta}$, we associate the function $\tilde{f}$ defined for $x$ near $\Gamma^{\delta}$
by

$$
\tilde{f}(x)=f\left(x_{\Gamma^{\delta}}\right) .
$$

We also define $\tilde{u}$, for any smooth tangential vector field $u$ on $\Gamma^{\delta}$, as

$$
\tilde{u}\left(x_{\Gamma^{\delta}}+s n\left(x_{\Gamma^{\delta}}\right)\right)=u\left(x_{\Gamma^{\delta}}\right)-s \mathcal{R} u\left(x_{\Gamma^{\delta}}\right),
$$

where $\mathcal{R}$ is the tensor of curvature at the point $x_{\Gamma^{\delta}}$. It is defined as $\mathcal{R}=\overrightarrow{\operatorname{grad} n}$. The tangential gradient of the tangential field $u$ is

$$
\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} u=\left.\overrightarrow{\operatorname{grad}} \tilde{u}\right|_{\Gamma^{\delta}} .
$$

This vector belongs to the tangent to the curve $\Gamma^{\delta}$. For any smooth tangential vector field $u$ on $\Gamma^{\delta}$, let us define $\operatorname{div}_{\Gamma^{\delta}} u$ as

$$
\operatorname{div}_{\Gamma^{\delta}} u=\left.\operatorname{div} \tilde{u}\right|_{\Gamma^{\delta}}
$$

Let $\overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}}$ denote the tangential rotational operator on $\Gamma^{\delta}$. It is such that

$$
\overrightarrow{\operatorname{curf}}_{\Gamma^{\delta}} u=\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} u \wedge n
$$

for any function $u$ defined on the curve $\Gamma^{\delta}$. The scalar tangential rotational operator is defined as

$$
\operatorname{curl}_{\Gamma^{\delta}} u=\left.\operatorname{curl} \tilde{u} \cdot n\right|_{\Gamma^{\delta}},
$$

where $u$ is a tangential vector to $\Gamma^{\delta}$ and $\tilde{u}(x)=u\left(x_{\Gamma^{\delta}}\right)$. It is well known that

$$
\begin{equation*}
\operatorname{curl}_{\Gamma^{\delta}} u=\operatorname{div}_{\Gamma^{\delta}}(u \wedge n) \tag{2.1}
\end{equation*}
$$

Finally, we recall the following formula.
Lemma 2.1. Let $u$ be a smooth vectorial function defined in $\Omega$; we have

$$
\begin{equation*}
\tau_{0}(\operatorname{div} u)=\operatorname{div}_{\Gamma^{\delta}} u_{\Gamma^{\delta}}+2 c\left(x_{\Gamma^{\delta}}\right) u \cdot n+\tau_{1}(u \cdot n) \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}}(u \cdot n)=\tau_{1}\left(u_{\Gamma^{\delta}}\right)+n \wedge \operatorname{curl} u+\mathcal{R}\left(u_{\Gamma^{\delta}}\right) \tag{2.3}
\end{equation*}
$$

where $\tau_{0}$ and $\tau_{1}$ are, respectively, the first and the second trace and $u_{\Gamma^{\delta}}$ is the tangential component of $u$.

Optical activity of the chiral layer $\Omega_{1}^{\delta}$ of thickness $\delta$ can be explained by the direct substitution of the Drude-Born-Fedorov constitutive equations

$$
\left\{\begin{array}{l}
D^{\delta}=\varepsilon^{\delta}\left(E^{\delta}+\beta^{\delta} \overrightarrow{\operatorname{curl}} E^{\delta}\right)  \tag{2.4}\\
B^{\delta}=\mu^{\delta}\left(H^{\delta}+\beta^{\delta} \overrightarrow{\operatorname{curl}} H^{\delta}\right)
\end{array}\right.
$$

into Maxwell's equations

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} E^{\delta}=i \omega B^{\delta}  \tag{2.5}\\
\overrightarrow{\operatorname{curl}} H^{\delta}=-i \omega D^{\delta}
\end{array}\right.
$$

It follows that the equivalent monochromatic constitutive relations

$$
\left\{\begin{array}{l}
\left(1-\left(k^{\delta} \beta^{\delta}\right)^{2}\right) D^{\delta}=\varepsilon^{\delta} E^{\delta}+\frac{i \beta^{\delta}}{\omega}\left(k^{\delta}\right)^{2} H^{\delta}  \tag{2.6}\\
\left(1-\left(k^{\delta} \beta^{\delta}\right)^{2}\right) B^{\delta}=\mu^{\delta} H^{\delta}-\frac{i \beta^{\delta}}{\omega}\left(k^{\delta}\right)^{2} E^{\delta}
\end{array}\right.
$$

where the function $\varepsilon^{\delta}$ is the electric permittivity, $\mu^{\delta}$ is the magnetic permeability, $\beta^{\delta}$ is the chirality admittance, and

$$
\begin{equation*}
k^{\delta}=\omega \sqrt{\varepsilon^{\delta} \mu^{\delta}} \tag{2.7}
\end{equation*}
$$

is simply a shorthand notation and does not represent any wavenumber inside the chiral medium. Throughout what follows we assume that $\left|k^{\delta} \beta^{\delta}\right| \neq 1$. We also assume that $\varepsilon^{\delta}=\varepsilon_{2}, \mu^{\delta}=\mu_{2}$, and $\beta^{\delta}=0$ outside the chiral layer $\Omega_{1}^{\delta}$ where $\varepsilon_{2}$ and $\mu_{2}$ are two strictly positive constants. Now, combining (2.5) and (2.6) gives

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} E^{\delta}=\left(\gamma^{\delta}\right)^{2} \beta^{\delta} E^{\delta}+i \omega \mu^{\delta}\left(\frac{\gamma^{\delta}}{k^{\delta}}\right)^{2} H^{\delta}  \tag{2.8}\\
\overrightarrow{\operatorname{curl}} H^{\delta}=\left(\gamma^{\delta}\right)^{2} \beta^{\delta} H^{\delta}-i \omega \varepsilon^{\delta}\left(\frac{\gamma^{\delta}}{k^{\delta}}\right)^{2} E^{\delta}
\end{array}\right.
$$

In these equations, the parameter $\gamma^{\delta}$ is defined as

$$
\begin{equation*}
\left(\gamma^{\delta}\right)^{2}=\frac{\left(k^{\delta}\right)^{2}}{1-\left(k^{\delta} \beta^{\delta}\right)^{2}} \tag{2.9}
\end{equation*}
$$

We are interested in the scattering problem for a plane incident field $E^{i n}$ defined as $E^{i n}(x)=p e^{i \omega q \cdot x}$, where the vectors $p, q \in \mathbb{R}^{3}$ must satisfy $q \cdot q=\mu_{2} \varepsilon_{2}$ and $q \cdot p=$ 0 . Then the pair ( $E^{i n}, \overrightarrow{\operatorname{curl}} E^{i n} / i \omega \mu_{2}$ ) satisfies the Maxwell equations in $\Omega_{2}^{\delta}$ and our scattering problem can be formulated as follows.

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \frac{1}{\mu^{\delta}}\left(1-\omega^{2} \varepsilon^{\delta} \mu^{\delta}\left(\beta^{\delta}\right)^{2}\right) \overrightarrow{\operatorname{curl}} E^{\delta}-\omega^{2} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} E^{\delta}-\omega^{2} \overrightarrow{\operatorname{curl}}\left(\beta^{\delta} \varepsilon^{\delta}\right) E^{\delta}  \tag{2.10}\\
\quad-\omega^{2} \varepsilon^{\delta} E^{\delta}=0 \text { in } \Omega^{e}, \\
n \wedge E^{\delta}=0 \text { on } \Gamma, \\
E^{\delta}-E^{\text {in }} \text { satisfies the classical radiation condition. }
\end{array}\right.
$$

3. Uniqueness and existence results for the diffraction problem by the chiral layer. This section is devoted to proving the existence and uniqueness of a field $E^{\delta}$ satisfying the equations (2.10). We use the technique of boundary integral equations. We shall reduce the Drude-Born-Fedorov equations (2.10) to a boundary integral equation on $\Gamma^{\delta, h}=\left\{x=\left(x_{\Gamma^{\delta}}, s=h\right)\right\}$. First, we consider the following boundary-value problems:

$$
\left\{\begin{align*}
& \overrightarrow{\operatorname{curl}} \frac{1}{\mu^{\delta}}\left(1-\omega^{2} \varepsilon^{\delta} \mu^{\delta}\left(\beta^{\delta}\right)^{2}\right) \overrightarrow{\operatorname{curl}} e^{\delta}-\omega^{2} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} e^{\delta}-\omega^{2} \overrightarrow{\operatorname{curl}} \beta^{\delta} \varepsilon^{\delta} e^{\delta}  \tag{3.1}\\
& -\omega^{2} \varepsilon^{\delta} e^{\delta}=0 \text { in } \Omega_{1}^{\delta, h} \\
n & \wedge e^{\delta}=0 \quad \text { on } \Gamma \\
n & \wedge e^{\delta}=g^{\delta} \quad \text { on } \Gamma^{\delta, h}=\left\{x=\left(x_{\Gamma^{\delta}}, s=h\right)\right\}
\end{align*}\right.
$$

and

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} v^{\delta}-\omega^{2} \varepsilon_{2} \mu_{2} v^{\delta}=0 \quad \text { in } \Omega_{2}^{\delta, h}  \tag{3.2}\\
n \wedge v^{\delta}=g^{\delta} \text { on } \Gamma^{\delta, h}\left(=\partial \Omega_{2}^{\delta, h}\right) \\
v^{\delta} \text { satisfies the outgoing radiation condition at infinity, }
\end{array}\right.
$$

where
$g^{\delta} \in T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)=\left\{c \in\left(H^{1 / 2}\left(\Gamma^{\delta, h}\right)\right)^{3}, n \cdot c=0\right.$ on $\left.\Gamma^{\delta, h}, \operatorname{div}_{\Gamma^{\delta, h}} c \in H^{1 / 2}\left(\Gamma^{\delta, h}\right)\right\}$
is a known vector field. $h$ is an arbitrarily strictly positive constant which must be small enough. $\Omega_{1}^{\delta, h}$ and $\Omega_{2}^{\delta, h}$ are given by $\Omega_{1}^{\delta, h}=\left\{\left(x_{\Gamma^{\delta}}, s\right), 0<s<h\right\}$, and $\Omega_{2}^{\delta, h}=\mathbb{R}^{3} \backslash \overline{\Omega_{1}^{\delta, h} \cup \Omega^{i}}$.
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The weak form of the Drude-Born-Fedorov equations (3.1) in a neighborhood of the interface $\Gamma^{\delta}$ gives the following jump relations on $\Gamma^{\delta}$ :

$$
\left\{\begin{array}{l}
\left(e_{1}^{\delta}-e_{2}^{\delta}\right) \wedge n=0  \tag{3.3}\\
\left(\overrightarrow{\operatorname{curl}} e_{1}^{\delta}-\frac{\mu_{1}}{\mu_{2}} \overrightarrow{\operatorname{curl}} e_{2}^{\delta}\right) \wedge n=0
\end{array}\right.
$$

where $e_{1}^{\delta}=\left.e^{\delta}\right|_{\Omega_{1}^{\delta}}$ and $e_{2}^{\delta}=\left.e^{\delta}\right|_{\Omega_{1}^{\delta, h} \backslash \overline{\Omega_{1}^{\delta}}}$, if we assume that the jump of $\beta^{\delta}$ across the interface $\Gamma^{\delta}$ is null.

Let

$$
X^{\delta}=\left\{H\left(\overrightarrow{\operatorname{curl}}, \Omega_{1}^{\delta, h}\right), w^{\delta} \wedge n=0 \text { on } \partial \Omega_{1}^{\delta, h}=\Gamma \cup \Gamma^{\delta, h}\right\}
$$

where

$$
H\left(\overrightarrow{\operatorname{curl}}, \Omega_{1}^{\delta, h}\right)=\left\{w^{\delta} \in\left(L^{2}\left(\Omega_{1}^{\delta, h}\right)\right)^{3}, \overrightarrow{\operatorname{curl}} w^{\delta} \in\left(L^{2}\left(\Omega_{1}^{\delta, h}\right)^{3}\right\} .\right.
$$

Let $\tilde{g}^{\delta}$ be in $\left(H^{1}\left(\Omega_{1}^{\delta, h}\right)\right)^{3}$ such that $n \wedge \tilde{g}^{\delta}=g^{\delta}$ on $\Gamma^{\delta, h}$ and $n \wedge \tilde{g}^{\delta}=0$ on $\Gamma$. We define $\tilde{e}^{\delta}$ by

$$
\tilde{e}^{\delta}=e^{\delta}-\tilde{g}^{\delta}
$$

It is easily seen that

$$
\begin{align*}
& \overrightarrow{\operatorname{curl}} \frac{1}{\mu^{\delta}}\left(1-\omega^{2} \varepsilon^{\delta} \mu^{\delta}\left(\beta^{\delta}\right)^{2}\right) \overrightarrow{\operatorname{curl}} \tilde{e}^{\delta}-\omega^{2} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} \tilde{e}^{\delta}-\omega^{2} \overrightarrow{\operatorname{curl}} \beta^{\delta} \varepsilon^{\delta} \tilde{e}^{\delta}-\omega^{2} \varepsilon^{\delta} \tilde{e}^{\delta} \\
& =-\overrightarrow{\operatorname{curl}} \frac{1}{\mu^{\delta}}\left(1-\omega^{2} \varepsilon^{\delta} \mu^{\delta}\left(\beta^{\delta}\right)^{2}\right) \overrightarrow{\operatorname{curl}} \tilde{g}^{\delta}+\omega^{2} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} \tilde{g}^{\delta}+\omega^{2} \overrightarrow{\operatorname{curl}} \beta^{\delta} \varepsilon^{\delta} \tilde{g}^{\delta}  \tag{3.4}\\
& +\omega^{2} \varepsilon^{\delta} \tilde{g}^{\delta} \operatorname{in}\left(\mathcal{D}^{\prime}\left(\Omega_{1}^{\delta, h}\right)\right)^{3},
\end{align*}
$$

where $\mathcal{D}^{\prime}\left(\Omega_{1}^{\delta, h}\right)$ is the space of all distributions in $\Omega_{1}^{\delta, h}$. If we multiply (3.4) by a test function $v^{\delta} \in X^{\delta}$, integrate over $\Omega_{1}^{\delta, h}$, and use integration by parts and the jump relations (3.3), we obtain

$$
\begin{align*}
& \int_{\Omega_{1}^{\delta, h}} \frac{1}{\mu^{\delta}}\left(1-\omega^{2} \varepsilon^{\delta} \mu^{\delta}\left(\beta^{\delta}\right)^{2}\right) \overrightarrow{\operatorname{curl}} \tilde{e}^{\delta} \cdot \overrightarrow{\operatorname{curl}} v^{\delta}+\omega^{2} \int_{\Omega_{1}^{\delta, h}} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} \tilde{e}^{\delta} \cdot v^{\delta} \\
& -\omega^{2} \int_{\Omega_{1}^{\delta, h}} \beta^{\delta} \varepsilon^{\delta} \tilde{e}^{\delta} \cdot \overrightarrow{\operatorname{curl}} v^{\delta}-\omega^{2} \int_{\Omega_{1}^{\delta, h}} \varepsilon^{\delta} \tilde{e}^{\delta} \cdot v^{\delta}  \tag{3.5}\\
& =-\int_{\Omega_{1}^{\delta, h}} \frac{1}{\mu^{\delta}}\left(1-\omega^{2} \varepsilon^{\delta} \mu^{\delta}\left(\beta^{\delta}\right)^{2}\right) \overrightarrow{\operatorname{curl}} \tilde{g}^{\delta} \cdot \overrightarrow{\operatorname{curl}} v^{\delta}-\omega^{2} \int_{\Omega_{1}^{\delta, h}} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} \tilde{g}^{\delta} \cdot v^{\delta} \\
& +\omega^{2} \int_{\Omega_{1}^{\delta, h}} \beta^{\delta} \varepsilon^{\delta} \tilde{g}^{\delta} \cdot \overrightarrow{\operatorname{curl}} v^{\delta}+\omega^{2} \int_{\Omega_{1}^{\delta, h}} \varepsilon^{\delta} \tilde{g}^{\delta} \cdot v^{\delta} .
\end{align*}
$$

Our variational problem is then to find the vector field $e^{\delta} \in H\left(\overrightarrow{\operatorname{curl}}, \Omega_{1}^{\delta, h}\right)$ such that (3.5) holds for all $v^{\delta} \in X^{\delta}$. Because the injection $X^{\delta} \hookrightarrow\left(L^{2}\left(\Omega^{\delta, h}\right)\right)^{3}$ is not compact, we cannot apply the Fredholm theory to (3.5) to show the existence and uniqueness of a solution of this problem in $X^{\delta}$. We shall prove Lemma 3.1 by using the generalized Lax-Milgram lemma of Babuška and Brezzi [11]. We discuss the unique solvability of (3.5) and (3.2). We may state and prove the following results.

Lemma 3.1. Assume that (3.1) has at most one solution. Then the variational problem (3.5) has a unique solution in $H\left(\overrightarrow{\operatorname{curl}}, \Omega_{1}^{\delta, h}\right)$.

LEMMA 3.2. The boundary-value problem (3.2) has a unique solution in $H^{1, l o c}\left(\Omega_{2}^{\delta, h}\right)$.
It is well known that (3.2) has exactly one solution (cf. [2] for instance). Now, our aim is to sketch a proof of Lemma 3.1. By essentially the same arguments as in Abboud [1], we can establish the Fredholm alternative for the variational problem (3.5). We seek for $e^{\delta} \in H\left(\overrightarrow{\operatorname{curl}}, \Omega_{1}^{\delta, h}\right)$ and we decompose it into a field and a gradient:

$$
\begin{equation*}
e^{\delta}=u^{\delta}+\overrightarrow{\operatorname{grad}} p^{\delta}+\tilde{g}^{\delta} \tag{3.6}
\end{equation*}
$$

where $u^{\delta} \in H\left(\overrightarrow{\operatorname{curl}}, \Omega_{1}^{\delta, h}\right)$ satisfies

$$
\begin{equation*}
\operatorname{div}\left(\varepsilon^{\delta} u^{\delta}-\beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} u^{\delta}\right)=0 \quad \text { in } \Omega_{1}^{\delta, h} \tag{3.7}
\end{equation*}
$$

$u^{\delta} \wedge n=0$ on $\Gamma \cup \Gamma^{\delta, h}$ and $p^{\delta} \in H_{0}^{1}\left(\Omega_{1}^{\delta, h}\right)$. (3.5) will lead to a saddle point problem involving the form $a^{\delta}$ defined as

$$
\begin{aligned}
a^{\delta}\left(u^{\delta}, w^{\delta}\right) & =\int_{\Omega_{1}^{\delta, h}} \frac{1}{\mu^{\delta}}\left(1-\omega^{2} \varepsilon^{\delta} \mu^{\delta}\left(\beta^{\delta}\right)^{2}\right) \overrightarrow{\operatorname{curl}} u^{\delta} \cdot \overrightarrow{\operatorname{curl}} \bar{w}^{\delta} \\
& +\omega^{2} \int_{\Omega_{1}^{\delta, h}} \beta^{\delta} \varepsilon^{\delta} u^{\delta} \cdot \overrightarrow{\operatorname{curl}} \bar{w}^{\delta} \\
& -\omega^{2} \int_{\Omega_{1}^{\delta, h}} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} u^{\delta} \cdot \bar{w}^{\delta}-\omega^{2} \int_{\Omega_{1}^{\delta, h}} \varepsilon^{\delta} u^{\delta} \cdot \bar{w}^{\delta}
\end{aligned}
$$

for all $w^{\delta} \in X^{\delta}$ and the form $b^{\delta}$ given as

$$
\begin{aligned}
b^{\delta}\left(w^{\delta}, q^{\delta}\right) & =a^{\delta}\left(\overrightarrow{\operatorname{grad}} q^{\delta}, w^{\delta}\right) \\
& =\omega^{2} \int_{\Omega_{1}^{\delta, h}} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{grad}} q^{\delta} \cdot \overrightarrow{\operatorname{curl}} \bar{w}^{\delta}-\omega^{2} \int_{\Omega_{1}^{\delta, h}} \varepsilon^{\delta} \overrightarrow{\operatorname{grad}} q^{\delta} \cdot \bar{w}^{\delta}
\end{aligned}
$$

for all $w^{\delta} \in X^{\delta}$ and $q^{\delta} \in H_{0}^{1}\left(\Omega_{1}^{\delta, h}\right)$. Now we show how to split the variational problem (3.5) into two distinct equations. First, by multiplying (3.7) by $q \in H_{0}^{1}\left(\Omega_{1}^{\delta, h}\right)$ and integrating by parts over $\Omega_{1}^{\delta, h}$, we obtain

$$
b^{\delta}\left(u^{\delta}, q^{\delta}\right)=0 \quad \text { for all } q^{\delta} \in H_{0}^{1}\left(\Omega_{1}^{\delta, h}\right)
$$

Second, multiplying (3.4) by $w \in X^{\delta}$ and integrating by parts over $\Omega_{1}^{\delta, h}$ give by using the decomposition (3.6) of the electric field $e^{\delta}$

$$
a^{\delta}\left(u^{\delta}, w^{\delta}\right)+b^{\delta}\left(w^{\delta}, p^{\delta}\right)=-a^{\delta}\left(\tilde{g}^{\delta}, w^{\delta}\right) \quad \text { for all } w^{\delta} \in X^{\delta}
$$

Then, we obtain

$$
\left\{\begin{array}{l}
a^{\delta}\left(u^{\delta}, w^{\delta}\right)+b^{\delta}\left(w^{\delta}, p^{\delta}\right)=-a^{\delta}\left(\tilde{g}^{\delta}, w^{\delta}\right) \quad \text { for all } w^{\delta} \in X^{\delta}  \tag{3.8}\\
b^{\delta}\left(u^{\delta}, q^{\delta}\right)=0 \quad \text { for all } q^{\delta} \in H_{0}^{1}\left(\Omega_{1}^{\delta, h}\right)
\end{array}\right.
$$

It is clear that there exist two strictly positive constants $C_{1}$ and $C_{2}$ such that

$$
\left|a^{\delta}\left(u^{\delta}, u^{\delta}\right)\right| \geq C_{1}\left\|\overrightarrow{\operatorname{curl}} u^{\delta}\right\|_{\left(L^{2}\left(\Omega_{1}^{\delta, h}\right)\right)^{3}}^{2}-C_{2}\left\|u^{\delta}\right\|_{\left(L^{2}\left(\Omega_{1}^{\delta, h}\right)\right)^{3}}^{2}
$$

It is easily shown that the form $b^{\delta}$ satisfies the inf-sup condition: for each $q^{\delta}$ in $H_{0}^{1}\left(\Omega_{1}^{\delta, h}\right)$, it is clear that $\overrightarrow{\operatorname{grad}} q^{\delta}$ satisfies $\overrightarrow{\operatorname{grad}} q^{\delta} \wedge n=0$ on $\Gamma \cup \Gamma^{\delta}$ and there exists a strictly positive constant $C_{3}$ such that

$$
\left|b^{\delta}\left(\overrightarrow{\operatorname{grad}} q^{\delta}, q^{\delta}\right)\right| \geq C_{3}\left\|q^{\delta}\right\|_{H_{0}^{1}\left(\Omega_{1}^{\delta, h}\right)}^{2}
$$

On the other hand, if we assume that $\overrightarrow{\operatorname{grad}}\left(\beta^{\delta} \varepsilon^{\delta}\right) \in\left(L^{\infty}\left(\Omega_{1}^{\delta, h}\right)\right)^{3}$ then the imbedding $N^{\delta} \hookrightarrow\left(L^{2}\left(\Omega_{1}^{\delta, h}\right)\right)^{3}$ is compact, where

$$
N^{\delta}=\left\{u^{\delta} \in H\left(\overrightarrow{\operatorname{curl}}, \Omega_{1}^{\delta, h}\right), \operatorname{div}\left(\varepsilon^{\delta} u^{\delta}-\beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} u^{\delta}\right)=0, u^{\delta} \wedge n=0 \text { on } \partial \Omega_{1}^{\delta, h}\right\}
$$

is the kernel of the form $b^{\delta}$. Therefore, $a^{\delta}$ is a compact perturbation of a coercive form on the kernel $N^{\delta}$ of $b^{\delta}$. It follows that the Fredholm alternative holds, and then uniqueness implies existence of the solution of (3.8). In order to complete the proof of Lemma 3.1 we should prove the following decomposition lemma which may be considered as a generalization of the Hodge decomposition.

Lemma 3.3. Let $\tilde{e}^{\delta}$ be in

$$
X^{\delta}=\left\{v^{\delta} \in H\left(\overrightarrow{\operatorname{curl}}, \Omega_{1}^{\delta, h}\right), v^{\delta} \wedge n=0 \text { on } \partial \Omega_{1}^{\delta, h}=\Gamma^{\delta, h} \cup \Gamma\right\}
$$

Then, there exist $u^{\delta} \in N^{\delta}$ and $p^{\delta} \in H_{0}^{1}\left(\Omega_{1}^{\delta, h}\right)$ such that

$$
\begin{equation*}
\tilde{e}^{\delta}=u^{\delta}+\nabla p^{\delta} \quad \text { in } \Omega_{1}^{\delta, h} \tag{3.9}
\end{equation*}
$$

Proof. We define $f^{\delta}$ by

$$
f^{\delta}=\varepsilon^{\delta} \beta^{\delta} \overrightarrow{\operatorname{curl}} \tilde{e}^{\delta}-\varepsilon^{\delta} \tilde{e}^{\delta}
$$

$\tilde{e}^{\delta} \in H\left(\overrightarrow{\operatorname{curl}}, \Omega^{\delta, h}\right)$ yields $f^{\delta} \in\left(L^{2}\left(\Omega^{\delta, h}\right)\right)^{3}$. It is well known that the transmission problem

$$
\left\{\begin{array}{l}
\operatorname{div} \varepsilon^{\delta} \nabla \varphi_{c_{1}, c_{2}}^{\delta}=\operatorname{div} f^{\delta} \quad \text { in } \Omega_{1}^{\delta, h} \\
\varphi_{c_{1}, c_{2}}^{\delta}=c_{1} \quad \text { on } \Gamma^{\delta, h} \\
\varphi_{c_{1}, c_{2}}^{\delta}=c_{2} \quad \text { on } \Gamma
\end{array}\right.
$$

has a unique solution in $H^{1}\left(\Omega^{\delta, h}\right)$ for any $\left(c_{1}, c_{2}\right) \in \mathbb{C} \times \mathbb{C}$. Let $p^{\delta}$ be defined by

$$
p^{\delta}=\varphi_{0,0}^{\delta} \in H_{0}^{1}\left(\Omega_{1}^{\delta, h}\right)
$$

and $u^{\delta}$ given by

$$
u^{\delta}=\tilde{e}^{\delta}-\nabla \varphi_{0,0}^{\delta}
$$

It is clear that $u^{\delta}$ is in $N^{\delta}$; so, the decomposition (3.9) holds.
Now, using Lemma 3.3, the uniqueness of a solution in $H\left(\overrightarrow{\operatorname{curl}}, \Omega_{1}^{\delta, h}\right)$ to (3.1) gives the uniqueness of a solution to (3.8). The proof of Lemma 3.1 is then over.

Throughout what follows we assume that there exists $h>0$ such that 0 is not an eigenvalue of the Drude-Born-Fedorov operator

$$
\overrightarrow{\operatorname{curl}} \frac{1}{\mu^{\delta}}\left(1-\omega^{2} \varepsilon^{\delta} \mu^{\delta}\left(\beta^{\delta}\right)^{2}\right) \overrightarrow{\operatorname{curl}} \cdot-\omega^{2} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} \cdot-\omega^{2} \overrightarrow{\operatorname{curl}} \beta^{\delta} \varepsilon^{\delta} \cdot-\omega^{2} \varepsilon^{\delta} \cdot \quad \text { in } \Omega_{1}^{\delta, h}
$$

with the boundary condition $n \wedge \cdot=0$ on $\Gamma^{\delta, h} \cup \Gamma$. The existence of such $h$ can be verified, but it is not our purpose here.

Now, in order to reduce the diffraction problem by a chiral layer covering a perfectly conducting object to a boundary integral equation on $\Gamma^{\delta, h}$, we consider the two pseudodifferential operators on $\Gamma^{\delta, h}$ defined as

$$
\begin{equation*}
T_{1}(\beta, \omega): g^{\delta} \in T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right) \longmapsto \overrightarrow{\operatorname{curl}} e^{\delta} \wedge n \in T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right) \tag{3.10}
\end{equation*}
$$

where $e^{\delta}$ is the unique solution of (3.1), and

$$
\begin{equation*}
T_{2}(\omega): g^{\delta} \in T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right) \longmapsto \overrightarrow{\operatorname{curl}} v^{\delta} \wedge n \in T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right) \tag{3.11}
\end{equation*}
$$

where $v^{\delta}$ is the unique solution of (3.2) satisfying the radiation condition. We have to show that $T_{1}(\beta, \omega)\left(g^{\delta}\right)$ and $T_{2}(\omega)\left(g^{\delta}\right)$ are in $T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$ for all $g^{\delta}$ in $T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$. Let us define $h^{\delta}$ in $\Omega_{1}^{\delta, h}$ by

$$
\overrightarrow{\operatorname{curl}} e^{\delta}=\left(\gamma^{\delta}\right)^{2} \beta^{\delta} e^{\delta}+i \omega \mu^{\delta}\left(\frac{\gamma^{\delta}}{k^{\delta}}\right)^{2} h^{\delta}
$$

(3.1) yields a magnetic boundary-value problem for $h^{\delta}$, and a solution can be found through a variational method similar to (3.5). $e^{\delta}$ and $h^{\delta}$ are in $\left(H^{1}\left(\Omega_{1}^{\delta, h} \cap \Omega_{2}^{\delta, h^{\prime}}\right)\right)^{3}$ for all $0<h^{\prime}<h$. By the trace theorem, we find that

$$
\overrightarrow{\operatorname{curl}} e^{\delta} \wedge n \in T H^{1 / 2}\left(\Gamma^{\delta, h}\right)
$$

and furthermore,

$$
\begin{aligned}
\operatorname{div}_{\Gamma^{\delta, h}}\left(\overrightarrow{\operatorname{curl}} e^{\delta} \wedge n\right) & =\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} e^{\delta} \cdot n \\
& =\left.\omega^{2} \varepsilon_{2} \mu_{2} e^{\delta} \cdot n\right|_{\Gamma^{\delta, h}} \in H^{1 / 2}\left(\Gamma^{\delta, h}\right) .
\end{aligned}
$$

Similarly, we define $w^{\delta}$ by

$$
\overrightarrow{\operatorname{curl}} v^{\delta}=i \omega \mu_{2} w^{\delta} .
$$

$w^{\delta}$ is the unique outgoing solution of the Maxwell equations

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl} \overrightarrow{\operatorname{curl}} w^{\delta}-\omega^{2} \varepsilon_{2} \mu_{2} w^{\delta}=0 \quad \text { in } \Omega_{2}^{\delta, h},} \\
i \omega \mu_{2} w^{\delta} \cdot n=\operatorname{div}_{\Gamma^{\delta, h}} g^{\delta} \in H^{1 / 2}\left(\Gamma^{\delta, h}\right), \quad \text { on } \Gamma^{\delta, h}
\end{array}\right.
$$

It is well known that, under the regularity assumption $g^{\delta} \in H^{1 / 2}\left(\Gamma^{\delta, h}\right), v^{\delta}$ and $w^{\delta}$ are in $\left(H^{1, l o c}\left(\Omega_{2}^{\delta, h}\right)\right)^{3}$. Thus we have

$$
\overrightarrow{\operatorname{curl}} v^{\delta} \wedge n=i \omega \mu_{2} w^{\delta} \wedge n \in T H^{1 / 2}\left(\Gamma^{\delta, h}\right)
$$

and

$$
\operatorname{div}_{\Gamma^{\delta, h}}\left(\overrightarrow{\operatorname{curl}} v^{\delta} \wedge n\right)=\left.\omega^{2} \varepsilon_{2} \mu_{2} v^{\delta} \cdot n\right|_{\Gamma^{\delta, h}} \in H^{1 / 2}\left(\Gamma^{\delta, h}\right)
$$

The jump relations lead to the boundary integral equation

$$
\begin{equation*}
T_{1}(\beta, \omega)\left(g^{\delta}\right)-T_{2}(\omega)\left(g^{\delta}\right)=g^{i n} \quad \text { on } \Gamma^{\delta, h} \tag{3.12}
\end{equation*}
$$

where

$$
g^{i n}=T_{2}(\omega)\left(n \wedge E^{i n}\right)-\overrightarrow{\operatorname{curl}} E^{i n} \wedge n
$$

and

$$
g^{\delta}=n \wedge E^{\delta} ;
$$

$E^{\delta}$ satisfies (2.10). Using Lemmas 3.1 and 3.2, it is clear that the unique solvability of (2.8) is equivalent to the unique solvability of (3.12). To discuss existence and uniqueness of solutions of (3.12) let us introduce the following operators:

$$
\begin{gathered}
L_{0}=T_{1}(\beta=0, \omega)-T_{2}(\omega), \\
L_{1}=T_{1}(\beta, \omega)-T_{2}(\omega),
\end{gathered}
$$

and

$$
L_{t}=t L_{1}+(1-t) L_{0} \quad \text { for all } 0 \leq t \leq 1 .
$$

The diffraction problem of Maxwell's equations by a layer of dielectric achiral material has a unique solution (cf. [2]). Therefore, we have the following result.

Lemma 3.4. The operator $L_{0}: T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right) \mapsto T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$ is an isomorphism.

Proof. First we prove the injectivity of the operator $L_{0}$. Let $g \in T H^{1 / 2}\left(\Gamma^{\delta, h}\right)$ be a solution to

$$
\begin{equation*}
L_{0} g=0 \tag{3.13}
\end{equation*}
$$

Let $E_{1}$ be the unique solution of the Maxwell equations

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \frac{1}{\mu^{\delta}} \overrightarrow{\operatorname{curl}} E_{1}-\omega^{2} \varepsilon^{\delta} E_{1}=0 \quad \text { in } \Omega_{1}^{\delta, h} \\
n \wedge E_{1}=0 \quad \text { on } \Gamma \\
n \wedge E_{1}=g \quad \text { on } \Gamma^{\delta, h}
\end{array}\right.
$$

Let $E_{2}$ be given as the unique solution to the following problem:

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} E_{2}-\omega^{2} \varepsilon_{2} \mu_{2} E_{2}=0 \quad \text { in } \Omega_{2}^{\delta, h} \\
n \wedge E_{2}=g \quad \text { on } \Gamma^{\delta, h} \\
E_{2} \text { satisfies the outgoing radiation condition at infinity. }
\end{array}\right.
$$

The field $E_{2}$ is in $\left(H^{1, l o c}\left(\Omega_{2}^{\delta}\right)\right)^{3}$. We define the field $E$ by

$$
E= \begin{cases}E_{1} & \text { in } \Omega_{1}^{\delta, h} \\ E_{2} & \text { in } \Omega_{2}^{\delta, h}\end{cases}
$$

$L_{0} g=0$ implies that the jump of $\overrightarrow{\operatorname{curl}} E \wedge n \operatorname{across} \Gamma^{\delta, h}$ is null. It follows that the field $E$ satisfies the Maxwell equations

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \frac{1}{\mu^{\delta}} \overrightarrow{\operatorname{curl}} E-\omega^{2} \varepsilon^{\delta} E=0 \quad \text { in } \Omega^{e} \\
n \wedge E=0 \quad \text { on } \Gamma \\
E \text { satisfies the outgoing radiation condition at infinity, }
\end{array}\right.
$$

in a weak sense. We deduce from [2] that $E=0$. Then, it follows that

$$
g=\left.n \wedge E\right|_{\Gamma^{\delta, h}}=0
$$

Second, we verify the surjectivity of the operator $L_{0}$. Let $g^{i n}$ be in $T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$. Let $E^{i n} \in\left(H^{1, l o c}\left(\Omega_{2}^{\delta, h}\right)\right)^{3}$ be defined as the unique solution of the following problem:

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} E^{i n}-\omega^{2} \varepsilon_{2} \mu_{2} E^{i n}=0 \quad \text { in } \Omega_{2}^{\delta, h} \\
T_{2}(\omega)\left(n \wedge E^{i n}\right)-\overrightarrow{\operatorname{curl}} E^{i n} \wedge n=g^{i n} \quad \text { on } \Gamma^{\delta, h} \\
E^{i n} \text { satisfies the downgoing radiation condition at infinity. }
\end{array}\right.
$$

The uniqueness of $E^{i n}$ follows from the fact that the boundary condition

$$
T_{2}(\omega)\left(n \wedge E^{i n}\right)-\overrightarrow{\operatorname{curl}} E^{i n} \wedge n=0 \quad \text { on } \Gamma^{\delta, h}
$$

implies (from the definition of the operator $\left.T_{2}(\omega)\right)$ that $E^{i n}$ satisfies the outgoing radiation condition. But it also satisfies the downgoing radiation condition, and then
it is a trivial solution. To show the existence of a solution, we make use of the boundary integral equation method. If we make an ansatz for $E^{i n}$ in the form

$$
E^{i n}(x)=-\omega \sqrt{\varepsilon_{2} \mu_{2}} \overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta, h}} a(y) \frac{e^{-i \omega \sqrt{\varepsilon_{2} \mu_{2}}|x-y|}}{4 \pi|x-y|} d s(y) \quad \text { in } \Omega_{2}^{\delta, h},
$$

where $a$ is a vector in $T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$, we obtain that $a$ satisfies the following integral equation on $\Gamma^{\delta, h}$ :

$$
-i \sqrt{\frac{\varepsilon_{2}}{\mu_{2}}} n \wedge \overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta, h}} a(y)\left(\frac{e^{-i \omega \sqrt{\varepsilon_{2} \mu_{2}}|x-y|}}{4 \pi|x-y|}+\frac{e^{i \omega \sqrt{\varepsilon_{2} \mu_{2}}|x-y|}}{4 \pi|x-y|}\right) d s(y)=\frac{1}{i \omega \mu_{2}} g^{i n}
$$

which is of Fredholm type. The existence of $E^{i n}$ follows then from the uniqueness. From [2], the Maxwell system

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} E=i \omega \mu^{\delta} H \quad \text { in } \Omega^{e} \\
\overrightarrow{\operatorname{curl}} H=-i \omega \varepsilon^{\delta} E \quad \text { in } \Omega^{e} \\
E-E^{i n} \text { satisfies the outgoing radiation condition at infinity }
\end{array}\right.
$$

with the boundary condition $E \wedge n=0$ on $\Gamma$ has a unique solution

$$
(E, H) \in\left(H^{1, l o c}(O)\right)^{3} \times\left(H^{1, l o c}(O)\right)^{3} \quad \text { for all } \bar{O} \subset \Omega_{2}^{\delta, h}
$$

By construction, the tangential field $n \wedge E \in T H^{1 / 2}\left(\Gamma^{\delta, h}\right)$ satisfies

$$
L_{0}(n \wedge E)=-g^{i n}
$$

In order to complete the proof of this lemma, we should verify that $\operatorname{div}_{\Gamma^{\delta, h}}(n \wedge E)$ is in $H^{1 / 2}\left(\Gamma^{\delta, h}\right)$. Using the identity

$$
\operatorname{div}_{\Gamma^{\delta, h}}(n \wedge E)=-\left.n \cdot \overrightarrow{\operatorname{curl}} E\right|_{\Gamma^{\delta, h}}
$$

we obtain

$$
\operatorname{div}_{\Gamma^{\delta, h}}(n \wedge E)=-i \omega \mu_{2} n \cdot H \in H^{1 / 2}\left(\Gamma^{\delta, h}\right)
$$

and then the proof is complete.
Our next result plays an important role in the proof of the existence and uniqueness results for the Drude-Born-Fedorov equations (2.8).

Lemma 3.5.

$$
\begin{equation*}
\Im m\left(L_{t} g, n \wedge g\right)=0 \Longrightarrow g=0 \quad \text { for all } t \in[0,1] \tag{3.14}
\end{equation*}
$$

Proof. Multiplying (3.1) by $\bar{e}^{\delta}$ and integrating by parts, we obtain

$$
\Im m\left(T_{1}(\beta, \omega) g^{\delta}, n \wedge g^{\delta}\right)=0
$$

Now, multiplying (3.2) by $\bar{v}^{\delta}$ and integrating by parts over $\Omega_{2, R}^{\delta, h}=\Omega_{2}^{\delta, h} \cap\{r<R\}$ yield

$$
\Im m\left(T_{2}(\omega) g^{\delta}, n \wedge g^{\delta}\right)=\Im m\left(T_{R}(\omega)\left(n \wedge\left(n \wedge v^{\delta}\right)\right), n \wedge\left(n \wedge v^{\delta}\right)\right)
$$

where $T_{R}(\omega)$ is the pseudodifferential operator on $\Sigma_{R}$ given by

$$
-\left.\left.n \wedge\left(n \wedge v^{\delta}\right)\right|_{\Sigma_{R}} \longmapsto \overrightarrow{\operatorname{curl}} v^{\delta} \wedge n\right|_{\Sigma_{R}}
$$

Here $v^{\delta}$ is the solution to the Maxwell equations on $\Omega_{2}^{\delta, h}$ satisfying the radiation condition. From the property (cf. Appendix A)

$$
\Im m\left(T_{R}(\omega)\left(n \wedge\left(n \wedge v^{\delta}\right)\right), n \wedge\left(n \wedge v^{\delta}\right)\right)=0 \Longrightarrow n \wedge v^{\delta}=0
$$

and by the Cauchy-Kowaleska uniqueness theorem, (3.14) holds for all $t$ in $[0,1]$.

We write the operator $L_{1}$ as

$$
L_{1}=L_{0}+\left(T_{1}(\beta, \omega)-T_{1}(\beta=0, \omega)\right)
$$

We show that equation (3.12) is uniquely solvable in $T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$.
Lemma 3.6. Assume that the Maxwell equations

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} u-\omega^{2} \varepsilon_{2} \mu_{2} u=0 \quad \text { in } \Omega_{1}^{\delta, h} \\
n \wedge u=0 \quad \text { on } \Gamma \\
n \wedge u=0 \quad \text { on } \Gamma^{\delta, h}
\end{array}\right.
$$

have only the trivial solution in $\left(H^{1}\left(\Omega_{1}^{\delta, h}\right)\right)^{3}$. Then the operator $T_{1}(\beta=0, \omega)-T_{1}(\beta, \omega)$ is compact in $T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$.

Proof. Let $g$ be in $T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$. We define $v_{0}$ as the unique solution of Maxwell's equations

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} v_{0}-\omega^{2} \varepsilon_{2} \mu_{2} v_{0}=0 \quad \text { in } \Omega_{1}^{\delta, h} \\
n \wedge v_{0}=0 \quad \text { on } \Gamma \\
n \wedge v_{0}=g \quad \text { on } \Gamma^{\delta, h}
\end{array}\right.
$$

and $v_{1}$ as the unique solution of the following boundary-value problem:

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \frac{1}{\mu^{\delta}}\left(1-\omega^{2} \varepsilon^{\delta} \mu^{\delta}\left(\beta^{\delta}\right)^{2}\right) \overrightarrow{\operatorname{curl}} v_{1}-\omega^{2} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} v_{1} \\
-\omega^{2} \overrightarrow{\operatorname{curl}} \beta^{\delta} \varepsilon^{\delta} v_{1}-\omega^{2} \varepsilon^{\delta} v_{1}=0 \quad \text { in } \Omega_{1}^{\delta, h} \\
n \wedge v_{1}=0 \quad \text { on } \Gamma \\
n \wedge v_{1}=g \quad \text { on } \Gamma^{\delta, h}
\end{array}\right.
$$

Therefore,

$$
\left(T_{1}(\beta=0, \omega)-T_{1}(\beta, \omega)\right) g=\overrightarrow{\operatorname{curl}} v \wedge n
$$

where $v=v_{0}-v_{1} . v$ satisfies

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} v-\omega^{2} \varepsilon_{2} \mu_{2} v=w \quad \text { in } \Omega_{1}^{\delta, h} \\
n \wedge v=0 \quad \text { on } \Gamma \\
n \wedge v=0 \quad \text { on } \Gamma^{\delta, h}
\end{array}\right.
$$

where

$$
w=\left\{\begin{array}{l}
\omega^{2} \varepsilon_{2} \mu_{2} v_{1}-2\left(\gamma_{1}\right)^{2} \beta \overrightarrow{\operatorname{curl}} v_{1}-\left(\gamma_{1}\right)^{2} v_{1} \quad \text { in } \Omega_{1}^{\delta} \\
0 \quad \text { in } \Omega_{1}^{\delta, h} \backslash \overrightarrow{\Omega_{1}^{\delta}}
\end{array}\right.
$$

Since $w=0$ in a neighborhood of $\Gamma^{\delta, h}$, it follows under the regularity assumption of $\Gamma^{\delta, h}$ that

$$
T_{1}(\beta=0, \omega)=T_{1}(\beta, \omega) \bmod O P S^{-\infty}\left(\Gamma^{\delta, h}\right)
$$

(cf. [26]), so the proof of the lemma is over.
Since the operator $L_{0}$ is invertible, the operator $L_{1}$ from $T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$ into itself satisfies then the Fredholm alternative. From the uniqueness Lemma 3.5, it follows that the mapping $L_{1}$ maps $T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$ onto $T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$. Thus, we have the following theorem.

THEOREM 3.7. The boundary-value problem (2.10) has a unique solution.
Proof. If $E$ is a solution of (2.10) then $n \wedge E \in T H^{1 / 2}\left(\operatorname{div}, \Gamma^{\delta, h}\right)$ is a solution of the integral equation $L_{1} u=g^{i n}$. Conversely, let $g$ be the unique solution of the above integral equation. Let $E$ be defined by

$$
E=\left\{\begin{array}{l}
E_{1} \quad \text { in } \Omega_{1}^{\delta, h} \\
E_{2}+E^{i n} \text { in } \Omega_{2}^{\delta, h}
\end{array}\right.
$$

where $E_{1}$ is the unique solution of

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \frac{1}{\mu^{\delta}}\left(1-\omega^{2} \varepsilon \mu^{\delta}\left(\beta^{\delta}\right)^{2}\right) \overrightarrow{\operatorname{curl}} E_{1}-\omega^{2} \beta^{\delta} \varepsilon^{\delta} \overrightarrow{\operatorname{curl}} E_{1} \\
-\omega^{2} \overrightarrow{\operatorname{curl}} \beta^{\delta} \varepsilon^{\delta} E_{1}-\omega^{2} \varepsilon^{\delta} E_{1}=0 \quad \text { in } \Omega_{1}^{\delta, h} \\
n \wedge E_{1}=0 \quad \text { on } \Gamma \\
n \wedge E_{1}=g \quad \text { on } \Gamma^{\delta, h}
\end{array}\right.
$$

and $E_{2}$ is the unique solution of Maxwell's equations

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} v^{\delta}-\omega^{2} \varepsilon_{2} \mu_{2} E_{2}=0 \quad \text { in } \Omega_{2}^{\delta, h} \\
n \wedge E_{2}=g \text { on } \Gamma^{\delta, h} \\
E_{2} \text { satisfies the outgoing radiation condition at infinity. }
\end{array}\right.
$$

It follows that $E$ satisfies equations (2.10); the proof of the theorem is over.
4. Generalized impedance boundary conditions. In this section, we assume that $\Omega_{1}^{\delta}$ and $\Omega_{2}^{\delta}$ are filled with materials in such a way that the magnetic permeability $\mu^{\delta}$ satisfies

$$
\mu^{\delta}= \begin{cases}\mu_{1} & \text { in } \Omega_{1}^{\delta}  \tag{4.1}\\ \mu_{2} & \text { in } \Omega_{2}^{\delta}\end{cases}
$$

the dielectric coefficient $\varepsilon^{\delta}$ satisfies

$$
\varepsilon^{\delta}= \begin{cases}\varepsilon_{1} & \text { in } \Omega_{1}^{\delta}  \tag{4.2}\\ \varepsilon_{2} & \text { in } \Omega_{2}^{\delta}\end{cases}
$$

and the chirality admittance $\beta^{\delta}$ satisfies

$$
\beta^{\delta}= \begin{cases}\beta_{1}=\beta & \text { in } \Omega_{1}^{\delta}  \tag{4.3}\\ \beta_{2}=0 & \text { in } \Omega_{2}^{\delta},\end{cases}
$$

where $\mu_{1}, \mu_{2}, \varepsilon_{1}, \varepsilon_{2}$ are positive constants such that $\mu_{1} \neq \mu_{2}, \varepsilon_{1} \neq \varepsilon_{2}$ and $\beta$ is a real constant.

Setting

$$
E_{j}^{\delta}=\left.E^{\delta}\right|_{\Omega_{j}^{\delta}}, \quad(j=1,2),
$$

the equations (2.8) yield

$$
\begin{equation*}
\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} E_{1}^{\delta}-2 \gamma_{1}^{2} \beta \overrightarrow{\operatorname{curl}} E_{1}^{\delta}-\gamma_{1}^{2} E_{1}^{\delta}=0 \quad \text { in } \Omega_{1}^{\delta} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} E_{2}^{\delta}-\omega^{2} \varepsilon_{2} \mu_{2} E_{2}^{\delta}=0 \quad \text { in } \Omega_{2}^{\delta} \tag{4.5}
\end{equation*}
$$

The weak form of the Maxwell equations in a neighborhood of $\Gamma^{\delta}$ gives the following jump relations on $\Gamma^{\delta}$ :

$$
\left\{\begin{array}{l}
\left(E_{1}^{\delta}-E_{2}^{\delta}\right) \wedge n=0  \tag{4.6}\\
\left(\overrightarrow{\operatorname{curl}} E_{1}^{\delta}-\frac{1}{\mu_{c}} \overrightarrow{\operatorname{curl}} E_{2}^{\delta}\right) \wedge n=\beta\left(\gamma_{1}\right)^{2} E_{1}^{\delta} \wedge n
\end{array}\right.
$$

where $n$ is the normal to $\Gamma^{\delta}$ and $\mu_{c}$ defined by $\mu_{c}=\mu_{2}\left(1-\omega^{2} \varepsilon_{1} \mu_{1} \beta^{2}\right) / \mu_{1}$.
The purpose of this section is to derive approximative impedance conditions useful to performing numerical calculations of the scattered field by the chiral layer. Our program is as follows. First, we derive these approximative impedance conditions. Then, we establish the existence and uniqueness of a solution $\mathcal{E}^{\delta}$ to the Maxwell equations in $\Omega_{2}^{\delta}$ satisfying the radiation condition with these new boundary conditions on $\Gamma^{\delta}$. Finally, by using a simple continuity argument, error estimates between $E_{2}^{\delta}$ $E^{i n}$ and $\mathcal{E}^{\delta}$ are proved.

Using Lemma 2.1, it follows that

$$
\begin{equation*}
\overrightarrow{\operatorname{curl}} E_{1}^{\delta} \wedge n=\frac{\partial}{\partial s} E_{\Gamma_{s}^{\delta}}^{\delta}-\overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}}\left(E_{1}^{\delta} \cdot n\right)+\mathcal{R}\left(E_{\Gamma_{s}^{\delta}}^{\delta}\right) \tag{4.7}
\end{equation*}
$$

The remarkable identity (2.1) yields

$$
\begin{equation*}
\overrightarrow{\operatorname{curl}} H_{1}^{\delta} \cdot n=\operatorname{curl}_{\Gamma_{s}^{\delta}} H_{\Gamma_{s}^{\delta}}^{\delta}=\operatorname{div}_{\Gamma_{s}^{\delta}}\left(H_{1}^{\delta} \wedge n\right) . \tag{4.8}
\end{equation*}
$$

Since $E_{1}^{\delta} \wedge n=0$ on $\Gamma^{\delta}$, by integrating the identity (4.7) we obtain

$$
\begin{equation*}
E_{\Gamma^{\delta}}^{\delta}\left(x_{\Gamma^{\delta}}\right)=\int_{-\delta}^{0} \overrightarrow{\operatorname{curl}} E_{1}^{\delta} \wedge n d s+\int_{-\delta}^{0} \overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}}\left(E_{1}^{\delta} \cdot n\right) d s-\int_{-\delta}^{0} \mathcal{R}\left(E_{\Gamma_{s}^{\delta}}^{\delta}\right) d s \tag{4.9}
\end{equation*}
$$

(2.8) gives

$$
\begin{equation*}
\overrightarrow{\operatorname{curl}} E_{1}^{\delta} \wedge n=\left(\gamma_{1}\right)^{2} \beta E_{1}^{\delta} \wedge n+i \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} H_{1}^{\delta} \wedge n \tag{4.10}
\end{equation*}
$$

Combining (4.9) and (4.10) gives

$$
\begin{align*}
E_{\Gamma^{\delta}}^{\delta}\left(x_{\Gamma^{\delta}}\right)= & \delta\left(\gamma_{1}\right)^{2} \beta E_{1}^{\delta} \wedge n+i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} H_{1}^{\delta} \wedge n  \tag{4.11}\\
& +\delta \overline{\operatorname{grad}}_{\Gamma^{\delta}}\left(E_{1}^{\delta}\left(x_{\Gamma^{\delta}}\right) \cdot n\right)+0\left(\delta^{2}\right) .
\end{align*}
$$

Now, from

$$
\begin{equation*}
\operatorname{div}_{\Gamma^{\delta}}\left(H_{1}^{\delta} \wedge n\right)=\left(\gamma_{1}\right)^{2} \beta H_{1}^{\delta} \cdot n-i \omega \varepsilon_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} E_{1}^{\delta} \cdot n \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{div}_{\Gamma^{\delta}}\left(E_{1}^{\delta} \wedge n\right)=\left(\gamma_{1}\right)^{2} \beta E_{1}^{\delta} \cdot n+i \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} H_{1}^{\delta} \cdot n \tag{4.13}
\end{equation*}
$$

it is easily seen that

$$
\begin{equation*}
E_{1}^{\delta} \cdot n=\frac{i}{\omega \varepsilon_{1}} \operatorname{div}_{\Gamma^{\delta}}\left(H_{1}^{\delta} \wedge n\right)-\beta \operatorname{div}_{\Gamma^{\delta}}\left(E_{1}^{\delta} \wedge n\right) . \tag{4.14}
\end{equation*}
$$

It follows that

$$
\begin{align*}
-n \wedge\left(n \wedge E_{2}^{\delta}\right)= & i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} H_{2}^{\delta} \wedge n+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(H_{2}^{\delta} \wedge n\right)  \tag{4.15}\\
& -\delta \beta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(E_{2}^{\delta} \wedge n\right)+0\left(\delta^{2}\right) .
\end{align*}
$$

In the case of achiral thin layer of dielectric material, (4.15) is reduced to the impedance boundary condition obtained by Engquist and Nédélec [13]:

$$
\begin{equation*}
-n \wedge\left(n \wedge E_{2}^{\delta}\right)=i \delta \omega \mu_{1} H_{2}^{\delta} \wedge n+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(H_{2}^{\delta} \wedge n\right)+0\left(\delta^{2}\right) \tag{4.16}
\end{equation*}
$$

Our aim is to prove the existence and uniqueness of $\mathcal{E}^{\delta}$ and $\mathcal{H}^{\delta}$ solutions to the Maxwell equations

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \mathcal{E}^{\delta}=i \omega \mu_{2} \mathcal{H}^{\delta} \quad \text { in } \Omega_{2}^{\delta},  \tag{4.17}\\
\overrightarrow{\operatorname{curl}} \mathcal{H}^{\delta}=-i \omega \varepsilon_{2} \mathcal{E}^{\delta} \quad \text { in } \Omega_{2}^{\delta},
\end{array}\right.
$$

with the new boundary conditions given as

$$
\begin{align*}
& n \wedge\left(n \wedge \mathcal{E}^{\delta}\right)+i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \mathcal{H}^{\delta} \wedge n+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(\mathcal{H}^{\delta} \wedge n\right)  \tag{4.18}\\
& -\delta \beta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(\mathcal{E}^{\delta} \wedge n\right)=g^{\delta} \quad \text { on } \Gamma^{\delta},
\end{align*}
$$

where $g^{\delta}$ is a known smooth vector field and $\mathcal{E}^{\delta}$ and $\mathcal{H}^{\delta}$ satisfy the radiation condition at infinity. First, we prove the following uniqueness result.

Lemma 4.1. Assume $\beta=0$. Then, the Maxwell system (4.17) with the boundary conditions (4.18) has at most one solution.

Proof. Let $\mathcal{E}^{\delta}$ and $\mathcal{H}^{\delta}$ satisfy (4.17) with the following boundary conditions on $\Gamma^{\delta}:$

$$
\begin{equation*}
n \wedge\left(n \wedge \mathcal{E}^{\delta}\right)+i \delta \omega \mu_{1} \mathcal{H}^{\delta} \wedge n+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(\mathcal{H}^{\delta} \wedge n\right)=0 \quad \text { on } \Gamma^{\delta} \tag{4.19}
\end{equation*}
$$

and the radiation condition at infinity. Direct computation yields

$$
\begin{aligned}
& \int_{\Omega_{2, R}^{\delta}}\left|\overrightarrow{\operatorname{curl}} \mathcal{E}^{\delta}\right|^{2}-\omega^{2} \varepsilon_{2} \mu_{2} \int_{\Omega_{2, R}^{\delta}}\left|\mathcal{E}^{\delta}\right|^{2}+\delta \omega^{2} \mu_{1} \mu_{2} \int_{\Gamma^{\delta}}\left|\mathcal{H}^{\delta} \wedge n\right|^{2} \\
& -\frac{\delta \mu_{2}}{\varepsilon_{1}} \int_{\Gamma^{\delta}}\left|\operatorname{div}_{\Gamma^{\delta}}\left(\mathcal{H}^{\delta} \wedge n\right)\right|^{2}+i \omega \mu_{2} \int_{\Sigma_{R}}\left(\mathcal{H}^{\delta} \wedge n\right) \cdot \overline{\mathcal{E}}^{\delta}=0
\end{aligned}
$$

By taking the imaginary part in the above expression, we obtain

$$
\begin{equation*}
\Re e\left(\int_{\Sigma_{R}}\left(\mathcal{H}^{\delta} \wedge n\right) \cdot \overline{\mathcal{E}}^{\delta}\right)=0 \tag{4.20}
\end{equation*}
$$

Classical arguments, based on the Cauchy-Kowaleska uniqueness theorem and the well-known properties of the pseudodifferential operator $T_{R}(\omega)$ (cf. Appendix A), ensure that $\mathcal{E}^{\delta}=0$ and $\mathcal{H}^{\delta}=0$ in $\Omega_{2, R}^{\delta}$, and the proof of the uniqueness of a solution to (4.17) with the boundary conditions (4.19) is complete.

Lemma 4.1 provides a proof of the uniqueness of the solution to the Maxwell system (4.17) with the approximative impedance condition written by Engquist and Nédélec.

Lemma 4.2. The Maxwell system (4.17) with the boundary conditions

$$
\begin{align*}
& n \wedge\left(n \wedge \mathcal{E}^{\delta}\right)+i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \mathcal{H}^{\delta} \wedge n+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(\mathcal{H}^{\delta} \wedge n\right)  \tag{4.21}\\
& -\delta \beta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(\mathcal{E}^{\delta} \wedge n\right)=0 \quad \text { on } \Gamma^{\delta}
\end{align*}
$$

has nontrivial solutions only if $\mu_{1}$ belongs to a countable set of exceptional values.
Proof. We introduce the scalar three-dimensional fundamental solution corresponding to $\omega$ as

$$
\Phi(x, y)=\frac{e^{i \omega \sqrt{\varepsilon_{2} \mu_{2}}|x-y|}}{4 \pi|x-y|}, \quad x \neq y
$$

Let

$$
u^{\delta}=\mathcal{H}^{\delta} \wedge n
$$

The electric field $\mathcal{E}^{\delta}$ has the following integral representation:

$$
\begin{align*}
\mathcal{E}^{\delta}(x)= & -\frac{i}{\omega \varepsilon_{2}} \overrightarrow{\operatorname{grad}} \int_{\Gamma^{\delta}} \Phi(x-y) \operatorname{div}_{\Gamma^{\delta}} u^{\delta}(y) d \gamma(y) \\
& -i \omega \mu_{2} \int_{\Gamma^{\delta}} \Phi(x-y) u^{\delta}(y) d \gamma(y)  \tag{4.22}\\
& +\overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} n(y) \wedge \mathcal{E}^{\delta}(y) \Phi(x-y) d \gamma(y) .
\end{align*}
$$

From

$$
\begin{aligned}
\overrightarrow{\operatorname{curl}} \mathcal{E}^{\delta} \cdot n & =-\operatorname{curl}_{\Gamma^{\delta}}\left(n \wedge\left(n \wedge \mathcal{E}^{\delta}\right)\right) \\
& =i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \operatorname{curl}_{\Gamma^{\delta}} u^{\delta}
\end{aligned}
$$

we deduce that

$$
\begin{align*}
n \wedge \mathcal{E}^{\delta}= & i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} n \wedge u^{\delta}+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} u^{\delta} \\
& +i \delta^{2} \beta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \operatorname{curl}_{\Gamma^{\delta}} u^{\delta}, \tag{4.23}
\end{align*}
$$

and then

$$
\operatorname{div}_{\Gamma^{\delta}}\left(n \wedge \mathcal{E}^{\delta}\right)=i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \operatorname{div}_{\Gamma^{\delta}}\left(n \wedge u^{\delta}\right)
$$

We rewrite the approximative impedance conditions (4.21) as

$$
\begin{align*}
& n \wedge\left(n \wedge \mathcal{E}^{\delta}\right)+i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} u^{\delta}+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(u^{\delta}\right)  \tag{4.24}\\
& -i \delta^{2} \omega \mu_{1} \beta\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}}\left(\operatorname{div}_{\Gamma^{\delta}}\left(u^{\delta} \wedge n\right)\right)=0
\end{align*}
$$

Now, multiplying (4.24) by $v^{\delta}$ and integrating by parts on $\Gamma^{\delta}$ yields

$$
\begin{aligned}
& \int_{\Gamma^{\delta}} \mathcal{E}^{\delta}(x) \cdot v^{\delta}(x) d \gamma(x)=i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \int_{\Gamma^{\delta}} u^{\delta}(x) \cdot v^{\delta}(x) d \gamma(x) \\
& -\frac{i \delta}{\omega \varepsilon_{1}} \int_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} u^{\delta}(x) \operatorname{div}_{\Gamma^{\delta}} v^{\delta}(x) d \gamma(x) \\
& +i \delta^{2} \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \beta \int_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} v^{\delta}(x) \operatorname{div}_{\Gamma^{\delta}}\left(u^{\delta}(x) \wedge n(x)\right) d \gamma(x) .
\end{aligned}
$$

From the integral representation (4.22) it is easily seen that

$$
\begin{align*}
& \frac{1}{2} \int_{\Gamma^{\delta}} \mathcal{E}^{\delta}(x) \cdot v^{\delta}(x) d \gamma(x)=\frac{i}{\omega \varepsilon_{2}} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \Phi(x-y) \operatorname{div}_{\Gamma^{\delta}} u^{\delta}(y) \operatorname{div}_{\Gamma^{\delta}} v^{\delta}(x) d \gamma(y) d \gamma(x) \\
& -i \omega \mu_{2} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \Phi(x-y) u^{\delta}(y) \cdot v^{\delta}(x) d \gamma(y) d \gamma(x) \\
& +\int_{\Gamma^{\delta}}\left(\overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} n(y) \wedge \mathcal{E}^{\delta}(y) \Phi(x-y) d \gamma(y)\right) \cdot v^{\delta}(x) d \gamma(x) \tag{4.25}
\end{align*}
$$

Then, we obtain that

$$
\begin{align*}
& \frac{2 i}{\omega \varepsilon_{2}} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \Phi(x-y) \operatorname{div}_{\Gamma^{\delta}} u^{\delta}(y) \operatorname{div}_{\Gamma^{\delta}} v^{\delta}(x) d \gamma(y) d \gamma(x) \\
& -2 i \omega \mu_{2} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \Phi(x-y) u^{\delta}(y) \cdot v^{\delta}(x) d \gamma(y) d \gamma(x) \\
& +2 \int_{\Gamma^{\delta}}\left(\overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} n(y) \wedge \mathcal{E}^{\delta}(y) \Phi(x-y) d \gamma(y)\right) \cdot v^{\delta}(x) d \gamma(x)  \tag{4.26}\\
& =i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \int_{\Gamma^{\delta}} u^{\delta}(x) \cdot v^{\delta}(x) d \gamma(x)-\frac{i \delta}{\omega \varepsilon_{1}} \int_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} u^{\delta}(x) \operatorname{div}_{\Gamma^{\delta}} v^{\delta}(x) d \gamma(x) \\
& +i \delta^{2} \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \beta \int_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} v^{\delta}(x) \operatorname{div}_{\Gamma^{\delta}}\left(u^{\delta}(x) \wedge n(x)\right) d \gamma(x)
\end{align*}
$$

We seek $u^{\delta}$ in $T H^{1}\left(\Gamma^{\delta}\right)=\left\{c \in\left(H^{1}\left(\Gamma^{\delta}\right)\right)^{3}, c . n=0\right\}$ such that (4.26) holds for all tangential fields $v^{\delta} \in T H^{1}\left(\Gamma^{\delta}\right)$. We use the following decomposition of the space $T H^{1}\left(\Gamma^{\delta}\right)$.

Lemma 4.3. $T H^{1}\left(\Gamma^{\delta}\right)=\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} H^{2}\left(\Gamma^{\delta}\right) \oplus \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} H^{2}\left(\Gamma^{\delta}\right)$.
The proof of this lemma is exactly the same as in [19] for the space

$$
T H^{-1 / 2}\left(\operatorname{div}, \Gamma^{\delta}\right)=\left\{c \in\left(H^{-1 / 2}\left(\Gamma^{\delta}\right)\right)^{3}, c \cdot n=0, \operatorname{div}_{\Gamma^{\delta}} c \in H^{-1 / 2}\left(\Gamma^{\delta}\right)\right\}
$$

We decompose the tangential fields $u^{\delta}$ and $v^{\delta}$ as follows:

$$
\left\{\begin{aligned}
u^{\delta} & =\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi^{\delta}+\overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \varphi^{\delta} \\
v^{\delta} & =\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi_{t}^{\delta}+\overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \varphi_{t}^{\delta}
\end{aligned}\right.
$$

(4.26) leads to the following equation:

$$
\begin{aligned}
& \frac{i \delta}{\omega \varepsilon_{1}} \int_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \psi^{\delta}(x) \Delta_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(x) \\
& +\frac{2 i}{\omega \varepsilon_{2}} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \Phi(x-y) \Delta_{\Gamma^{\delta}} \psi^{\delta}(y) \Delta_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(y) d \gamma(x) \\
& -2 i \omega \mu_{2} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \Phi(x-y) \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi^{\delta}(y) \cdot \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(y) d \gamma(x) \\
& -2 i \omega \mu_{2} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \Phi(x-y) \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \varphi^{\delta}(y) \cdot \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(y) d \gamma(x) \\
& +2 \int_{\Gamma^{\delta}}(\mathcal{R}(x)-2 c(x))\left\{\int _ { \Gamma ^ { \delta } } \left(i \delta \omega \mu_{1}\left(-\overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \psi^{\delta}(y)+\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \varphi^{\delta}(y)\right)\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \psi^{\delta}(y)\right) \Phi(x-y) d \gamma(y) \wedge n(x)\right\} \cdot \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(x) \\
& -i \delta^{2} \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \beta \int_{\Gamma^{\delta}}(\mathcal{R}(x)-2 c(x))\left(\int_{\Gamma^{\delta}} \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \varphi^{\delta}(y)\right. \\
& \Phi(x-y) d \gamma(y) \wedge n(x)) \cdot \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(x) \\
& +i \delta \omega \mu_{1} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \frac{\partial \Phi}{\partial n_{x}}(x-y)\left(-\overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \psi^{\delta}(y)+\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \varphi^{\delta}(y)\right) \cdot \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(y) d \gamma(x) \\
& +\frac{i \delta}{\omega \varepsilon_{1}} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \frac{\partial \Phi}{\partial n_{x}}(x-y) \overrightarrow{\operatorname{cur}}_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \psi^{\delta}(y) \cdot \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(y) d \gamma(x) \\
& -i \delta^{2} \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \beta \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \frac{\partial \Phi}{\partial n_{x}}(x-y) \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \varphi^{\delta}(y) \cdot \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(y) d \gamma(x) \\
& +i \delta^{2} \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \beta \int_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \varphi^{\delta}(x) \Delta_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(x) \\
& -i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \int_{\Gamma^{\delta}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi^{\delta}(x) \cdot \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(x)=0
\end{aligned}
$$

By multiplying (4.23) by $\overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \varphi_{t}^{\delta}$, integrating by parts, and using (4.25), we obtain

$$
\begin{aligned}
& i \delta^{2} \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \beta \int_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \varphi^{\delta}(x) \cdot \Delta_{\Gamma^{\delta}} \varphi_{t}^{\delta}(x) d \gamma(x) \\
& -i \delta \omega \mu_{1} \int_{\Gamma^{\delta}}{\overrightarrow{\operatorname{cur}^{\prime}}}_{\Gamma^{\delta}} \varphi^{\delta}(x) \cdot \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \varphi_{t}^{\delta}(x) d \gamma(x) \\
& =\frac{2 i}{\omega \varepsilon_{2}} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \Phi(x-y) \Delta_{\Gamma^{\delta}} \psi^{\delta}(y) \Delta_{\Gamma^{\delta}} \varphi_{t}^{\delta}(x) d \gamma(x) d \gamma(y) \\
& \left.-2 i \omega \mu_{2} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \Phi(x-y) \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi^{\delta}(y)+\overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \varphi^{\delta}(y)\right) \cdot \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \varphi_{t}^{\delta}(x) d \gamma(x) d \gamma(y) \\
& +2 \int_{\Gamma^{\delta}}(\mathcal{R}(x)-2 c(x))\left\{\int _ { \Gamma ^ { \delta } } \left(i \delta \omega \mu_{1}\left(-\overrightarrow{\operatorname{cur}}_{\Gamma^{\delta}} \psi^{\delta}(y)+\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \varphi^{\delta}(y)\right)\right.\right. \\
& \left.\left.+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{cur}}_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \psi^{\delta}(y)\right) \Phi(x-y) d \gamma(y) \wedge n(x)\right\} \cdot \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \varphi_{t}^{\delta}(x) d \gamma(x) \\
& -i \delta^{2} \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \beta \int_{\Gamma^{\delta}}(\mathcal{R}(x)-2 c(x))\left(\int_{\Gamma^{\delta}} \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \varphi^{\delta}(y)\right. \\
& \Phi(x-y) d \gamma(y) \wedge n(x)) \cdot \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \varphi_{t}^{\delta}(x) d \gamma(x) \\
& -i \delta \omega \mu_{1} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \frac{\partial \Phi}{\partial n_{x}}(x-y)\left(-\overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \psi^{\delta}(y)+\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \varphi^{\delta}(y)\right) \cdot \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \varphi_{t}^{\delta}(x) d \gamma(y) d \gamma(x) \\
& -\frac{i \delta}{\omega \varepsilon_{1}} \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \frac{\partial \Phi}{\partial n_{x}}(x-y) \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \psi^{\delta}(y) \cdot \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \varphi_{t}^{\delta}(x) d \gamma(y) d \gamma(x) \\
& +i \delta^{2} \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \beta \int_{\Gamma^{\delta}} \int_{\Gamma^{\delta}} \frac{\partial \Phi}{\partial n_{x}}(x-y) \overrightarrow{\operatorname{curl}}_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \varphi^{\delta}(y) \cdot \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \varphi_{t}^{\delta}(x) d \gamma(y) d \gamma(x)
\end{aligned}
$$

Straightforward computations give that the system of the above two equations leads
to a compact perturbation of the coercive form

$$
\left(\begin{array}{ll}
\frac{1}{\omega \varepsilon_{1}} \int_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \psi^{\delta}(x) \Delta_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(x) & \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \beta \int_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \varphi^{\delta}(x) \Delta_{\Gamma^{\delta}} \psi_{t}^{\delta}(x) d \gamma(x) \\
0 & \omega \mu_{1} \delta\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \beta \int_{\Gamma^{\delta}} \Delta_{\Gamma^{\delta}} \varphi^{\delta}(x) \Delta_{\Gamma^{\delta}} \varphi_{t}^{\delta}(x) d \gamma(x)
\end{array}\right)
$$

on $H^{2}\left(\Gamma^{\delta}\right) / \mathbb{C} \times H^{2}\left(\Gamma^{\delta}\right) / \mathbb{C}$.
Now, we write the approximative impedance conditions (4.24) in the following form:

$$
\begin{align*}
& n \wedge\left(n \wedge \mathcal{E}^{\delta}\right)+i \delta \omega u^{\delta}+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(u^{\delta}\right) \\
& -\delta \beta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}}\left(\overrightarrow{\operatorname{curl}} \mathcal{E}^{\delta} \cdot n\right)=-i \delta \omega\left(\mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2}-1\right) u^{\delta} \tag{4.27}
\end{align*}
$$

The above computations show that $u^{\delta}$ appears in (4.27) as an eigenvector of a compact perturbation of an invertible operator and

$$
-i \delta \omega\left(\mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2}-1\right)
$$

is its eigenvalue. Since the operator

$$
\begin{aligned}
& u^{\delta} \longmapsto n \wedge\left(n \wedge \mathcal{E}^{\delta}\right)+i \delta \omega u^{\delta}+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(u^{\delta}\right) \\
& -\delta \beta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}}\left(\overrightarrow{\operatorname{curl}} \mathcal{E}^{\delta} \cdot n\right)
\end{aligned}
$$

is independent of $\mu_{1}$, the proof of the uniqueness Lemma 4.2 is then over.
The proof of Lemma 4.2 also shows the existence of solutions to our boundaryvalue problem. Now, we use the boundary integral equation method to obtain optimal error estimates. We make an ansatz for $\mathcal{E}^{\delta}$ and $\mathcal{H}^{\delta}$ in the form

$$
\left\{\begin{array}{l}
\mathcal{E}^{\delta}(x)=\omega \sqrt{\varepsilon_{2} \mu_{2}} \overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} a(y) \Phi(x, y) d s(y) \quad \text { in } \Omega_{2}^{\delta}  \tag{4.28}\\
\mathcal{H}^{\delta}(x)=\frac{1}{i \omega \mu_{2}} \overrightarrow{\operatorname{curl}} \mathcal{E}^{\delta}(x) \quad \text { in } \Omega_{2}^{\delta}
\end{array}\right.
$$

where $a$ is a vector function in $T H^{2}\left(\Gamma^{\delta}\right)=\left\{c \in\left(H^{2}\left(\Gamma^{\delta}\right)\right)^{3}, c \cdot n=0\right\}$. From the properties of $\Phi$, we see that $\left(\mathcal{E}^{\delta}, \mathcal{H}^{\delta}\right)$ satisfy the Maxwell equations (4.17) and the radiation condition. The tangential components of $\mathcal{E}^{\delta}$ and $\mathcal{H}^{\delta}$ on $\Gamma^{\delta}$ take the form

$$
\begin{align*}
n \wedge \mathcal{E}^{\delta}(x)= & \omega \sqrt{\varepsilon_{2} \mu_{2}} n \wedge \int_{\Gamma^{\delta}} \overrightarrow{\operatorname{cur}}_{x}(a(y) \Phi(x, y)) d s(y) \\
& +\frac{\omega}{2} \sqrt{\varepsilon_{2} \mu_{2}} a(x), \quad x \in \Gamma^{\delta}  \tag{4.29}\\
n \wedge \mathcal{H}^{\delta}(x)= & -i \sqrt{\frac{\varepsilon_{2}}{\mu_{2}}} n \wedge \overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} a(y) \Phi(x, y) d s(y), \quad x \in \Gamma^{\delta}
\end{align*}
$$

The boundary conditions (4.29) for $\mathcal{E}^{\delta}$ and $\mathcal{H}^{\delta}$ will lead to an integral equation on $\Gamma^{\delta}$ for the unknown vector $a$. In order to write it, we introduce the following boundary
operators:

$$
\begin{aligned}
& Q(a)(x)=n \wedge a(x), \quad x \in \Gamma^{\delta}, \\
& M(a)(x)=n \wedge \overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} a(y) \Phi(x, y) d s(y), \quad x \in \Gamma^{\delta}, \\
& N(a)(x)=n \wedge \int_{\Gamma^{\delta}} a(y) \Phi(x, y) d s(y), \quad x \in \Gamma^{\delta}, \\
& P(a)(x)=n \wedge \overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} a(y) \Phi(x, y) d s(y), \quad x \in \Gamma^{\delta} .
\end{aligned}
$$

Then, (4.18) leads to

$$
\begin{align*}
& \frac{1}{2} \delta \beta \sqrt{\varepsilon_{2} \mu_{2}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} a-\frac{\delta}{\omega} \sqrt{\frac{\varepsilon_{2}}{\mu_{2}}} \frac{1}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} P a \\
& +\delta \beta \sqrt{\varepsilon_{2} \mu_{2}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} M a+\delta \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \sqrt{\frac{\varepsilon_{2}}{\mu_{2}}} P a  \tag{4.30}\\
& +\frac{\sqrt{\varepsilon_{2} \mu_{2}}}{2} Q a+\sqrt{\varepsilon_{2} \mu_{2}} Q M a=g^{\delta} \in T L^{2}\left(\operatorname{curl}_{\Gamma^{\delta}}, \Gamma^{\delta}\right),
\end{align*}
$$

where $T L^{2}\left(\operatorname{curl}_{\Gamma^{\delta}}, \Gamma^{\delta}\right)=\left\{c \in\left(L^{2}\left(\Gamma^{\delta}\right)\right)^{3}, c \cdot n=0, \operatorname{curl}_{\Gamma^{\delta}} c \in H^{1}\left(\Gamma^{\delta}\right)\right\}$. Thus we have the following theorem.

THEOREM 4.4. The vector function $a \in T H^{2}\left(\Gamma^{\delta}\right)$ is a solution of the integral equation (4.30) if and only if the fields $\left(\mathcal{E}^{\delta}, \mathcal{H}^{\delta}\right)$ satisfy the boundary conditions (4.18).

In order to discuss the solvability of the integral equation (4.30), we compute $\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} P a, \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} M a, \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} N a, \operatorname{curl}_{\Gamma^{\delta}} P a$ and curl $\Gamma^{\delta} Q M a$. Direct computation yields

$$
\begin{align*}
\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} P a & =\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}(a \wedge n)-\omega^{2} \sqrt{\varepsilon_{2} \mu_{2}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} N a  \tag{4.31}\\
& =\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{curl}_{\Gamma^{\delta}} a-\omega^{2} \sqrt{\varepsilon_{2} \mu_{2}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} N a
\end{align*}
$$

$\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} M a=-\frac{\partial}{\partial s}\left(n \wedge\left(n \wedge \overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} a \Phi\right)\right)+\omega^{2} \varepsilon_{2} \mu_{2} n \wedge \overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} a \Phi$
$-n \wedge \overrightarrow{\operatorname{curl}} a$,

$$
\begin{equation*}
=-i \sqrt{\frac{\mu_{2}}{\varepsilon_{2}}} \frac{\partial}{\partial s}\left(n \wedge\left(n \wedge \mathcal{H}^{\delta}\right)\right)+\omega \sqrt{\varepsilon_{2} \mu_{2}} n \wedge \mathcal{E}^{\delta}-n \wedge \overrightarrow{\operatorname{curl}} a \tag{4.32}
\end{equation*}
$$

$$
\begin{align*}
& \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} N a=\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}}\left(\overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} a \Phi \cdot n\right)  \tag{4.33}\\
&=\frac{1}{\omega \sqrt{\varepsilon_{2} \mu_{2}}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}}\left(\mathcal{E}^{\delta} \cdot n\right) \\
& \operatorname{curl}_{\Gamma^{\delta}} P a=\operatorname{curl}_{\Gamma^{\delta}}\left(n \wedge\left(\mathcal{R}-2 c-\frac{\partial}{\partial n}\right)\right. \\
&\left\{-\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}}\left(\int_{\Gamma^{\delta}} a(y) \cdot(n(x)-n(y)) \Phi(x-y) d s(y)\right)\right.  \tag{4.34}\\
&\left.\left.-\mathcal{R}\left(n \wedge\left(n \wedge \int_{\Gamma^{\delta}} a \Phi\right)\right)+\frac{\partial}{\partial n}\left(n \wedge\left(n \wedge \int_{\Gamma^{\delta}} a \Phi\right)\right)\right\}\right)
\end{align*}
$$

$$
\begin{equation*}
\operatorname{curl}_{\Gamma^{\delta}} Q M a=\operatorname{curl}_{\Gamma^{\delta}}\left(n \wedge \int_{\Gamma^{\delta}}(\mathcal{R}-2 c)(a \wedge n) \Phi-\int_{\Gamma^{\delta}} a \wedge n \frac{\partial \Phi}{\partial n_{x}}\right) \tag{4.35}
\end{equation*}
$$

Now, we write the integral equation (4.30) as follows:

$$
\begin{equation*}
\left(L^{\delta}+K^{\delta}\right) a=g^{\delta} \tag{4.36}
\end{equation*}
$$

where

$$
\begin{equation*}
L^{\delta} a=\frac{1}{2} \delta \beta \sqrt{\varepsilon_{2} \mu_{2}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} a-\frac{\delta}{\omega} \sqrt{\frac{\varepsilon_{2}}{\mu_{2}}} \frac{1}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}(a \wedge n) \tag{4.37}
\end{equation*}
$$

and

$$
\begin{align*}
K^{\delta} a= & \delta \frac{\varepsilon_{2}}{\varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} N a+\delta \beta \sqrt{\varepsilon_{2} \mu_{2}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}} M a \\
& +\sqrt{\varepsilon_{2} \mu_{2}} Q M a+\delta \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \sqrt{\frac{\varepsilon_{2}}{\mu_{2}}} P a+\frac{\sqrt{\varepsilon_{2} \mu_{2}}}{2} Q a . \tag{4.38}
\end{align*}
$$

We treat this equation in the spaces

$$
L^{\delta}+K^{\delta}: T H^{2}\left(\Gamma^{\delta}\right) \longmapsto T L^{2}\left(\operatorname{curl}_{\Gamma^{\delta}}, \Gamma^{\delta}\right)
$$

From (4.31)-(4.35), it is clear that $\operatorname{curl}_{\Gamma^{\delta}} K^{\delta} a \in H^{2}\left(\Gamma^{\delta}\right)$ and

$$
K^{\delta} a \in T H^{1}\left(\Gamma^{\delta}\right)=\left\{c \in\left(H^{1}\left(\Gamma^{\delta}\right)\right)^{3}, c \cdot n=0\right\}
$$

for $a \in T H^{2}\left(\Gamma^{\delta}\right)$. The operator $K^{\delta}$ is then compact between these spaces. We show that the operator $L^{\delta}$ is an isomorphism from $T H^{2}\left(\Gamma^{\delta}\right)$ onto $T L^{2}\left(\operatorname{curl}_{\Gamma^{\delta}}, \Gamma^{\delta}\right)$. By using the decomposition

$$
a=\overrightarrow{\operatorname{cur}}_{\Gamma^{\delta}} \varphi+\overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \psi,
$$

the integral equation

$$
L^{\delta} a=g^{\delta}
$$

is equivalent to the following elliptic system:

$$
\left\{\begin{array}{l}
\frac{\sqrt{\varepsilon_{2} \mu_{2}}}{2} \Delta_{\Gamma^{\delta}} \psi=-\operatorname{curl}_{\Gamma^{\delta}} g^{\delta} \in H^{1}\left(\Gamma^{\delta}\right) \\
\sqrt{\frac{\varepsilon_{2}}{\mu_{2}}} \frac{\delta}{\omega^{2} \varepsilon_{1}} \Delta_{\Gamma^{\delta}}^{2} \varphi=-\frac{1}{2} \delta \beta \sqrt{\varepsilon_{2} \mu_{2}} \Delta_{\Gamma^{\delta}}^{2} \psi+\operatorname{div}_{\Gamma^{\delta}} g^{\delta} \in H^{-1}\left(\Gamma^{\delta}\right),
\end{array}\right.
$$

which has a unique solution $(\varphi, \psi) \in\left(H^{3}\left(\Gamma^{\delta}\right) / \mathbb{C}\right)^{2}$. The integral equation $L^{\delta} a=g^{\delta}$ then has a unique solution in $T H^{2}\left(\Gamma^{\delta}\right)$.

Applying these results to (4.30) yields

$$
\begin{equation*}
a+\left(L^{\delta}\right)^{-1} K^{\delta} a=\left(L^{\delta}\right)^{-1} g^{\delta} \tag{4.39}
\end{equation*}
$$

which is a Fredholm equation of the second kind in $T H^{2}\left(\Gamma^{\delta}\right)$. Now, under the assumption that $\mu$ is not is the set of exceptional values introduced in Lemma 4.2, we can prove the following theorem.

THEOREM 4.5. There exists a unique solution to the integral equation (4.30) in $T H^{2}\left(\Gamma^{\delta}\right)$.

From Lemma 4.2 the boundary-value problem (4.17)-(4.18) itself has at most one solution. To show the uniqueness of the solution to the integral equation (4.30), let us consider $a \in T H^{2}\left(\Gamma^{\delta}\right)$ a solution of (4.30) and define

$$
\begin{aligned}
\mathcal{E}^{\delta}(x) & =\omega \sqrt{\varepsilon_{2} \mu_{2}} \overrightarrow{\operatorname{curl}} \int_{\Gamma^{\delta}} a(y) \Phi(x, y) d s(y) \quad \text { in } \Omega_{2}^{\delta} \\
\mathcal{H}^{\delta}(x) & =\frac{1}{i \omega \mu_{2}} \overrightarrow{\operatorname{curl}} \mathcal{E}^{\delta}(x) \quad \text { in } \Omega_{2}^{\delta}
\end{aligned}
$$

Standard arguments state that $\mathcal{E}^{\delta}$ and $\mathcal{H}^{\delta}$ are solutions of the boundary-value problem (4.17)-(4.18). Hence, there exists a unique solution to the integral equation (4.30) in $T H^{2}\left(\Gamma^{\delta}\right)$.

The uniform continuity of the operator $\left(\left(L^{\delta}\right)^{-1} K^{\delta}+I\right)^{-1}\left(L^{\delta}\right)^{-1}$ from $T L^{2}\left(\operatorname{curl}_{\Gamma^{\delta}}, \Gamma^{\delta}\right)$ onto $T H^{2}\left(\Gamma^{\delta}\right)$ with respect to $\delta$ gives the existence of a strictly positive constant $C$ independent of $\delta$ such that the unique solution of the equation (4.39) satisfies the following estimate:

$$
\|a\|_{T H^{2}\left(\Gamma^{\delta}\right)} \leq C\left\|g^{\delta}\right\|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right.}
$$

From the integral representations (4.28), it is easily established that for each $O \subset \subset \Omega_{2}^{\delta}$, there exists a strictly positive constant $C$ independent of $\delta$ such that

$$
\left\|\mathcal{E}^{\delta}\right\|_{H(\overrightarrow{\operatorname{curl}}, O)}+\left\|\mathcal{H}^{\delta}\right\|_{H(\overrightarrow{\operatorname{curl}, O)}} \leq C\|a\|_{T H^{2}\left(\Gamma^{\delta}\right)}
$$

Therefore, we obtain the following result.
Theorem 4.6. For each $O \subset \subset \Omega_{2}^{\delta}$, there exists a positive constant $C$ independent of $\delta$ such that

$$
\begin{equation*}
\left\|\mathcal{E}^{\delta}\right\|_{H(\operatorname{curl}, O)}+\left\|\mathcal{H}^{\delta}\right\|_{H(\overrightarrow{\operatorname{curl}}, O)} \leq C\left\|g^{\delta}\right\|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right.} \tag{4.40}
\end{equation*}
$$

Now, let $\mathcal{E}^{\delta}, \mathcal{H}^{\delta}$ be the solution of the Maxwell equations with the new boundary conditions corresponding to

$$
\begin{aligned}
g^{\delta}= & n \wedge\left(n \wedge E^{i n}\right)+i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} H^{i n} \wedge n+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(H^{i n} \wedge n\right) \\
& -\delta \beta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(E^{i n} \wedge n\right)
\end{aligned}
$$

in (4.18) $\left(H^{i n}=-i \omega \varepsilon_{2} \overrightarrow{\operatorname{curl}} E^{i n}\right)$. By Theorem 4.4, we obtain the following error estimate.

Theorem 4.7. For each $O \subset \subset \Omega_{2}^{\delta}$, there exists a positive constant $C$ independent of $\delta$ such that

$$
\begin{equation*}
\left\|\mathcal{E}^{\delta}-E_{2}^{s c, \delta}\right\|_{H(\overrightarrow{\operatorname{curl}}, O)}+\left\|\mathcal{H}^{\delta}-H_{2}^{s c, \delta}\right\|_{H(\overrightarrow{\operatorname{curl}}, O)} \leq C \delta^{2} \tag{4.41}
\end{equation*}
$$

where $E_{2}^{s c, \delta}=E_{2}^{\delta}-E^{i n}$ and $H_{2}^{s c, \delta}=H_{2}^{\delta}-H^{\text {in }}$ are the unique solutions of (2.8) in $\Omega_{2}^{\delta}$ satisfying the radiation condition at infinity.

Proof. We first recall that the tangential component of the electric field on $\Gamma^{\delta}$ is given by

$$
\begin{aligned}
E_{\Gamma^{\delta}}^{\delta}\left(x_{\Gamma^{\delta}}\right)= & \left(\gamma_{1}\right)^{2} \beta \int_{-\delta}^{0} E_{1}^{\delta} \wedge n d s+i \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} \int_{-\delta}^{0} H_{1}^{\delta} \wedge n d s \\
& +\frac{i}{\omega \varepsilon_{1}} \int_{-\delta}^{0} \overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}} \operatorname{div}_{\Gamma_{s}^{\delta}}\left(H_{1}^{\delta} \wedge n\right) d s-i \beta \int_{-\delta}^{0} \overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}} \operatorname{div}_{\Gamma_{s}^{\delta}}\left(E_{1}^{\delta} \wedge n\right) d s \\
& -\int_{-\delta}^{0} \mathcal{R}\left(E_{\Gamma_{s}^{\delta}}^{\delta}\right) d s
\end{aligned}
$$

Let us define

$$
\left\{\begin{array}{l}
e^{\delta}=\mathcal{E}^{\delta}-E_{2}^{s c, \delta} \\
h^{\delta}=\mathcal{H}^{\delta}-H_{2}^{s c, \delta}
\end{array}\right.
$$

It is clear that $\left(e^{\delta}, h^{\delta}\right)$ satisfy the Maxwell equations

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} e^{\delta}=i \omega \mu_{2} h^{\delta} \quad \text { in } \Omega_{2}^{\delta}, \\
\overrightarrow{\operatorname{curl}} h^{\delta}=-i \omega \varepsilon_{2} e^{\delta} \quad \text { in } \Omega_{2}^{\delta},
\end{array}\right.
$$

with the boundary conditions given by

$$
\begin{aligned}
& n \wedge\left(n \wedge e^{\delta}\right)+i \delta \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2} h^{\delta} \wedge n+\frac{i \delta}{\omega \varepsilon_{1}} \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(h^{\delta} \wedge n\right) \\
& -\delta \beta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(e^{\delta} \wedge n\right)=w^{\delta} \quad \text { on } \Gamma^{\delta}
\end{aligned}
$$

where

$$
\begin{aligned}
w^{\delta}= & \frac{i}{\omega \varepsilon_{1}}\left(\int_{-\delta}^{0} \overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}} \operatorname{div}_{\Gamma_{s}^{\delta}}\left(H_{1}^{\delta} \wedge n\right) d s-\delta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(H_{1}^{\delta}\left(x_{\Gamma^{\delta}}\right) \wedge n\right)\right) \\
& -i \beta\left(\int_{-\delta}^{0} \overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}} \operatorname{div}_{\Gamma_{s}^{\delta}}\left(E_{1}^{\delta} \wedge n\right) d s-\delta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(E_{1}^{\delta}\left(x_{\Gamma^{\delta}}\right) \wedge n\right)\right) \\
& -\int_{-\delta}^{0} \mathcal{R}\left(E_{\Gamma_{s}^{\delta}}^{\delta}\right) d s+\left(\gamma_{1}\right)^{2} \beta \int_{-\delta}^{0} E_{1}^{\delta} \wedge n d s \\
& +i \omega \mu_{1}\left(\frac{\gamma_{1}}{k_{1}}\right)^{2}\left(\int_{-\delta}^{0} H_{1}^{\delta} \wedge n d s-\delta H_{1}^{\delta} \wedge n\right)
\end{aligned}
$$

From Theorem 4.4, it follows that for each $O \subset \subset \Omega_{2}^{\delta}$, there exists a positive constant $C$ independent of $\delta$ such that

$$
\begin{equation*}
\left\|e^{\delta}\right\|_{H(\overrightarrow{\operatorname{curl}}, O)}+\left\|h^{\delta}\right\|_{H(\overrightarrow{\operatorname{curl}}, O)} \leq C\left\|w^{\delta}\right\|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)} .\right.} \tag{4.42}
\end{equation*}
$$

Now, in order to prove the optimal error estimate (4.41), we should estimate the following quantities:

$$
\left|\int_{-\delta}^{0} \overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}} \operatorname{div}_{\Gamma_{s}^{\delta}}\left(H_{1}^{\delta} \wedge n\right) d s-\delta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(H_{1}^{\delta}\left(x_{\Gamma^{\delta}}\right) \wedge n\right)\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right.}
$$

$$
\begin{aligned}
& \left|\int_{-\delta}^{0} \overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}} \operatorname{div}_{\Gamma_{s}^{\delta}}\left(E_{1}^{\delta} \wedge n\right) d s-\delta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(E_{1}^{\delta}\left(x_{\Gamma^{\delta}}\right) \wedge n\right)\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right.}, \\
& \quad\left|\int_{-\delta}^{0} \mathcal{R}\left(E_{\Gamma_{s}^{\delta}}^{\delta}\right) d s\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)},\left|\int_{-\delta}^{0} E_{1}^{\delta} \wedge n d s\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right.},\right.},
\end{aligned}
$$

and

$$
\left|\int_{-\delta}^{0} H_{1}^{\delta} \wedge n d s-\delta H_{1}^{\delta} \wedge n\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right.}
$$

We need the following lemma.
Lemma 4.8. Let $u$ be a smooth vectorial function defined in $\Omega_{1}^{\delta}$. We have

$$
\left|\int_{-\delta}^{0} \overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}} \operatorname{div}_{\Gamma_{s}^{\delta}}(u \wedge n) d s-\delta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(u\left(x_{\Gamma^{\delta}}\right) \wedge n\right)\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right.} \leq C \delta^{2}
$$

where $C$ is a strictly positive constant independent of $\delta$.
Formally, since the derivatives of the tangential components of the magnetic and the electric field are bounded uniformly with respect to $\delta$, it follows that there exists a strictly positive constant $C$ such that

$$
\begin{aligned}
& \left|\int_{-\delta}^{0} \mathcal{R}\left(E_{\Gamma_{s}^{\delta}}^{\delta}\right) d s\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right.} \leq C \delta^{2} \\
& \left|\int_{-\delta}^{0} E_{1}^{\delta} \wedge n d s\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right.} \leq C \delta^{2}
\end{aligned}
$$

and

$$
\left|\int_{-\delta}^{0} H_{1}^{\delta} \wedge n d s-\delta H_{1}^{\delta} \wedge n\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)} \leq C \delta^{2} . . .\right.} \leq
$$

Lemma 4.2 yields

$$
\begin{aligned}
& \left|\int_{-\delta}^{0} \overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}} \operatorname{div}_{\Gamma_{s}^{\delta}}\left(H_{1}^{\delta} \wedge n\right) d s-\delta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(H_{1}^{\delta}\left(x_{\Gamma^{\delta}}\right) \wedge n\right)\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right.} \leq C \delta^{2}, \\
& \left|\int_{-\delta}^{0} \overrightarrow{\operatorname{grad}}_{\Gamma_{s}^{\delta}} \operatorname{div}_{\Gamma_{s}^{\delta}}\left(E_{1}^{\delta} \wedge n\right) d s-\delta \overrightarrow{\operatorname{grad}}_{\Gamma^{\delta}} \operatorname{div}_{\Gamma^{\delta}}\left(E_{1}^{\delta}\left(x_{\Gamma^{\delta}}\right) \wedge n\right)\right|_{T L^{2}\left(\operatorname{curl}_{\left.\Gamma^{\delta}, \Gamma^{\delta}\right)}\right)} \leq C \delta^{2}
\end{aligned}
$$

The proof of the error estimate is then complete by using (4.42).
Finally, we note that the present method for obtaining the approximative impedance conditions is quite general, and it is applicable to coatings with arbitrary constitutive relations, such as dielectric layers with tensor permittivity and nonreciprocal coatings. Multiple layers may also be handled in a systematic manner.
5. Conclusions. In this paper, the diffraction problem by a chiral layer is formulated. The existence and the uniqueness of a solution to this problem is proved except for a possible discrete set of frequencies. In the case of a thin chiral layer, approximative impedance conditions are derived. The well-posedness of the new boundary-value problem obtained from these equivalent boundary conditions is established, and optimal error estimates between the unique solution of this new boundary-value problem and the solution of the diffraction problem by the chiral layer are obtained.

Appendix A. Let $\left(Y_{l}^{m}\right)_{-l \leq m \leq l}$ be an orthonormal sequence of spherical harmonics of order $l$ on the unit sphere $\Sigma$ normalized such that

$$
\int_{\Sigma} Y_{l}^{m} \cdot \bar{Y}_{l^{\prime}}^{m^{\prime}}=\delta_{l, l^{\prime}}^{m, m^{\prime}}
$$

The basis functions for tangential fields on $\Sigma_{R}$ are then

$$
G_{l}^{m}=\frac{1}{\sqrt{l(l+1)}} \overrightarrow{\operatorname{grad}}_{\Sigma} Y_{l}^{m} \text { and } R_{l}^{m}=n \wedge G_{l}^{m} \quad \text { for }-l \leq m \leq l, l \geq 1
$$

The tangential vector fields $G_{l}^{m}$ and $G_{l}^{m}$ are an orthonormal basis on the unit sphere (in the $L^{2}$ inner product). The multipolar vector basis for Maxwell's equations

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} E=i \omega \mu_{2} H  \tag{A.1}\\
\overrightarrow{\operatorname{curl}} H=-i \omega \varepsilon_{2} E
\end{array}\right.
$$

are given by

$$
\left\{\begin{align*}
M_{j, l}^{m}(x) & =\overrightarrow{\operatorname{curl}}\left(x h_{l}^{(j)}(k|x|) Y_{l}^{m}\left(\frac{x}{|x|}\right)\right)  \tag{A.2}\\
N_{j, l}^{m}(x) & =\frac{1}{i k} \overrightarrow{\operatorname{curl}} M_{j, l}^{m}(x)
\end{align*}\right.
$$

where $j \in\{1,2\}, m=-l, \ldots, l, l \geq 1, k=\omega \sqrt{\varepsilon_{2} \mu_{2}} . h_{l}^{(j)}$ denotes the spherical Hankel functions of the $j$ kind and order $l$. It is well known that any solution of Maxwell's equations (A.1) satisfying the outgoing radiation condition can be written for $|x|>R$ in the form

$$
\begin{equation*}
E(x)=\sum_{l \geq 1} \sum_{m=-l}^{l}\left(\alpha_{l}^{m} N_{1, l}^{m}(x)+\beta_{l}^{m} M_{1, l}^{m}(x)\right) \tag{A.3}
\end{equation*}
$$

In this appendix, we shall prove that if $\Im m \int_{\Sigma_{R}}(\overrightarrow{\operatorname{curl}} E \wedge n) \cdot \bar{E}=0$ then $E \equiv$ 0 in $|x|>R$. We need to express

$$
\Im m \int_{\Sigma_{R}}(\overrightarrow{\operatorname{curl}} E \wedge n) \cdot \bar{E}
$$

where $E$ is a solution to Maxwell's equations (A.1) satisfying the outgoing radiation condition at infinity in terms of the coefficients of the expansions for $E$. Using the expansion (A.3) we obtain

$$
\begin{aligned}
\overrightarrow{\operatorname{curl}} E \wedge n= & \sum_{l \geq 1} \sum_{m=-l}^{l}\left(\sqrt{l(l+1)} \beta_{l}^{m} h_{l}^{(1)}(k R) G_{l}^{m}\left(\frac{x}{R}\right)\right) \\
& +\frac{i}{k R} \sum_{l \geq 1} \sum_{m=-l}^{l}\left(\sqrt{l(l+1)} \alpha_{l}^{m}\left\{h_{l}^{(1)}(k R)+k R\left(h_{l}^{(1)}\right)^{\prime}(k R)\right\} R_{l}^{m}\left(\frac{x}{R}\right)\right)
\end{aligned}
$$

on $\Sigma_{R}$. Now, from the definitions of $G_{l}^{m}$ and $R_{l}^{m}$, we show that

$$
-n \wedge\left(n \wedge N_{1, l}^{m}(x)\right)=-\frac{i}{k R} \sqrt{l(l+1)}\left(h_{l}^{(1)}(k R)+k R\left(h_{l}^{(1)}\right)^{\prime}(k R)\right) G_{l}^{m}\left(\frac{x}{R}\right), \quad \text { on } \Sigma_{R}
$$

and

$$
-n \wedge\left(n \wedge M_{1, l}^{m}(x)\right)=-\sqrt{l(l+1)} h_{l}^{(1)}(k R) R_{l}^{m}\left(\frac{x}{R}\right) \quad \text { on } \Sigma_{R} .
$$

Direct computation yields

$$
\int_{\Sigma_{R}}(\overrightarrow{\operatorname{curl}} E \wedge n) \cdot \bar{E}=\sum_{l \geq 1} \sum_{m=-l}^{l} l(l+1)\left(\left|\alpha_{l}^{m}\right|^{2}+\left|\beta_{l}^{m}\right|^{2}\right) \Im m\left(h_{l}^{(1)}(k R)\left(h_{l}^{(1)}\right)^{\prime}(k R)\right) .
$$

From

$$
\Im m h_{l}^{(1)}(k R) \overline{\left(h_{l}^{(1)}\right)^{\prime}}(k R)<0 \quad \text { for all } l \geq 1,
$$

proved in [2], we obtain that

$$
\Im m \int_{\Sigma_{R}}(\overrightarrow{\operatorname{curl}} E \wedge n) \cdot \bar{E}=0 \Longrightarrow E \equiv 0 \text { in }|x|>R .
$$

Appendix B. For the convenience of the reader we summarize in this appendix the vector identities used in this paper. Let $\Omega$ be a bounded domain with a smooth boundary $\partial \Omega$. $n$ denotes its outward normal. Let $u$ and $v$ be two sufficiently smooth vectorial functions defined in $\Omega$ and $w$ on $\partial \Omega$ such that $n \cdot w=0$. We have

$$
\begin{aligned}
& \int_{\Omega} \overrightarrow{\operatorname{curl}} u \cdot v=\int_{\Omega} u \cdot \overrightarrow{\operatorname{curl}} v-\int_{\partial \Omega}(u \wedge n) \cdot(n \wedge(n \wedge v)) . \\
& \overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} u=\overrightarrow{\operatorname{grad}} \operatorname{div} u-\Delta u . \\
& \overrightarrow{\text { curl }} \overrightarrow{\operatorname{grad}} u=0 . \\
& \operatorname{div} \overrightarrow{\operatorname{curl}} u=0 . \\
& \operatorname{div}_{\partial \Omega}(u \wedge n)=\left.n \cdot \overrightarrow{\operatorname{curl}} u\right|_{\partial \Omega} . \\
& \int_{\partial \Omega} \overrightarrow{\operatorname{grad}}_{\partial \Omega} \operatorname{div}_{\partial \Omega}(u \wedge n) \cdot(v \wedge n)=-\int_{\partial \Omega} \operatorname{div}_{\partial \Omega}(u \wedge n) \operatorname{div}_{\partial \Omega}(v \wedge n) . \\
& \operatorname{div}_{\partial \Omega} \overrightarrow{\operatorname{curl}}_{\partial \Omega} w=0 . \\
& -\operatorname{curl}_{\partial \Omega} \overrightarrow{\operatorname{curl}}_{\partial \Omega} w=\Delta_{\partial \Omega} w=\operatorname{div}{ }_{\partial \Omega} \overrightarrow{\operatorname{grad}}_{\partial \Omega} w . \\
& \operatorname{curl}_{\partial \Omega} \overrightarrow{\operatorname{grad}}_{\partial \Omega} w=0 .
\end{aligned}
$$

$$
\begin{gathered}
\operatorname{div} \partial \Omega(w \wedge n)=\operatorname{curl}_{\partial \Omega} w \\
\overrightarrow{\operatorname{curl}} u=\operatorname{curl}_{\partial \Omega} u_{\partial \Omega} n+\overrightarrow{\operatorname{curl}}_{\partial \Omega}(u \cdot n)+(\mathcal{R}-2 c)(u \wedge n)-\frac{\partial}{\partial s}(u \wedge n),
\end{gathered}
$$

where

$$
u_{\partial \Omega}=-n \wedge(n \wedge u)
$$

$$
\begin{aligned}
\overrightarrow{\operatorname{curl}} \overrightarrow{\operatorname{curl}} u= & \left(\operatorname{curl}_{\partial \Omega} \overrightarrow{\operatorname{curl}}_{\partial \Omega}(u \cdot n)\right) n+\operatorname{div} \partial \Omega\left(\mathcal{R} u_{\partial \Omega}\right) n+\operatorname{div}_{\partial \Omega}\left(\frac{\partial}{\partial n} u_{\partial \Omega}\right) \\
& +\overrightarrow{\operatorname{curl}}_{\partial \Omega} \operatorname{curl}_{\partial \Omega} u_{\partial \Omega}+\left(\mathcal{R}-2 c-\frac{\partial}{\partial s}\right)\left(-\overrightarrow{\operatorname{grad}}_{\partial \Omega}(u \cdot n)\right. \\
& \left.+\mathcal{R} u_{\partial \Omega}+\frac{\partial}{\partial s} u_{\partial \Omega}\right) .
\end{aligned}
$$
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# BIFURCATION STRUCTURE OF STATIONARY SOLUTIONS OF A LOTKA-VOLTERRA COMPETITION MODEL WITH DIFFUSION* 

YUKIO KAN-ON ${ }^{\dagger}$


#### Abstract

In this paper, we consider a Lotka-Volterra competition model with diffusion which describes the dynamics of the population of two competing species, and establish the bifurcation structure of positive stationary solutions of the model. To do this, we shall employ the comparison principle and the bifurcation theory and study the spatial profile of positive stationary solutions.
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1. Introduction. In order to understand the mechanism of phenomena which appear in various fields, we often use the system of reaction-diffusion equations

$$
\left\{\begin{array}{l}
\boldsymbol{u}_{t}=\varepsilon D \Delta \boldsymbol{u}+\boldsymbol{f}(\boldsymbol{u}), \quad x \in \Omega, \quad t>0  \tag{1.1}\\
\frac{\partial}{\partial \nu} \boldsymbol{u}=0, \quad x \in \partial \Omega, \quad t>0,
\end{array}\right.
$$

with suitable initial condition, and discuss the existence of stationary solutions and their stability properties, where $\boldsymbol{u} \in \mathbf{R}^{n}, \varepsilon$ is a positive constant, $D$ is a diagonal matrix whose elements are positive, $\boldsymbol{f}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ is a smooth function, $\Omega$ is a bounded domain in $\mathbf{R}^{m}$ with smooth boundary $\partial \Omega$, and $\nu$ is the outward unit normal vector on $\partial \Omega$.

When $n=1$ holds, it is comparatively easy to study the existence of stationary solutions of (1.1) and their spatial profile by the analysis of motions in the phase plane, because the so-called comparison principle holds. Furthermore, it is well known that for suitable $f(u)$, the global attractor $\mathcal{A}$ of (1.1) is represented as $\mathcal{A}=\cup_{e \in \mathcal{E}} W^{u}(e)$, where $\mathcal{E}$ is the set of stationary solutions of (1.1) and $W^{u}(e)$ is an unstable manifold of (1.1) at $u=e$ (for example, see Chapter 4 in Hale [6]). This suggests that in order to understand the precise asymptotic behavior of solutions of (1.1), it is important to study the number of stationary solutions and their stability properties.

In general, the comparison principle does not always hold in case of $n \geq 2$. This leads to the considerable complexity for the study of the existence and stability of stationary solutions of (1.1). In this paper, to approach the problem for $n \geq 2$, we consider a Lotka-Volterra competition model with diffusion which describes the dynamics of the population $\boldsymbol{u}=(u, v)$ of two competing species, and assume the nonlinearity $\boldsymbol{f}(\boldsymbol{u})=(f, g)(\boldsymbol{u})$ with

$$
f(\boldsymbol{u})=u(1-u-c v), \quad g(\boldsymbol{u})=v(a-b u-v)
$$

which is most simple in the framework of Lotka-Volterra competition models, where $a$, $b$, and $c$ are positive constants. We should note here that under the above nonlinearity,

[^25]the comparison principle holds for (1.1) with respect to the order relation $\preceq_{0}$ which will be defined in the next section.

Many authors have studied the existence and stability of positive stationary solutions for a variety of Lotka-Volterra competition models including (1.1) (for instance, see Dancer [3] and Gui and Lou [5]). For the asymptotic behavior of solutions of (1.1), the following is well known (for example, see de Mottoni [4]):
(I) If $a<\min (b, 1 / c)$, then $\lim _{t \rightarrow+\infty} \boldsymbol{u}(t, x)=(1,0)$.
(II) If $b<a<1 / c$, then

$$
\lim _{t \rightarrow+\infty} \boldsymbol{u}(t, x)=\left(\frac{1-a c}{1-b c}, \frac{a-b}{1-b c}\right)
$$

(III) If $1 / c<a<b$, then both $(1,0)$ and $(0, a)$ are locally stable.
(IV) If $a>\max (b, 1 / c)$, then $\lim _{t \rightarrow+\infty} \boldsymbol{u}(t, x)=(0, a)$.

Precisely speaking for case (III), Kishimoto and Weinberger [8] showed that any spatially inhomogeneous positive stationary solution is unstable if $\Omega$ is convex. On the other hand, Matano and Mimura [9] proved that there exist stable spatially inhomogeneous positive stationary solutions for suitably nonconvex domain $\Omega$. (Along this line, we also refer to Mimura, Ei, and Fang [10] and Kan-on and Yanagida [7].) These results mean that there exist many positive stationary solutions of (1.1) and that their stability properties crucially depend on the shape of the domain $\Omega$. We now address the following question: suppose that $\Omega$ is suitably fixed. How many positive stationary solutions does (1.1) have? In this paper, to answer this problem, we assume

$$
\begin{equation*}
\Omega=(0,1), \quad D=I_{2}, \quad a=1, \quad b=c>1 \tag{A}
\end{equation*}
$$

study the spatial profile of positive stationary solutions by employing the comparison principle and the bifurcation theory, and then establish the bifurcation structure of the positive stationary solutions of (1.1).
2. Statement of result. We set $X=\left\{\boldsymbol{u} \in C^{2}\left([0,1], \mathbf{R}^{2}\right) \mid \boldsymbol{u}_{x}(0)=0, \boldsymbol{u}_{x}(1)=\right.$ $0\}$ and define the order relations $\preceq_{s}$ and $\preceq_{o}$ in the following manner:

$$
\begin{aligned}
& \left(u_{1}, v_{1}\right) \preceq_{s}\left(u_{2}, v_{2}\right) \Longleftrightarrow u_{1} \leq u_{2}, v_{1} \leq v_{2} \\
& \left(u_{1}, v_{1}\right) \preceq_{o}\left(u_{2}, v_{2}\right) \Longleftrightarrow u_{1} \leq u_{2}, v_{1} \geq v_{2} .
\end{aligned}
$$

We denote by $\prec_{s}$ and $\prec_{o}$ the relations obtained from the above definition by replacing $\leq$ with $<$. We shall say that $\boldsymbol{u}(x)$ is positive if $\boldsymbol{u}(x) \succ_{s} 0$ holds on [0, 1].

Setting $\bar{u}=1 /(1+b), \bar{u}=(\bar{u}, \bar{u}), \varepsilon_{0}=+\infty$, and $\varepsilon_{n}=(b-1) /\left(n^{2} \pi^{2}(b+1)\right)(n \in$ $\mathbf{N}$ ), we can easily check that spatially inhomogeneous positive stationary solutions of (1.1) bifurcate from $\boldsymbol{u}=\overline{\boldsymbol{u}}$ at $\varepsilon=\varepsilon_{n}$ for each $n \in \mathbf{N}$. In the next section, we shall study the geometrical position of the curve of such stationary solutions.

Here is the main result of this paper.
Theorem 2.1. Under the assumption (A), the following holds for each $n \in \mathbf{N}$ :
(i) For any $\varepsilon \in\left(0, \varepsilon_{n}\right)$, there exists a pair of spatially inhomogeneous positive stationary solutions $\boldsymbol{u}_{n}^{ \pm}(x, \varepsilon)$ of (1.1) such that

$$
(-1)^{j} \boldsymbol{u}_{n x}^{-}(x, \varepsilon) \prec_{o} 0, \quad(-1)^{j} \boldsymbol{u}_{n x}^{+}(x, \varepsilon) \succ_{o} 0
$$

are satisfied for each $0 \leq j<n$ and $x \in(j / n,(j+1) / n)$.
(ii) Both $\boldsymbol{u}_{n}^{-}(., \varepsilon)$ and $\boldsymbol{u}_{n}^{+}(., \varepsilon)$ are $C^{1}$-class functions from $\left(0, \varepsilon_{n}\right)$ to $X$.


FIg. 1. Bifurcation structure of positive stationary solutions.
(iii) (1.1) has no positive stationary solutions other than $\overline{\boldsymbol{u}}$ and $\boldsymbol{u}_{j}^{ \pm}(x, \varepsilon)(1 \leq j<$ $n)$ for any $\varepsilon \in\left[\varepsilon_{n}, \varepsilon_{n-1}\right)$.
Figure 1 indicates the bifurcation structure of positive stationary solutions of (1.1). We should note here that the secondary bifurcation of stationary solutions never occurs. In consideration of the result in Chafee and Infante [1], the above theorem means that the bifurcation structure of positive stationary solutions of (1.1) is similar to that of stationary solutions of

$$
\left\{\begin{array}{l}
u_{t}=\varepsilon u_{x x}+u\left(1-u^{2}\right), \quad x \in(0,1), \quad t>0 \\
u_{x}=0, \quad x=0,1, \quad t>0
\end{array}\right.
$$

We shall prove the above theorem in the following sections.
3. Bifurcation from spatially homogeneous solution. In this section, we calculate spatially inhomogeneous positive stationary solutions bifurcating from $\boldsymbol{u}=$ $\overline{\boldsymbol{u}}$ at $\varepsilon=\varepsilon_{n}$ for each $n \in \mathbf{N}$. To do it, we set

$$
\begin{equation*}
\hat{\varepsilon}_{n}(\mu)=\varepsilon_{n}+\tilde{\varepsilon}_{n}(\mu) \mu^{2}, \quad \hat{\boldsymbol{u}}_{n}(x, \mu)=\overline{\boldsymbol{u}}+\mu \boldsymbol{e} \cos (n \pi x)+\mu^{2} \tilde{\boldsymbol{u}}_{n}(x, \mu) \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{e}=(1,-1)$ is an eigenvector of the $2 \times 2$-matrix $\boldsymbol{f}_{\boldsymbol{u}}(\overline{\boldsymbol{u}})-\varepsilon_{n} n^{2} \pi^{2} I_{2}$ corresponding to the eigenvalue 0 . Substituting $\varepsilon=\hat{\varepsilon}_{n}(\mu)$ and $\boldsymbol{u}=\hat{\boldsymbol{u}}_{n}(x, \mu)$ into (1.1), we have

$$
\tilde{\varepsilon}_{n}(0)=-\frac{(11 b-5)(b-1)}{2(5 b-3) n^{2} \pi^{2}}
$$

and then obtain $\tilde{\varepsilon}_{n}(0)<0$ because of $(\mathrm{A})$. We have the following by the bifurcation theory.

Lemma 3.1 (see Crandall and Rabinowitz [2]). For each $n \in \mathbf{N}$, there exist $\delta_{n}>0, \mu_{n}>0$, and $C^{1}$-class functions $\hat{\varepsilon}_{n}(\mu), \hat{\boldsymbol{u}}_{n}(., \mu)$ defined on $\left(-\mu_{n}, \mu_{n}\right)$ such that the following properties hold:
(i) $\hat{\boldsymbol{u}}_{n}(x, \mu)$ is a spatially inhomogeneous positive stationary solution of (1.1) with $\varepsilon=\hat{\varepsilon}_{n}(\mu)$ for each $\mu \in\left(-\mu_{n}, 0\right) \cup\left(0, \mu_{n}\right)$.
(ii) $\hat{\varepsilon}_{n}(0)=\varepsilon_{n}$ and $\hat{\varepsilon}_{n}(\mu)<\varepsilon_{n}$ for any $\mu \in\left(-\mu_{n}, 0\right) \cup\left(0, \mu_{n}\right)$ are satisfied.
(iii) Suppose that $\boldsymbol{w}(x)$ is a spatially inhomogeneous positive stationary solution of (1.1) for $\varepsilon=\eta$. If $\left|\eta-\varepsilon_{n}\right|<\delta_{n}$ and $\|\boldsymbol{w}-\overline{\boldsymbol{u}}\|_{X}<\delta_{n}$ hold, then there exists $\rho \in\left(-\mu_{n}, \mu_{n}\right)$ such that $\eta=\hat{\varepsilon}_{n}(\rho)$ and $\boldsymbol{w}=\hat{\boldsymbol{u}}_{n}(., \rho)$.
4. Property of positive stationary solutions. Let $\boldsymbol{u}_{0}(x)=\left(u_{0}, v_{0}\right)(x)$ be an arbitrary spatially inhomogeneous positive stationary solution of (1.1) for $\varepsilon>0$. It is obvious from Lemma 3.1 that such a solution exists for some $\varepsilon>0$. In this section, we study spatial profiles of $\boldsymbol{u}_{0}(x)$ which will be used in order to discuss the possibility of the secondary bifurcation in the next section.

By the boundary condition, we can regard $\boldsymbol{u}_{0}(x)$ as a periodic function with period 2 which satisfies $\boldsymbol{u}(x)=\boldsymbol{u}(-x)$ for any $x \in \mathbf{R}$. By the comparison principle, it is easy to show that $0<u_{0}(x)+v_{0}(x)(\equiv K(x))<1$ holds for any $x \in \mathbf{R}$. Furthermore, we find that $H(x)=u_{0}(x)-v_{0}(x)$ satisfies

$$
\left\{\begin{array}{l}
0=\varepsilon H_{x x}+(1-K(x)) H, \quad x \in(0,1) \\
H_{x}(0)=0, \quad H_{x}(1)=0
\end{array}\right.
$$

If $H(x) \gtrless 0$ holds for any $x \in[0,1]$, then we have

$$
0=\int_{0}^{1}\left\{\varepsilon H_{x x}(x)+(1-K(x)) H(x)\right\} d x \gtrless 0
$$

This contradiction implies that there exists $x_{0} \in[0,1]$ such that $H\left(x_{0}\right)=0$ and $H(x) \neq 0$ for any $x \in\left[0, x_{0}\right)$.

We consider the case $x_{0}=0$. We obtain $H(x)=0$ for any $x \in \mathbf{R}$ by virtue of uniqueness and then find that $u_{0}(x)$ satisfies

$$
\left\{\begin{array}{l}
0=\varepsilon u_{x x}+u\{1-(1+b) u\}, \quad x \in(0,1) \\
u_{x}(0)=0, \quad u_{x}(1)=0
\end{array}\right.
$$

Since $u_{0}(x)>0$ holds for any $x \in \mathbf{R}$, we obtain $u_{0}(x)=1 /(1+b)$ for any $x \in \mathbf{R}$. This contradicts that $\boldsymbol{u}_{0}(x)$ is spatially inhomogeneous. In a similar manner, we can derive a contradiction when $x_{0}=1$ holds. Hence we have $x_{0} \in(0,1)$ and $H_{x}\left(x_{0}\right) \neq 0$. If $\varepsilon>4 x_{0}^{2} / \pi^{2}$ is satisfied, then we have

$$
\begin{aligned}
0 & =\int_{0}^{x_{0}}\left\{\varepsilon H_{x x}(x)+(1-K(x)) H(x)\right\} \cos \left(\pi x /\left(2 x_{0}\right)\right) d x \\
& =\int_{0}^{x_{0}}\left\{1-K(x)-\varepsilon \pi^{2} /\left(4 x_{0}^{2}\right)\right\} H(x) \cos \left(\pi x /\left(2 x_{0}\right)\right) d x \neq 0
\end{aligned}
$$

because of integration by parts. This indicates that $\varepsilon$ must satisfy $\varepsilon \leq 4 x_{0}^{2} / \pi^{2}$.
We set

$$
T=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

whose operation is the change of the role of $u$ and $v$. Since $g(\boldsymbol{u})=f(T \boldsymbol{u})$ is satisfied for any $\boldsymbol{u}$ because of (A), we find that $\boldsymbol{f}(T \boldsymbol{u})=T \boldsymbol{f}(\boldsymbol{u})$ holds for any $\boldsymbol{u}$ and that $T \boldsymbol{u}_{0}(x)$ is a spatially inhomogeneous positive stationary solution of (1.1). Hence we see that

$$
\boldsymbol{U}(x)(\equiv(U, V)(x))=\boldsymbol{u}_{0}(x)-T \boldsymbol{u}_{0}\left(2 x_{0}-x\right)
$$

is a periodic function with period 2 and that $\boldsymbol{U}(x)$ satisfies $\boldsymbol{U}\left(x_{0}\right)=0, U_{x}\left(x_{0}\right)=$ $V_{x}\left(x_{0}\right)$, and

$$
0=\varepsilon \boldsymbol{U}_{x x}+f_{u}^{1}(x) \boldsymbol{U}, \quad x \in \mathbf{R}
$$

where

$$
f_{u}^{1}(x)=\int_{0}^{1} \boldsymbol{f}_{u}\left(\theta \boldsymbol{u}_{0}(x)+(1-\theta) T \boldsymbol{u}_{0}\left(2 x_{0}-x\right)\right) d \theta
$$

We assume that $U_{x}\left(x_{0}\right) \neq 0$ holds. It follows that there exists $x_{1} \in\left(x_{0}, x_{0}+2\right]$ such that $U\left(x_{1}\right) V\left(x_{1}\right)=0$ and $U(x) V(x)>0$ for any $x \in\left(x_{0}, x_{1}\right)$. If $U\left(x_{1}\right)=0$ is satisfied, then we have

$$
\begin{gathered}
0=\int_{x_{0}}^{x_{1}}\left(\varepsilon u_{0 x x}(x)+f\left(\boldsymbol{u}_{0}(x)\right)\right) v_{0}\left(2 x_{0}-x\right) d x=\varepsilon\left(u_{0}\left(x_{1}\right) U_{x}\left(x_{1}\right)-u_{0}\left(x_{0}\right) U_{x}\left(x_{0}\right)\right) \\
-\int_{x_{0}}^{x_{1}}(U(x)+b V(x)) u_{0}(x) v_{0}\left(2 x_{0}-x\right) d x \neq 0
\end{gathered}
$$

because of integration by parts. In a similar manner, we can derive a contradiction when $V\left(x_{1}\right)=0$ holds. Hence we have $\boldsymbol{U}_{x}\left(x_{0}\right)=0$. By uniqueness, we obtain $\boldsymbol{u}_{0}(x)=T \boldsymbol{u}_{0}\left(2 x_{0}-x\right)$ for any $x \in \mathbf{R}$.

LEMMA 4.1. Let $\boldsymbol{u}_{0}(x)=\left(u_{0}, v_{0}\right)(x)$ be an arbitrary spatially inhomogeneous positive stationary solution of (1.1) for $\varepsilon>0$. Then there exists a unique constant $x_{0} \in(0,1)$ such that $u_{0}(x) \neq v_{0}(x)$ for any $x \in\left[0, x_{0}\right)$ and

$$
\boldsymbol{u}_{0}(x)= \begin{cases}\boldsymbol{u}_{0}(r(x)) & \text { if } q(x) \equiv 0 \quad \bmod 4 \\ T \boldsymbol{u}_{0}\left(x_{0}-r(x)\right) & \text { if } q(x) \equiv 1 \bmod 4 \\ T \boldsymbol{u}_{0}(r(x)) & \text { if } q(x) \equiv 2 \bmod 4 \\ \boldsymbol{u}_{0}\left(x_{0}-r(x)\right) & \text { if } q(x) \equiv 3 \bmod 4\end{cases}
$$

for any $x \in \mathbf{R}$, where $q(x) \in \mathbf{Z}$ and $r(x) \in\left[0, x_{0}\right)$ are determined by $x=r(x)+$ $q(x) x_{0}$.

The linearized operator $\mathcal{L}$ of (1.1) around $\boldsymbol{u}_{0}(x)$ can be represented as $\mathcal{L} \boldsymbol{u}=$ $\varepsilon \boldsymbol{u}_{x x}+\boldsymbol{f}_{\boldsymbol{u}}\left(\boldsymbol{u}_{0}(x)\right) \boldsymbol{u}$. Since $\boldsymbol{u}_{0 x}(x)$ is a nontrivial solution of $\mathcal{L} \boldsymbol{u}=0$ with $\boldsymbol{u}(0)=0$, we obtain $\boldsymbol{u}_{0 x x}(0) \neq 0$. We set

$$
\left(\begin{array}{cc}
f_{u}^{0} & f_{v}^{0} \\
g_{u}^{0} & g_{v}^{0}
\end{array}\right)(x)=\boldsymbol{f}_{u}\left(\boldsymbol{u}_{0}(x)\right)
$$

From the functional form of $\boldsymbol{f}(\boldsymbol{u})$, we have $f_{v}^{0}(x)<0$ and $g_{u}^{0}(x)<0$ for any $x \in \mathbf{R}$.
Lemma 4.2. Let $(\varphi, \psi)(x)$ be an arbitrary solution of $\mathcal{L} \boldsymbol{u}=0$. Suppose that there exist $x_{2}$ and $x_{3}\left(x_{2}<x_{3}\right)$ such that $\varphi\left(x_{2}\right)=0=\varphi\left(x_{3}\right)$ (resp., $\left.\psi\left(x_{2}\right)=0=\psi\left(x_{3}\right)\right)$ and $\varphi(x)>0($ resp., $\psi(x)>0)$ for any $x \in\left(x_{2}, x_{3}\right)$. Then $\psi(x)<0($ resp., $\varphi(x)<0)$ is satisfied for some $x \in\left(x_{2}, x_{3}\right)$.

Proof. We only show the proof for the former case, because the latter can be proved in a similar manner. If $\psi(x) \geq 0$ holds for any $x \in\left(x_{2}, x_{3}\right)$, then we have

$$
\begin{aligned}
0 & =\int_{x_{2}}^{x_{3}}\left(\varepsilon \varphi_{x x}(x)+f_{u}^{0}(x) \varphi(x)+f_{v}^{0}(x) \psi(x)\right) u_{0}(x) d x \\
& =\varepsilon\left(\varphi_{x}\left(x_{3}\right) u_{0}\left(x_{3}\right)-\varphi_{x}\left(x_{2}\right) u_{0}\left(x_{2}\right)\right)-\int_{x_{2}}^{x_{3}}(\varphi(x)+b \psi(x)) u_{0}(x)^{2} d x<0
\end{aligned}
$$

This contradiction implies that the desired result holds.
Since $\frac{d}{d x}\left(u_{0 x x} v_{0 x x}\right)(0)=0$ and

$$
\varepsilon \frac{d^{2}}{d x^{2}}\left(u_{0 x x} v_{0 x x}\right)(0)=-f_{v}^{0}(0) v_{0 x x}(0)^{2}-g_{u}^{0}(0) u_{0 x x}(0)^{2}>0
$$

hold if $u_{0 x x}(0) v_{0 x x}(0)=0$ is satisfied, it follows from $\boldsymbol{u}_{0 x}\left(2 x_{0}\right)=0$ that there exists $x_{4} \in\left(0,2 x_{0}\right]$ such that $u_{0 x}\left(x_{4}\right) v_{0 x}\left(x_{4}\right)=0$ and $u_{0 x}(x) v_{0 x}(x) \neq 0$ for any $x \in\left(0, x_{4}\right)$.

We consider the case $\boldsymbol{u}_{0 x}\left(x_{4}\right) \neq 0$. It is obvious that

$$
\boldsymbol{U}(x)(\equiv(U, V)(x))=\boldsymbol{u}_{0}(x)-\boldsymbol{u}_{0}\left(2 x_{4}-x\right)
$$

is a periodic function with period 2 and that $\boldsymbol{U}(x)$ satisfies $\boldsymbol{U}\left(x_{4}\right)=0, \boldsymbol{U}_{x}\left(x_{4}\right) \neq 0$, $U_{x}\left(x_{4}\right) V_{x}\left(x_{4}\right)=0, \boldsymbol{U}_{x x}\left(x_{4}\right)=0$, and

$$
\begin{array}{ll}
\varepsilon U_{x x x}\left(x_{4}\right) V_{x}\left(x_{4}\right)=-f_{v}^{0}\left(x_{4}\right) V_{x}\left(x_{4}\right)^{2}>0 & \text { if } U_{x}\left(x_{4}\right)=0 \\
\varepsilon V_{x x x}\left(x_{4}\right) U_{x}\left(x_{4}\right)=-g_{u}^{0}\left(x_{4}\right) U_{x}\left(x_{4}\right)^{2}>0 & \text { if } V_{x}\left(x_{4}\right)=0
\end{array}
$$

Hence we see that there exists $x_{5} \in\left(x_{4}, x_{4}+2\right]$ such that $U\left(x_{5}\right) V\left(x_{5}\right)=0$ and $U(x) V(x)>0$ for any $x \in\left(x_{4}, x_{5}\right)$. We can derive a contradiction in the same manner as in the proof of Lemma 4.1. Therefore we obtain $\boldsymbol{u}_{0 x}\left(x_{4}\right)=0$. Since $\boldsymbol{u}_{0}(x)=\boldsymbol{u}_{0}\left(2 x_{4}-x\right)$ holds for any $x \in \mathbf{R}$, we find $H\left(2 x_{4}-x_{0}\right)=0$. By Lemma 4.1, we have either $x_{4}=x_{0}$ or $x_{4}=2 x_{0}$. If $x_{4}=x_{0}$ holds, then we obtain $H(x)=0$ for any $x \in \mathbf{R}$ because of $H\left(x_{0}\right)=0$ and $H_{x}\left(x_{0}\right)=0$, which indicates that $\boldsymbol{u}_{0}(x)$ is a constant function. This contradiction implies that $x_{4}=2 x_{0}$ holds. By Lemma 4.2 and the choice of $x_{4}$, we have $u_{0 x}(x) v_{0 x}(x)<0$ for any $x \in\left(0,2 x_{0}\right)$.

LEMMA 4.3. Let $\boldsymbol{u}_{0}(x)=\left(u_{0}, v_{0}\right)(x)$ be an arbitrary spatially inhomogeneous positive stationary solution of (1.1) for $\varepsilon>0$, and let $x_{0}$ be the unique constant given in Lemma 4.1. Then there exists $\ell \in \mathbf{N}$ such that $2 x_{0} \ell=1$ holds. Furthermore, $u_{0 x}(x) v_{0 x}(x)<0$ is satisfied for any $k \in \mathbf{Z}$ and $x \in\left(2 k x_{0}, 2(k+1) x_{0}\right)$.

For any spatially inhomogeneous positive stationary solution $\boldsymbol{u}(x)$ of (1.1), we denote by $\ell(\boldsymbol{u})$ the integer which is given by applying Lemma 4.3 to $\boldsymbol{u}(x)$.

Corollary 4.4. Let $n \in \mathbf{N}$, and let $\hat{\boldsymbol{u}}_{n}(x, \mu)=\left(\hat{u}_{n}, \hat{v}_{n}\right)(x, \mu)$ be a $C^{1}$-class function given in Lemma 3.1. Then $\ell\left(\hat{\boldsymbol{u}}_{n}(., \mu)\right)=n$ holds for any $\mu(\neq 0)$ in a neighborhood of $\mu=0$.

Proof. Since

$$
\left(\hat{u}_{n}(x, \mu)-\hat{v}_{n}(x, \mu)\right) / \mu=2 \cos (n \pi x)+O(\mu)
$$

as $\mu \rightarrow 0$ by virtue of (3.1), we see from Lemmas 4.1 and 4.3 that the desired result holds.

LEMMA 4.5. Let $0 \leq \varepsilon_{-}<\varepsilon_{+}$, and let $\boldsymbol{u}(., \varepsilon)=(u, v)(., \varepsilon)$ be a continuous function on $\left(\varepsilon_{-}, \varepsilon_{+}\right)$such that $\boldsymbol{u}(x, \varepsilon)$ is a spatially inhomogeneous positive stationary solution of (1.1) for each $\varepsilon \in\left(\varepsilon_{-}, \varepsilon_{+}\right)$. Then $\ell(\boldsymbol{u}(., \varepsilon))$ is a constant function on $\left(\varepsilon_{-}, \varepsilon_{+}\right)$.

Proof. We define $\ell_{0} \in \mathbf{N}$ and $\eta_{0} \in\left(\varepsilon_{-}, \varepsilon_{+}\right)$by

$$
\ell_{0}=\ell\left(\boldsymbol{u}\left(., \eta_{0}\right)\right)=\min _{\varepsilon \in\left(\varepsilon_{-}, \varepsilon_{+}\right)} \ell(\boldsymbol{u}(., \varepsilon))
$$

By Lemma 4.3 and the continuity of $\boldsymbol{u}(., \varepsilon)$, we find that for any $\kappa>0$, there exists $\rho_{1}>0$ such that $u_{x}(x, \varepsilon) v_{x}(x, \varepsilon)<0$ for any $\kappa \leq x \leq 1 / \ell_{0}-\kappa$ and $\left|\varepsilon-\eta_{0}\right| \leq \rho_{1}$. This means that $\ell(\boldsymbol{u}(., \varepsilon))=\ell_{0}$ holds for any $\varepsilon$ in a neighborhood of $\varepsilon=\eta_{0}$. Hence we see that there is a maximal extended interval $J=\left(\hat{\varepsilon}_{-}, \hat{\varepsilon}_{+}\right)$such that $\eta_{0} \in \operatorname{Int} J$ and $\ell(\boldsymbol{u}(., \varepsilon))=\ell_{0}$ for any $\varepsilon \in J$. We assume $\varepsilon_{-}<\hat{\varepsilon}_{-}$. By the continuity of $\boldsymbol{u}(., \varepsilon)$, we obtain $s_{1} \boldsymbol{u}_{x}\left(x, \hat{\varepsilon}_{-}\right) \succeq_{o} 0$ on $\left[0,1 / \ell_{0}\right]$ for some $s_{1} \in\{-1,1\}$ and $u_{x}\left(x_{6}, \hat{\varepsilon}_{-}\right) v_{x}\left(x_{6}, \hat{\varepsilon}_{-}\right)=0$
for some $x_{6} \in\left(0,1 / \ell_{0}\right)$. Since $f_{v}\left(\boldsymbol{u}\left(x, \hat{\varepsilon}_{-}\right)\right)<0$ and $g_{u}\left(\boldsymbol{u}\left(x, \hat{\varepsilon}_{-}\right)\right)<0$ are satisfied for any $x \in[0,1]$, we have

$$
u_{x x}\left(x_{6}, \hat{\varepsilon}_{-}\right)=0, \quad 0 \leq \hat{\varepsilon}_{-} s_{1} u_{x x x}\left(x_{6}, \hat{\varepsilon}_{-}\right)=-f_{v}\left(\boldsymbol{u}\left(x_{6}, \hat{\varepsilon}_{-}\right)\right) s_{1} v_{x}\left(x_{6}, \hat{\varepsilon}_{-}\right) \leq 0
$$

if $u_{x}\left(x_{6}, \hat{\varepsilon}_{-}\right)=0$, and

$$
v_{x x}\left(x_{6}, \hat{\varepsilon}_{-}\right)=0, \quad 0 \geq \hat{\varepsilon}_{-} s_{1} v_{x x x}\left(x_{6}, \hat{\varepsilon}_{-}\right)=-g_{u}\left(\boldsymbol{u}\left(x_{6}, \hat{\varepsilon}_{-}\right)\right) s_{1} u_{x}\left(x_{6}, \hat{\varepsilon}_{-}\right) \geq 0
$$

if $v_{x}\left(x_{6}, \hat{\varepsilon}_{-}\right)=0$. These facts imply that $\boldsymbol{u}_{x}\left(x_{6}, \hat{\varepsilon}_{-}\right)=0$ and $\boldsymbol{u}_{x x}\left(x_{6}, \hat{\varepsilon}_{-}\right)=0$ hold. By uniqueness, we find that $\boldsymbol{u}\left(x, \hat{\varepsilon}_{-}\right)$must be a constant function. This is a contradiction. Hence we obtain $\hat{\varepsilon}_{-}=\varepsilon_{-}$. Similarly, we can prove $\hat{\varepsilon}_{+}=\varepsilon_{+}$. Therefore we have $\ell(\boldsymbol{u}(., \varepsilon))=\ell_{0}$ for any $\varepsilon \in\left(\varepsilon_{-}, \varepsilon_{+}\right)$.
5. Nonexistence of the eigenvalue 0. Let $\boldsymbol{u}_{0}(x)=\left(u_{0}, v_{0}\right)(x)$ be an arbitrary spatially inhomogeneous positive stationary solution of (1.1) for $\varepsilon>0$, and let $\mathcal{L}$ be the linearized operator of (1.1) around $\boldsymbol{u}=\boldsymbol{u}_{0}(x)$. We denote by $\sigma(\mathcal{L})$ the set of spectra of $\mathcal{L}$ relative to $X$. In this section, we show that $0 \notin \sigma(\mathcal{L})$ holds.

We assume $0 \in \sigma(\mathcal{L})$ in order to derive a contradiction. Let $x_{0}=1 /\left(2 \ell\left(\boldsymbol{u}_{0}\right)\right)$, and let $\phi(x)=\left(\phi^{u}, \phi^{v}\right)(x)$ be an arbitrary eigenfunction of $\mathcal{L}$ corresponding to the eigenvalue 0. By Lemma 4.1 and the boundary condition, we can regard $\phi(x)$ as a periodic function with period 2 which satisfies $\boldsymbol{u}(x)=\boldsymbol{u}(-x)$ for any $x \in \mathbf{R}$.

LEMMA 5.1. Either $\phi\left(2 k x_{0}\right) \succ_{o} 0, \phi\left(2 k x_{0}\right)=0$, or $\phi\left(2 k x_{0}\right) \prec_{o} 0$ is satisfied for any $k \in \mathbf{Z}$. Furthermore if $\phi^{u}\left(2 k x_{0}\right)=0$ is satisfied for some $k \in \mathbf{Z}$, then $\phi(x)=-\phi\left(4 k x_{0}-x\right)$ holds for any $x \in \mathbf{R}$.

Proof. We consider the case where both of $\phi^{u}\left(2 k x_{0}\right) \phi^{v}\left(2 k x_{0}\right) \geq 0$ and $\phi\left(2 k x_{0}\right) \neq$ 0 hold. We see from Lemma 4.1 that

$$
\boldsymbol{U}(x)(\equiv(U, V)(x))=\phi(x)+\phi\left(4 k x_{0}-x\right)
$$

is a nontrivial solution of $\mathcal{L} \boldsymbol{u}=0$ with period 2 and satisfies $U\left(2 k x_{0}\right) V\left(2 k x_{0}\right) \geq 0$, $\boldsymbol{U}\left(2 k x_{0}\right) \neq 0$, and $\boldsymbol{U}_{x}\left(2 k x_{0}\right)=0$. Since $\frac{d}{d x}(U V)\left(2 k x_{0}\right)=0$ and

$$
\varepsilon \frac{d^{2}}{d x^{2}}(U V)\left(2 k x_{0}\right)=-f_{v}^{0}\left(2 k x_{0}\right) V\left(2 k x_{0}\right)^{2}-g_{u}^{0}\left(2 k x_{0}\right) U\left(2 k x_{0}\right)^{2}>0
$$

are satisfied if $U\left(2 k x_{0}\right) V\left(2 k x_{0}\right)=0$, we find that there exists $x_{7} \in\left(2 k x_{0}, 2 k x_{0}+2\right]$ such that the following properties hold:
(i) $U(x) V(x)>0$ holds for any $x \in\left(2 k x_{0}, x_{7}\right)$ and
(ii) $U\left(x_{7}\right) V\left(x_{7}\right)=0$ is satisfied if $x_{7}<2 k x_{0}+2$.

Since $\boldsymbol{u}_{0 x}\left(2 k x_{0}\right)=0$ and $\boldsymbol{u}_{0 x}\left(2 k x_{0}+2\right)=0$ are satisfied because of Lemma 4.1, we have

$$
\begin{aligned}
0 & =\int_{2 k x_{0}}^{x_{7}}\left(\varepsilon U_{x x}(x)+f_{u}^{0}(x) U(x)+f_{v}^{0}(x) V(x)\right) u_{0}(x) d x \\
& =\varepsilon\left(U_{x}\left(x_{7}\right) u_{0}\left(x_{7}\right)-U\left(x_{7}\right) u_{0 x}\left(x_{7}\right)\right)-\int_{2 k x_{0}}^{x_{7}}(U(x)+b V(x)) u_{0}(x)^{2} d x \neq 0
\end{aligned}
$$

if $U\left(x_{7}\right)=0$ or $x_{7}=2 k x_{0}+2$, and

$$
\begin{aligned}
0 & =\int_{2 k x_{0}}^{x_{7}}\left(\varepsilon V_{x x}(x)+g_{u}^{0}(x) U(x)+g_{v}^{0}(x) V(x)\right) v_{0}(x) d x \\
& =\varepsilon V_{x}\left(x_{7}\right) v_{0}\left(x_{7}\right)-\int_{2 k x_{0}}^{x_{7}}(b U(x)+V(x)) v_{0}(x)^{2} d x \neq 0
\end{aligned}
$$

if $V\left(x_{7}\right)=0$. These contradictions imply that the desired result holds.
By the above lemma, we may assume $\phi^{u}(0)=1$ and $\phi^{v}(0)<0$ without loss of generality.

Corollary 5.2. $\mathcal{N}(\mathcal{L})=\operatorname{span}\{\phi\}$ is satisfied where $\mathcal{N}(\mathcal{L})=\{\boldsymbol{u} \in X \mid \mathcal{L} \boldsymbol{u}=0\}$.
Proof. Let $\boldsymbol{u}(x)=(u, v)(x)$ be another eigenfunction of $\mathcal{L}$ corresponding to the eigenvalue 0 . It is obvious that $\boldsymbol{U}=\boldsymbol{u}-u(0) \phi \in \mathcal{N}(\mathcal{L})$ holds. Applying the proof of Lemma 5.1 to $\boldsymbol{U}(x)$, we have $\boldsymbol{U}(0)=0$. By uniqueness, we obtain $\boldsymbol{U}(x)=0$ for any $x \in[0,1]$, which implies that the desired result holds.

Lemma 5.3. Let $\boldsymbol{u}(x)=(u, v)(x)$ be an arbitrary nontrivial solution of $\mathcal{L} \boldsymbol{u}=0$ which satisfies $\boldsymbol{u}(x)=\boldsymbol{u}(x+2)$ for any $x \in \mathbf{R}$. Then $u_{x}(\tau) \neq 0\left(\right.$ resp., $\left.v_{x}(\tau) \neq 0\right)$ holds for any zero $\tau$ of $u(x)$ (resp., $v(x)$ ).

Proof. We only show the proof for the former case, because the latter can be proved in a similar manner. We assume $u_{x}(\tau)=0$ contrary to the conclusion.

We first consider the case $u_{x x}(\tau)=0$. Then we obtain $v(\tau)=0$ and

$$
\varepsilon u_{x x x}(\tau) v_{x}(\tau)=-f_{v}^{0}(\tau) v_{x}(\tau)^{2}>0
$$

It follows from $\boldsymbol{u}(\tau)=0$ that there exists $x_{8} \in(\tau, \tau+2]$ such that $u\left(x_{8}\right) v\left(x_{8}\right)=0$ and $v_{x}(\tau) u(x)>0, v_{x}(\tau) v(x)>0$ for any $x \in\left(\tau, x_{8}\right)$. By Lemma 4.2, we see that there exists $x_{9} \in\left(\tau, x_{8}\right)$ such that

$$
v_{x}(\tau) v\left(x_{9}\right)<0 \text { if } u\left(x_{8}\right)=0, \quad v_{x}(\tau) u\left(x_{9}\right)<0 \text { if } v\left(x_{8}\right)=0
$$

This contradiction implies that $u_{x x}(\tau) \neq 0$ holds. We see that there exist $x_{10}^{-}$and $x_{10}^{+}\left(x_{10}^{-}<\tau<x_{10}^{+}\right)$such that $u\left(x_{10}^{ \pm}\right)=0$ and $u_{x x}(\tau) u(x)>0$ hold for any $x \in$ $\left(x_{10}^{-}, \tau\right) \cup\left(\tau, x_{10}^{+}\right)$. By Lemma 4.2 and $v(\tau)=-\varepsilon u_{x x}(\tau) / f_{v}^{0}(\tau)$, it follows that there exist $x_{11}^{-}$and $x_{11}^{+}\left(x_{10}^{-}<x_{11}^{-}<\tau<x_{11}^{+}<x_{10}^{+}\right)$such that $v\left(x_{11}^{ \pm}\right)=0$ and $u_{x x}(\tau) v(x)>$ 0 for any $x \in\left(x_{11}^{-}, x_{11}^{+}\right)$. By Lemma 4.2, we have $u_{x x}(\tau) u(x)<0$ for some $x \in$ $\left(x_{11}^{-}, x_{11}^{+}\right)$. This contradiction implies that the desired result holds.

We define $\left\{x_{k}^{u}\right\}_{k=1}^{\ell_{u}}$ (resp., $\left\{x_{k}^{v}\right\}_{k=1}^{\ell_{v}}$ ) by the set of zeros of $\phi^{u}(x)$ (resp., $\phi^{v}(x)$ ) on $(0,1)$ which satisfy $x_{k}^{u}<x_{k+1}^{u}$ (resp., $x_{k}^{v}<x_{k+1}^{v}$ ) for each $k$. By Lemma 5.1, we obtain

$$
0<x_{1}^{u}<x_{\ell_{u}}^{u}<1, \quad 0<x_{1}^{v}<x_{\ell_{v}}^{v}<1
$$

Setting $x_{0}^{\nu}=0$ and $x_{\ell_{\nu}+1}^{\nu}=2-x_{\ell_{\nu}}^{\nu}(\nu=u, v)$, we have

$$
\begin{equation*}
(-1)^{k} \phi^{u}(x)>0 \text { on }\left(x_{k}^{u}, x_{k+1}^{u}\right), \quad(-1)^{k} \phi^{v}(x)<0 \text { on }\left(x_{k}^{v}, x_{k+1}^{v}\right) \tag{5.1}
\end{equation*}
$$

for each $k$ because of Lemma 5.3. By definition, it is obvious that

$$
\begin{equation*}
x_{k}^{u} \leq x_{k}^{v} \leq x_{k+1}^{u} \quad \text { or } \quad x_{k}^{v} \leq x_{k}^{u} \leq x_{k+1}^{v} \tag{5.2}
\end{equation*}
$$

holds for $k=0$. When $x_{j}^{u} \leq x_{j}^{v} \leq x_{j+1}^{u}$ holds, we have $x_{j+1}^{u}<x_{j+2}^{v}$ and $x_{j+1}^{v}<x_{j+2}^{u}$ by virtue of (5.1) and Lemma 4.2 and then obtain

$$
\begin{array}{ll}
x_{j+1}^{u} \leq x_{j+1}^{v}<x_{j+2}^{u} & \text { if } x_{j+1}^{u} \leq x_{j+1}^{v} \\
x_{j+1}^{v}<x_{j+1}^{u}<x_{j+2}^{v} & \text { if } x_{j+1}^{u}>x_{j+1}^{v}
\end{array}
$$

which implies that (5.2) holds for $k=j+1$. In a similar manner, we can prove that (5.2) is satisfied for $k=j+1$ when $x_{j}^{v} \leq x_{j}^{u} \leq x_{j+1}^{v}$ holds. By induction, we find that (5.2) holds for each $0 \leq k \leq \min \left(\ell_{u}, \ell_{v}\right)$. When $\ell_{u}<\ell_{v}$ is satisfied, we have

$$
x_{\ell_{u}}^{u} \leq x_{\ell_{u}+1}^{v}<x_{\ell_{u}+2}^{v} \leq x_{\ell_{v}+1}^{v} \leq x_{\ell_{u}+1}^{u}
$$

and then obtain $\phi^{u}(x) \phi^{v}(x)>0$ for any $x \in\left(x_{\ell_{u}+1}^{v}, x_{\ell_{u}+2}^{v}\right)$. This contradicts the fact of Lemma 4.2. In a similar manner, we can derive a contradiction when $\ell_{v}<\ell_{u}$ holds. Hence we have $\ell_{u}=\ell_{v}$.

We consider the case where there exists $k \in \mathbf{Z}$ such that $\phi^{u}\left(2 k x_{0}\right)=0$ holds. By Lemmas 5.1 and 5.3 , we have $\phi\left(2 k x_{0}\right)=0, u_{0 x x}\left(2 k x_{0}\right) \neq 0$, and $\phi_{x}^{u}\left(2 k x_{0}\right) \neq 0$. Setting

$$
\boldsymbol{U}(x)(\equiv(U, V)(x))=\boldsymbol{u}_{0 x}(x)-\frac{u_{0 x x}\left(2 k x_{0}\right)}{\phi_{x}^{u}\left(2 k x_{0}\right)} \phi(x)
$$

we see that $\boldsymbol{U}(x)$ is a solution of $\mathcal{L} \boldsymbol{u}=0$ and satisfies $\boldsymbol{U}\left(2 k x_{0}\right)=0$ and $U_{x}\left(2 k x_{0}\right)=$ 0 . By Lemma 5.3, we obtain $\boldsymbol{U}(x)=0$ for any $x \in \mathbf{R}$, which indicates $\phi(0)=0$. This contradicts the fact $\phi^{u}(0)=1$. Hence we have $\phi^{u}\left(2 k x_{0}\right) \neq 0$ for any $k \in \mathbf{Z}$.

We consider the case where there exist $j$ and $k$ such that $2 j x_{0}<x_{k}^{u}<x_{k+1}^{u}<$ $2(j+1) x_{0}$. From Lemmas 4.2 and 4.3 , we have $s_{2} \boldsymbol{u}_{0 x}(x) \succ_{o} 0$ on $\left(2 j x_{0}, 2(j+1) x_{0}\right)$ for some $s_{2} \in\{-1,1\}$, and $(-1)^{k} \phi^{v}\left(x_{12}\right)<0$ for some $x_{12} \in\left(x_{k}^{u}, x_{k+1}^{u}\right)$. Hence we see that there exists $0 \leq k^{\prime} \leq \ell_{v}$ such that $x_{12} \in\left(x_{k^{\prime}}^{v}, x_{k^{\prime}+1}^{v}\right)$ is satisfied. If $x_{k^{\prime}}^{v} \leq 2 j x_{0}$ holds, then we obtain $(-1)^{k} \phi^{u}\left(2 j x_{0}\right) \geq 0$ by virtue of Lemma 5.1. By (5.1), we have $2 j x_{0} \leq x_{k-1}^{u}$ and $\phi^{u}(x) \phi^{v}(x)>0$ for any $x \in\left(x_{k-1}^{u}, x_{k}^{u}\right)$. This contradicts the fact of Lemma 4.2. Therefore we obtain $2 j x_{0}<x_{k^{\prime}}^{v}$. In a similar manner, we can prove $x_{k^{\prime}+1}^{v}<2(j+1) x_{0}$. Setting $x_{13}^{-}=\min \left(x_{k}^{u}, x_{k^{\prime}}^{v}\right)$ and $x_{13}^{+}=\max \left(x_{k+1}^{u}, x_{k^{\prime}+1}^{v}\right)$, we obtain

$$
\begin{array}{ll}
(-1)^{k} \phi^{u}(x) \leq 0 & \text { on }\left[x_{13}^{-}, x_{k}^{u}\right) \cup\left(x_{k+1}^{u}, x_{13}^{+}\right], \\
(-1)^{k} \phi^{v}(x) \geq 0 & \text { on }\left[x_{13}^{-}, x_{k^{\prime}}^{v}\right) \cup\left(x_{k^{\prime}+1}^{v}, x_{13}^{+}\right]
\end{array}
$$

because of Lemma 4.2. It follows that there exists $C_{1}>0$ such that

$$
\boldsymbol{U}(x)(\equiv(U, V)(x))=s_{2} \boldsymbol{u}_{0 x}(x)-C_{1}(-1)^{k} \phi(x)
$$

satisfies the following: (i) $\boldsymbol{U}(x)$ is a solution of $\mathcal{L} \boldsymbol{u}=0$, (ii) $\boldsymbol{U}(x) \succeq_{o} 0$ holds for any $x \in\left[x_{13}^{-}, x_{13}^{+}\right]$, and (iii) there exists $x_{14} \in\left(x_{13}^{-}, x_{13}^{+}\right)$such that $U\left(x_{14}\right) V\left(x_{14}\right)=0$. Since $f_{u}^{0}(x)<0$ and $g_{u}^{0}(x)<0$ are satisfied for any $x \in \mathbf{R}$, we have

$$
\begin{array}{lll}
U_{x}\left(x_{14}\right)=0, & 0 \leq \varepsilon U_{x x}\left(x_{14}\right)=-f_{v}^{0}\left(x_{14}\right) V\left(x_{14}\right) \leq 0 & \text { if } U\left(x_{14}\right)=0 \\
V_{x}\left(x_{14}\right)=0, & 0 \geq \varepsilon V_{x x}\left(x_{14}\right)=-g_{u}^{0}\left(x_{14}\right) U\left(x_{14}\right) \geq 0 & \text { if } V\left(x_{14}\right)=0
\end{array}
$$

These facts imply that $\boldsymbol{U}\left(x_{14}\right)=0$ and $\boldsymbol{U}_{x}\left(x_{14}\right)=0$ hold. By uniqueness, we obtain $\boldsymbol{U}(x)=0$ for any $x \in \mathbf{R}$. This contradicts $U(0)=(-1)^{k+1} C_{1} \neq 0$. Therefore we have

$$
\#\left[\left\{x_{k}^{u}\right\}_{n=1}^{\ell_{u}} \cap\left(2 j x_{0}, 2(j+1) x_{0}\right)\right] \leq 1
$$

for any $0 \leq j<\ell\left(\boldsymbol{u}_{0}\right)$, where $\# A$ is the number of elements of the set $A$. In a similar manner, we can prove

$$
\#\left[\left\{x_{k}^{u}\right\}_{n=1}^{\ell_{u}} \cap\left(2 j x_{0}, 2(j+1) x_{0}\right)\right] \geq 1
$$

for any $0 \leq j<\ell\left(\boldsymbol{u}_{0}\right)$. Hence we have

$$
\begin{equation*}
2 j x_{0}<x_{j+1}^{u}<2(j+1) x_{0} \tag{5.3}
\end{equation*}
$$

for any $0 \leq j<\ell\left(\boldsymbol{u}_{0}\right)$.
We see from Lemma 4.1 that $\boldsymbol{U}(x)=\phi\left(x+4 x_{0}\right)+\phi\left(4 x_{0}-x\right)$ is a solution of $\mathcal{L} \boldsymbol{u}=0$ with $\boldsymbol{u}_{x}(0)=0$. Since $\phi(x)$ is a periodic function with period 2 , we obtain

$$
\boldsymbol{U}(2-x)=\phi\left(4 x_{0}-x+2\right)+\phi\left(x+4 x_{0}-2\right)=\boldsymbol{U}(x)
$$

for any $x \in \mathbf{R}$. Since $\boldsymbol{U} \in \mathcal{N}(\mathcal{L})$ holds because of $\boldsymbol{U}_{x}(1)=0$, we find from Corollary 5.2 that there exists $C_{2} \in \mathbf{R}$ such that $\boldsymbol{U}(x)=C_{2} \phi(x)$ for any $x \in \mathbf{R}$. Since $\phi^{u}\left(4 k x_{0}\right)>0$ and

$$
2 \min _{0 \leq j \leq \ell\left(\boldsymbol{u}_{0}\right)} \phi^{u}\left(4 j x_{0}\right) \leq C_{2} \phi^{u}\left(4 k x_{0}\right) \leq 2 \max _{0 \leq j \leq \ell\left(\boldsymbol{u}_{0}\right)} \phi^{u}\left(4 j x_{0}\right)
$$

holds for any $0 \leq k \leq \ell\left(\boldsymbol{u}_{0}\right)$, we obtain $C_{2}=2$. By $\phi(x)=\phi(-x)$ for any $x \in \mathbf{R}$, we have

$$
\begin{gathered}
\phi\left(4(k+2) x_{0}\right)-2 \phi\left(4(k+1) x_{0}\right)+\phi\left(4 k x_{0}\right)=0 \\
\phi_{x}\left(4(k+2) x_{0}\right)-2 \phi_{x}\left(4(k+1) x_{0}\right)+\phi_{x}\left(4 k x_{0}\right)=0
\end{gathered}
$$

for any $k \in \mathbf{Z}$ and then obtain

$$
\phi\left(4 k x_{0}\right)=\phi(0)+k\left(\phi\left(4 x_{0}\right)-\phi(0)\right), \quad \phi_{x}\left(4 k x_{0}\right)=k \phi_{x}\left(4 x_{0}\right)
$$

for any $k \in \mathbf{Z}$. Since $\phi(x)$ is a periodic function, we have $\phi\left(4 k x_{0}\right)=\phi(0)$ and $\phi_{x}\left(4 k x_{0}\right)=0$ for any $k \in \mathbf{Z}$. By uniqueness and Lemma 4.1, we obtain $\phi(x)=$ $\phi\left(4 x_{0}-x\right)$ for any $x \in \mathbf{R}$. Hence we see that $\phi(x)$ is a nontrivial solution of

$$
\left\{\begin{array}{l}
\mathcal{L} \boldsymbol{u}=0, \quad x \in\left(0,2 x_{0}\right) \\
\boldsymbol{u}_{x}(0)=0, \quad \boldsymbol{u}_{x}\left(2 x_{0}\right)=0
\end{array}\right.
$$

By Lemma 4.1 and $\boldsymbol{f}_{\boldsymbol{u}}(T \boldsymbol{u}) T=T \boldsymbol{f}_{\boldsymbol{u}}(\boldsymbol{u})$ for any $\boldsymbol{u}$, we have $T \phi\left(2 x_{0}-.\right) \in \mathcal{N}(\mathcal{L})$. Hence it follows from Corollary 5.2 that there exists $C_{3} \in \mathbf{R}$ such that $\phi(x)=$ $C_{3} T \phi\left(2 x_{0}-x\right)$ for any $x \in \mathbf{R}$, which implies $\phi(x)=C_{3}^{2} \phi(x)$ for any $x \in \mathbf{R}$. Since $\phi(x)$ is nontrivial, we have either $C_{3}=1$ or $C_{3}=-1$. Since $0>\phi^{u}\left(2 x_{0}\right)=-\phi^{v}(0)>$ 0 holds if $C_{3}=-1$, we obtain $C_{3}=1$, which implies $\phi^{u}(x)=\phi^{v}\left(2 x_{0}-x\right)$ for any $x \in \mathbf{R}$.

We may assume $H(x)>0$ for any $x \in\left[0, x_{0}\right)$. (If not, we use the below argument by replacing $\left[0,2 x_{0}\right]$ and $\phi(x)$ with $\left[2 x_{0}, 4 x_{0}\right]$ and $-\phi(x)$, respectively.) By Lemma 4.1, we have $H(x)<0$ for any $x \in\left(x_{0}, 2 x_{0}\right]$. Setting $x_{15}^{-}=\min \left(x_{1}^{u}, x_{1}^{v}\right)$, $x_{15}^{+}=\max \left(x_{1}^{u}, x_{1}^{v}\right), \Phi(x)=\phi^{u}(x)+\phi^{v}(x)$, and $\Psi(x)=\phi^{u}(x)-\phi^{v}(x)$, we can easily check that $x_{15}^{+}=2 x_{0}-x_{15}^{-}$holds and that $(\Phi, \Psi)(x)$ is a nontrivial solution of

$$
\left\{\begin{array}{l}
\varepsilon \Phi_{x x}=a_{11}(x) \Phi+a_{12}(x) \Psi \\
\varepsilon \Psi_{x x}=a_{21}(x) \Phi+a_{22}(x) \Psi, \quad x \in\left(0,2 x_{0}\right) \\
\Phi_{x}=0, \quad \Psi_{x}=0, \quad x=0,2 x_{0}
\end{array}\right.
$$

where

$$
\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)(x)=\left(\begin{array}{cc}
(b+1) K-1 & (1-b) H \\
H & K-1
\end{array}\right)(x)
$$

Since $\phi^{u}(x)=\phi^{v}\left(2 x_{0}-x\right)$ holds for any $x \in \mathbf{R}$, we have $\Phi(x)=\Phi\left(2 x_{0}-x\right)$ and $\Psi(x)=-\Psi\left(2 x_{0}-x\right)$ for any $x \in \mathbf{R}$. By $\phi^{v}(0)<0<\phi^{u}(0)$, we obtain $\Psi(x)>0$ for
any $x \in\left[0, x_{15}^{-}\right)$and $\Psi(x)<0$ for any $x \in\left(x_{15}^{+}, 2 x_{0}\right]$. Furthermore if $\Phi\left(x_{0}\right) \neq 0$ holds, then we have $\Phi\left(x_{0}\right) \Phi(x)>0$ for any $x \in\left[x_{15}^{-}, x_{15}^{+}\right]$. Since $K(x)$ satisfies $0<K(x)<1$ for any $x \in \mathbf{R}$ and

$$
0=\varepsilon K_{x x}+\left(1-\frac{b+1}{2} K\right) K+\frac{b-1}{2} H^{2}, \quad x \in \mathbf{R}
$$

we obtain $2 /(b+1) \leq K(x)<1$ for any $x \in \mathbf{R}$ by virtue of the comparison principle. Hence we have $a_{11}(x)>0$ and $a_{22}(x)<0$ for any $x \in \mathbf{R}$.

First of all, we consider the case $\Phi\left(x_{0}\right)>0$. Suppose that $x_{16}<2 x_{0}$ holds, where

$$
x_{16}=\sup \left\{y \in\left[x_{0}, 2 x_{0}\right] \mid \Phi(x) \geq 0 \text { for any } x \in\left[x_{0}, y\right]\right\}\left(>x_{15}^{+}\right)
$$

Setting

$$
x_{17}=\sup \left\{y \in\left[x_{16}, 2 x_{0}\right] \mid \Phi(x) \leq 0 \text { for any } x \in\left[x_{16}, y\right]\right\}\left(\leq 2 x_{0}\right)
$$

we have $\Phi_{x}\left(x_{17}\right) \geq 0$ because of $\Phi\left(2 x_{0}\right)=0$. Since $\Phi(x)$ satisfies $\Phi\left(x_{16}\right)=0$, $\Phi_{x}\left(x_{16}\right) \leq 0$, and

$$
\varepsilon \Phi_{x x}(x)=a_{11}(x) \Phi(x)+a_{12}(x) \Psi(x)<0, \quad x \in\left[x_{16}, x_{17}\right]
$$

we obtain $x_{17}>x_{16}$ and $\Phi_{x}\left(x_{17}\right)<0$. This contradiction implies that $\Phi(x) \geq 0(\not \equiv 0)$ holds for any $x \in\left[0,2 x_{0}\right]$. Since $H(x)$ satisfies

$$
\left\{\begin{array}{l}
\varepsilon H_{x x}-a_{22}(x) H=0, \quad x \in\left(0,2 x_{0}\right) \\
H_{x}(0)=0, \quad H_{x}\left(2 x_{0}\right)=0
\end{array}\right.
$$

we have

$$
0<\int_{0}^{2 x_{0}} H(x)^{2} \Phi(x) d x=\int_{0}^{2 x_{0}}\left(\varepsilon \Psi_{x x}(x)-a_{22}(x) \Psi(x)\right) H(x) d x=0
$$

because of integration by parts. This is a contradiction.
We next consider the case $\Phi\left(x_{0}\right)<0$. It is obvious that $\Phi(x)<0$ holds for any $x \in\left[x_{15}^{-}, x_{15}^{+}\right]$. If there exist $x_{18}^{-}$and $x_{18}^{+}\left(x_{15}^{-} \leq x_{18}^{-}<x_{18}^{+} \leq x_{0}\right)$ such that $\Psi\left(x_{18}^{ \pm}\right)=0$ and $\Psi(x) \leq 0$ for any $x \in\left[x_{18}^{-}, x_{18}^{+}\right]$, then we have

$$
\begin{aligned}
0>\int_{x_{18}^{-}}^{x_{18}^{+}} H(x)^{2} \Phi(x) d x & =\int_{x_{18}^{-}}^{x_{18}^{+}}\left(\varepsilon \Psi_{x x}(x)-a_{22}(x) \Psi(x)\right) H(x) d x \\
& =\varepsilon\left(\Psi_{x}\left(x_{18}^{+}\right) H\left(x_{18}^{+}\right)-\Psi_{x}\left(x_{18}^{-}\right) H\left(x_{18}^{-}\right)\right) \geq 0
\end{aligned}
$$

because of $H\left(x_{18}^{ \pm}\right) \geq 0$. This fact and $\Psi\left(x_{0}\right)=0$ show that $\Psi(x) \geq 0$ holds for any $x \in\left[0, x_{0}\right]$. Since

$$
\varepsilon \Phi_{x x}(x)=a_{11}(x) \Phi(x)+a_{12}(x) \Psi(x)<0
$$

holds if both of $\Phi(x)<0$ and $0 \leq x<x_{0}$ are satisfied, we obtain $\Phi(x)<0$ and $\Phi_{x}(x)>0$ for any $0 \leq x<x_{0}$ because of $\Phi_{x}\left(x_{0}\right)=0$. This contradicts $\Phi_{x}(0)=0$.

Finally, we consider the case $\Phi\left(x_{0}\right)=0$. We have $x_{15}^{-}=x_{15}^{+}=x_{0}$ because of $\Phi\left(x_{0}\right)=2 \phi^{u}\left(x_{0}\right)$. Since $(\Phi, \Psi)(x)$ is nontrivial, we obtain $\Psi_{x}\left(x_{0}\right)<0$ and

$$
\varepsilon \Phi_{x x x x}\left(x_{0}\right)=2(1-b) H_{x}\left(x_{0}\right) \Psi_{x}\left(x_{0}\right)<0 .
$$

We can derive a contradiction in a similar manner with the proof for the case where $\Phi\left(x_{0}\right)<0$.

The above contradictions show that the following lemma holds.
Lemma 5.4. $0 \notin \sigma(\mathcal{L})$ holds.
6. Proof of Theorem 2.1. Let $n \in \mathbf{N}$ be arbitrarily fixed. It follows from Lemmas 3.1, 4.5, 5.4, and Corollary 4.4 that there exists a maximal extended interval $J_{n}=\left(\eta_{n}, \varepsilon_{n}\right)$ such that the following property is satisfied:
(i) There exists a pair of $C^{1}$-class functions $\boldsymbol{u}_{n}^{ \pm}(., \varepsilon)=\left(u_{n}^{ \pm}, v_{n}^{ \pm}\right)(., \varepsilon)$ defined on $J_{n}$ such that fact (i) in Theorem 2.1 holds for any $\varepsilon \in J_{n}$.
(ii) $\boldsymbol{u}_{n}^{ \pm}\left(., \varepsilon_{n}(\mu)\right)=\hat{\boldsymbol{u}}_{n}(., \pm \mu)$ hold for any $0 \leq \mu<\mu_{n}$.

By (1.1), we can easily obtain

$$
\int_{0}^{1} f\left(\boldsymbol{u}_{n}^{ \pm}(x, \varepsilon)\right) d x=0, \quad \int_{0}^{1} g\left(\boldsymbol{u}_{n}^{ \pm}(x, \varepsilon)\right) d x=0
$$

for each $\varepsilon \in J_{n}$. Since $\boldsymbol{u}_{n}^{ \pm}(x, \varepsilon) \in[0,1] \times[0,1]$ hold for any $x$ and $\varepsilon$ because of the comparison principle, we see from the Ascoli-Arzela theorem that there exist stationary solutions $\boldsymbol{w}_{0}^{-}(x)$ and $\boldsymbol{w}_{0}^{+}(x)$ of (1.1) such that $\boldsymbol{u}_{n}^{ \pm}(., \varepsilon) \rightarrow \boldsymbol{w}_{0}^{ \pm}$as $\varepsilon \rightarrow \eta_{n}$ in $X$. Furthermore, we also find that $\boldsymbol{w}_{0}^{-}(x) \succeq_{s} 0$ and $\boldsymbol{w}_{0}^{+}(x) \succeq_{s} 0$ are satisfied for any $x \in[0,1]$.

We consider the case where there exists $x_{19} \in[0,1]$ such that $w^{u}\left(x_{19}\right)=0$ holds, where $\boldsymbol{w}_{0}^{+}(x)=\left(w^{u}, w^{v}\right)(x)$. By $w_{x}^{u}\left(x_{19}\right)=0$, we have $w^{u}(x)=0$ for any $x \in[0,1]$ because of uniqueness. Hence we see that $w^{v}(x)$ is a nonnegative solution of

$$
\left\{\begin{array}{l}
0=\eta_{n} v_{x x}+v(1-v), \quad x \in(0,1) \\
v_{x}(0)=0, \quad v_{x}(1)=0
\end{array}\right.
$$

which implies either (a) $w^{v}(x) \equiv 0$ on $[0,1]$ or $(\mathrm{b}) w^{v}(x) \equiv 1$ on $[0,1]$. Since

$$
\frac{f\left(\boldsymbol{u}_{n}^{+}(., \varepsilon)\right)}{u_{n}^{+}(., \varepsilon)} \rightarrow \begin{cases}1 & \text { for the case (a) } \\ 1-b(<0) & \text { for the case (b) }\end{cases}
$$

as $\varepsilon \rightarrow \eta_{n}$ holds in $X$, we have

$$
\int_{0}^{1} f\left(\boldsymbol{u}_{n}^{+}(x, \varepsilon)\right) d x \begin{cases}>0 & \text { for the case (a) } \\ <0 & \text { for the case (b) }\end{cases}
$$

in a neighborhood of $\varepsilon=\eta_{n}$. This contradiction implies that $w^{u}(x)>0$ holds for any $x \in[0,1]$. In a similar manner, we can prove $w^{v}(x)>0$ for any $x \in[0,1]$. Hence we see that $\boldsymbol{w}_{0}^{+}(x)$ is positive. Analogously we can show that $\boldsymbol{w}_{0}^{-}(x)$ is also positive.

We consider the case where $\eta_{n}>0$. By Corollary 4.4 and Lemma 4.5, we have $\ell\left(\boldsymbol{u}_{n}^{ \pm}(., \varepsilon)\right)=n$ for any $\varepsilon \in J_{n}$. By Lemma 5.4 and the implicit function theorem, it follows that $\boldsymbol{w}_{0}^{-}(x)$ and/or $\boldsymbol{w}_{0}^{+}(x)$ must be spatially homogeneous. Lemma 3.1 leads to the fact that $\eta_{n}=\varepsilon_{m}$ holds for some $m>n$. By Corollary 4.4, we see that $\ell\left(\boldsymbol{u}_{n}^{-}(., \varepsilon)\right)=m$ or $\ell\left(\boldsymbol{u}_{n}^{+}(., \varepsilon)\right)=m$ holds in a neighborhood of $\varepsilon=\eta_{n}$. This is a contradiction. Hence we have $\eta_{n}=0$.

Let $\eta>0$, and let $\boldsymbol{u}_{0}(x)$ be an arbitrary spatial inhomogeneous positive stationary solution of (1.1) for $\varepsilon=\eta$. We find from Lemma 5.4 and the implicit function theorem that there exists a maximal extended interval $J=\left(\varepsilon_{-}, \varepsilon_{+}\right)$such that the following properties hold:
(i) $\eta \in \operatorname{Int} J$ is satisfied.
(ii) There exists a $C^{1}$-class function $\boldsymbol{w}(., \varepsilon)$ defined on $J$ such that $\boldsymbol{w}(x, \varepsilon)$ is a spatially inhomogeneous positive stationary solution of (1.1) for each $\varepsilon \in J$ and satisfies $\boldsymbol{w}(., \eta)=\boldsymbol{u}_{0}$.

By Lemma 4.5, we have $\ell(\boldsymbol{w}(., \varepsilon))=\ell\left(\boldsymbol{u}_{0}\right)$ for any $\varepsilon \in J$, which implies $\varepsilon_{+} \leq$ $1 /\left(\pi^{2} \ell\left(\boldsymbol{u}_{0}\right)^{2}\right)$. Lemma 5.4, the implicit function theorem, and the above argument show that the limit $\lim _{\varepsilon \rightarrow \varepsilon_{+}} \boldsymbol{w}(x, \varepsilon)$ must be spatially homogeneous and positive. By Lemma 3.1 and Corollary 4.4, we have $\varepsilon_{+}=\varepsilon_{\ell\left(\boldsymbol{u}_{0}\right)}$ and then obtain $\boldsymbol{u}_{0}=\boldsymbol{u}_{\ell\left(\boldsymbol{u}_{0}\right)}^{\nu}(., \eta)$ for some $\nu \in\{+,-\}$. Thus the proof is completed.
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#### Abstract

We consider the eigenvalue problem for a nonlinear equation involving the $p$ Laplacian with homogeneous Dirichlet conditions. We give some properties of the first eigenvalue and of the corresponding eigenfunction. In particular we prove inequalities similar to the well-known Payne-Rayner inequality, which holds in the linear case.
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1. Introduction. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}, n \geq 2$. It is well known that the first eigenvalue of the problem,

$$
\begin{cases}-\Delta u=\lambda u & \text { in } \Omega  \tag{1.1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

is positive and simple; that is, all the corresponding eigenfunctions are scalar multiples of each other. Furthermore, if $\lambda$ is the first eigenvalue of (1.1) then

$$
\begin{equation*}
\lambda=\min _{\substack{u \in W_{1}^{1,2}(\Omega) \\ u \neq 0}} \frac{\int_{\Omega}|\nabla u|^{2} d x}{\int_{\Omega}|u|^{2} d x} . \tag{1.2}
\end{equation*}
$$

Various comparison results have been given for $\lambda$ and the associated eigenfunction. For example, when $n=2$, in [PR1] the following inequality has been proven:

$$
\int_{\Omega} u^{2} d x \leq \frac{\lambda}{4 \pi}\left(\int_{\Omega}|u| d x\right)^{2}
$$

where $u$ is any eigenfunction of (1.1) corresponding to the first eigenvalue. Such a result has been extended in various directions. For example in [KJ] (see also [PR2]) a similar inequality has been proven for any dimension $n$, and in [C1], [C2], it has been shown that for any $0<q<r<\infty$ one has

$$
\begin{equation*}
\|u\|_{r} \leq K(r, q, n, \lambda)\|u\|_{q}, \tag{1.3}
\end{equation*}
$$

where $K$ is a suitable constant. We observe that the inequalities we are referring to are isoperimetric; that is, they hold as equalities if and only if $\Omega$ is a ball.

[^26]Our aim is to show that all the properties we have recalled about the first eigenvalue of (1.1) can be proven also for the first eigenvalue of the following nonlinear problem:

$$
\begin{cases}-\Delta_{p} u=\lambda u|u|^{p-2} & \text { in } \Omega,  \tag{1.4}\\ u=0 & \text { on } \partial \Omega,\end{cases}
$$

where $\Delta_{p}$ denotes the $p$-Laplacian, that is, $\Delta_{p} u=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)$. The properties of the first eigenvalue and of the corresponding eigenfunctions of problem (1.4) have been studied by various authors (see, e.g., [Th], [A], [Sa], [B1], [B2], [L1], [L2]). For example, they prove that the first eigenvalue of (1.4) is positive, simple, and isolated.

We will consider the more general problem

$$
\begin{cases}-\operatorname{div}\left((A \nabla u, \nabla u)^{(p-2) / 2} A \nabla u\right)=\lambda u|u|^{p-2} & \text { in } \Omega,  \tag{1.5}\\ u=0 & \text { on } \partial \Omega,\end{cases}
$$

where $p>1$ and $A=\left\{a_{i j}(x)\right\}$ is a symmetric matrix with measurable bounded coefficients satisfying an ellipticity condition. After having proven that the simplicity of the first eigenvalue of (1.5) is still true, by adapting the arguments of [L1], we give a Faber-Krahn inequality for the first eigenvalue $\lambda_{p}$ of (1.5) (see [C1] for the case $p=2$ ). In particular we will show that the first eigenvalue of (1.4) in a ball with the same measure as $\Omega$ is smaller or equal to $\lambda_{p}$ and, furthermore, that equality holds if and only if $\Omega$ is a ball and $a_{i j} x_{j}=x_{i}$ for a.e. $x \in \mathbb{R}^{n}$, modulo translations.

It is well known that (see, e.g., [G]) any solution of (1.5) is bounded. In the last section of the paper we prove the following "reverse" inequality:

$$
\begin{equation*}
\|u\|_{r} \leq \beta\left(r, q, p, n, \lambda_{p}\right)\|u\|_{q} \tag{1.6}
\end{equation*}
$$

where $0<q<r \leq \infty$. We remark that, as (1.3), the above inequality is isoperimetric. The proof of (1.6) is based on a comparison result between $u$ and a suitable eigenfunction $v$ of problem (1.4) defined in a ball $B$ such that the corresponding first eigenvalue is equal to $\lambda_{p}$. This result is a consequence of a comparison result between solution and subsolutions of a one-dimensional problem of the following type:

$$
\left\{\begin{array}{l}
-\left(\left|\varphi^{\prime}(s)\right|^{\gamma-2} \varphi^{\prime}(s)\right)^{\prime}=\lambda m(s)|\varphi(s)|^{\gamma-2} \varphi(s) \quad \text { in }(0, a), \\
\varphi(0)=\varphi(a)=0
\end{array}\right.
$$

where the weight $m(s)$ is a continuous function in the interval $(0, a)$ satisfying suitable assumptions. Obviously the comparison result between $u$ and $v$ is isoperimetric.

We finally recall that some estimates similar to (1.6) can be found also in $[\mathrm{M}]$.
2. General results about eigenvalues. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$, $n \geq 2$. Let us consider the first eigenvalue $\lambda_{p}$ of the problem

$$
\begin{cases}-\operatorname{div}\left((A \nabla u, \nabla u)^{(p-2) / 2} A \nabla u\right)=\lambda u|u|^{p-2} & \text { in } \Omega,  \tag{2.1}\\ u=0 & \text { on } \partial \Omega,\end{cases}
$$

where $p>1$ and $A=\left\{a_{i j}(x)\right\}$ is a symmetric matrix with measurable bounded coefficients satisfying the ellipticity condition

$$
a_{i j}(x) \xi_{j} \xi_{i} \geq|\xi|^{2}, \quad \text { a.e. } x \in \Omega \forall \xi \in \mathbb{R}^{n}
$$

It is well known that $\lambda_{p}$ is the minimum of the Rayleigh quotient

$$
\begin{equation*}
\lambda_{p}=\min _{\substack{u \in W_{0}^{1, p}(\Omega) \\ u \neq 0}} \frac{\int_{\Omega}(A \nabla u, \nabla u)^{p / 2} d x}{\int_{\Omega}|u|^{p} d x} \tag{2.2}
\end{equation*}
$$

and that the above minimization problem is equivalent to the weak form of (2.1) with $\lambda=\lambda_{p}$, that is,

$$
\begin{equation*}
\int_{\Omega}(A \nabla u, \nabla u)^{(p-2) / 2}(A \nabla u, \nabla \varphi) d x=\lambda_{p} \int_{\Omega} u|u|^{p-2} \varphi d x \quad \forall \varphi \in W_{0}^{1, p}(\Omega) \tag{2.3}
\end{equation*}
$$

Furthermore, the existence of a first eigenfunction and of the first eigenvalue can be proven by standard tools.

Using the methods in [L1] it is also possible to prove the following property for the eigenfunctions of (2.1).

Theorem 2.1. The first eigenvalue of (2.1) is simple; that is, all the associated eigenfunctions $u$ are scalar multiples of each other.

The proof of the above theorem is based on the following lemma, whose proof will be given in the Appendix (see also [L1]).

Lemma 2.2. Let $A=\left\{a_{i j}\right\}$ be a symmetric matrix such that $a_{i j} \xi_{j} \xi_{i} \geq|\xi|^{2}$ $\forall \xi \in \mathbb{R}^{n}$. Then we have:
(i) if $p \geq 2$ :

$$
\left(A \xi_{2}, \xi_{2}\right)^{p / 2} \geq\left(A \xi_{1}, \xi_{1}\right)^{p / 2}+p\left(A \xi_{1}, \xi_{1}\right)^{\frac{p-2}{2}}\left(A \xi_{1}, \xi_{2}-\xi_{1}\right)+\frac{\left(A\left(\xi_{2}-\xi_{1}\right), \xi_{2}-\xi_{1}\right)^{p / 2}}{2^{p-1}-1}
$$

for every $\xi_{1}, \xi_{2} \in \mathbb{R}^{n}$;
(ii) if $1<p<2$ :

$$
\begin{aligned}
\left(A \xi_{2}, \xi_{2}\right)^{p / 2} \geq\left(A \xi_{1}, \xi_{1}\right)^{p / 2} & +p\left(A \xi_{1}, \xi_{1}\right)^{\frac{p-2}{2}}\left(A \xi_{1}, \xi_{2}-\xi_{1}\right) \\
& +c(p) \frac{\left(A\left(\xi_{2}-\xi_{1}\right), \xi_{2}-\xi_{1}\right)}{\left(\sqrt{\left(A \xi_{1}, \xi_{1}\right)}+\sqrt{\left(A \xi_{2}, \xi_{2}\right)}\right)^{2-p}}
\end{aligned}
$$

for every $\xi_{1}, \xi_{2} \in \mathbb{R}^{n}$, where $c(p)$ is a constant which depends only on $p$.
Proof of Theorem 2.1. First of all we observe that any solution of (2.1) is Hölder continuous (see, e.g., $[\mathrm{G}]$ ). Furthermore, if $u$ minimizes (2.2), then $|u|$ does also; that is, $|u|$ is also an eigenfunction. By Harnack's inequality (see, e.g., [Se], [Tr]) it follows that either $|u|>0$ or $|u| \equiv 0$ in $\Omega$. This means that if $u$ is an eigenfunction then $u>0$ or $u<0$ in $\Omega$.

Suppose now that $u$ and $v$ are two positive eigenfunctions relative to the first eigenvalue of (2.1). Clearly both $u$ and $v$ satisfy (2.3). We will prove that $u$ and $v$ are proportional. Following the arguments of [L1] we put $u_{\varepsilon}=u+\varepsilon$ and $v_{\varepsilon}=v+\varepsilon$ for $\varepsilon>0$. Then we use the test functions $\varphi=\left(u_{\varepsilon}^{p}-v_{\varepsilon}^{p}\right) / u_{\varepsilon}^{p-1}$ in the equation satisfied by $u$ and $\varphi=\left(v_{\varepsilon}^{p}-u_{\varepsilon}^{p}\right) / v_{\varepsilon}^{p-1}$ in the equation satisfied by $v$. Adding the obtained equalities we have

$$
\lambda_{p} \int_{\Omega}\left[\frac{u^{p-1}}{u_{\varepsilon}^{p-1}}-\frac{v^{p-1}}{v_{\varepsilon}^{p-1}}\right]\left(u_{\varepsilon}^{p}-v_{\varepsilon}^{p}\right) d x
$$

$$
\begin{aligned}
= & \int_{\Omega}\left(A \nabla u_{\varepsilon}, \nabla u_{\varepsilon}\right)^{p / 2}\left[1+(p-1) \frac{v_{\varepsilon}^{p}}{u_{\varepsilon}^{p}}\right] d x+\int_{\Omega}\left(A \nabla v_{\varepsilon}, \nabla v_{\varepsilon}\right)^{p / 2}\left[1+(p-1) \frac{u_{\varepsilon}^{p}}{v_{\varepsilon}^{p}}\right] d x \\
& -\int_{\Omega} p\left(A \nabla u_{\varepsilon}, \nabla v_{\varepsilon}\right)\left[\left(A \nabla u_{\varepsilon}, \nabla u_{\varepsilon}\right)^{(p-2) / 2} \frac{v_{\varepsilon}^{p-1}}{u_{\varepsilon}^{p-1}}+\left(A \nabla v_{\varepsilon}, \nabla v_{\varepsilon}\right)^{(p-2) / 2} \frac{u_{\varepsilon}^{p-1}}{v_{\varepsilon}^{p-1}}\right] d x .
\end{aligned}
$$

Observing that $\left(A \nabla u_{\varepsilon}, \nabla u_{\varepsilon}\right) / u_{\varepsilon}^{2}=\left(A \nabla\left(\log u_{\varepsilon}\right), \nabla\left(\log u_{\varepsilon}\right)\right)$, from Lemma 2.2 it follows that

$$
\begin{equation*}
\lambda_{p} \int_{\Omega}\left[\frac{u^{p-1}}{u_{\varepsilon}^{p-1}}-\frac{v^{p-1}}{v_{\varepsilon}^{p-1}}\right]\left(u_{\varepsilon}^{p}-v_{\varepsilon}^{p}\right) d x \geq 0 \tag{2.4}
\end{equation*}
$$

On the other hand we also have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\Omega}\left[\frac{u^{p-1}}{u_{\varepsilon}^{p-1}}-\frac{v^{p-1}}{v_{\varepsilon}^{p-1}}\right]\left(u_{\varepsilon}^{p}-v_{\varepsilon}^{p}\right) d x=0 \tag{2.5}
\end{equation*}
$$

Let us now consider $p \geq 2$. Lemma 2.2 and the ellipticity condition allow us to write also

$$
\begin{align*}
& \quad \lambda_{p} \int_{\Omega}\left[\frac{u^{p-1}}{u_{\varepsilon}^{p-1}}-\frac{v^{p-1}}{v_{\varepsilon}^{p-1}}\right]\left(u_{\varepsilon}^{p}-v_{\varepsilon}^{p}\right) d x  \tag{2.6}\\
& \geq \frac{1}{2^{p-1}-1} \int_{\Omega}\left(u_{\varepsilon}^{p}+v_{\varepsilon}^{p}\right)\left(A\left(\nabla\left(\log u_{\varepsilon}-\log v_{\varepsilon}\right)\right), \nabla\left(\log u_{\varepsilon}-\log v_{\varepsilon}\right)\right)^{p / 2} d x \\
& =\frac{1}{2^{p-1}-1} \int_{\Omega}\left(\frac{1}{u_{\varepsilon}^{p}}+\frac{1}{v_{\varepsilon}^{p}}\right)\left(A\left(v_{\varepsilon} \nabla u_{\varepsilon}-u_{\varepsilon} \nabla v_{\varepsilon}\right), v_{\varepsilon} \nabla u_{\varepsilon}-u_{\varepsilon} \nabla v_{\varepsilon}\right)^{p / 2} d x \\
& \geq \\
& \frac{1}{2^{p-1}-1} \int_{\Omega}\left(\frac{1}{u_{\varepsilon}^{p}}+\frac{1}{v_{\varepsilon}^{p}}\right)\left|v_{\varepsilon} \nabla u_{\varepsilon}-u_{\varepsilon} \nabla v_{\varepsilon}\right|^{p} d x \geq 0 .
\end{align*}
$$

Passing to the limit in (2.6) and using (2.5), one obtains that $u$ is proportional to $v$ in $\Omega$.

In the case $1<p<2$ one can use similar arguments. Instead of (2.6), by Lemma 2.2 one gets

$$
\begin{aligned}
& \lambda_{p} \int_{\Omega}\left[\frac{u^{p-1}}{u_{\varepsilon}^{p-1}}-\frac{v^{p-1}}{v_{\varepsilon}^{p-1}}\right]\left(u_{\varepsilon}^{p}-v_{\varepsilon}^{p}\right) d x \\
& \quad \geq c(p) \int_{\Omega}\left(\frac{1}{u_{\varepsilon}^{p}}+\frac{1}{v_{\varepsilon}^{p}}\right) \frac{\left|v_{\varepsilon} \nabla u_{\varepsilon}-u_{\varepsilon} \nabla v_{\varepsilon}\right|^{2}}{\left(v_{\varepsilon} \sqrt{\left(A u_{\varepsilon}, u_{\varepsilon}\right)}+u_{\varepsilon} \sqrt{\left(A v_{\varepsilon}, v_{\varepsilon}\right)}\right)^{2-p}} d x \geq 0
\end{aligned}
$$

which gives the same conclusion.
Clearly the above results also hold true when $n=1$, for example, for the following eigenvalue problem in an interval $(0, a)$ :

$$
\left\{\begin{array}{l}
-\left(\left|\varphi^{\prime}(s)\right|^{\gamma-2} \varphi^{\prime}(s)\right)^{\prime}=\lambda|\varphi(s)|^{\gamma-2} \varphi(s) \quad \text { in }(0, a)  \tag{2.7}\\
\varphi(0)=\varphi(a)=0
\end{array}\right.
$$

where $\gamma>1$ (see, e.g., [O1], [O2]). We give here a version of Theorem 2.1 for a problem slightly more general than (2.7). More precisely we consider the problem

$$
\left\{\begin{array}{l}
-\left(\left|\varphi^{\prime}(s)\right|^{\gamma-2} \varphi^{\prime}(s)\right)^{\prime}=\lambda m(s)|\varphi(s)|^{\gamma-2} \varphi(s) \quad \text { in }(0, a)  \tag{2.8}\\
\varphi(0)=\varphi(a)=0
\end{array}\right.
$$

where the weight $m(s)$ is a continuous function in $(0, a)$ satisfying the condition

$$
\begin{equation*}
0<m(s) \leq \frac{c}{(\sigma(s))^{\gamma-\alpha}} \tag{2.9}
\end{equation*}
$$

with $c$ a positive constant, $\alpha>0, \sigma(s)=\min (s, a-s)$. Once again the first eigenvalue $\lambda_{\gamma}$ of problem (2.8) can be found as minimum of the Rayleigh quotient

$$
\begin{equation*}
\lambda_{\gamma}=\min _{\substack{\varphi \in W_{0}^{1, \gamma}(0, a) \\ \varphi \neq 0}} \frac{\int_{0}^{a}\left|\varphi^{\prime}(s)\right|^{\gamma} d s}{\int_{0}^{a} m(s)|\varphi(s)|^{\gamma} d s} \tag{2.10}
\end{equation*}
$$

The existence of a first eigenfunction and of the first eigenvalue can be proven by standard tools also in this case. It is enough to observe that, under assumption (2.9), the embedding of $W_{0}^{1, \gamma}(0, a)$ in the weighted space $L_{m}^{\gamma}(0, a)$ is compact (see for example $[\mathrm{N}]$ ).

Using the methods of Theorem 2.1 it is possible to prove the following theorem.
Theorem 2.3. The first eigenvalue of (2.8) is simple; that is, all the associated eigenfunctions $u$ are scalar multiples of each other.

Proof. All the arguments in the proof of Theorem 2.1 work in the same way for problem (2.8) and for the corresponding weak formulation. So, let $u>0, v>0$, two eigenfunctions of (2.8), relative to the first eigenvalue. We have to verify the analogue of (2.5), that is,

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{a}\left[\left(\frac{u(s)}{u_{\varepsilon}(s)}\right)^{\gamma-1}-\left(\frac{v(s)}{v_{\varepsilon}(s)}\right)^{\gamma-1}\right]\left(u_{\varepsilon}^{\gamma}(s)-v_{\varepsilon}^{\gamma}(s)\right) m(s) d s=0
$$

where $u_{\varepsilon}=u+\varepsilon$ and $v_{\varepsilon}=v+\varepsilon, \varepsilon>0$. The above result can be obtained by simply observing that for $\eta \in(0, a / 2)$ we have

$$
\int_{0}^{a} f_{\varepsilon}(s) d s=\int_{0}^{\eta} f_{\varepsilon}(s) d s+\int_{a-\eta}^{a} f_{\varepsilon}(s) d s+\int_{\eta}^{a-\eta} f_{\varepsilon}(s) d s
$$

where

$$
f_{\varepsilon}(s)=\left[\left(\frac{u(s)}{u_{\varepsilon}(s)}\right)^{\gamma-1}-\left(\frac{v(s)}{v_{\varepsilon}(s)}\right)^{\gamma-1}\right]\left(u_{\varepsilon}^{\gamma}(s)-v_{\varepsilon}^{\gamma}(s)\right) m(s)
$$

The last integral goes to zero as $\varepsilon \rightarrow 0^{+}$, while, using (2.9) and well-known embedding results (see $[\mathrm{N}]$ ), the first two integrals can be made arbitrarily close to zero by suitably choosing $\eta$. The claim is then proven.

We are interested in the case

$$
m(s)= \begin{cases}s^{\alpha-\gamma} & \text { if } s \in(0, a / 2)  \tag{2.11}\\ (a-s)^{\alpha-\gamma} & \text { if } s \in(a / 2, a)\end{cases}
$$

where $\alpha>0$. Using the symmetry of the problem, the Pólya-Szegö principle, and Hardy-Littlewood inequality, it is easy to show that any positive eigenfunction of (2.8) with $m(s)$ as in (2.11) is symmetric with respect to $s=a / 2$, and it is increasing in $(0, a / 2)$, decreasing in $(a / 2, a)$.

In particular such a result allows us to obtain information about the following one-dimensional problem:

$$
\left\{\begin{array}{l}
-\left(\left|\varphi^{\prime}(s)\right|^{\gamma-2} \varphi^{\prime}(s)\right)^{\prime}=\mu s^{\alpha-\gamma}|\varphi(s)|^{\gamma-2} \varphi(s) \quad \text { in }(0, b),  \tag{2.12}\\
\varphi(0)=\varphi^{\prime}(b)=0
\end{array}\right.
$$

The first eigenvalue of such a problem is given by

$$
\begin{equation*}
\mu_{\gamma}=\min _{\substack{\varphi \in W^{1, \gamma}(0, b) \\ \varphi \neq 0, \varphi(0)=0}} \frac{\int_{0}^{b}\left|\varphi^{\prime}(s)\right|^{\gamma} d s}{\int_{0}^{b}|\varphi(s)|^{\gamma} s^{\alpha-\gamma} d s} \tag{2.13}
\end{equation*}
$$

Indeed any function which realizes the minimum in (2.13) suitably extended by symmetry in $(0,2 b)$ can be used as the test function vanishing in 0 and $2 b$ in the Rayleigh quotient

$$
\frac{\int_{0}^{2 b}\left|\varphi^{\prime}(s)\right|^{\gamma} d s}{\int_{0}^{2 b}|\varphi(s)|^{\gamma} m(s) d s}
$$

Conversely, if $\varphi \in W_{0}^{1, \gamma}(0,2 b)$ minimizes the above quotient in $W_{0}^{1, \gamma}(0,2 b)$ then the restriction of $\varphi$ to $(0, b)$ can be used as test function in (2.13). A simple consequence of the above considerations is the following.

THEOREM 2.4. The first eigenvalue of (2.12) is simple; that is, all the associated eigenfunctions $u$ are scalar multiples of each other. Furthermore every positive eigenfunction of (2.12) associated with the first eigenvalue is strictly increasing in $(0, b)$.

Now we state a useful comparison lemma which can be seen as the "nonlinear" version of analogous "linear" results (see, e.g., [Ba]).

LEMMA 2.5. Let $\mu_{\gamma}$ be the first eigenvalue of (2.12) and let $\varphi$ be a positive eigenfunction associated with $\mu_{\gamma}$. Suppose that, for $c>b, \psi \in W^{1, \gamma}(0, c)$ is a nonnegative increasing function such that $\left(\psi^{\prime}(s)^{\gamma-1}\right)$ is absolutely continuous in $[\varepsilon, c]$ for every $\varepsilon>0$, and

$$
\left\{\begin{array}{l}
-\left(\left(\psi^{\prime}(s)\right)^{\gamma-1}\right)^{\prime} \leq \mu_{\gamma} s^{\alpha-\gamma}(\psi(s))^{\gamma-1} \quad \text { a.e. in }(0, c),  \tag{2.14}\\
\psi(0)=\psi^{\prime}(c)=0 .
\end{array}\right.
$$

If there exists $s_{1} \in(0, b)$ such that $\varphi^{\prime}\left(s_{1}\right)=\psi^{\prime}\left(s_{1}\right)$ then

$$
\begin{equation*}
\psi(s) \leq \varphi(s), \quad \forall s \in\left(0, s_{1}\right) \tag{2.15}
\end{equation*}
$$

Proof. First of all we prove that $\psi\left(s_{1}\right) \leq \varphi\left(s_{1}\right)$. Suppose, ab absurdo, that $\psi\left(s_{1}\right)>\varphi\left(s_{1}\right)$. We put $w(s)=\psi(s)-\varphi(s)$. We define

$$
z(s)= \begin{cases}\psi(s) & \text { if } s \in\left(0, s_{1}\right)  \tag{2.16}\\ \varphi(s)+w\left(s_{1}\right) & \text { if } s \in\left[s_{1}, b\right]\end{cases}
$$

By construction, $\left(z^{\prime}(s)\right)^{\gamma-1}$ is absolutely continuous in $[\varepsilon, c]$ for every $\varepsilon>0$, and $z(s)$ satisfies

$$
\begin{array}{lll}
\left(z^{\prime}(s)\right)^{\gamma-1}=\left(\varphi^{\prime}(s)\right)^{\gamma-1}, & z(s)>\varphi(s), & s \in\left(s_{1}, b\right) \\
\left(z^{\prime}(s)\right)^{\gamma-1}=\left(\psi^{\prime}(s)\right)^{\gamma-1}, & z(s)=\psi(s), & s \in\left(0, s_{1}\right)
\end{array}
$$

This means that $z(s)$ satisfies the inequality

$$
-\left(\left(z^{\prime}(s)\right)^{\gamma-1}\right)^{\prime} \leq \mu_{\gamma} s^{\alpha-\gamma}(z(s))^{\gamma-1}, \quad \text { a.e. in }(0, b)
$$

Multiplying the above inequality by $z(s)$ and integrating we obtain

$$
\int_{0}^{b}\left|z^{\prime}(s)\right|^{\gamma} d s \leq \mu_{\gamma} \int_{0}^{b}|z(s)|^{\gamma} s^{\alpha-\gamma} d s
$$

where, taking into account the continuity of the embedding of $W^{1, \gamma}(0, b)$ into $L_{s^{-\gamma}}^{\gamma}(0, b)$, we have used the following:

$$
\lim _{\varepsilon \rightarrow 0^{+}}\left(z^{\prime}(\varepsilon)\right)^{\gamma-1} z(\varepsilon)=0
$$

We have then proven

$$
\begin{equation*}
\min _{\substack{\varphi \in W^{1, p}(0, b) \\ \varphi \neq 0}} \frac{\int_{0}^{b}\left|\varphi^{\prime}(s)\right|^{p}}{\int_{0}^{b}|\varphi(s)|^{\gamma} s^{\alpha-\gamma} d s} \leq \mu_{\gamma} \tag{2.17}
\end{equation*}
$$

Using (2.13) and Theorem 2.4 we have that in (2.17) the equality sign has to hold and that $z(s)$ is proportional to $\varphi(s)$. Then, by (2.16), it has to coincide with $\varphi(s)$. But this is a contradiction. The claim is then proven.

In order to completely prove the assertion we observe that, if $\psi(s)>\varphi(s)$ for some $s \in\left(0, s_{1}\right)$, then a positive maximum $\tilde{s} \in\left(0, s_{1}\right)$ of $w(s)$ would exist. But this is forbidden because one can repeat the above arguments with $\tilde{s}$ in place of $s_{1}$.

Remark 2.1. The assumption $c>b$ in Lemma 2.5 takes into account the only nontrivial case. Indeed, if $c=b$, then a function $\psi$ which satisfies (2.14) has to coincide with the eigenfunction associated to the first eigenvalue of (2.12). This means that the hypothesis $\varphi^{\prime}\left(s_{1}\right)=\psi^{\prime}\left(s_{1}\right), s_{1} \in(0, b)$, implies $\varphi(s)=\psi(s)$.

About the case $c<b$ it is simple to observe that under such an assumption no function $\psi \not \equiv 0$ satisfying (2.14) exists. In fact, the existence of such a function would imply that the first eigenvalue of problem (2.13) in the interval $(0, b)$ is bigger or equal to the first eigenvalue of the same problem in $(0, c)$. This contradicts the fact that the first eigenvalue is a strictly decreasing function of the measure of the interval.

Remark 2.2. If one retraces the proof of Lemma 2.5 it is evident that it is not necessary that $\psi$ satisfies (2.14) in an interval $(0, c)$. One can simply suppose that for $s_{1} \in(0, b)$ the following condition holds:

$$
\left\{\begin{array}{l}
-\left(\left(\psi^{\prime}(s)\right)^{\gamma-1}\right)^{\prime} \leq \mu_{\gamma} s^{\alpha-\gamma}(\psi(s))^{\gamma-1} \quad \text { a.e. in }\left(0, s_{1}\right) \\
\psi(0)=0, \quad \psi^{\prime}\left(s_{1}\right)=\varphi^{\prime}\left(s_{1}\right)
\end{array}\right.
$$

3. Faber-Krahn inequality. In this section we will prove the following comparison result for the first eigenvalue of problem (2.1).

TheOrem 3.1. If $\lambda_{p}$ is the first eigenvalue of problem (2.1) then

$$
\lambda_{p} \geq \lambda_{p}^{\#}
$$

where $\lambda_{p}^{\#}$ is the first eigenvalue of the problem

$$
\begin{cases}-\operatorname{div}\left(|\nabla v|^{p-2} \nabla v\right)=\lambda v|v|^{p-2} & \text { in } \Omega^{\#}  \tag{3.1}\\ v=0 & \text { on } \partial \Omega^{\#}\end{cases}
$$

and $\Omega^{\#}$ is the ball centered at the origin such that $\left|\Omega^{\#}\right|=|\Omega|$, where, here and in the following, we denote by $|E|$ the measure of any measurable set $E \subset \mathbb{R}^{n}$. Furthermore, $\lambda_{p}=\lambda_{p}^{\#}$ if and only if $\Omega=\Omega^{\#}$ and $a_{i j}(x) x_{j}=x_{i}$, a.e. in $\Omega$, modulo translations.

Remark 3.1. In the case $p=2, n=2$ the above result is known as the FaberKrahn theorem. In such a case it can be stated as the membrane with lowest principal frequency is the circular one.

Remark 3.2. We observe explicitly that, if $B$ is a ball centered at the origin, then $\nu_{p}$ is the first eigenvalue of problem (3.1) in $B$ if and only if the one-dimensional problem

$$
\left\{\begin{array}{l}
-\left(\left|\varphi^{\prime}(s)\right|^{\gamma-2} \varphi^{\prime}(s)\right)^{\prime}=\mu s^{-\gamma(1-1 / n)}|\varphi(s)|^{\gamma-2} \varphi(s) \quad \text { in }(0,|B|) \\
\varphi(0)=\varphi^{\prime}(|B|)=0
\end{array}\right.
$$

where $\gamma=p^{\prime}=p /(p-1)$, has first eigenvalue

$$
\mu_{\gamma}=\left(\frac{\nu_{p}^{1 / p}}{n C_{n}^{1 / n}}\right)^{p^{\prime}}
$$

Such a claim follows from the symmetry of problem (3.1). Because of the simplicity of the first eigenvalue, any eigenfunction $v$ associated with the first eigenvalue of problem (3.1) in a ball $B$ is spherically symmetric. If we put $B_{s}=\left\{x: C_{n}|x|^{n}<s\right\}$ and $V(s)=\int_{B_{s}} v^{p-1}(x) d x$, where $v$ is a positive eigenfunction, we have

$$
\left\{\begin{array}{l}
-\left(\left(V^{\prime}(s)\right)^{1 /(p-1)}\right)^{\prime}=\frac{\nu_{p}^{1 /(p-1)}}{\left(n C_{n}^{1 / n} s^{1-1 / n}\right)^{p /(p-1)}}(V(s))^{1 /(p-1)} \text { in }(0,|B|) \\
V(0)=V^{\prime}(|B|)=0
\end{array}\right.
$$

and the assertion follows.
Before giving the proof of Theorem 3.1 we recall a few definitions about rearrangements (for more details see, e.g., [Ba], [Ta1], [Ta3]). If $\varphi: \Omega \rightarrow \mathbb{R}$ is a measurable function we define the decreasing rearrangement of $\varphi$

$$
\varphi^{*}(s)=\sup \{t>0:|\{x \in \Omega:|\varphi(x)|>t\}|>s\}
$$

and the spherically symmetric decreasing rearrangement of $\varphi$

$$
\varphi^{\#}(x)=\varphi^{*}\left(C_{n}|x|^{n}\right)
$$

where $C_{n}$ denotes the measure of the unit ball in $\mathbb{R}^{n}$.

The following result proven in [BZ] will be useful in the proof of Theorem 3.1.
THEOREM 3.2. Let $u$ be a positive function in $W_{0}^{1, p}(\Omega), 1<p<\infty$. Suppose that the equality sign holds in the Pólya-Szegö inequality, that is,

$$
\int_{\Omega}|\nabla u|^{p} d x=\int_{\Omega \#}\left|\nabla u^{\#}\right|^{p} d x
$$

If $\mid\left\{x: \nabla u^{\#}=0\right\} \cap u^{\#^{-1}}(0$, ess $\sup u) \mid=0$, then $u=u^{\#}$ a.e., modulo translations.
Proof of Theorem 3.1. Clearly $\lambda_{p}^{\#}$ can be written as

$$
\lambda_{p}^{\#}=\min _{v \in W_{0}^{1, p}(\Omega \#)} \frac{\int_{\Omega^{\#}}|\nabla v|^{p} d x}{\int_{\Omega^{\#}}|v|^{p} d x}
$$

If $u>0$ is an eigenfunction associated with the first eigenvalue of (2.1), using the ellipticity condition and Pólya-Szegö principle, we have

$$
\begin{equation*}
\lambda_{p}=\frac{\int_{\Omega}(A \nabla u, \nabla u)^{p / 2} d x}{\int_{\Omega}|u|^{p} d x} \geq \frac{\int_{\Omega}|\nabla u|^{p} d x}{\int_{\Omega}|u|^{p} d x} \geq \frac{\int_{\Omega^{\#}}\left|\nabla u^{\#}\right|^{p} d x}{\int_{\Omega^{\#}}\left|u^{\#}\right|^{p} d x} \geq \lambda_{p}^{\#} \tag{3.2}
\end{equation*}
$$

that is, the first part of the theorem.
About the case of equality we observe that if $\lambda_{p}=\lambda_{p}^{\#}$ then inequality (3.2) implies that $u^{\#}$ is an eigenfunction of problem (3.1) corresponding to the first eigenvalue. Furthermore, the following equality holds:

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{p} d x=\int_{\Omega^{\#}}\left|\nabla u^{\#}\right|^{p} d x \tag{3.3}
\end{equation*}
$$

because $\|u\|_{p}=\left\|u^{\#}\right\|_{p}$. On the other hand, the fact that $u^{\#}$ is an eigenfunction of (3.1) implies that

$$
\left|\left\{x: 0<u^{\#}(x)<\sup u, \nabla u^{\#}(x)=0\right\}\right|=0
$$

By Theorem 3.2 (3.3) then gives:

$$
u^{\#}(x)=u(x), \quad \Omega=\Omega^{\#}, \quad \text { modulo translations. }
$$

The assertion about the coefficients $a_{i j}$ is a consequence of the following observation (see also [ALT1], [Ke]). The vector $\nabla u=\nabla u^{\#}$ points in the direction of $x$. This means that if equality holds in (3.2) then

$$
a_{i j}(x) x_{j} x_{i}=|x|^{2} \quad \text { a.e. in } \Omega .
$$

But if $A$ is a symmetric matrix whose first eigenvalue is greater or equal to 1 , then $x$ is an eigenvector corresponding to the eigenvalue 1 ; that is the assertion.
4. Payne-Rayner-type inequalities. Let us consider a fixed eigenfunction $u \not \equiv 0$ of problem (2.1), corresponding to the first eigenvalue, that is a solution of the problem

$$
\begin{cases}-\operatorname{div}\left((A \nabla u, \nabla u)^{(p-2) / 2} A \nabla u\right)=\lambda_{p} u|u|^{p-2} & \text { in } \Omega  \tag{4.1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

Let $B$ be the ball centered at the origin such that the first eigenvalue of problem (3.1) in $B$ is equal to $\lambda_{p}$, and let $v_{q}>0,0<q \leq \infty$, be the corresponding eigenfunction such that

$$
\begin{equation*}
\left\|v_{q}\right\|_{q}=\|u\|_{q} \tag{4.2}
\end{equation*}
$$

In other words $v_{q}$ satisfies (4.2) and solves the following problem:

$$
\begin{cases}-\operatorname{div}\left(\left|\nabla v_{q}\right|^{p-2} \nabla v_{q}\right)=\lambda_{p} v_{q}\left|v_{q}\right|^{p-2} & \text { in } B  \tag{4.3}\\ v_{q}=0 & \text { on } \partial B\end{cases}
$$

A straightforward calculation shows that the ball $B$ having the above properties is given by

$$
B=\left\{x \in \mathbb{R}^{n}:|x|<\left(\kappa_{p} / \lambda_{p}\right)^{1 / p}\right\}
$$

where $\kappa_{p}$ denotes the first eigenvalue of problem (4.3) in the unit ball. Making use of the characterization (2.2) and of Theorem 3.1 it is also clear that $|B| \leq|\Omega|$.

We will prove the following comparison result between $u$ and $v_{q}$.
Theorem 4.1. If $u$ and $v_{q}$ are defined as above we have
(i) if $0<q<\infty$ then

$$
\int_{0}^{s}\left(u^{*}(t)\right)^{q} d t \leq \int_{0}^{s}\left(v_{q}^{*}(t)\right)^{q} d t, \quad s \in[0,|B|] ;
$$

(ii) if $q=\infty$ then

$$
u^{*}(s) \geq v_{\infty}^{*}(s), \quad s \in[0,|B|] .
$$

If any of the above inequalities hold as equalities then $\Omega=B, u(x)=u^{\#}(x)=$ $v_{q}(x)$ and $a_{i j}(x) x_{j}=x_{i}$, a.e. in $\Omega$, modulo translations.

Before proving the theorem we quote a lemma whose proof is contained for example in [Ta1], [Ta2], [BFM].

Lemma 4.2. Let $u$ be solution of (4.1); then the following inequality holds:

$$
-\left(u^{*}(s)\right)^{\prime} \leq \frac{\lambda_{p}^{1 /(p-1)}}{\left(n C_{n}^{1 / n} s^{1-1 / n}\right)^{p /(p-1)}}\left(\int_{0}^{s}\left(u^{*}(t)\right)^{p-1} d t\right)^{\frac{1}{p-1}} \quad \text { a.e. in }(0,|\Omega|) .
$$

Proof of Theorem 4.1. If $|B|=|\Omega|$ then, because of Theorem 3.1, there is nothing to prove. So we will suppose $|B|<|\Omega|$.

Let us define

$$
U(s)=\int_{0}^{s}\left(u^{*}(t)\right)^{p-1} d t, \quad s \in[0,|\Omega|]
$$

and

$$
V(s)=\int_{0}^{s}\left(v_{q}^{*}(t)\right)^{p-1} d t, \quad s \in[0,|B|]
$$

Taking into account Lemma 4.2 and the definition of $v_{q}$ we have that $U(s)$ and $V(s)$ satisfy the following conditions:

$$
\left\{\begin{array}{l}
-\left(\left(U^{\prime}(s)\right)^{1 /(p-1)}\right)^{\prime} \leq \frac{\lambda_{p}^{1 /(p-1)}}{\left(n C_{n}^{1 / n} s^{1-1 / n}\right)^{p /(p-1)}}(U(s))^{1 /(p-1)} \text { a.e. in }(0,|\Omega|)  \tag{4.4}\\
U(0)=U^{\prime}(|\Omega|)=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
-\left(\left(V^{\prime}(s)\right)^{1 /(p-1)}\right)^{\prime}=\frac{\lambda_{p}^{1 /(p-1)}}{\left(n C_{n}^{1 / n} s^{1-1 / n}\right)^{p /(p-1)}}(V(s))^{1 /(p-1)} \text { in }(0,|B|)  \tag{4.5}\\
V(0)=V^{\prime}(|B|)=0
\end{array}\right.
$$

We remark that (4.5) holds for every $0<q \leq \infty$.
We start to consider the case $q=p-1$. First of all we observe that, by definition, (4.2) implies that $U(|B|)<U(|\Omega|)=V(|B|)$. We will prove that $U(s) \leq V(s)$ in $(0,|B|)$. Suppose ab absurdo that a positive maximum of $U(s)-V(s)$ exists in $s_{1} \in(0,|B|)$. In such a point we have $U\left(s_{1}\right)>V\left(s_{1}\right)$ and $U^{\prime}\left(s_{1}\right)=V^{\prime}\left(s_{1}\right)$. Using (4.4), (4.5), and recalling Remark 3.2, we can apply Lemma 2.5 with $\varphi=V, \psi=U$, $b=|B|, c=|\Omega|, \gamma=p^{\prime}=p /(p-1), \mu_{\gamma}=\left(\lambda_{p}^{1 / p} / n C_{n}^{1 / n}\right)^{p^{\prime}}, \alpha=p^{\prime} / n$, obtaining a contradiction. The case $q=p-1$ is then proven.

In order to complete the proof of case (i) in theorem 4.1 we consider, for $0<q<$ $\infty$, the functions

$$
U_{q}(s)=\int_{0}^{s}\left(u^{*}(t)\right)^{q} d t, \quad s \in[0,|\Omega|]
$$

and

$$
V_{q}(s)=\int_{0}^{s}\left(v_{q}^{*}(t)\right)^{q} d t, \quad s \in[0,|B|]
$$

By definition (4.2) of $v_{q}$ we have $U_{q}(|B|)<U_{q}(|\Omega|)=V_{q}(|B|)$. We will prove that $U_{q}(s) \leq V_{q}(s)$ in $(0,|B|)$. Suppose ab absurdo that a positive maximum of $U_{q}(s)$ $V_{q}(s)$ exists in $s_{1} \in(0,|B|)$. In such a point we have $U_{q}\left(s_{1}\right)>V_{q}\left(s_{1}\right)$ and $U_{q}^{\prime}\left(s_{1}\right)=$ $V_{q}^{\prime}\left(s_{1}\right)$; then $U^{\prime}\left(s_{1}\right)=V^{\prime}\left(s_{1}\right)$. Taking into account (4.4), (4.5), Remark 3.2, and Lemma 2.5, it follows that

$$
\begin{equation*}
U(s) \leq V(s), \quad s \in\left[0, s_{1}\right] \tag{4.6}
\end{equation*}
$$

Now (4.4), (4.5), and (4.6) give

$$
\begin{equation*}
u^{*}(s) \leq v_{q}^{*}(s) \quad \text { a.e. in }\left(0, s_{1}\right) \tag{4.7}
\end{equation*}
$$

Obviously (4.7) implies $U_{q}\left(s_{1}\right) \leq V_{q}\left(s_{1}\right)$; that is a contradiction. The proof of part (i) is then complete.

Part (ii) can be proven using similar arguments. We define

$$
s_{1}=\inf \left\{s \in(0,|B|): u^{*}(t) \geq v_{\infty}^{*}(t) \quad \forall t \in(s,|B|]\right\}
$$

Taking into account the fact that $|B|<|\Omega|$ and $u^{*}(|B|)>v_{\infty}^{*}(|B|)=0$, we have that $s_{1}$ is well defined and moreover $u^{*}\left(s_{1}\right)=v_{\infty}^{*}\left(s_{1}\right)$; that is, $U^{\prime}\left(s_{1}\right)=V^{\prime}\left(s_{1}\right)$ if $s_{1}>0$. Obviously in the case $s_{1}=0$ we immediately have the assertion. On the contrary, if ab absurdo $s_{1}>0$ then, by the above arguments, we have

$$
\int_{0}^{s}\left(u^{*}(t)\right)^{p-1} d t \leq \int_{0}^{s}\left(v_{\infty}^{*}(t)\right)^{p-1} d t, \quad s \in\left[0, s_{1}\right]
$$

This inequality, together with (4.4) and (4.5), gives

$$
-\left(u^{*}(s)\right)^{\prime} \leq-\left(v_{\infty}^{*}(s)\right)^{\prime} \quad \text { a.e. in }\left(0, s_{1}\right)
$$

Integrating between 0 and $s$ and taking into account (4.2) we obtain

$$
u^{*}(s) \geq v_{\infty}^{*}(s) \quad \text { in }\left(0, s_{1}\right)
$$

which contradicts the assumption $s_{1}>0$.
Finally, the case of equality in (i) and (ii) follows immediately from Theorem 3.1. It is enough to observe that if, for example, equality holds in part (i), then $u^{*}=v_{q}^{*}$ and $|\Omega|=|B|$. This means that Theorem 3.1 applies.

A consequence of Theorem 4.1 is the following reverse inequality.
THEOREM 4.3. Let $u>0$ be an eigenfunction of problem (4.1). Then, for $0<q<r \leq \infty$, we have

$$
\begin{equation*}
\|u\|_{r} \leq \beta\left(r, q, p, n, \lambda_{p}\right)\|u\|_{q} \tag{4.8}
\end{equation*}
$$

where $\beta\left(r, q, p, n, \lambda_{p}\right)=\frac{\|v\|_{r}}{\|v\|_{q}}$ and $v$ is any nontrivial eigenfunction of (4.3). Furthermore, equality in (4.8) holds if and only if $\Omega$ is a ball centered at the origin, $u(x)=u^{\#}(x)$, and $a_{i j}(x) x_{j}=x_{i}$, a.e. in $\Omega$, modulo translations.

Proof. Inequality (4.8) is an immediate consequence of Theorem 4.1. Indeed, choosing $v_{q}$ as in (4.2) and defining $v_{q}^{*}(s)=0$ for $s \in(|B|,|\Omega|)$, Theorem 4.1 implies that $u^{q} \in K\left(v_{q}^{q}\right)$, where, for $f \in L_{+}^{1}(\Omega)$ we denote by $K(f)$ the set of functions $\varphi \in L_{+}^{1}(\Omega)$ such that (see [ALT2])

$$
\int_{0}^{s} \varphi^{*}(t) d t \leq \int_{0}^{s} f^{*}(t) d t \quad \forall s \in(0,|\Omega|), \quad \text { and } \quad \int_{0}^{|\Omega|} \varphi^{*}(t) d t=\int_{0}^{|\Omega|} f^{*}(t) d t
$$

Using well-known properties about $K(f)$ (see, e.g., [ALT2]), one obtains

$$
\|u\|_{r} \leq\left\|v_{q}\right\|_{r}=\frac{\left\|v_{q}\right\|_{r}}{\left\|v_{q}\right\|_{q}}\|u\|_{q}
$$

that is, the assertion.
About the case of equality in (4.8) it is clear that by Theorem 3.1 it will be sufficient to show that $|B|=|\Omega|$. We then suppose ab absurdo that $|B|<|\Omega|$. Let us first consider the case $r=\infty$. So we have

$$
\|u\|_{\infty}=\frac{\|v\|_{\infty}}{\|v\|_{q}}\|u\|_{q}, \quad 0<q<\infty
$$

where $v$ is a nontrivial eigenfunction of (4.3). In particular we can choose $v=v_{q}$ and then

$$
\|u\|_{\infty}=\left\|v_{q}\right\|_{\infty}
$$

that is, $v_{q}=v_{\infty}$. Taking into account Theorem 4.1 we immediately have $u^{*}(s)=$ $v_{\infty}^{*}(s)$, which gives the contradiction, again by Theorem 4.1.

The contradiction is achieved even in the case $0<r<\infty$. Indeed, arguing as above, we have that equality in (4.8) implies

$$
\|u\|_{r}=\left\|v_{q}\right\|_{r}
$$

We have already observed that, suitably defining $v_{q}^{*}(s)$ in $[|B|,|\Omega|]$, Theorem 4.1 says that $u^{q} \in K\left(v_{q}^{q}\right)$. The functional $F(\varphi)=\|\varphi\|_{r / q}$ is strictly convex on $K\left(v_{q}^{q}\right)$
and assumes its maximum $\left\|v_{q}^{q}\right\|_{r / q}$ on such a set. It is well known (see [ALT2]) that the maximum of $F(\varphi)$ is achieved only on extreme points of $K\left(v_{q}^{q}\right)$, that is, on rearrangements of $v_{q}^{q}$. This observation proves the assertion.

Remark 4.1. As in [C2] one can observe that Lemma 4.2 holds for any solution of problem (2.1), not necessarily corresponding to the first eigenvalue. So the results stated in Theorems 4.1 and 4.3 hold true for every eigenfunction of problem (2.1).

## Appendix.

Proof of Lemma 2.2. We start with the case $p \geq 2$. Let us put $\mathcal{A}(\xi)=\sqrt{(A \xi, \xi)}$. Simple arguments show that

$$
\begin{aligned}
\left|\mathcal{A}\left(\frac{\xi_{1}+\xi_{2}}{2}\right)\right|^{p}+\left|\mathcal{A}\left(\frac{\xi_{1}-\xi_{2}}{2}\right)\right|^{p} & \leq\left[\mathcal{A}\left(\frac{\xi_{1}+\xi_{2}}{2}\right)^{2}+\mathcal{A}\left(\frac{\xi_{1}-\xi_{2}}{2}\right)^{2}\right]^{p / 2} \\
& =\left[\frac{\mathcal{A}\left(\xi_{1}\right)^{2}+\mathcal{A}\left(\xi_{2}\right)^{2}}{2}\right]^{p / 2}
\end{aligned}
$$

By convexity of the function $f(t)=t^{\alpha}$, with $\alpha \geq 1$, we have the Clarkson-type inequality

$$
\begin{equation*}
\left|\mathcal{A}\left(\frac{\xi_{1}+\xi_{2}}{2}\right)\right|^{p}+\left|\mathcal{A}\left(\frac{\xi_{1}-\xi_{2}}{2}\right)\right|^{p} \leq \frac{\mathcal{A}\left(\xi_{1}\right)^{p}+\mathcal{A}\left(\xi_{2}\right)^{p}}{2} \tag{A.1}
\end{equation*}
$$

On the other hand the function $g(\xi)=\mathcal{A}(\xi)^{p}$ is strictly convex because $p \geq 2$ and $\mathcal{A}(\xi)^{2}$ is strictly convex. This means that

$$
\begin{equation*}
\mathcal{A}\left(\xi_{2}\right)^{p} \geq \mathcal{A}\left(\xi_{1}\right)^{p}+p \mathcal{A}\left(\xi_{1}\right)^{p-2}\left(A \xi_{1}, \xi_{2}-\xi_{1}\right) \tag{A.2}
\end{equation*}
$$

Using (A.1) and (A.2) we have

$$
\begin{aligned}
\mathcal{A}\left(\xi_{2}\right)^{p} & \geq-\mathcal{A}\left(\xi_{1}\right)^{p}+2\left|\mathcal{A}\left(\frac{\xi_{1}+\xi_{2}}{2}\right)\right|^{p}+2\left|\mathcal{A}\left(\frac{\xi_{1}-\xi_{2}}{2}\right)\right|^{p} \\
& \geq \mathcal{A}\left(\xi_{1}\right)^{p}+p \mathcal{A}\left(\xi_{1}\right)^{p-2}\left(A \xi_{1}, \xi_{2}-\xi_{1}\right)+2\left|\mathcal{A}\left(\frac{\xi_{1}-\xi_{2}}{2}\right)\right|^{p}
\end{aligned}
$$

We have then proven part (i) of Lemma 2.2 with the constant $2^{1-p}$ instead of ( $2^{p-1}-$ $1)^{-1}$. Using an iteration argument as in the appendix of [L1] one obtains the full claim.

In the case $1<p<2$ we consider the function

$$
\phi(t)=\mathcal{A}\left(\xi_{1}+t\left(\xi_{2}-\xi_{1}\right)\right)^{p}
$$

where $\mathcal{A}(\xi)$ is the previously defined function. If $\phi(t)=0$ for some $t \in[0,1]$, then by ellipticity condition $\xi_{1}$ and $\xi_{2}$ are multiples of each other, with the possibility that one or both of them vanish. In such cases the claim of the lemma is evident. So we can suppose that $\phi(t) \neq 0$ in $[0,1]$. Then we can use the equality

$$
\phi(1)=\phi(0)+\phi^{\prime}(0)+\int_{0}^{1}(1-t) \phi^{\prime \prime}(t) d t
$$

to get

$$
\begin{equation*}
\mathcal{A}\left(\xi_{1}\right)^{p}=\mathcal{A}\left(\xi_{1}\right)^{p}+p \mathcal{A}\left(\xi_{1}\right)^{p-2}\left(A \xi_{1}, \xi_{2}-\xi_{1}\right)+\int_{0}^{1}(1-t) \phi^{\prime \prime}(t) d t \tag{A.3}
\end{equation*}
$$

A straightforward calculation gives

$$
\begin{aligned}
\phi^{\prime \prime}(t)= & p(p-2) \mathcal{A}\left(\xi_{1}+t\left(\xi_{2}-\xi_{1}\right)\right)^{p-4}\left(A\left(\xi_{1}+t\left(\xi_{2}-\xi_{1}\right)\right), \xi_{2}-\xi_{1}\right)^{2} \\
& +p \mathcal{A}\left(\xi_{1}+t\left(\xi_{2}-\xi_{1}\right)\right)^{p-2} \mathcal{A}\left(\xi_{2}-\xi_{1}\right)^{2}
\end{aligned}
$$

Now we observe that, because of the symmetry of the matrix $A$, we have, for every $\xi_{1}, \xi_{2} \in \mathbb{R}^{n}$,

$$
\begin{gathered}
\left(A \xi_{1}, \xi_{2}\right)^{2} \leq\left(A \xi_{1}, \xi_{1}\right)\left(A \xi_{2}, \xi_{2}\right) \\
\mathcal{A}\left(\xi_{1}+\xi_{2}\right) \leq \mathcal{A}\left(\xi_{1}\right)+\mathcal{A}\left(\xi_{2}\right)
\end{gathered}
$$

Using the above inequalities we obtain

$$
\begin{aligned}
\phi^{\prime \prime}(t) & \geq p(p-1) \mathcal{A}\left(\xi_{1}+t\left(\xi_{2}-\xi_{1}\right)\right)^{p-2} \mathcal{A}\left(\xi_{2}-\xi_{1}\right)^{2} \\
& \geq p(p-1) \frac{\mathcal{A}\left(\xi_{2}-\xi_{1}\right)^{2}}{\left(\mathcal{A}\left(\xi_{1}\right)+\mathcal{A}\left(\xi_{2}\right)\right)^{2-p}} \quad t \in[0,1]
\end{aligned}
$$

This inequality and (A.3) give the assertion.
Acknowledgments. We thank the referees who helped us in recovering a few misprintings and pointed out some useful references.
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# LINEAR PARABOLIC STOCHASTIC PDEs AND WIENER CHAOS* 
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#### Abstract

We study Cauchy's problem for a second-order linear parabolic stochastic partial differential equation (SPDE) driven by a cylindrical Brownian motion. Existence and uniqueness of a generalized (soft) solution is established in Sobolev, Hölder, and Lipschitz classes. We make only minimal assumptions, virtually identical to those common to similar deterministic problems. A stochastic Feynman-Kac formula for the soft solution is also derived. It is shown that the soft solution allows a Wiener chaos expansion and that the coefficients of this expansion can be computed recursively by solving a simple system of parabolic PDEs.
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1. Introduction. In this paper we study second-order linear SPDEs of the type

$$
\begin{align*}
& d u(t, x)=(\mathcal{L} u(t, x)+f(t, x)) d t+\left(\mathcal{M} u(t, x)+g(t, x), d W_{t}\right)_{Y} \\
& u(0, x)=\varphi(x),(t, x) \in(0,1] \times \mathbb{R}^{d} \tag{0.1}
\end{align*}
$$

where $\mathcal{L} u(t, x)=a^{i j}(t, x) u_{x_{i}, x_{j}}+b^{i}(t, x) u_{x_{i}}+c(t, x) u, \mathcal{M} u(t, x)=\sigma^{i}(t, x) u_{x_{i}}+h(t, x) u$, and $W$ is a cylindrical Brownian motion in some Hilbert space $Y$. The coefficients of the operator $\mathcal{L}$ and $f(t, x)$ are real-valued functions while the coefficients of $\mathcal{M}$ and $g(t, x)$ are $Y$-valued. Equation (0.1) is assumed to be parabolic; i.e., the matrix ( $a^{i j}$ ) is symmetric, and $A=\left(2 a^{i j}-\left(\sigma^{i}, \sigma^{j}\right)_{Y}\right)$ is nonnegatively definite.

To motivate the study, we recall two important examples of equation (0.1).

1. Backward diffusion equation (see [11], [17], [29]). Let $X^{t, x}(s)$ be a diffusion process defined by the Ito equation

$$
\begin{aligned}
& d X^{t, x}(s)=b\left(X^{t, x}(s)\right) d s+\sigma\left(X^{t, x}(s)\right) d w_{s}, \quad s \in(t, 1] \\
& X^{t, x}(t)=x, \quad x \in R^{1}, \quad \text { and } w_{s} \text { is a one-dimensional Brownian motion. }
\end{aligned}
$$

It is well known (see, e.g., [29]) that assuming some smoothness of $b(x)$ and $\sigma(x)$ (which will be discussed later) one can show that the function $u(t, x)=X^{1-t, x}(1)$ is a solution of the equation

$$
\begin{align*}
& d u(t, x)=\left[\frac{1}{2} \sigma^{2}(x) u_{x x}(t, x)+b(x) u_{x}(t, x)\right] d t+\sigma(x) u_{x}(t, x) d w_{1}(t)  \tag{0.2}\\
& u(0, x)=x, \text { where } w_{1}(t)=w_{1}-w_{1-t}
\end{align*}
$$

2. Zakai equation (see [32], [29]). Let us consider the nonlinear filtering problem in the following, rather common, setting. Assume that the signal process $X_{t}$ is a diffusion process defined by the Ito equation

$$
X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}\right) d s+\int_{0}^{t}\left(\sigma\left(X_{s}\right) d w_{s}+\hat{\sigma}\left(X_{s}\right) d \hat{w}_{s}\right)
$$

[^27]where $w$ and $\hat{w}$ are one-dimensional Brownian motions and $X_{0}$ is a random variable with density function $p(x)$. The Brownian motions $w$ and $\hat{w}$ and the random variable $X_{0}$ are defined on the probability space $(\Omega, \mathcal{F}, P)$ and are assumed to be independent. The observation process is given by
$$
y_{t}=\int_{0}^{t} h\left(X_{s}\right) d s+w_{t}
$$

It is a standard fact that for every function $\psi$ such that $E\left|\psi\left(x_{t}\right)\right|^{2}<\infty$, the optimal mean square estimate for $\psi\left(X_{t}\right)$, given the past of the observations $\mathcal{F}_{t}^{y}=\sigma\left(y_{s}, s \leq t\right)$, is of the form

$$
\hat{\psi}_{t}=\frac{E_{\tilde{P}}\left[\psi\left(X_{t}\right) \zeta(t) \mid \mathcal{F}_{t}^{y}\right]}{E_{\tilde{P}}\left[\zeta(t) \mid \mathcal{F}_{t}^{y}\right]}
$$

where $\zeta(t)=\exp \left\{\int_{0}^{t} h\left(X_{s}\right) d y_{s}-\frac{1}{2} \int_{0}^{t}\left|h\left(X_{s}\right)\right|^{2} d s\right\}$ and $d \tilde{P}=\zeta(1)^{-1} d P$.
Assuming some smoothness of the coefficients $b, \sigma$, and $h$, one can show that

$$
\begin{equation*}
E_{\tilde{P}}\left[\psi\left(X_{t}\right) \zeta(t) \mid \mathcal{F}_{t}^{y}\right]=\int \psi(x) u(t, x) d x \tag{0.3}
\end{equation*}
$$

where $u(t, x)$, usually referred to as the unnormalized filtering density, is a solution of the Zakai equation

$$
\begin{align*}
& d u(t, x)=\left[\frac{1}{2}\left(\left(\sigma^{2}(x)+\hat{\sigma}^{2}(x)\right) u(t, x)\right)_{x x}-(b(x) u(t, x))_{x}\right] d t \\
& +\left[h(x) u(t, x)-(\sigma(x) u(t, x))_{x}\right] d y_{t}, \quad t>0  \tag{0.4}\\
& u(0, x)=p(x) .
\end{align*}
$$

Since $y$ is a Brownian motion on $(\Omega, \mathcal{F}, \tilde{P})$, equation (0.4) is obviously a particular case of equation (0.1).

The Cauchy problem (0.1) has been studied by many authors [27], [14], [2], etc. In the superparabolic case (the matrix $A$ is uniformly nondegenerate) there exists a quite complete theory for this problem in Sobolev spaces $W^{n, 2}\left(R^{d}\right)$ (see [29] and references therein) and in the spaces of Bessel potentials $H_{p}^{s}\left(R^{d}\right)$ (see [13]).

On the other hand, the existent theory for this problem in Hölder spaces, as well as the $W^{n, 2}\left(R^{d}\right)$-theory in the degenerate case $(A \geq 0)$, is not completely satisfactory. For example, in the latter case the existence of solutions to (0.1) in $W^{1,2}\left(R^{d}\right)$ is known only if $a^{i j} \in C_{b}^{2}\left(\mathbb{R}^{d}\right)$ and the remaining coefficients are assumed to have bounded derivatives of the first order (in $x$ ). By applying this result to the backward diffusion equation (0.2) one can see that the assumptions needed to make these equations meaningful are substantially stronger than those that ensure the existence of the diffusion process itself. The same applies to the Zakai equation. Indeed, the conditional expectation in the left-hand part of (0.3) is well defined if the coefficients $b, \sigma, \hat{\sigma}$, and $h$ are continuous and bounded and $\sigma^{2}+\hat{\sigma}^{2} \geq \delta>0$ (see [9], [30]), while in order to ensure the existence of a $W^{1,2}$-solution to the Zakai equation, one needs to assume additionally that $\sigma$ and $\hat{\sigma}$ are three times differentiable, $b$ and $h$ are twice differentiable, and all the derivatives are bounded. Even in the superparabolic case, the Zakai equation has a solution in $W^{1, p}\left(R^{d}\right), p \geq 2$, only if $\sigma$ has bounded derivatives in $x$ (see [13]).

The objective of this article is to study the Cauchy problem (0.1) with nonsmooth coefficients. In particular, we would like to avoid the assumption on differentiability
of the coefficients of the operator $\mathcal{M}$ and the function $g$ and simultaneously relax the superparabolicity assumption $\left(A^{i j} \xi_{i} \xi_{j} \geq \delta|\xi|^{2}\right.$ for some $\delta>0$, where $A^{i j}=$ $\left.2 a^{i j}-\left(\sigma^{i}, \sigma^{j}\right)_{Y}\right)$.

These goals are hardly achievable within the scope of the standard (variational or semigroup) approaches to SPDEs. This is why we extend the notion of a solution to (0.1) by using the Cameron-Martin-Ito theory of (homogeneous) Wiener chaos (see [1], [16]). In a way, we treat the Wiener process $W$ as an (infinite-dimensional) variable and solve equation (0.1) by separating $(t, x)$ and $W$. More specifically, we begin with the introduction of a "skeleton" equation associated with (0.1). This equation could be formally obtained from (0.1) by replacing $d W_{t}$ by $l(t) d t$, where $l(t)$ is a $Y$-valued deterministic function. Then we define a soft solution of equation (0.1) as an appropriately measurable and integrable function $u(t, x)$ such that its $S$-transform (Laplace-Wiener transform)

$$
S^{l} u(t, x)=E u(t, x) \exp \left\{\int_{0}^{t}\left\langle l(s), d W_{s}\right\rangle_{Y}-\frac{1}{2} \int_{0}^{t}\|l(s)\|_{Y}^{2} d s\right\}
$$

solves the skeleton equation for a sufficiently rich class of functions $l$.
We prove (see Theorem 1) existence and uniqueness of a soft solution to (0.1) in Sobolev spaces $W^{2, p}$, Hölder spaces $C^{2+\beta}$, and the Lipschitz space $L$ under minimal assumptions on the coefficients and free forces. In particular, in the case of Sobolev spaces, we do not require any differentiability of the coefficients. In the case of Hölder and Lipschitz spaces the coefficients are Hölder and Lipschitz continuous (respectively). In the first two cases the matrix $a$ is assumed to be uniformly nondegenerate and continuous. The superparabolic assumption is not required at any point in our exposition.

Of course, if the coefficients and the free forces are smooth enough, the soft solution coincides with the generalized (variational) solution in the sense of [29]. In the nonsmooth case the soft solution can be approximated by solutions of similar equations with smooth coefficients (Theorem 2).

It turns out (see Theorem 1) that the $S$-transform is invertible under the same assumptions that guarantee the existence and uniqueness of the soft solution, and the inverse is none other than the stochastic "Feynman-Kac" formula (in the terminology of [29], averaging over characteristic formula) for a solution of (0.1). In particular, this result eliminates the aforementioned gap between the assumptions which ensure the existence of a solution to (0.1) and those needed just to define the Feynman-Kac functional.

The Feynman-Kac formula is not always a convenient representation for a solution of problem (0.1). For example, the whole purpose of the Zakai equation is to provide a convenient recursive way to "compute" the unnormalized filter in the left-hand side of (0.3). It is readily checked that the Feynman-Kac formula for the Zakai equation is equivalent to this functional. So in this case, the Feynman-Kac interpretation of a soft solution does not serve the same purpose as the Zakai equation.

With this in mind, we developed another representation for a soft solution of (0.1) based on the Wiener chaos expansion. Specifically, we prove (Theorem 3) that a soft solution of the Cauchy problem (0.1) admits the following expansion in $L_{2}(\Omega)$ :

$$
\begin{equation*}
u(t, x)=\sum_{\alpha \in I} \frac{1}{\sqrt{\alpha!}} \varphi_{\alpha}(t, x) \xi_{\alpha}(W) \tag{0.5}
\end{equation*}
$$

where $I$ is the set of all multi-indices of finite length, $\xi_{\alpha}(W)$ are Wick polynomials
of Wiener integrals $\int_{0}^{t} m_{k}(s) d\left(W_{s}, e_{j}\right)_{Y}$, where $\left\{m_{k}\right\}_{k \geq 1}$ and $\left\{e_{j}\right\}_{j \geq 1}$ are complete orthonormal systems in $L_{2}(0,1)$ and $Y$, respectively, and $\varphi_{\alpha}(t, x)$ are the deterministic coefficients in the Cameron-Martin orthogonal decomposition of $u(t, x)$. In section 3 we prove that $\left\{\varphi_{\alpha}\right\}_{\alpha \in I}$ is a solution of a simple recursive parabolic system of Kolmogorov-like deterministic equations (see [24]), referred to below as the $S$-system.

We prove (Theorem 3) that the $S$-system has a unique solution in Sobolev, Hölder, and Lipschitz classes and the expansion (0.5) holds under essentially the same minimal assumptions which were used to prove the existence of the soft solution. In some sense, the Wiener chaos expansion (0.5) could serve as another definition of the soft solution.

Of course, using Ito's decomposition theorem [7], one could rewrite the expansion (0.5) in terms of multiple Wiener integrals (Corollary 4). This expansion, while formally equivalent to (0.5), is not as flexible as the former (see [25]).

The Wiener chaos expansion is of special importance in nonlinear filtering. For one, the expansion (0.5) and the associated $S$-system are well defined and functional in many cases where the Zakai equation for the nonnormalized filtering density is not. Even in the case of smooth coefficients, when the Zakai equation is also well defined, the Wiener chaos expansion has some computational advantages. For example, an important feature of expansion (0.5) is that it separates observations and parameters, in that the Wick polynomials are completely defined by the observations process $y_{t}$, while the coefficients $\varphi_{\alpha}(t, x)$ are determined only by the coefficients of the signal process and the observation function $h$. This allows one to shift off-line the timeconsuming computation related to solving PDEs (for more detail see [20]). We would like to remark that the method of soft solutions has clear-cut limitations. For example, it is not applicable if the coefficients of the equations are functions of $W$.

We conclude this introduction with some historical remarks.
The idea of using multiple Wiener integral expansions for solving stochastic differential equations was championed by Veretennikov and Krylov [31]; see also Zvonkin and Krylov [33], Isobe and Sato [6], and Léandre and Meyer [19]. (These works address ordinary Ito equations which are equivalent to soft solutions of the backward diffusion equation (0.2)).

Kunita [16] developed a similar representation for the Zakai equation with smooth coefficients; see also a related work by Ocone [26].

The notion of a soft solution was introduced in [24]. Similar constructions have also been used by several authors within the scope of white noise analysis (see, e.g., [28], [5], and references therein). Loosely speaking, the goal in these works was to study an appropriate skeleton equation and to prove that its solution is an $S$-transform of some element in the space of Hida distributions. Then this element is declared to be a generalized solution of the original equation.

Various particular cases of the Feynman-Kac formula can be found in the literature (see e.g., [5], [12], [15], [28], and the references therein).

The Wiener chaos expansion (0.5) and the associated $S$-system were first introduced in [23]; see also [24]. For applications of these expansions to nonlinear filtering, see [20] and references therein.
2. Soft solutions of SPDEs. Let $(\Omega, \mathcal{F}, P)$ be a probability space, $Y$ a separable Hilbert space, and $W$ a cylindrical Wiener process in $Y$. The latter means that we have a family of continuous martingales $W_{t}(f), f \in Y$, such that

$$
\langle W(f), W(g)\rangle_{t}=t(f, g)_{Y} \quad \forall f, g \in Y
$$

In the future we will assume that $Y=L^{2}(U, \mathcal{U}, \kappa)$, where $(U, \mathcal{U}, \kappa)$ is a separable
measure space, $\kappa \geq 0$. This assumption is not essential in any way and is made only for the sake of convenience of notation.

Ito's stochastic integral for a stochastic process $f$ in $L^{2}(U, \mathcal{U}, \kappa)$ will be denoted

$$
\int_{0}^{t} \int_{U} f(s, \eta) W(d s, d \eta)
$$

We denote $H=[0,1] \times R^{d}$ and suppose that the following measurable functions are given:

$$
\begin{aligned}
& a: H \rightarrow \mathbb{R}^{d^{2}}, \quad b: H \rightarrow \mathbb{R}^{d}, \quad \sigma: H \times U \rightarrow \mathbb{R}^{d}, \quad c: H \rightarrow \mathbb{R}, \\
& h: H \times U \rightarrow \mathbb{R}, \quad f: H \rightarrow \mathbb{R}, \quad g: H \times U \rightarrow \mathbb{R}, \quad \varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}
\end{aligned}
$$

such that

$$
|a|+|b|+|c|+\int_{U}\left(|\sigma|^{2}+h^{2}\right) d \kappa \leq K<\infty
$$

It is also assumed that $f, \int_{U} g^{2} d \kappa$, and $\varphi$ are locally integrable.
The main objective of this paper is to study the equation

$$
\begin{array}{r}
d u(t, x)=[\mathcal{L} u(t, x)+f(t, x)] d t \\
+\int_{U}\left(\mathcal{M}_{t, \eta} u(t, x)+g(t, x, \eta)\right) W(d t, d \eta)  \tag{1}\\
u(0, x)=\varphi(x)
\end{array}
$$

where $\mathcal{L} u=a^{i j}(t, x) u_{x_{i} x_{j}}+b^{i}(t, x) u_{x_{i}}+c(t, x) u$ and

$$
\mathcal{M} u=\mathcal{M}_{t, \eta} u=\sigma^{i}(t, x, \eta) u_{x_{i}}+h(t, x, \eta) u
$$

Note that the above assumptions imply that $\mathcal{M}_{t, \eta} v$ is a Hilbert-Schmidt operator from $L^{2}(U, \mathcal{U}, \kappa)$ into $L^{2}(H)$ for any $v \in W^{1,2}\left(\mathbb{R}^{d}\right)$. The case of a non-Hilbert-Schmidt operator $\mu$ is addressed in [25].

Now we shall further specify the structure of the matrix $a$. For this purpose let us introduce a measurable function $\hat{\sigma}: H \times U \rightarrow \mathbb{R}^{d}$. Everywhere below we assume that

$$
\begin{align*}
& a^{i j}(\bar{x})=\frac{1}{2} \int_{U}\left(\sigma^{i}(\bar{x}, \eta) \sigma^{j}(\bar{x}, \eta)+\hat{\sigma}^{i}(\bar{x}, \eta) \hat{\sigma}^{j}(\bar{x}, \eta)\right) d \kappa  \tag{P}\\
& \bar{x} \in H
\end{align*}
$$

This assumption asserts that equation (1) is parabolic in the sense of [29].
Obviously the Zakai equation and the backward diffusion equation discussed in the introduction are particular cases of equation (1). In both cases $U=\left\{1, \ldots, d_{1}\right\}$ and $\kappa$ is the counting measure on $U$, i.e.,

$$
\int_{A} d \kappa=\sum_{i=1}^{d_{1}} 1_{A}(i)
$$

Let $C^{2+\beta}(H), \beta \in(0,1)$, be the space of all continuous functions $v$ on $H$ having the finite norm

$$
|v|_{2, \beta}=\sup _{t, x}|v(t, x)|+\left|D_{x}^{2} v\right|_{\beta}
$$

where

$$
|v|_{\beta}=\sup _{t, x}|v(t, x)|+\sup _{t, x \neq y} \frac{|v(t, x)-v(t, y)|}{|x-y|^{\beta}}
$$

Denote $W^{2, p}(H), p>1$, the Sobolev class of $p$-integrable functions $v$ on $H$ having generalized space derivatives up to the second order with the finite norm

$$
|v|_{2, p}=|v|_{p}+\left|D_{x}^{2} v\right|_{p}
$$

where $|v|_{p}=\left(\int_{H}|v|^{p} d t d x\right)^{1 / p}$.
Denote by $L(H)$ the set of continuous functions $v$ on $H$ with finite norm

$$
|v|_{L}=\sup _{t, x}|v(t, x)|+\sup _{t, x \neq y} \frac{|v(t, x)-v(t, y)|}{|x-y|}
$$

Below we consider three different sets of assumptions on the coefficients of equation (1):
(L) (a) $|f|_{L}+|b|_{L}+|c|_{L} \leq K$;
(b)

$$
\begin{gathered}
\int_{U}\left\{|\sigma(\bar{x}, \eta)-\sigma(\bar{y}, \eta)|^{2}+|\hat{\sigma}(\bar{x}, \eta)-\hat{\sigma}(\bar{y}, \eta)|^{2}\right. \\
\left.+|h(\bar{x}, \eta)-h(\bar{y}, \eta)|^{2}+|g(\bar{x}, \eta)-g(\bar{y}, \eta)|^{2}\right\} d \kappa \leq K|x-y|^{2} \\
\forall \bar{x}=(t, x), \quad \bar{y}=(t, y) \in H \\
\operatorname{tr} a+\int_{U}(|h|+|g|)^{2} d \kappa \leq K
\end{gathered}
$$

(C) For $\beta \in(0,1), \delta>0$
(a) $|f|_{\beta}+|b|_{\beta}+|c|_{\beta} \leq K$;
(b) $a^{i j} \xi_{i} \xi_{j} \geq \delta|\xi|^{2} \quad \forall \xi \in \mathbb{R}^{d}$;
(c) $\forall \bar{x}=(t, x), \bar{y}=(t, y) \in H$

$$
\begin{gathered}
\int_{U}\left\{|\sigma(\bar{x}, \eta)-\sigma(\bar{y}, \eta)|^{2}+|\hat{\sigma}(\bar{x}, \eta)-\hat{\sigma}(\bar{y}, \eta)|^{2}+|h(\bar{x}, \eta)-h(\bar{y}, \eta)|^{2}\right. \\
\left.+|g(\bar{x}, \eta)-g(\bar{y}, \eta)|^{2}\right\} d \kappa \leq K|x-y|^{2 \beta} \\
\operatorname{tr} a
\end{gathered}
$$

(d) $\varphi \in C^{2, \beta}\left(\mathbb{R}^{d}\right)$.
(W) (a) $\lim _{\left|x-x^{\prime}\right| \rightarrow 0} \sup _{t} \int_{U}\left\{\left|\sigma(t, x, \eta)-\sigma\left(t, x^{\prime}, \eta\right)\right|^{2}+\left|\hat{\sigma}(t, x, \eta)-\hat{\sigma}\left(t, x^{\prime}, \eta\right)\right|^{2}\right\} d \kappa=$ 0 and (b) of (C) holds;
(b) for $p>d, f \in L^{p}(H) \cap L^{2 p}(H),\left(\int_{U}|g|^{2} d \kappa\right)^{1 / 2} \in L^{p}(H) \cap L^{2 p}(H)$ and $\varphi \in$ $W^{2, p}\left(\mathbb{R}^{d}\right) \cap W^{2,2 p}\left(\mathbb{R}^{d}\right)$.

Throughout what follows, we assume that at least one of the assumptions $(L)$, $(C)$, or $(W)$ holds.

Let $\mathcal{F}^{W}=\mathcal{F}_{1}^{W}$ be a $P$-completion of $\sigma\left(W_{s}(f), f \in L^{2}(U, d \kappa), s \in[0,1]\right)$ and $\mathcal{F}_{t}^{W}=\mathcal{F}_{t}$ be a $\sigma$-algebra generated by $\cap_{r>t} \sigma\left(W_{s}(f), f \in L^{2}(U, d \kappa), s \in[0, r]\right)$ and negligible sets of $\mathcal{F}^{W}$. For $l \in L^{2}([0,1] \times U, d t d \kappa)$, we define $q_{t}(l)$ as the unique solution of the equation

$$
\left\{\begin{array}{l}
d q_{t}(l)=q_{t}(l) \int_{U} l(t, \eta) W(d t, d \eta), t \in[0,1] \\
q_{0}(l)=1
\end{array}\right.
$$

Let $\mathcal{D}$ be the class of all $l \in L^{2}([0,1] \times U, d t d \kappa)$ such that $\int_{U} l(t, \eta)^{2} d \kappa$ is bounded. Let ${ }^{1} \tilde{\mathcal{F}}=\mathcal{B}(H) \otimes \mathcal{F}^{W}, \tilde{\mathcal{F}}_{t}=\mathcal{F}_{t} \otimes \mathcal{B}\left(\mathbb{R}^{d}\right)$. For an $\tilde{\mathcal{F}}$-measurable and $\tilde{\mathcal{F}}_{t}$-adapted function $u(t, x)$ such that $E|u(t, x)|^{2}$ is locally bounded, we define its $S^{l}$-transform by

$$
S^{l} u(t, x)=E u(t, x) q_{t}(l)=E u(t, x) q_{1}(l), l \in \mathcal{D} .
$$

Simple (informal) computations yield that $u^{l}(t, x)=S^{l} u(t, x)$ verifies the skeleton equation.

$$
\left\{\begin{array}{l}
\partial_{t} u^{l}=\mathcal{L} u^{l}+f+\int_{U} l\left(\mathcal{M} u^{l}+g\right) d \kappa, t \in[0,1]  \tag{2}\\
u^{l}(0, x)=\varphi(x)
\end{array}\right.
$$

This equation is central for our construction. It will be studied below in Hölder, Sobolev, and Lipschitz classes. The notion of a solution for the former two classes is well known (see, e.g., [3], [18], etc.). $L(H)$-solution, a solution in the Lipschitz class $L(H)$, is understood in the following sense.

Definition 1. A function $u \in L(H)$ is said to be an $L(H)$-solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} u=\mathcal{L}_{u}+f \quad \text { in } \quad H  \tag{3}\\
u(0, \cdot)=\varphi
\end{array}\right.
$$

if for every $y(x) \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ and all $t \in[0,1]$,

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} u(t, x) y(x) d x=\int_{\mathbb{R}^{d}} \varphi(x) y(x) d x+\int_{0}^{t} \int_{\mathbb{R}^{d}}\left\{-a^{i j}(s, x) u_{x_{i}}(s, x) y_{x_{j}}(x)\right. \\
&\left.+\left[\left(b^{i}(s, x)-a_{x_{j}}^{i j}(s, x)\right) u_{x_{i}}(s, x)+c(s, x) u(s, x)+f(s, x)\right] y(x)\right\} d x d s . \tag{4}
\end{align*}
$$

It is a standard fact that if a function $v$ is Lipschitz continuous on $\mathbb{R}^{d}$,

$$
|v(x)-v(y)| \leq C|x-y| \quad \forall x, y \in \mathbb{R}^{d}
$$

then $v$ is differentiable almost everywhere (a.e.) on $\mathbb{R}^{d}$ and $\operatorname{essup}_{x}\left|v_{x}\right| \leq C$. So, the equality (4) is well defined.

Definition 2. Let $(C)$ (respectively, $(W)$ or $(L)$ ) be satisfied. An $\tilde{\mathcal{F}}$-measurable $\mathcal{F}_{t}$-adapted function $u$ is a $C^{2+\beta}$-soft (respectively, $W^{2, p}$-soft, $L$-soft) solution for (1) if, for each $l \in \mathcal{D}, u^{l}(t, x)=\mathcal{S}^{l} u(t, x)$ is a solution in the class $C^{2+\beta}(H)$ (respectively, $W^{2, p}(H)$ or $L(H)$ ) of the equation (2).

To formulate the main result of this section we shall introduce some additional notation.

Let $\hat{W}$ be a cylindrical Wiener process in $L^{2}(U, \mathcal{U}, \kappa)$ independent of $W$. Let us fix a number $s \leq 1$ and set for $t \in[0, s], W_{t}^{s}=W_{s}-W_{s-t}$ and $\hat{W}_{t}^{s}=\hat{W}_{s}-\hat{W}_{s-t}$.

Let $\mathcal{G}=\mathcal{G}_{1}^{1}$ be a $P$-completion of $\sigma\left(W_{r}^{s}, \hat{W}_{r}^{s}, r \in[0,1]\right)$ and $\mathcal{G}_{t}^{s}$ be a $\sigma$-algebra generated by $\cap_{r>u} \sigma\left(W_{v}^{s}, \hat{W}_{v}^{s}, v \leq r\right)$ and $P$-negligible sets of $\mathcal{G}_{1}^{1}$. Let $\mathcal{X}=C_{[0,1]}\left(\mathbb{R}^{d}\right)$ be the space of continuous $\mathbb{R}^{d}$-valued trajectories on $[0,1]$, equipped with the canonical process $X_{t}=X_{t}(w)=w(t), w \in \mathcal{X}$, the canonical $\sigma$-algebra $\mathcal{C}_{1}^{1}=\sigma\left(X_{s}, s \in[0,1]\right)$, and the filtration $\mathcal{C}_{t}^{s}=\sigma\left(X_{s-r}, r \leq t\right)$. On the product space $\bar{\Omega}=\Omega \times \mathcal{X}$ we define

[^28]$\sigma$-algebras $\overline{\mathcal{G}}=\mathcal{G}_{1}^{1} \otimes \mathcal{C}_{1}^{1}, \overline{\mathcal{G}}_{t}^{s}=\cap_{r>t} \mathcal{G}_{r}^{s} \otimes \mathcal{C}_{r}^{s}, \overline{\mathbf{G}}^{s}=\left(\overline{\mathcal{G}}_{t}^{s}\right)$. Denote by $B_{m c}(\bar{\Omega})$ the set of all bounded measurable functions $f$ on $\bar{\Omega}$ such that $f(w, \cdot)$ is continuous on $\mathcal{X}$ for all $w \in \Omega$. Let $M_{m c}^{1}(\bar{\Omega})$ be the set of probability measures $\mu$ on $(\bar{\Omega}, \overline{\mathcal{G}})$ with the property $\mu_{\Omega}=P$. This space is assumed to be endowed with the topology generated by the maps
$$
\mu \rightarrow \mu(f), \mu \in M_{m c}^{1}(\bar{\Omega}), f \in B_{m c}(\bar{\Omega})
$$
(see [8]).
Definition 3. For $(s, x) \in H$ define ${ }^{2}$
\[

$$
\begin{gathered}
\mathcal{S}(s, x, \sigma, \hat{\sigma}, b)=\left\{\mu \in M_{m c}^{1}(\bar{\Omega}): \quad \mu \text {-a.e. } X_{u}=x \quad \forall u \geq s\right. \\
-d X_{t}=\int_{U}\left(\sigma\left(t, X_{t}, \eta\right) W(\overleftarrow{d t}, d \eta)+\hat{\sigma}\left(t, X_{t}, \eta\right) \hat{W}(\overleftarrow{d t}, d \eta)\right) \\
\left.+b\left(t, X_{t}\right) d t, t<s\right\}
\end{gathered}
$$
\]

A measure $\mu \in \mathcal{S}(s, x, \sigma, \hat{\sigma}, b)$ is called a solution to $(s, x, \sigma, \hat{\sigma}, b)$.
Remark 1. Let $\bar{P} \in M_{m c}^{1}(\bar{\Omega})$. Using the Ito formula one can check easily that $\bar{P} \in \mathcal{S}(s, x, \sigma, \hat{\sigma}, b)$ if and only if

$$
\begin{gathered}
M_{t}=X_{s-t}-x-\int_{s-t}^{s} b\left(r, X_{r}\right) d r \in \mathcal{M}_{l o c}\left(\overline{\mathbf{G}}^{s}, \bar{P}\right) \\
X_{u}=x \quad \forall u \geq s, \quad \bar{P} \text {-a.e. } \\
\left\langle M, W^{s}(h)+\hat{W}^{s}(\hat{h})\right\rangle_{t}=\int_{s-t}^{s} \int_{U}\left\{\sigma\left(r, X_{r}, \eta\right) h(\eta)\right. \\
\left.+\hat{\sigma}\left(r, X_{r}, \eta\right) \hat{h}(\eta)\right\} d \kappa d r \quad \forall h, h \in L^{2}(E, d \kappa)
\end{gathered}
$$

and

$$
\begin{gathered}
\left\langle M^{i}, M^{j}\right\rangle_{t}=\int_{s-t}^{s} \int_{U}\left\{\sigma^{i}\left(r, X_{r}, \eta\right) \sigma^{j}\left(r, X_{r}, \eta\right)\right. \\
\left.+\hat{\sigma}^{i}\left(r, X_{r}, \eta\right) \hat{\sigma}^{j}\left(r, X_{r}, \eta\right)\right\} d \kappa d r
\end{gathered}
$$

Indeed, let $N_{t}=M_{t}-\int_{s-t}^{s} \int_{U} \sigma\left(r, X_{r}, \eta\right) W(\overleftarrow{d r}, d \eta)-\int_{s-t}^{s} \int_{U} \hat{\sigma}\left(r, X_{r}, \eta\right) \hat{W}(\overleftarrow{d r}, d \eta)$. Then

$$
\begin{aligned}
& \left\langle N^{i}\right\rangle_{t}=\left\langle M^{i}\right\rangle_{t}-2 \int_{s-t}^{s} \int_{U} \sigma^{i}\left(r, X_{r}, \eta\right)^{2} d \kappa d r \\
& -2 \int_{s-t}^{s} \int_{U} \hat{\sigma}^{i}\left(r, X_{r}, \eta\right)^{2} d \kappa d r+\int_{s-t}^{s} \int_{U} \sigma^{i}\left(r, X_{r}, \eta\right)^{2} d \kappa, d r \\
& +\int_{s-t}^{s} \int_{U} \hat{\sigma}^{i}\left(r, X_{r}, \eta\right)^{2} d \kappa d r=0, i=1, \ldots, d
\end{aligned}
$$

This proves the remark.
For $l \in \mathcal{D}$, set $B_{l}(t, x)=b(t, x)+\int_{U} \sigma(t, x, \eta) l(t, \eta) d \kappa$ and denote $B(t, x)=$ $b(t, x)-\int_{U} \sigma(t, x, \eta) h(t, x, \eta), d \kappa$.

[^29]For details see, e.g., [15] and [29].

Theorem 1. Assume (C) (respectively, ( $W$ ) or ( $L$ )). Then there is a $C^{2+\beta}$ _ soft (respectively, $W^{2, p}$-soft or L-soft) solution $u$ of (1) such that $u^{l}$ is continuous for each $l \in \mathcal{D}$. For each $(s, x) \in H$ any two soft solutions having this property are $P$-indistinguishable.

In addition, there exists a unique measure $P_{s, x}^{B} \in S(s, x, \sigma, \hat{\sigma}, B)$ so that the map $s, x \rightarrow P_{s, x}^{B}$ is continuous and for every $s, x$,

$$
\begin{array}{r}
u(s, x)=P_{s, x}^{B}\left[\int_{0}^{s} f\left(t, X_{t}\right) \rho(s, t) d t\right. \\
\left.+\varphi\left(X_{0}\right) \rho(s, 0)+\int_{0}^{s} \int_{U} g\left(t, X_{t}, \eta\right) \rho(s, t) W(\overleftarrow{d t}, d \eta) \mid \mathcal{F}_{s}^{W}\right] \quad \text { P-a.s. } \tag{5}
\end{array}
$$

where

$$
\begin{aligned}
& \rho(s, t)=\exp \left\{\int_{t}^{s} c\left(r, X_{r}\right) d r+\int_{t}^{s} \int_{U} h\left(r, X_{r}, \eta\right) W(\overleftarrow{d r}, d \eta)\right. \\
& \left.-\frac{1}{2} \int_{t}^{s} \int_{U} h\left(r, X_{r}, \eta\right)^{2} d \kappa, d r\right\}
\end{aligned}
$$

Before proceeding with the proof of this statement we shall present some important auxiliary results.

Lemma 1 (see [4]). Let $\xi \in L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$ and $E q_{1}(h) \xi=0$ for each $h \in$ $L^{2}([0,1] \times U, d t d \kappa)$, where

$$
q_{t}(h)=\exp \left\{\int_{0}^{t} \int_{U} h(s, \eta) W(d s, d \eta)-\frac{1}{2} \int_{0}^{t} \int_{U} h(s, \eta)^{2} d \kappa d s\right\}
$$

Then $\xi=0$-a.e.; i.e., the linear subspace generated by $q_{1}(h), h \in L^{2}([0,1] \times U$, $d t d \kappa)$ is dense in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$.

We will need two "auxiliary" sets of assumptions:
(A) For each $\bar{x}=(t, x), \bar{y}=(t, y) \in H$

$$
\begin{gathered}
\int_{U}\left\{|\sigma(\bar{x}, \eta)-\sigma(\bar{y}, \eta)|^{2}+|\hat{\sigma}(\bar{x}, \eta)-\hat{\sigma}(\bar{y}, \eta)|^{2}\right\} d \kappa \\
+|b(\bar{x})-b(\bar{y})|^{2} \leq K|x-y|^{2} \\
|b|+\int_{U}(|\sigma|+|\hat{\sigma}|)^{2} d \kappa \leq K
\end{gathered}
$$

(B) (a) For some $\delta>0$,

$$
a^{i j} \xi_{i} \xi_{j} \geq \delta|\xi|^{2} \quad \forall \xi \in \mathbb{R}^{d}
$$

(b) $\lim _{\left|x-x^{\prime}\right| \rightarrow 0} \sup _{t} \int_{U}\left\{\left|\sigma(t, x, \eta)-\sigma\left(t, x^{\prime}, \eta\right)\right|^{2}+\left|\hat{\sigma}(t, x, \eta)-\hat{\sigma}\left(t, x^{\prime}, \eta\right)\right|^{2}\right\} d \kappa=$ 0 ;
(c) $|a|+|b| \leq K$.

Lemma 2 (see [18], [10], [21], [22]). Let assumption (B) be satisfied and $p>d$. Then there exists a constant $N=N(\delta, K, d, p)$ such that for each $(s, x) \in H$ and $\bar{P} \in S(s, x, \sigma, \hat{\sigma}, b)$,

$$
\bar{P} \int_{s}^{1} f\left(t, X_{t}\right) d t \leq N|f|_{p} \quad \text { for all } \quad f \in L^{p}(H)
$$

Proposition 1. Let (at least) one of the assumptions (A) and (B) be satisfied. Then for each $(s, x) \in H$ there exists a unique $P_{s, x} \in S(s, x, \sigma, \hat{\sigma}, b)$ and the map $(s, x) \rightarrow P_{s, x} \in M_{m c}^{1}(\bar{\Omega})$ is continuous.

Proof. 1. Assume (A). In this case the proof can be carried out along familiar lines and we confine ourselves to a short outline.

Iterating and using (A) in a standard way, we find a unique strong solution $X_{t}=X_{t}^{s, x}$ of the equation

$$
\begin{aligned}
& -d X_{t}=\int_{U}\left\{\sigma\left(t, X_{t}, \eta\right) W(\overleftarrow{d t}, d \eta)+\hat{\sigma}\left(t, X_{t}, \eta\right) \hat{W}(\overleftarrow{d t}, d \eta)\right\} \\
& +b\left(t, X_{t}\right) d t \\
& X_{t}=x \quad \forall t \geq s
\end{aligned}
$$

In addition, it is readily checked that $E \sup _{t}\left|X_{t}^{s, x}\right|^{2}$ is locally bounded on $H$.
Now, using Gronwall's inequality, we derive that

$$
\begin{equation*}
E \sup _{t}\left|X_{t}^{s, x}-X_{t}^{s^{\prime}, x^{\prime}}\right|^{2} \longrightarrow 0 \text { as }\left(s^{\prime}, x^{\prime}\right) \rightarrow(s, x) \tag{6}
\end{equation*}
$$

Define $P_{s, x}(d \omega, d w)=\delta_{X^{s, x}}(d w) P(d \omega) \in M_{m c}^{1}(\bar{\Omega})$, where $\delta_{w}$ is a Dirac measure on $\mathcal{X}$ at point $w$. Then obviously $P_{s, x} \in \mathcal{S}(s, x, \sigma, \hat{\sigma}, b)$ is a unique solution to $(s, x, \sigma, \hat{\sigma}, b)$. The continuity of the map $(s, x) \rightarrow P_{s, x}$ follows from (6).
2. Assume (B). First we will prove that a solution of the martingale problem $(s, x, \sigma, \hat{\sigma}, b)$ is unique. This follows from Lemma 3 below.

Lemma 3. Let $\bar{P}, \bar{P}^{\prime} \in \mathcal{S}(s, x, \sigma, \hat{\sigma}, b)$. Then for every partition $0 \leq s_{1} \leq \cdots \leq$ $s_{n} \leq 1$ and for each bounded continuous $g:\left(\mathbb{R}^{d}\right)^{n} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\bar{P}\left[g\left(X_{s_{1}}, \ldots, X_{s_{n}}\right) \mid \mathcal{G}\right]=\bar{P}^{\prime}\left[g\left(X_{s_{1}}, \ldots, X_{s_{n}}\right) \mid \mathcal{G}\right] \quad \text { P-a.e. } \tag{7}
\end{equation*}
$$

Proof. The proof will be carried out by induction. Obviously (7) holds if $n=1$ and $s_{1}=1$.

Let us fix the partition, $0<s_{1} \leq \cdots \leq s_{n} \leq 1$, and assume that for this partition $\left({ }^{* *}\right)$ holds. It is sufficient to prove that for any $h, \hat{h} \in L^{2}([0,1] \times U, d t d \kappa)$ and $f \in C_{0}^{\infty}(H)$,

$$
\begin{align*}
& \bar{P}\left[g\left(X_{s_{1}}, \ldots, X_{s_{n}}\right) \int_{0}^{s_{1}} f\left(t, X_{t}\right) d t q_{0}(h, \hat{h})\right] \\
= & \bar{P}^{\prime}\left[g\left(X_{s_{1}}, \ldots, X_{s_{n}}\right) \int_{0}^{s_{1}} f\left(t, X_{t}\right) d t q_{0}(h, \hat{h})\right] \tag{8}
\end{align*}
$$

where

$$
\begin{aligned}
& q_{t}(h, \hat{h})=\exp \left\{\int_{t}^{1} \int_{U}[h W(d s, d \eta)+\hat{h} \hat{W}(d s, d \eta)]\right. \\
& \left.-\frac{1}{2} \int_{t}^{1} \int_{U}\left(h^{2}+\hat{h}^{2}\right) d \kappa d s\right\}
\end{aligned}
$$

Since $f$ and $h, \hat{h}$ are arbitrary, it would follow by Lemma 1 that for each $s_{0} \in$ $\left[0, s_{1}\right)$, and $v \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\begin{aligned}
& \bar{P}\left[g\left(X_{s_{1}}, \ldots, X_{s_{n}}\right) v\left(X_{s_{0}}\right) \mid \mathcal{G}\right] \\
& =\bar{P}^{\prime}\left[g\left(X_{s_{1}}, \ldots, X_{s_{n}}\right) v\left(X_{s_{0}}\right) \mid \mathcal{G}\right] \quad \text { P-a.e. }
\end{aligned}
$$

Thus for each $\Gamma_{0}, \ldots, \Gamma_{n} \in \mathcal{B}\left(\mathbb{R}^{d}\right), 0 \leq s_{0} \leq \cdots \leq s_{n} \leq 1$ we would have

$$
\begin{aligned}
& \bar{P}\left[X_{s_{0}} \in \Gamma_{0}, \ldots, X_{s_{n}} \in \Gamma_{n} \mid \mathcal{G}\right] \\
& =\bar{P}^{\prime}\left[X_{s_{0}} \in \Gamma_{0}, \ldots, X_{s_{n}} \in \Gamma_{n} \mid \mathcal{G}\right] \quad \text { P-a.e. }
\end{aligned}
$$

In order to prove (8) we take a continuous function $v \in W^{2, d+1}(H)$ solving the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t} u=\tilde{\mathcal{L}} u+\tilde{\mathcal{M}}_{u}+f \\
u(0, \cdot)=0
\end{array}\right.
$$

where $\tilde{\mathcal{L}} u=a^{i j} u_{x_{i} x_{j}}+b^{i} u_{x_{i}}, \tilde{\mathcal{M}} u=\left(\int_{U}\left(\sigma^{i} h+\hat{\sigma}^{i} \hat{h}\right) d \kappa\right) u_{x_{i}}$.
Such a solution exists according to [21] and the Sobolev imbedding theorem. By the Ito formula for backward stochastic differentials (see [29]) and Lemma 2 we have (see [22])

$$
\begin{aligned}
\bar{P}\left[g\left(X_{s_{1}}, \ldots, X_{s_{n}}\right)\right. & \left.v\left(s_{1}, X_{s_{1}}\right) q_{0}(h, \hat{h})\right] \\
& =\bar{P}\left[g\left(X_{s_{1}}, \ldots, X_{s_{n}}\right) \int_{0}^{s_{0}}\left[\tilde{\mathcal{M}} v\left(t, X_{t}\right)+f\left(t, X_{t}\right)\right] d t q_{0}(h, \hat{h})\right] \\
& -\bar{P}\left[g ( X _ { s _ { 1 } } , \ldots , X _ { s _ { n } } ) \int _ { 0 } ^ { s _ { 1 } } v _ { x _ { i } } ( t , X _ { t } ) \left(\sigma^{i}\left(t, X_{t}, \eta\right) W(\overleftarrow{d t}, d \eta)\right.\right. \\
& \left.\left.+\hat{\sigma}^{i}\left(t, X_{t}, \eta\right) \hat{W}(\overleftarrow{d t}, d \eta)\right) q_{0}(h, \hat{h})\right] \\
& =\bar{P}\left[g\left(X_{s_{1}}, \ldots, X_{s_{n}}\right) \int_{0}^{s_{1}} f\left(t, X_{t}\right) d t q_{0}(h, \hat{h})\right]
\end{aligned}
$$

Then the uniqueness follows.
Let $w \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right), w \geq 0, \int w d x=1, \operatorname{supp} w \subset\{x:|x|<1\}, \epsilon>0, w_{\epsilon}(x)=$ $\epsilon^{d} w(x / \epsilon), \sigma_{\epsilon}(t, x, y)=\sigma(t, \cdot, y) * w_{\epsilon}(x), \hat{\sigma}_{\epsilon}(t, x, y)=\hat{\sigma}(t, \cdot, y) * w_{\epsilon}(x), b_{\epsilon}(t, x)=b(t, \cdot) *$ $w_{\epsilon}(x)$.

To prove the existence let us choose $\epsilon_{n} \rightarrow 0$ such that $a_{n}^{i j}(\bar{x}) \xi_{i} \xi_{i} \geq \delta / 2|\xi|^{2}$, where

$$
\begin{aligned}
& a_{n}^{i j}(\bar{x})=\int_{U}\left(\sigma_{n}^{i}(\bar{x}, \eta) \sigma_{n}^{j}(\bar{x}, \eta)+\hat{\sigma}_{n}^{i}(\bar{x}, \eta) \hat{\sigma}_{n}^{j}(\bar{x}, \eta)\right) d \kappa \\
& \sigma_{n}^{i}=\sigma_{\epsilon_{n}}^{i}, \hat{\sigma}_{n}^{i}=\hat{\sigma}_{\epsilon_{n}}^{i}, b_{n}=b_{\epsilon_{n}}, \quad \text { and } \\
& b_{n} \rightarrow b, \quad \int\left(\left|\sigma_{n}-\sigma\right|^{2}+\left|\hat{\sigma}_{n}-\hat{\sigma}\right|^{2}\right) d \kappa \rightarrow 0 \\
& d t d x \text {-a.e. }
\end{aligned}
$$

Let $\left(s_{n}, x_{n}\right) \rightarrow(s, x), \bar{P}^{n} \in S\left(s_{n}, x_{n}, \sigma_{n}, \bar{\sigma}_{n}, b_{n}\right)$. In the first part ((A) is satisfied) we proved already that for every $n, \bar{P}^{n}$ exists and is unique. Obviously, the set of measures $\left\{\bar{P}^{n} \circ X^{-1}, n \geq 1\right\}$ on $\mathcal{X}$ is relatively compact. Thus the set $\left\{\bar{P}^{n}, n \geq 1\right\}$ is also relatively compact in $M_{m c}^{1}(\bar{\Omega})$. In fact, it is shown in [8] that the former is necessary and sufficient for the latter.

We can assume that $\bar{P}^{n} \rightarrow \bar{P}$ in $M_{m c}^{1}(\bar{\Omega})$. For $r<t$, let $\bar{f}$ be a $\mathcal{C}_{r}$-measurable bounded continuous function and $H \in \mathcal{G}_{r}$. Then

$$
\bar{P}^{n} 1_{H} \bar{f}\left(M_{t}^{n}-M_{r}^{n}\right)=0
$$

where $M_{t}^{n}=X_{t}-\int_{t}^{s} b^{n}\left(r, X_{r}\right) d r$.

For each $m, K>0$

$$
\begin{aligned}
& \bar{P}^{n} \int_{0}^{1}\left|b^{n}\left(r, X_{r}\right)-b^{m}\left(r, X_{r}\right)\right| d r \\
& \leq N\left|\left(b^{n}-b^{m}\right) 1_{\{|x| \leq K\}}\right|_{p}+C \sup _{n} \bar{P}^{n}\left(\sup _{t}\left|X_{t}\right|>K\right)
\end{aligned}
$$

Thus

$$
\bar{P} 1_{H} \bar{f}\left(M_{t}-M_{s}\right)=0
$$

Similarly, using the characterization given in Remark 1 we derive in a standard way that $\bar{P} \in S(s, x, \sigma, \hat{\sigma}, b)$. Since we have already proved that $\bar{P}$ is unique, the statement follows.

Now we shall discuss basic properties of $L(H)$-solutions to (4).
Set $\psi(x)=\left(1+|x|^{2}\right)^{-d}, \hat{b}^{j}=b^{j}-\left[2 a^{i j} \psi_{x_{i}}+a_{x_{i}}^{i j}\right], \hat{c}=c-\left[\mathcal{L} \psi-2 a^{i j} \psi_{x_{i}} \psi_{x_{j}}\right] / \psi$, and $\hat{f}=\psi f$.

Lemma 4. Let $u$ be an $L(H)$-solution of the Cauchy problem (3). Set $\bar{u}(t, x)=$ $\psi(x) u(t, x)$. Then $\bar{u}(t, x)$ is a continuous map from $[0,1]$ into $L^{2}\left(R^{d}\right)$. In addition $\bar{u}(t, x) \in L^{2}\left((0,1) ; W^{1,2}\left(\mathbb{R}^{d}\right)\right)$ and satisfies the "energy" equality

$$
\begin{align*}
\int_{\mathbb{R}^{d}}|\bar{u}(t, x)|^{2} d x & =\int_{\mathbb{R}^{d}}|\bar{u}(0, x)|^{2} d x+2 \int_{0}^{t} \int_{\mathbb{R}^{d}}\left\{-a^{i j}(s, x) \bar{u}_{x_{i}}(s, x) \bar{u}_{x_{j}}(s, x)\right. \\
& \left.+\left[\hat{b}^{i}(s, x) \bar{u}_{x_{i}}(s, x)+\hat{c}(s, x) \bar{u}(s, x)+\hat{f}(s, x)\right] \bar{u}(s, x)\right\} d x d s \tag{9}
\end{align*}
$$

Proof. The inclusion $\bar{u} \in W^{1,2}\left(\mathbb{R}^{d}\right)$ is obvious. It is also readily checked that $\bar{u}$ is a $\left(W^{1,2}\left(\mathbb{R}^{d}\right)\right)$ generalized solution of the Cauchy problem

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}=\hat{\mathcal{L}} \bar{u}+\hat{f}, \bar{u}(0)=\psi \varphi \tag{10}
\end{equation*}
$$

where $\hat{\mathcal{L}} \bar{u}=\left(a^{i j} \bar{u}_{x_{i}}\right)_{x_{j}}+\hat{b}^{i} \bar{u}_{x_{i}}+\hat{c} \bar{u}$. It follows from (4) and (10) that

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t} \in L^{2}\left((0,1) ; W^{-1,2}\left(\mathbb{R}^{d}\right)\right) \tag{11}
\end{equation*}
$$

By the standard imbedding theorem (see, e.g., [18]), (4) and (11) give that there exists a version of function $\bar{u}$ which is continuous from $[0,1]$ into $L^{2}\left(\mathbb{R}^{d}\right)$. It is well known (see, e.g., $[18]$ or [29]) that if a generalized solution of $(10)$ belongs to $L^{2}\left((0,1) ; W^{1,2}\left(\mathbb{R}^{d}\right)\right) \cap$ $C\left([0,1] ; L^{2}\left(\mathbb{R}^{d}\right)\right)$, then it satisfies equality (9).

Proposition 2. For each $\bar{x}=(t, x), \bar{y}=(t, y) \in H$, let

$$
\int_{U}\left\{|\sigma(\bar{x}, \eta)-\sigma(\bar{y}, \eta)|^{2}+|\hat{\sigma}(\bar{x}, \eta)-\hat{\sigma}(\bar{y}, \eta)|^{2}\right\} d \kappa \leq K|x-y|^{2}
$$

and $|b|_{L}+|c|_{L}+\int(|\sigma|+|\hat{\sigma}|)^{2} d \kappa \leq K$.
Then for each $f, \varphi$ such that $|f|_{L}+|\varphi|_{L}<\infty$ there exists a unique $u \in L(H)$ solving (3). Moreover,

$$
\begin{align*}
u(s, x)=E\left[\int_{0}^{s}\right. & \exp \left\{\int_{t}^{s} c\left(r, X_{r}^{s, x}\right) d r\right\} f\left(t, X_{t}^{s, x}\right) d t \\
+ & \left.\exp \left\{\int_{0}^{s} c\left(r, X_{r}^{s, x}\right) d r\right\} \varphi\left(X_{0}^{s, x}\right)\right] \tag{12}
\end{align*}
$$

where $X_{t}=X_{t}^{s, x}$ is a strong solution of the equation

$$
\left\{\begin{aligned}
-d X_{t}= & \int_{U}\left(\sigma\left(t, X_{t}, \eta\right) W(\overleftarrow{d t}, d \eta)+\hat{\sigma}\left(t, X_{t}, \eta\right) \hat{W}(\overleftarrow{d t}, d \eta)\right) \\
& +b\left(t, X_{t}\right) d t, t<s \\
X_{t}= & x \quad \forall t \geq s
\end{aligned}\right.
$$

Proof. 1. The uniqueness. It is enough to prove that a function $v \in L(H)$ that satisfies (10) with $f=\varphi=0$ is identically zero.

By (9) we have

$$
\begin{equation*}
\|v(t)\|_{0}^{2}=2 \int_{0}^{t} \int_{R^{d}}\left\{-a^{i j} v_{x_{i}} v_{x_{j}}+\hat{b}^{i} v_{x_{i}} v+\hat{c} v^{2}\right\} d s d x \tag{13}
\end{equation*}
$$

where $\|\cdot\|_{0}$ stands for the norm in $L^{2}\left(\mathbb{R}^{d}\right)$. Integrating by parts we notice that

$$
\begin{array}{r}
2 \int_{R^{d}} \hat{b}^{i} v_{x_{i}} v d x=-\int\left(b^{i}-2 a^{i j} \psi_{x_{j}} \psi^{-1}\right)_{x_{i}} v^{2} d x \\
+2 \int a_{x_{j}}^{i j} v_{x_{i}} v d x \tag{14}
\end{array}
$$

Owing to the boundedness of the coefficients $a, b, c$ and their first derivatives (for a.a.x), we derive from (13) and (14) that for all $t$,

$$
\left.\begin{array}{r}
\|v(t)\|_{0}^{2} \leq 2 \int_{0}^{t} \int_{R^{d}}\left\{-a^{i j} v_{x_{i}} v_{x_{j}}\right.
\end{array}+a_{x_{j}}^{i j} v_{x_{i}} v\right\} d x d s
$$

Again integrating by parts we get

$$
\begin{aligned}
& \int_{R^{d}} \int_{U}\left(\sigma^{i}(\eta) \sigma^{j}(\eta)\right)_{x_{j}} v_{x_{i}} v d \kappa d x=\int_{R^{d}} \int_{U} \sigma^{i}(\eta) \sigma_{x_{j}}^{j}(\eta) v_{x_{i}} v d \kappa d x \\
&+\frac{1}{2} \int_{R^{d}} \int_{U} \sigma_{x_{j}}^{i}(\eta) \sigma^{j}(\eta)\left(v^{2}\right)_{x_{i}} d x=\int_{R^{d}} \int_{U} \sigma^{i}(\eta) \sigma_{x_{j}}^{j}(\eta) v_{x_{i}} v d \kappa d x \\
&-\frac{1}{2} \int_{R^{d}} \int_{U} \sigma_{x_{j}}^{i}(\eta) \sigma_{x_{i}}^{j}(\eta) v^{2} d \kappa d x+\frac{1}{2} \int_{R^{d}} \int_{U} \sigma_{x_{i}}^{i}(\eta) \sigma_{x_{j}}^{j}(\eta) v^{2} d \kappa d x \\
&+\int_{R^{d}} \int_{U} \sigma_{x_{i}}^{i}(\eta) \sigma^{j}(\eta) v v_{x_{j}} d \kappa d x=I_{1}+I_{2}+I_{3}+I_{4}
\end{aligned}
$$

Obviously,

$$
\begin{equation*}
I_{2}+I_{3} \leq c\|v\|_{0}^{2} \tag{16}
\end{equation*}
$$

Applying the Hölder inequality and then the elementary inequality $2 a b \leq a^{2}+b^{2}$ we obtain

$$
\begin{equation*}
I_{1}+I_{4} \leq \int_{R^{d}} \int_{U}\left|\sigma^{i}(\eta) v_{x_{i}}\right|^{2} d \kappa d x+c\|v\|_{0}^{2} \tag{17}
\end{equation*}
$$

Estimates (16) and (17) yield

$$
\begin{array}{r}
\int_{0}^{t} \int_{R^{d}} \int_{U}\left(\sigma^{i}(\eta) \sigma^{j}(\eta)\right)_{x_{j}} v_{x_{i}} v d \kappa d x d s \leq \int_{0}^{t} \int_{R^{d}} \int_{U}\left|\sigma^{i}(\eta) v_{x_{i}}\right|^{2} d \kappa d x d s \\
+c \int_{0}^{t}\|v\|_{0}^{2} d s \tag{18}
\end{array}
$$

Similar arguments lead to the estimate

$$
\begin{array}{r}
\int_{0}^{t} \int_{R^{d}} \int_{U}\left(\hat{\sigma}^{i}(\eta) \hat{\sigma}^{j}(\eta)\right)_{x_{j}} v_{x_{i}} v d \kappa d x d s \leq \int_{0}^{t} \int_{R^{d}} \int_{U}\left|\hat{\sigma}^{i}(\eta) v_{x_{i}}\right|^{2} d \kappa d x d s \\
+c \int_{0}^{t}\|v\|_{0}^{2} d s \tag{19}
\end{array}
$$

Combining (18) and (19) we arrive at

$$
\begin{aligned}
2 \int_{0}^{t} \int_{R^{d}} a_{x_{j}}^{i j} v_{x_{i}} v d x \leq & \int_{0}^{t} \int_{R^{d}} \int_{U}\left(\left|\sigma^{i}(\eta) v_{x_{i}}\right|^{2}+\left|\hat{\sigma}^{i}(\eta) v_{x_{i}}\right|^{2}+\left|\hat{\sigma}^{i}(\eta) v_{x_{i}}\right|^{2}\right) d \kappa d x d s \\
& +c \int_{0}^{t}\|v\|_{0}^{2} d s=2 \int_{0}^{t} \int_{R^{d}} a^{i j} v_{x_{i}} v_{x_{j}} d x d s+c \int_{0}^{t}\|v\|_{0}^{2} d s
\end{aligned}
$$

The latter inequality together with (15) gives

$$
\|v(t)\|_{0}^{2} \leq c \int_{0}^{t}\|v(s)\|_{0}^{2} d s
$$

and thus by the Gronwall lemma $\|v(t)\|_{0} \equiv 0$.
2. The existence. Let $w \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right), w \geq 0, \operatorname{supp} w \subset\{x:|x|<1\}, \int w d x=1$, $w_{\epsilon}(x)=\epsilon^{-d} w(x / \epsilon)$. Define $b_{\epsilon}(t, \cdot)=b(t, \cdot) * w_{\epsilon}, c_{\epsilon}(t, \cdot)=c(t, \cdot) * w_{\epsilon}, \sigma_{\epsilon}(t, \cdot, \eta)=$ $\sigma(t, \cdot, \eta) * w_{\epsilon}, \hat{\sigma}_{\epsilon}(t, \cdot, \eta)=\hat{\sigma}(t, \cdot, \eta) * w_{\epsilon}, f_{\epsilon}(t, \cdot)=f(t, \cdot) * w_{\epsilon}, \varphi_{\epsilon}=\varphi * w_{\epsilon}$. Consider the Cauchy problem

$$
\left\{\begin{array}{l}
-\partial_{t} u+\mathcal{L}^{\epsilon} u+f_{\epsilon}=0 \text { in } H  \tag{20}\\
u(0, \cdot)=\varphi_{\epsilon}
\end{array}\right.
$$

where $\mathcal{L}^{\epsilon}$ is obtained by $\mathcal{L}$ by substituting $\sigma_{\epsilon}, \hat{\sigma}_{\epsilon}, b_{\epsilon}, c_{\epsilon}$ for $\sigma, \hat{\sigma}, b, c$. Then according to [29], we can find a unique smooth (with respect to $x$ ) solution $u^{\epsilon}$ to (20). For $(s, x) \in H$ denote by $X_{t}=X_{t}^{\epsilon, s, x}$ a solution to

$$
\left\{\begin{aligned}
-d X_{t} & =\int_{U}\left(\sigma_{\epsilon}\left(t, X_{t}, \eta\right) W(\overleftarrow{d t}, d \eta)+\hat{\sigma}\left(t, X_{t}, \eta\right) \hat{W}(\overleftarrow{d t}, d \eta)\right) \\
& +b\left(t, X_{t}\right) d t, t<s \\
X_{t} & =x, \quad \forall t \geq s
\end{aligned}\right.
$$

By the Ito formula we have

$$
\begin{align*}
u^{\epsilon}(s, x)=E\left[\int_{0}^{s}\right. & \exp \left\{\int_{t}^{s} c_{\epsilon}\left(r, X_{r}^{\epsilon, s, x}\right) d r\right\} f_{\epsilon}\left(t, X_{t}^{\epsilon, s, x}\right) d t \\
+ & \exp \left\{\int_{0}^{s} c_{\epsilon}\left(r, X_{r}^{\epsilon, s, x} d r\right\} \varphi_{\epsilon}\left(X_{0}^{\epsilon, s, x}\right)\right] \tag{21}
\end{align*}
$$

Now it is easy to see that

$$
\begin{align*}
& \left.\mid u^{\epsilon}(s, x)-u^{\epsilon}\left(s^{\prime}, x\right)\right) \leq C\left|s-s^{\prime}\right|^{\frac{1}{2}}  \tag{22}\\
& \left.\mid u^{\epsilon}(s, x)-u^{\epsilon}\left(s, x^{\prime}\right)\right) \leq C\left|x-x^{\prime}\right| \tag{23}
\end{align*}
$$

where the constant $C$ does not depend on $\epsilon$.

Thus we can find a sequence $\epsilon_{k} \downarrow 0$ such that $\left(u^{k}\right)\left(u^{\epsilon_{k}}\right)$ converges to $u \in L(H)$ uniformly on compact subsets of $H$ and (23) holds for $u$ as well. So

$$
\left|u_{x}^{\epsilon}\right| \leq C,\left|u_{x}\right| \leq C
$$

Since $u^{k}=u^{\epsilon_{k}}$ is a classical solution of (20) for every $y \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ we can rewrite (4) as
(24) $\left.+\left[\left(b_{\epsilon_{k}}^{i}(s, x)-a_{\epsilon_{k_{x_{j}}}}^{i j}(s, x)\right) u_{x_{i}}^{k}(s, x)+c_{\epsilon_{k}}(s, x) u^{k}(s, x)+f_{\epsilon_{k}}(s, x)\right] y(x)\right\} d x d s$,
where

$$
a_{\epsilon_{k}}^{i j}(s, x)=\frac{1}{2} \int_{u}\left(\sigma_{\epsilon_{k}}^{i}(s, x, \eta) \sigma_{\epsilon_{k}}^{j}(s, x, \eta)+\hat{\sigma}_{\epsilon_{k}}^{i}(s, x, \eta) \hat{\sigma}_{\epsilon_{k}}^{j}(s, x, \eta)\right) d \kappa
$$

In order to pass to the limit as $h \rightarrow \infty$ we notice that for a bounded function $g(s, x)$ on $H$ taking values in a Hilbert space $V$ and any compact $K \subset \mathbb{R}^{d}$

$$
\begin{equation*}
\int_{0}^{1} \int_{K}\left\|g_{\epsilon}(s, x)-g(s, x)\right\|^{2} d s d x \xrightarrow{\epsilon \rightarrow 0} 0 \tag{25}
\end{equation*}
$$

where $g_{\epsilon}(s, \cdot)=g(s, \cdot) * w_{\epsilon}$.
Also, if $g_{k}, g$ are measurable functions on $H$ such that $\sup _{k}\left|g_{k}\right|+\sup _{k}\left|g_{k}\right| \leq C$ and for each compact $K$

$$
\int_{0}^{1} \int_{K}\left|g_{k}(s, x)-g(s, x)\right| \xrightarrow{k \rightarrow \infty} 0
$$

then for every $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\int_{0}^{1} \int g_{k}(s, x) u_{x_{l}}^{k}(s, x) \varphi(x) d x d s \stackrel{ }{k} \int_{0}^{1} \int g(s, x) u_{x_{l}}(s, x) \varphi(x) d x d s \tag{26}
\end{equation*}
$$

Indeed, for each $m$

$$
\begin{aligned}
& \varlimsup_{k}\left\{\left|\int_{0}^{1}\right| g_{k}(s, x) u_{x_{l}}^{k}(s, x) \varphi(x) d s d x-\int_{0}^{1} \int g_{m}(s, x) u_{x_{l}}^{k}(s, x) \varphi(x) d s d x \mid\right. \\
& \left.+\left|\int_{0}^{1} \int g_{k}(s, x) u_{x_{l}}(s, x) \varphi(x) d s d x-\int_{0}^{1} \int g_{m}(s, x) u_{x_{l}}(s, x) \varphi(x) d, d x\right|\right\} \\
& \leq c(m) \text { and } \quad c(m) \xrightarrow{m \rightarrow \infty} 0 .
\end{aligned}
$$

On the other hand, for each $m$

$$
\begin{aligned}
& \lim _{k} \int_{0}^{1} \int g_{m}(s, x) u_{x_{l}}^{k}(s, x) \varphi(x) d s d x=-\lim _{k} \int_{0}^{1} \int\left(g_{m}(s, x) \varphi(x)\right)_{x_{l}} u^{k}(s, x) d s d x \\
& =\int_{0}^{1} \int\left(g_{m}(s, x) \varphi(x)\right)_{x_{l}} u(s, x) d s d x=\int_{0}^{1} \int g_{m}(s, x) \varphi(x) u_{x_{l}}(s, x) d s d x
\end{aligned}
$$

and (26) follows.

Applying (25) for $V=L^{2}(U, \mathcal{U}, d \kappa), g=\sigma, \hat{\sigma}, \sigma_{x_{l}}, \hat{\sigma}_{x_{l}}$, we derive that for a compact $K \subset \mathbb{R}^{d}$

$$
\int_{0}^{1} \int_{K}\left(\left|a_{\epsilon_{k}}^{i j}(s, x)-a^{i j}(s, x)\right|+\left|a_{\epsilon_{k} x_{l}}^{i j}(s, x)-a_{x_{l}}^{i j}(s, x)\right|\right) d s d x^{k \rightarrow \infty} 0
$$

Using the same argument for $V=\mathbb{R}$,

$$
\begin{aligned}
& \int_{0}^{1} \int_{K}\left(\left|c_{\epsilon_{k}}(s, x)-c(s, x)\right|+\left|\varphi_{\epsilon_{k}}(x)-\varphi(x)\right|+\left|f_{\epsilon_{k}}(s, x)-f(s, x)\right|\right. \\
& \left.+\left|b_{\epsilon_{k}}^{i}(s, x)-b(s, x)\right|\right) d s d x \xrightarrow{k \rightarrow \infty} 0
\end{aligned}
$$

Now using (26) we pass to the limit, as $k \rightarrow \infty$, in (24) and arrive at (4) for $u$, and (12) follows from (21). This completes the proof.

Proof of Theorem 1. 1. The uniqueness. The uniqueness is an immediate consequence of Lemma 1 and the corresponding uniqueness theorem for (2). For the class $L(H)$ the latter result follows from Proposition 1. Uniqueness of (2) in the classes $C^{2+\beta}(H)$ and $W^{2, p}(H)$ is well known; see, e.g., [3], [18], [21], [22], and a continuous version of a $W^{2, p}(H)$-solution exists by the Sobolev imbedding theorem.

Remark 2. Note that in the standard references (e.g., [3] or [18]) some smoothness of the coefficients of (3) in $t$ is assumed. In fact this assumption is not necessary (see [21], [22]).
2. The existence. Obviously the assumption ( $L$ ) implies (A) while (B) follows from either of the assumptions $(C)$ or $(W)$. This of course remains true if $b$ in (A) and (B) is replaced by $B$ or $B^{l}$ for any $l \in \mathcal{D}$. So by Proposition 1 there exists a unique measure $P_{s, x}^{B} \in \mathcal{S}(s, x, \sigma, \hat{\sigma}, B)$ and the map $(s, x) \rightarrow P_{s, x}^{B}$ is continuous. The right-hand part of (5) is well defined and we denote it by $v(s, x)$. Then $E|v(s, x)|^{2}$ is locally bounded by the Hölder inequality (and Lemma 2 if $(W)$ is assumed). Fix $l \in \mathcal{D}$ and set $v^{l}(s, x)=E v(s, x) q_{s}(l)$. Simple computation based on Girsanov's theorem shows that

$$
\begin{array}{r}
v^{l}(s, x)=P_{s, x}^{B_{l}}\left[\int _ { 0 } ^ { s } \operatorname { e x p } \{ \int _ { t } ^ { s } \tilde { c } ( r , X _ { r } ) d r \} \left(f\left(t, X_{t}\right)\right.\right. \\
\left.\left.+\int_{U} l(t, \eta) g\left(t, X_{t}, \eta\right) d \kappa\right) d t+\varphi\left(X_{0}\right) \exp \left\{\int_{0}^{s} \tilde{c}\left(r, X_{r}\right) d r\right\}\right] \tag{27}
\end{array}
$$

where $\tilde{c}(t, x)=c(t, x)+\int_{U} l(t, \eta) h(t, x, \eta) d \kappa$ and $P_{s, x}^{B_{l}} \in \mathcal{S}\left(s, x, \sigma, \hat{\sigma}, B^{l}\right)$.
Since the right-hand side of (27) solves equation (2) in the corresponding class and is continuous in $(s, x)$ (see [3], [18], [21], [22] for $C^{2+\beta}(H), W^{2, p}(H)$, and Proposition 1 for $L(H)$ ), we are done.

The following corollary is an obvious implication of (5) and the uniqueness property of soft solutions.

Corollary 1. If $g=0, f \geq 0$, and $\varphi \geq 0$ then the $S$-solution of equation (1) is nonnegative.

Remark 3. Let the assumption ( $L$ ) be satisfied. Then we can rewrite (5) as

$$
\begin{align*}
u(s, x) & =E\left[\int_{0}^{s} f\left(t, X_{t}^{s, x}\right) \tilde{\rho}(s, t) d t+\varphi\left(X_{0}^{s, x}\right) \tilde{\rho}(0, s)\right. \\
& \left.+\int_{0}^{s} \int_{U} g\left(t, X_{t}^{s, x}, \eta\right) \tilde{\rho}(s, t) W(\overleftarrow{d t}, d \eta) \mid \mathcal{F}_{s}^{W}\right] \tag{28}
\end{align*}
$$

where $X^{s, x}$ is a strong solution of the stochastic differential equation (SDE)

$$
\left\{\begin{aligned}
-d X_{t} & =\int_{U}\left(\sigma\left(t, X_{t}, \eta\right) W(\overleftarrow{d t}, d \eta)+\hat{\sigma}\left(t, X_{t}, \eta\right) \hat{W}(\overleftarrow{d t}, d \eta)\right) \\
& +B\left(t, X_{t}\right) d t, \quad t<s \\
X_{t} & =x \quad \forall t \geq s
\end{aligned}\right.
$$

and

$$
\begin{aligned}
& \tilde{\rho}(s, t)=\exp \left\{\int_{t}^{s} c\left(r, X_{r}^{s, x}\right) d r+\int_{t}^{s} \int_{U} h\left(r, X_{r}^{s, x}, \eta\right) W(\overleftarrow{d r}, d \eta)\right. \\
& \left.-\frac{1}{2} \int_{t}^{s} h\left(r, X_{r}^{s, x}, \eta\right)^{2} d \kappa d r\right\}
\end{aligned}
$$

Moreover, a simple computation shows that for each $p \geq 2$ there exists $C$ such that

$$
\begin{aligned}
& E|u(t, x)-u(t, y)|^{p} \leq C|x-y|^{p} \\
& E\left|u(t, x)-u\left(t^{\prime}, x\right)\right|^{p} \leq C\left|t-t^{\prime}\right|^{p / 2}
\end{aligned}
$$

Now we will show that an $S$-solution can be obtained as a limit of strong solutions.
Let $w, \bar{w} \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right), w \geq 0,0 \leq \bar{w} \leq 1, \int w d x=1, \operatorname{supp} w \subset\{x:|x|<1\}$, and $\bar{w}(x)=1$ if $|x| \leq 1$. Define $w_{\epsilon}(x)=\epsilon^{-d} w(x / \epsilon), \bar{w}_{\epsilon}(x)=w(\epsilon x), \sigma_{\epsilon}(t, \cdot, \eta)=$ $\sigma(t, \cdot, \eta) * w_{\epsilon}, \hat{\sigma}_{\epsilon}(t, \cdot, \eta)=\hat{\sigma}(t, x \cdot, \eta) * w_{\epsilon}, b_{\epsilon}(t, \cdot)=b(t, \cdot) * w_{\epsilon}$, and $c_{\epsilon}(t, \cdot)=c(t, \cdot) * w_{\epsilon}$, $h_{\epsilon}(t, \cdot, \eta)=h(t, \cdot, \eta) * w_{\epsilon}$.

As before denote

$$
\begin{aligned}
& \mathcal{L}^{\epsilon} u=a_{\epsilon}^{i j} u_{x_{i} x_{j}}+b_{\epsilon}^{i} u_{x_{i}}+c_{\epsilon} u \\
& \mathcal{M}^{\epsilon} u=\mathcal{M}_{\eta}^{\epsilon} u=\sigma_{\epsilon}^{i} u_{x_{i}}+h_{\epsilon} u
\end{aligned}
$$

where $a_{\epsilon}^{i j}=\frac{1}{2} \int_{U}\left(\sigma_{\epsilon}^{i} \sigma_{\epsilon}^{j}+\hat{\sigma}_{\epsilon}^{i} \hat{\sigma}_{\epsilon}^{j}\right) d \kappa$.
Let $f^{\epsilon}(t, \cdot)=f(t, \cdot) * w_{\epsilon} \bar{w}_{\epsilon}, g^{\epsilon}(t, \cdot, \eta)=g(t, \cdot, \eta) * w_{\epsilon} \bar{w}_{\epsilon}, \varphi^{\epsilon}=\varphi * w_{\epsilon} \bar{w}_{\epsilon}$.
Consider the equation

$$
\left\{\begin{array}{l}
d u(t, x)=\left(\mathcal{L}^{\epsilon} u(t, x)+f^{\epsilon}(t, x)\right) d t+\int_{U}\left(\mathcal{M}_{\eta}^{\epsilon} u(t, x)+g^{\epsilon}(t, x)\right) W(d t, d \eta)  \tag{29}\\
u(0, \cdot)=\varphi^{\epsilon}
\end{array}\right.
$$

If one of the conditions $(C),(W)$, or $(L)$ holds, then according to [29] (at this point the specific construction of approximations is used) there exists a unique classical solution $u=u^{\epsilon}$ to (29) and the following representation holds:

$$
\begin{align*}
u^{\epsilon}(s, x)= & E\left[\int_{0}^{s} f^{\epsilon}\left(t, X_{t}^{\epsilon, s, x}\right) \rho_{\epsilon}(s, t) d t+\varphi^{\epsilon}\left(X_{0}^{\epsilon, s, x}\right) \rho_{\epsilon}(0, s)\right. \\
& \left.+\int_{0}^{s} \int_{U} g^{\epsilon}\left(t, X_{t}^{\epsilon, s, x}, \eta\right) \rho_{\epsilon}(s, t) W(\overleftarrow{d t}, d \eta) \mid \mathcal{F}_{s}^{W}\right] \tag{30}
\end{align*}
$$

where $X=X_{t}^{\epsilon, s, x}$ is a solution of

$$
\left\{\begin{aligned}
-d X_{t} & =\int_{U}\left(\sigma_{\epsilon}\left(t, X_{t}, \eta\right) W(\overleftarrow{d t}, d \eta)+\hat{\sigma}_{\epsilon}\left(t, X_{t}, \eta\right) \hat{W}(\overleftarrow{d t}, d \eta)\right) \\
& +B_{\epsilon}\left(t, X_{t}\right) d t \\
X_{t} & =x \forall t \geq s
\end{aligned}\right.
$$

and

$$
\begin{gathered}
B_{\epsilon}=b_{\epsilon}-\int_{U} \sigma_{\epsilon} h_{\epsilon} d \kappa, \rho_{\epsilon}(s, t)=\exp \left\{\int_{t}^{s} c_{\epsilon}\left(r, X_{r}^{\epsilon, s, x}\right) d r\right. \\
\left.+\int_{t}^{s} \int_{U} h_{\epsilon}\left(r, X_{r}^{\epsilon, s, x}, \eta\right) W(\overleftarrow{d r}, d \eta)-\frac{1}{2} \int_{s}^{t} \int_{U} h_{\epsilon}\left(r, X_{r}^{\epsilon, s, x}, \eta\right)^{2} d \kappa d r\right\} .
\end{gathered}
$$

Theorem 2. (a) Let ( $L$ ) be satisfied and $u$ be an L-soft solution of (1). Then for each $(s, x) \in H, u^{\epsilon}(s, x) \rightarrow u(s, x)$ in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$.
(b) Let (C) (respectively, (W)) be satisfied and $u$ be a $C^{2+\beta}{ }_{- \text {soft (respectively, } W^{2, p} \text { - }}$. soft) solution to (1). Then for each $(s, x) \in H, u^{\epsilon}(s, x) \rightarrow u(s, x)$ weakly in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$.

Proof. Denote

$$
\begin{aligned}
F_{\epsilon} & =\int_{0}^{s} f_{\epsilon}\left(t, X_{t}^{\epsilon, s, x}\right) \rho_{\epsilon}(s, t) d t, \\
G_{\epsilon} & =\int_{0}^{s} \int_{U} g^{\epsilon}\left(t, X_{t}^{\epsilon, s, x}, \eta\right) \rho_{\epsilon}(s, t) W(\overleftarrow{d t}, d \eta), \\
\Phi_{\epsilon} & =\varphi^{\epsilon}\left(X_{0}^{\epsilon, s, x}\right) \rho_{\epsilon}(0, s) .
\end{aligned}
$$

Assume that $f, \int_{E} g^{2} d \kappa, \varphi, D \varphi, D^{2} \varphi$ are bounded. Then for each $p \geq 1$

$$
\begin{equation*}
\sup _{\epsilon} E\left[\left|F_{\epsilon}\right|^{p}+\left|G_{\epsilon}\right|^{p}+\left|\Phi_{\epsilon}\right|^{p}\right]<\infty \tag{31}
\end{equation*}
$$

Let (L) be satisfied and $X_{t}=X_{t}^{s, t}$ be a solution of

$$
\left\{\begin{array}{l}
-d X_{t}=\int_{U}\left(\sigma\left(t, X_{t}, \eta\right) W(\overleftarrow{d t}, d \eta)+\hat{\sigma}\left(t, X_{t}, \eta\right) \hat{W}(\overleftarrow{d t}, d \eta)\right) \\
+B\left(t, X_{t}\right) d t, \\
X_{t}=x \quad \forall t \geq s
\end{array}\right.
$$

Then

$$
E \sup _{t}\left|X_{t}^{\epsilon, s, x}-X_{t}^{s, x}\right|^{2} \rightarrow 0
$$

It is readily checked that for each $p \geq 1$

$$
\sup _{\epsilon} E \sup _{t} \rho_{\epsilon}(s, t)^{p}<\infty
$$

Thus for $p \geq 1$,

$$
E \sup _{t}\left|\rho_{\epsilon}(s, x)-\tilde{\rho}(s, x)\right|^{p} \xrightarrow{\epsilon \rightarrow 0} 0,
$$

where $\tilde{\rho}(s, t)=$

$$
\begin{aligned}
& =\exp \left\{\int_{t}^{s} c\left(r, X_{r}^{s, t}\right) d r+\int_{t}^{s} \int_{U} h\left(r, X_{r}^{s, t}, \eta\right) W(\overleftarrow{d r}, d \eta)\right. \\
& \left.-\frac{1}{2} \int_{t}^{s} \int_{U} h\left(r, X_{r}^{s, x}, \eta\right)^{2} d \kappa, d r\right\}
\end{aligned}
$$

So for each $p \geq 1$ by (31)

$$
E\left(\left|F_{\epsilon}-F\right|^{p}+\left|G_{\epsilon}-G\right|^{p}+\left|\Phi_{\epsilon}-\epsilon\right|^{p}\right)^{\epsilon \rightarrow 0} 0,
$$

where

$$
\begin{aligned}
& F=\int_{0}^{s} f\left(t, X_{t}^{s, x}\right) \tilde{\rho}(s, t) d t \\
& G=\int_{0}^{s} \int_{U} g\left(t, X_{t}^{s, x}, \eta\right) \tilde{\rho}(s, t) W(\overleftarrow{d t}, d \eta) \\
& \Phi=\varphi\left(X_{0}^{s, x}\right) \tilde{\rho}(0, s)
\end{aligned}
$$

Then $E\left[F_{\epsilon}+G_{\epsilon}+\Phi_{\epsilon} \mid \mathcal{F}_{s}^{W}\right] \rightarrow E\left[F+G+\Phi \mid \mathcal{F}_{s}^{W}\right]$ in $L^{p}\left(\Omega, \mathcal{F}^{W}, P\right)$. Thus passing to the limit in (30), we get (28) and the statement is proved in the $(L)$ case.

Let $(C)$ or $(W)$ be satisfied and $f, \int g^{2} d \kappa, \varphi, D \varphi, D^{2} \varphi$ be bounded. According to Lemma 1 , there is a complete orthonormal system (CONS) in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$ consisting of linear combinations of $q_{1}(l), l \in \mathcal{D}$. Since $\sup _{\epsilon} E\left(\left|u^{\epsilon}(s, x)\right|^{2}+|u(s, x)|^{2}\right)<\infty$, then in order to prove the weak convergence in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$ it is sufficient to demonstrate that

$$
\begin{aligned}
& v_{\epsilon}^{l}(s, x)=E u^{\epsilon}(s, x) q_{1}(l) \rightarrow E u(s, x) q_{1}(l)=v^{l}(s, x) \\
& \forall l \in \mathcal{D} .
\end{aligned}
$$

Let $P_{l}^{\epsilon} \in \mathcal{S}\left(s, x, \sigma_{\epsilon}, \hat{\sigma}_{\epsilon}, B_{l}^{\epsilon}\right)$ and $P_{l} \in \mathcal{S}\left(s, x, \sigma, \hat{\sigma}, B_{l}\right)$, where $B_{l}^{\epsilon}=b_{\epsilon}+\int_{U} \sigma_{\epsilon} l d \kappa$, $B_{l}=b+\int_{U} \sigma l d \kappa$. Then

$$
\begin{array}{r}
v_{\epsilon}^{l}(s, x)=P_{l}^{\epsilon}\left[\int _ { 0 } ^ { s } \operatorname { e x p } \{ \int _ { t } ^ { s } \tilde { c } _ { \epsilon } ( r , X _ { r } ) d r \} \left(f^{\epsilon}\left(t, X_{t}\right)\right.\right. \\
\left.\left.+\int_{U} l(t, \eta) g^{\epsilon}\left(t, X_{t}, \eta\right) d \kappa\right) d t+\varphi^{\epsilon}\left(X_{0}\right) \exp \left\{\int_{0}^{s} \tilde{c}_{\epsilon}\left(t, X_{t}\right) d t\right\}\right] \tag{32}
\end{array}
$$

where $\tilde{c}_{\epsilon}=c_{\epsilon}+\int l h_{\epsilon} d \kappa$.
A similar formula holds for $v^{l}(s, x)$ if we omit $\epsilon$ everywhere.
Indeed, owing to Lemma 2 we can pass to the limit in (32). Indeed, let $\epsilon_{n} \rightarrow$ 0 . Then by [8] the set $\left\{P_{l}^{\epsilon_{n}}, n \geq 1\right\}$ is relatively compact. Assume that for some subsequence $n_{k}, P_{l}^{\epsilon_{n_{k}}}=P^{k} \rightarrow P_{l}$ as $k \rightarrow \infty$. Let $\tilde{c}_{k}=\tilde{c}_{\epsilon_{n_{k}}}, f^{k}=f^{\epsilon_{n_{k}}}$. Then for each m

$$
\begin{aligned}
A & =P^{k} \int_{0}^{s} \exp \left\{\int_{t}^{s} \tilde{c}_{k}\left(r, X_{r}\right) d r\right\} f^{k}\left(t, X_{t}\right) d t \\
& =P^{k} \int_{0}^{s} \exp \left\{\int_{t}^{s} \tilde{c}_{m}\left(r, X_{r}\right) d r\right\} f^{m}\left(t, X_{t}\right) d t \\
& +P^{k}\left[\int_{0}^{s} \exp \left\{\int_{t}^{s} \tilde{c}_{k}\left(r, X_{r}\right) d r\right\} f^{k}\left(t, X_{t}\right) d t\right. \\
& \left.-\int_{0}^{s} \exp \left\{\int_{t}^{s} \tilde{c}_{m}\left(r, X_{r}\right) d r\right\} f^{m}\left(t, X_{t}\right) d t\right]=I_{1}+I_{2} .
\end{aligned}
$$

Now there exists a constant $C$ such that

$$
\begin{aligned}
& \left|I_{2}\right| \leq C P^{k}\left[\int_{0}^{1}\left|\tilde{c}_{k}\left(r, X_{r}\right)-\tilde{c}_{m}\left(r, X_{r}\right)\right| d r\right. \\
& \left.+\int_{0}^{1}\left|f^{k}\left(r, X_{r}\right)-f^{m}\left(r, X_{r}\right)\right| d r\right]=I_{21}+I_{22}
\end{aligned}
$$

If (W) is satisfied, $I_{22} \leq C^{\prime}\left|f^{k}-f^{m}\right|_{p} \xrightarrow{k, m \rightarrow \infty} 0$. On the other hand, for each $L$

$$
\begin{aligned}
& I_{21} \leq \bar{C}\left(\sup _{k} P^{k}\left(\sup _{t}\left|X_{t}\right|>L\right)\right. \\
& \left.+P^{k} \int_{0}^{1}\left|\tilde{c}_{k}\left(r, X_{r}\right)-\tilde{c}_{m}\left(r, X_{r}\right)\right| \bar{w}\left(X_{r}\right) d r\right) \\
& \leq \bar{c} \sup _{k} P^{k}\left(\sup _{t}\left|X_{t}\right|>L\right) \\
& +N\left|\left(\tilde{c}_{k}-\tilde{c}_{m}\right) \bar{w}_{L}\right|_{p}
\end{aligned}
$$

Thus for each $m, L$,

$$
\begin{aligned}
& B=\lim _{k}\left|A-P_{l} \int_{0}^{s} \exp \left\{\int_{t}^{s} \tilde{c}\left(r, X_{r}\right) d r\right\} f\left(t, X_{t}\right) d t\right| \\
& \leq 2 C^{\prime}\left|f-f^{m}\right|_{p}+2 N\left|\left(\tilde{c}-\tilde{c}_{m}\right) \bar{w}_{L}\right|_{p}+C \sup _{k} P^{k}\left(\sup _{t}\left|X_{t}\right|\right. \\
& >L)+P_{l}\left(\sup _{t}\left|X_{t}\right|>L\right)
\end{aligned}
$$

Also $\varlimsup \varlimsup_{L} \varlimsup_{m} B=0$. This proves that

$$
\lim _{k} A=P_{l} \int_{0}^{s} \exp \left\{\int_{t}^{s} \tilde{c}\left(r, X_{r}\right) d r\right\} f\left(t, X_{t}\right) d t
$$

Similarly

$$
\begin{aligned}
& P^{k}\left[\int_{0}^{s} \int_{U} l(t, \eta) g^{\epsilon_{n_{k}}}\left(t, X_{t}, \eta\right) d \kappa d t\right. \\
& \left.+\varphi^{\epsilon_{n_{k}}}\left(X_{0}\right) \exp \left\{\int_{0}^{s} \tilde{c}_{k}\left(t, X_{t}\right) d t\right\}\right] \\
& \rightarrow P_{l}\left[\int_{0}^{s} \int_{U} l(t, \eta) g\left(t, X_{t}, \eta\right) d \kappa d t\right. \\
& \left.+\varphi\left(X_{0}\right) \exp \left\{\int_{0}^{s} \tilde{c}_{k}\left(t, X_{t}\right) d t\right\}\right]
\end{aligned}
$$

This completes the proof of the weak convergence in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$ given that either one of $(C)$ and $(W)$ is satisfied and $f, \int g^{2} d \kappa, \varphi, D \varphi, D^{2} \varphi$ are bounded.

Now we drop the latter assumption and assume $(W)$ in its original form. Define $f_{n}=f 1_{\{|f| \leq n\}}, g_{n}=g 1_{\left\{\int g^{2} d \kappa \leq n\right\}}$, and take a sequence $\varphi_{n} \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ converging to $\varphi$ in $W^{2, p}\left(\mathbb{R}^{d}\right)$. Let $u^{n, \epsilon}$ be a solution to problem (1) with $f, g, \varphi$ replaced by $f_{n}, g_{n}, \varphi_{n}$. Then by Lemma 2

$$
\lim _{n \rightarrow \infty} \sup _{\epsilon} E\left|u^{n, \epsilon}(s, x)-u^{\epsilon}(s, x)\right|^{2}=0
$$

Let $u^{n}$ be a solution of (1) with $f, g, \varphi$ replaced by $f_{n}, g_{n}, \varphi_{n}$. Then we know already that for each $n, u^{n, \epsilon} \rightarrow u^{n}$ weakly in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$.

By Lemma 3

$$
\lim _{n \rightarrow \infty} E\left|u^{n}(s, x)-u(s, x)\right|^{2}=0
$$

3. Chaos expansions of soft solutions. Let us fix an arbitrary complete orthonormal system $\left(m_{k}\right)$ in $L^{2}([0,1] \times U, d t d \kappa)$ such that $m_{k} \in \mathcal{D} \quad \forall k \geq 1$. Let us also introduce random variables

$$
\xi_{k}=\int_{0}^{1} \int_{U} m_{k}(s, \eta) W(d s, d \eta)
$$

and $H_{n}\left(\xi_{k}\right)$, where $H_{n}$ is the $n$th Hermite polynomial ${ }^{3}$ defined by

$$
H_{n}(x)=(-1)^{n}\left(\frac{d^{n}}{d x^{n}} e^{-\frac{x^{2}}{2}}\right) e^{\frac{x^{2}}{2}}
$$

Let $\alpha=\left(\alpha_{k}\right)$ be an infinite multi-index, i.e., $\alpha_{k} \in \mathbb{N}=\{0,1,2, \ldots\}, k \geq 1$. We shall consider only such $\alpha$ that $|\alpha|=\sum_{k} \alpha_{k}<\infty$; i.e., only a finite number of $\alpha_{k}$ is not zero, and we denote by $\mathcal{J}$ the set of all such multi-indices. If $\alpha=\left(\alpha_{k}\right) \in \mathcal{J}$, the number $\alpha!=\Pi_{k} \alpha_{k}$ is well defined. Let $\xi_{\alpha}=\Pi_{k} H_{\alpha_{k}}\left(\xi_{k}\right) / \alpha!, \alpha=\left(\alpha_{k}\right) \in \mathcal{J}$. Now we recall the celebrated Cameron-Martin result.

Theorem 3 (see [1], [4]). The set $\left\{\xi_{\alpha}, \alpha \in \mathcal{J}\right\}$ is a CONS in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$; i.e., for each $\xi \in L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$,

$$
\xi=\sum_{\alpha \in \mathcal{J}} E\left[\xi \xi_{\alpha}\right] \xi_{\alpha}
$$

and

$$
E \xi^{2}=\sum_{\alpha \in \mathcal{J}}\left(E\left[\xi \xi_{\alpha}\right]\right)^{2}
$$

Let $\mathcal{Z}$ be the set of real-valued sequences $z=\left(z_{k}\right)_{k \geq 1}$ such that only a finite number of $z_{k}$ is not zero. For $\alpha=\left(\alpha_{k}\right) \in \mathcal{J}$, set $\partial^{\alpha}=\partial_{z}^{\alpha}=\Pi_{k} \frac{\partial^{\alpha_{k}}}{\left(\partial z_{k}\right)^{\alpha_{k}}}$ and $m=m_{z}=$ $m(s, \eta, z)=\sum_{k} z_{k} m_{k}$ (obviously $m \in \mathcal{D}$ ). Set $p_{t}(z)=q_{t}\left(m_{z}\right)$.

Corollary 2. If $\xi \in L^{2}\left(\Omega, \mathcal{F}_{s}^{W}, P\right)$ for some $s \in[0,1]$, then
(a) $\xi=\left.\sum_{\alpha \in \mathcal{J}} \frac{1}{\sqrt{\alpha!}} \partial_{z}^{\alpha} E\left[\xi p_{s}(z)\right]\right|_{z=0} \xi_{\alpha}(s)$, where $\xi_{\alpha}(s)=\left.\partial_{z}^{\alpha} p_{s}(z)\right|_{z=0} / \sqrt{\alpha!}=\Pi_{k} H_{\alpha_{k}}$ $\left(\int_{0}^{s} \int_{U} m_{k}(r, \eta) W(d r, d \eta)\right) ;$
(b) $E \xi^{2}=\sum_{\alpha \in \mathcal{J}} \frac{1}{\alpha!}\left(\left.\partial_{z}^{\alpha} E\left[\xi p_{s}(z)\right]\right|_{z=0}\right)^{2}$.

Proof. For $s=1$, both (a) and (b) follow straightforwardly from Theorem 2 and the well-known formula

$$
\xi_{\alpha}=\left.\partial_{z}^{\alpha} p_{1}(z)\right|_{z=0} / \sqrt{\alpha!}
$$

(see, e.g., [4]). Since $p_{s}(z)$ is an $\mathcal{F}_{s}^{W}$-martingale, it is readily checked that the general statement is a simple implication of the above special case $s=1$.

Remark 4. If $u$ is a soft solution to (1), we have by (2) the following equation for $u^{z}=u^{m_{z}}=S^{m_{z}} u$ :

$$
\left\{\begin{array}{l}
\partial_{t} u^{z}=\mathcal{L} u^{z}+f+\int_{U} m_{z}\left(\mathcal{M} u^{z}+g\right) d \kappa  \tag{33}\\
u^{z}(0, \cdot)=\varphi
\end{array}\right.
$$

Our objective is to expand a soft solution of (1) with respect to $\left(\xi_{\alpha}\right)$. In order to determine the coefficients of this expansion, we consider the recursive system of PDEs:

$$
\left\{\begin{array}{l}
\partial_{t} \varphi^{\alpha}=\mathcal{L} \varphi^{\alpha}+f 1_{\{|\alpha|=0\}}+\sum_{k} \alpha_{k} \int_{U} m_{k}\left(\mathcal{M} \varphi^{\alpha(k)}+g 1_{\{|\alpha|=1\}}\right) d \kappa  \tag{34}\\
\varphi^{\alpha}(0, x)=\varphi(x) 1_{\{|\alpha|=0\}},
\end{array}\right.
$$

[^30]where $\alpha=\left(\alpha_{i}\right) \in \mathcal{J}$ and by $\alpha(k)$ we denote a sequence $\left(\tilde{\alpha}_{i}\right)$ such that $\tilde{\alpha}_{i}=\alpha_{i}$ if $i \neq k$, and $\tilde{\alpha}_{k}=\max \left\{\alpha_{k}-1,0\right\}$. In other words one obtains the sequence $\alpha(k)$ by substituting $\max \left\{\alpha_{k}-1,0\right\}$ for $\alpha_{k}$ in $\alpha$.

Theorem 4. Let $(W)$ (respectively, $(C),(L))$ be satisfied. Then
(a) There exists a unique solution $\varphi^{\alpha}, \alpha \in \mathcal{J}$ of system (33) such that $\varphi^{\alpha} \in W^{2, p}(H) \cap$ $W^{2,2 p}(H)$ (respectively, $u^{\alpha} \in C^{2+\beta}(H), L(H)$ for each $\left.\alpha \in \mathcal{J}\right)$.
(b) For each $(s, x)$, the soft solution of (1) allows the Wiener chaos expansion:

$$
u(s, x)=\sum_{\alpha \in \mathcal{J}} u^{\alpha}(s, x) \xi_{\alpha}=\sum_{\alpha \in \mathcal{J}} u^{\alpha}(s, x) \xi_{\alpha}(s)
$$

where $u^{\alpha}=\frac{1}{\sqrt{\alpha!}} \varphi^{\alpha}$.
Proof. Assume ( $L$ ). In this case, the uniqueness follows from Proposition 1 by induction, and we only have to prove the existence.

Let $u$ be a soft solution of (1) given by (5) or (28). We claim that $\varphi^{\alpha}=$ $\left.\partial_{z}^{\alpha} S^{m_{z}} u\right|_{z=0}=E\left[\left.u \partial_{z}^{\alpha} p_{1}(z)\right|_{z=0}\right], \alpha \in \mathcal{J}$, is a solution to (34). By Remark 3, $\varphi^{\alpha} \in$ $L(H), \alpha \in \mathcal{J}$. On the other hand, by definition (see Definition 1) (33) means that for each $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ and $t \in[0, s]$,

$$
\begin{array}{r}
\int u^{z}(t, x) \psi(x) d x-\int \varphi(x) \psi(x) d x \\
=\int_{0}^{t} \int a^{i j}(r, x) u_{x_{i}}^{z}(r, x) \psi_{x_{j}}(x) d r d x \\
-\int_{0}^{t} \int a_{x_{j}}^{i j}(r, x) u_{x_{i}}^{z}(r, x) \psi(x) d x+\int_{0}^{t} \int c(r, x) u^{z}(r, x) \psi(x) d x d r  \tag{35}\\
+\int_{0}^{t} \int b^{i}(r, x) u_{x_{i}}^{z}(r, x) \psi(x) d x d r+\int_{0}^{t} \iint_{U} m_{z}(r, \eta)\left(\mathcal{M} u^{z}(r, x)\right. \\
+g(r, x, \eta)) \psi(x) d x d \kappa d r
\end{array}
$$

Since according to Remark 3 we have Lipschitz estimates, it is possible to differentiate (35) with respect to $z$. Indeed, let $\left(\eta_{k}\right)$ be a CONS in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$. Then $u(t, x)=\sum_{k} f^{k}(t, x) \eta_{k}, f^{k}(t, x)=E\left[u(t, x) \eta_{k}\right]$. Let

$$
e_{i}=(\underbrace{0, \ldots, 0}_{i-1}, 1,0, \ldots, 0) .
$$

Then by Remark 3 for each $t, x$, and positive $h$

$$
\begin{aligned}
& \sum_{k}\left(f^{k}\left(t, x+h e_{i}\right)-f^{k}(t, x)\right)^{2}=E \mid u\left(t, x+h e_{i}\right) \\
& -\left.u(t, x)\right|^{2} \leq C h^{2}
\end{aligned}
$$

Thus for each $t, f_{x_{i}}^{k}$ exists $d x$-a.e., is bounded, and coincides with the partial generalized derivative of $f^{k}$. Moreover, for each $t$

$$
\lim _{h \rightarrow 0} \frac{f^{k}\left(t, x+h e_{i}\right)-f^{k}(t, x)}{h} \rightarrow f_{x_{i}}^{k}(t, x)
$$

$d x$-a.e. Let $u^{n}(t, x)=\sum_{1}^{n} f^{k}(t, x) \eta_{k}$. Then for each $t d x$-a.e.

$$
\sum_{1}^{n} f_{x_{i}}^{k}(t, x)^{2}=\lim _{h \rightarrow 0} \sum_{1}^{n} \frac{\left(f^{k}\left(t, x+h e_{i}\right)-f^{k}(t, x)\right)^{2}}{h^{2}} \leq C
$$

So for each $t, d x$-a.e.

$$
\sum_{1}^{\infty} f_{x_{i}}^{k}(t, x)^{2} \leq C
$$

Therefore, for each $t$ we have the following equalities $d x$-a.e. in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$ :

$$
\begin{aligned}
& \lim _{h \rightarrow 0} \frac{u\left(t, x+h e_{i}\right)-u(t, x)}{h}=\sum_{i} f_{x_{i}}^{k}(t, x) \eta_{k} \\
& =\lim _{n \rightarrow \infty} u_{x_{i}}^{n}(t, x)
\end{aligned}
$$

i.e., $u_{x_{i}}(t, x)$ exists in $L^{2}\left(\Omega, \mathcal{F}^{W}, P\right)$ for each $t d x$-a.e. and coincides with the generalized partial derivative. Moreover, $E\left|u_{x_{i}}(t, x)\right|^{2} \leq K$ for each $t d x$-a.e. Thus

$$
\begin{aligned}
& u_{x_{i}}^{z}(t, x)=E\left[u_{x_{i}}(t, x) p_{t}(z)\right] \\
& \left.\partial_{z}^{\alpha} u_{x_{i}}^{z}(t, x)\right|_{z=0}=E\left[\left.u_{x_{i}}(t, x) \partial_{z}^{\alpha} p_{t}(z)\right|_{z=0}\right]
\end{aligned}
$$

and

$$
\varphi_{x_{i}}^{\alpha}(t, x)=E\left[\left.u_{x_{i}}(t, x) \partial_{z}^{\alpha} p_{t}(z)\right|_{z=0}\right]
$$

for each $t d x$-a.e.
It is readily checked now that by applying the differentiation operator $\left.\partial_{z}^{\alpha}[\cdot]\right|_{z=0}$ to both sides of (35) we arrive at an integral equation equivalent to (34). This of course completes the proof of (a) in the class $L(H)$.

Since $u^{\alpha}(s, x)=\left.\frac{1}{\sqrt{\alpha!}} \partial_{z}^{\alpha} E\left[u(s, x) p_{s}(z)\right]\right|_{z=0}$, part (b) of Theorem 4 follows from Corollary 2.
2. Now assume $(W)$ or $(C)$. In this case uniqueness follows by the same arguments as in 1 .

Proof of the existence is also analogous to the one in 1 . Only two steps require special justification. Specifically, one has to demonstrate that in this case, too, $\varphi^{\alpha}=$ $\left.\partial_{z}^{\alpha} S^{m_{z}} u\right|_{z=0}$, and also $\varphi^{\alpha} \in W^{2, p}(H) \cap W^{2,2 p}(H)$ (respectively, $\varphi^{\alpha} \in C^{2+\beta}(H)$ ) for each $\alpha \in \mathcal{J}$. These two issues are addressed below.

If $(W)$ or $(C)$ is satisfied, by Remark 4 we have that $u^{z}$ satisfies equation (33). Let $\mathcal{Z}_{N}=\left\{z=\left(z_{k}\right) \in \mathcal{Z}: z_{k}=0\right.$ if $\left.k>N\right\}, \mathcal{J}_{N}=\left\{\alpha=\left(\alpha_{k}\right) \in \mathcal{J}: \alpha_{k}=0\right.$ if $\left.k>N\right\}$, $N \geq 1$. Assume that for $|\alpha|=n, \partial_{z}^{\alpha} u^{z}=\partial_{z}^{\alpha} S^{m_{z}} u$ satisfies

$$
\left\{\begin{array}{l}
\partial_{t} \partial_{z}^{\alpha} u^{z}=\mathcal{L} \partial_{z}^{\alpha} u^{z}+f 1_{\{\alpha=0\}}  \tag{36}\\
+\int_{U} m_{z} \mathcal{M} \partial_{z}^{\alpha} u^{z} d \kappa+\int_{U} \alpha_{k} m_{k}\left(\mathcal{M} \partial_{z}^{\alpha(k)} u^{z}\right. \\
\left.+g 1_{\{|\alpha|=1\}}\right) d \kappa \\
\partial^{\alpha} u^{z}(0, x)=\varphi 1_{\{|\alpha|=0\}}
\end{array}\right.
$$

If $(W)$ is satisfied, we assume that

$$
\left|\partial_{z}^{\alpha} u^{z}\right|_{2, p} \leq C(N, R,|\alpha|)\left(|f|_{p}+|g|_{p}+|\varphi|_{2, p}\right)
$$

where $|\alpha| \leq n, z \in \mathcal{Z}_{N}$, and $|z| \leq R, \alpha \in \mathcal{J}_{N},|g|_{p}=\left(\int_{0}^{1} \int_{\mathbb{R}^{d}}\left(\int_{E} g^{2} d \kappa\right)^{\frac{p}{2}} d x d t\right)^{\frac{1}{p}}$.
If $(C)$ is satisfied, we assume that

$$
\left|\partial_{z}^{\alpha} u^{z}\right|_{2, \beta} \leq C(N, R, \alpha)\left(|f|_{\beta}+|g|_{\beta}+|\varphi|_{2, \beta}\right)
$$

where $|\alpha| \leq n, \alpha \in \mathcal{J}_{N}, z \in \mathcal{Z}_{N},|z| \leq R$,

$$
|g|_{\beta}=\sup _{t, x}\left(\int|g|^{2} d \kappa\right)^{\frac{1}{2}}+\sup _{t, x \neq y} \frac{\left(\int|g(t, x, \eta)-g(t, y, \eta)|^{2} d \kappa\right)^{\frac{1}{2}}}{|x-y|^{\beta}} .
$$

Let us fix $\alpha \in \mathcal{J}_{N}$ such that $\alpha=\alpha^{\prime}+\gamma,\left|\alpha^{\prime}\right|=n,|\gamma|=1, \gamma=\left(\gamma_{k}\right), \gamma_{l} \neq 0$.
So for $\partial_{z}^{\alpha^{\prime}} u^{z}$ equation (36) is satisfied according to our assumption. Then we take $\epsilon>0$ and consider

$$
\Delta_{\epsilon}^{\alpha^{\prime}, \gamma} u^{z}=\left(\partial^{\alpha^{\prime}} u^{z+\epsilon \epsilon_{l}}-\partial^{\alpha^{\prime}} u^{z}\right) / \epsilon,
$$

where the $l$ th component of $e_{l}$ is 1 and the remaining components are zeros. Then using assumed estimates we can pass to the limit and obtain the equation (36) for $\partial_{z}^{\alpha^{\prime}+\gamma} u^{z}$ and similar estimates for $\left|\alpha^{\prime}\right|=n+1$. Thus our statement follows by induction if we start from $\alpha=0$. If $|\alpha|=0$, (36) follows from [21].

Remark 5. If (L) is assumed, the existence of $L(H)$-solutions of (34) can be proved in a more analytic way by approximating smoothly the "free forces" and the coefficients.

The rest of this section is dedicated to the derivation of a multiple Wiener integral version of the Wiener chaos expansion of Theorem 4.

First, we will demonstrate that a solution of the $S$-system (34) can be "explicitly solved" (represented as an integral of superpositions of the operators $\mathcal{M}_{s, \eta}$ and semigroups associated with the operator $\mathcal{L}$ ).

Denote by $T_{s, t} f$ the solution of the problem

$$
\left\{\begin{array}{l}
-\partial_{t} u+\mathcal{L} u=0, \quad s \leq t, \\
u(s, \cdot)=f .
\end{array}\right.
$$

Remark 6. If $(C)$ or $(W)$ are satisfied, then for each $(s, x) \in H$ there exists a unique $P_{s, x} \in \mathcal{S}(s, x, \sigma, \hat{\sigma}, b)$ and by [22] for $f \in C^{2+\beta}$ or $W^{2, p}$, respectively,

$$
T_{s, t} f(x)=P_{t, x} \exp \left\{\int_{s}^{t} c\left(u, X_{u}\right) d u\right\} f\left(X_{s}\right) .
$$

To each multi-index $\alpha=\left(\alpha_{k}\right) \in \mathcal{J}$ of length $n$ (i.e., $\left.|\alpha|=n\right)$ we relate a set $K_{\alpha}$. The elements of $K_{\alpha}$ are positive integers $k_{i}, i=1, \ldots, n$ such that each $k$ is represented there by $\alpha_{k}$-copies. This of course implies that if $\alpha_{k}=0$ then $k$ is not included in $K_{\alpha}$. Let $\mathcal{P}^{n}$ be a permutation group of the set $\{1, \ldots, n\}, s^{n}=\left(s_{1}, \ldots, s_{n}\right)$, $\eta^{n}=\left(\eta_{1}, \ldots, \eta_{n}\right), d s^{n}=d s_{1} \cdots d s_{n}, d \kappa^{n}=\kappa\left(d \eta_{1}\right) \cdots \kappa\left(d \eta_{n}\right), U^{n}=U \times \cdots \times U, n$ times.

Proposition 3. Let $(C)$ or $(W)$ be satisfied. Then for each multi-index $|\alpha|=n$, we have

$$
\begin{array}{r}
\varphi^{\alpha}(s, x)=\sum_{\sigma \in \mathcal{P}^{n}} \int_{0}^{s} \int_{0}^{s_{n}} \ldots \int_{0}^{s_{2}} \int_{U^{n}} T_{s_{n}, s} M_{s_{n}, \eta_{n}} \ldots \\
\ldots T_{s_{1}, s_{2}}\left(M_{s_{1}, \eta_{1}} \varphi^{0}\left(s_{1}, x\right)+g\left(s_{1}, x, \eta_{1}\right)\right) m_{k_{\sigma(n)}}\left(s_{n}, \eta_{n}\right) \ldots \\
\ldots m_{k_{\sigma(1)}}\left(s_{1}, \eta_{1}\right) d s^{n} d \kappa^{n} \quad \text { if } n \geq 2 \tag{37}
\end{array}
$$

and

$$
\begin{array}{r}
\varphi^{\alpha}(s, x)=\int_{0}^{s} \int_{U} T_{t, s} m_{k_{1}}(t, \eta)\left(M_{t, \eta} \varphi^{0}(t, \eta)\right. \\
+g(t, x, \eta)) d t d \kappa \quad \text { ifn }=1, \quad \text { where } K_{\alpha}=\left\{k_{1}, \ldots, k_{n}\right\} .
\end{array}
$$

Proof. To begin with we have to check that all the integrals in (37) are well defined. This problem is addressed in Lemma 5 and Corollary 3 below.

Lemma 5.
(a) Let $(C)$ be satisfied. Then there exists $C$ such that for each $s<t \leq 1$, $v \in C^{\beta}\left(\mathbb{R}^{d}\right)$.

$$
\begin{equation*}
\int_{s}^{t} \int_{U} T_{s, u}\left(\mathcal{M}_{u, \eta} T_{u, t} v\right)^{2} d \kappa d u \leq C T_{s, t} v^{2} \tag{38}
\end{equation*}
$$

(b) Let $(W)$ be satisfied. Then there exists $C$ such that for each $s<t \leq 1$, $v \in L^{p}\left(\mathbb{R}^{d}\right) \cap L^{2 p}\left(\mathbb{R}^{d}\right)$, the estimate (38) holds.

Proof. (a) Let $v \in C^{2, \beta}\left(\mathbb{R}^{d}\right)$. Then by [21] $l=T_{s, t} v \in C^{2+\beta}\left(H_{t}\right)$, where $H_{t}=$ $[0, t] \times \mathbb{R}^{d}$. Fix $(s, x) \in H_{t}, s<t$. Let $P_{s, x} \in \mathcal{S}(s, x, \sigma, \hat{\sigma}, b)$. Then $l^{2} \in C^{2+\beta}\left(H_{t}\right)$. The needed estimate with some $C$ independent of $v$ follows readily from Remark 6 and the Ito formula for $l^{2}\left(t, X_{t}\right) \exp \left\{\int_{s}^{t} 2 c\left(r, X_{r}\right) d r\right\}$. Using standard estimates for the fundamental solutions of parabolic equations (see [18, Ch. 1V, section 13], and [3]) we derive (38) for $v \in C^{\beta}\left(\mathbb{R}^{d}\right)$ by passing to the limit.
(b) Let $v \in W^{2, p}\left(\mathbb{R}^{d}\right) \cap W^{2,2 p}\left(\mathbb{R}^{d}\right)$. Then $l=T_{s, t} v \in W^{2, p}\left(H_{t}\right) \cap W^{2,2 p}\left(H_{t}\right)$ (see [21], [22]), and $l^{2} \in W^{2, p}\left(H_{t}\right) H_{t}=[0, t] \times \mathbb{R}^{d}$. Fix $(s, x) \in H_{t}, s<t$. Let $P_{s, x} \in \mathcal{S}(s, x, \sigma, \hat{\sigma}, b)$. Inequality (37) with $C$ independent of $v$ follows by Remark 6 and the Ito formula for $v^{2}$ (see [22]). On the other hand, as shown in [31], there exists a constant $N_{s, t}$ such that $\sup _{x}\left|T_{s, t} f\right| \leq N_{s, t}|f|_{p}$. Thus we can derive (38) for general $v$ by passing to the limit.

Corollary 3. Let $(C)$ or $(W)$ be satisfied. Then for each $(s, x) \in H, n>2$.

$$
\begin{aligned}
& \int_{0}^{s} \int_{0}^{s_{n}} \cdots \int_{0}^{s_{2}} \int_{U^{n}}\left[T _ { s _ { n } , s } M _ { s _ { n } , \eta _ { n } } \cdots T _ { s _ { 1 } , s _ { 2 } } \left(M_{s_{1}, \eta_{1}} \varphi^{0}\left(s_{1}, x\right)\right.\right. \\
& \left.\left.+g\left(s_{1}, x, \eta_{1}\right)\right)\right]^{2} d s_{1} \cdots d_{s_{n}} \kappa\left(d \eta_{1}\right) \cdots \kappa\left(d \eta_{n}\right) \\
& +\int_{s}^{1} \int_{U}\left[T_{t, s}\left(M_{t, \eta} \varphi^{0}(t, x)+g(t, x, \eta)\right]^{2} d t \kappa(d \eta)<\infty .\right.
\end{aligned}
$$

Proof. Applying Lemma 5 and using induction arguments one can see that it is sufficient to prove the inequality

$$
\int_{0}^{s} T_{s, t}\left(M_{t, \eta} \varphi^{0}(t, x)+g(t, x)\right)^{2} d t d \kappa<\infty
$$

Obviously

$$
\varphi^{0}(s, x)=T_{0, s} \varphi(x)+\int_{0}^{s} T_{s, t} f(t, x) d t
$$

and the statement follows by Lemma 5 and the estimates in [21].
Now we can proceed with the derivation of formula (36).
By (34) we have

$$
\begin{array}{r}
\varphi^{\alpha}(s, x)=\int_{s}^{1} \int_{E} \sum_{k} \alpha_{k} m_{k}(t, \eta) T_{s, t}\left(M_{t, \eta} \varphi^{\alpha(k)}(t, x)\right. \\
\left.+g(t, x, \eta) 1_{|\alpha|=1}\right) d t d \kappa \tag{39}
\end{array}
$$

and the representation formula is obviously true for $|\alpha|=1$. Assume that it is true for $|\alpha|=n$. Let $|\alpha|=n+1, K_{\alpha}=\left\{k_{1}, \ldots, k_{n+1}\right\}$. If $\mathcal{P}_{j}^{n+1}$ is a permutation group of the set $\{1, \ldots, n+1\} \backslash\{j\}$, it follows from (39) that

$$
\begin{aligned}
& \varphi^{\alpha}(s, x)=\int_{0}^{s} \int_{U} \sum_{j=1}^{n+1} m_{k_{j}}(t, \eta) T_{t, s} \mathcal{M}_{t, \eta} \varphi^{\alpha\left(k_{j}\right)}(t, x) d t d \kappa \\
& =\int_{0}^{s} \int_{U} \sum_{j=1}^{n+1} m_{k_{j}}(t, \eta) T_{t, s} \mathcal{M}_{t, \eta} \sum_{\sigma \in \mathcal{P}_{j}^{n+1}} \int_{0}^{t} \int_{0}^{s_{n+1}} \cdots \int_{0}^{s_{j+1}} \int_{0}^{s_{j}} \cdots \\
& \int_{0}^{s_{2}} \int_{U^{n}} T_{s_{n+1}, t} M_{s_{n+1}, \eta_{n+1}} \cdots T_{s_{j-1}, s_{j+1}} \mathcal{M}_{s_{j-1}, \eta_{j-1}} \cdots T_{s_{1}, s_{2}}\left(g\left(s_{1}, x, \eta_{1}\right)\right. \\
& \left.+\mathcal{M}_{s_{1}, \eta_{1}} \varphi^{0}\left(s_{1}, x\right)\right) d s_{j}^{n+1} d t d \kappa_{j}^{n+1} \\
& \quad d s_{j}^{n+1}=d s_{1} \cdots d s_{j-1} d s_{j+1} \cdots d s_{n+1}, d \kappa_{j}^{n+1} \\
& =\kappa\left(d \eta_{1}\right) \cdots \kappa\left(d \eta_{j-1}\right) \kappa\left(d \eta_{j+1}\right) \cdots \kappa\left(d \eta_{n+1}\right)
\end{aligned}
$$

By Corollary 3 all the integrals are well defined. Thus our statement follows by induction.

Remark 7. For $\alpha \in \mathcal{J},|\alpha|=n, K_{\alpha}=\left\{k_{1}, \ldots, k_{n}\right\}$, define

$$
e_{\alpha}=\sum_{\sigma \in \mathcal{P}^{n}} m_{k_{\sigma(1)}} \otimes \cdots \otimes m_{k_{\sigma(n)}} / \sqrt{\alpha!|\alpha|!}
$$

Then we can rewrite (39) in the following way:

$$
\begin{aligned}
& \varphi^{\alpha}(s, x)=\sqrt{\alpha!|\alpha|!} \int_{0}^{s} \int_{0}^{s_{n}} \ldots \int_{0}^{s_{2}} \int_{U^{n}} T_{s_{n}, s} \mathcal{M}_{s_{n}, \eta_{n}} \ldots \\
& \ldots T_{s_{2}, s_{1}}\left(\mathcal{M}_{s_{1}, \eta_{1}} \varphi^{0}\left(s_{1}, x\right)+g\left(s_{1}, x, \eta_{1}\right)\right) e_{\alpha}\left(s^{n}, \eta^{n}\right) d s^{n} d \kappa^{n} \\
& =\sqrt{\alpha!} / \sqrt{|\alpha|!} \int_{([0,1] \times U)^{n}} G^{n}\left(s^{n}, \eta^{n}\right) d s^{n} d \kappa^{n},
\end{aligned}
$$

where

$$
\begin{aligned}
& G^{n}\left(s^{n}, \eta^{n}\right)=\sum_{\sigma \in \mathcal{P}^{n}} T_{s_{\sigma(n)}, s} \mathcal{M}_{s_{\sigma(n)}, \eta_{\sigma(n)}} \ldots \\
& \ldots T_{s_{\sigma(1)}, s_{\sigma(2)}}\left(\mathcal{M}_{s_{\sigma(1)}, \eta_{\sigma(1)}} \varphi^{0}\left(s_{\sigma(1)}, x\right)\right. \\
& +g\left(s_{\sigma(1)}, x, \eta_{\sigma(1)}\right) 1_{\left\{s_{\sigma(1)}>\cdots>s_{\sigma(n)}>s\right\}}
\end{aligned}
$$

The last equality here follows immediately from the fact that $\left(e_{\alpha}\right)_{|\alpha|=n}$ form a CONS for the symmetric part of $L^{2}\left(([0,1] \times U)^{n}, d s^{n} d \kappa^{n}\right)$.

Corollary 4. For each $\alpha \in \mathcal{J}$ such that $|\alpha|=n$,

$$
\begin{aligned}
& \sum_{|\alpha|=n} \frac{1}{\sqrt{\alpha!}} \varphi^{\alpha}(s, x) \xi_{\alpha}=\int_{0}^{s} \int_{0}^{s_{n}} \cdots \int_{0}^{s_{2}} \int_{U^{n}} T_{s_{n}, s} \mathcal{M}_{s_{n}, \eta_{n}} \cdots \\
& T_{s_{1}, s_{2}}\left(\mathcal{M}_{s_{1}, \eta_{1}} \varphi^{0}\left(s_{1}, x\right)+g\left(s_{1}, x, \eta_{1}\right)\right) W\left(d s_{n}, d \eta_{n}\right) \cdots W\left(d s_{1}, d \eta_{1}\right) \\
& \sum_{|\alpha|=n} \frac{1}{\alpha!} \varphi^{\alpha}(s, x)^{2}=\int_{0}^{s} \int_{0}^{s_{n}} \cdots \int_{0}^{s_{2}} \int_{U^{n}}\left\{T_{s_{n}, s} \mathcal{M}_{s_{n}, \eta_{n}} \cdots\right. \\
& \left.\ldots T_{s_{1}, s_{2}}\left(\mathcal{M}_{s_{1}, \eta_{1}} \varphi^{0}\left(s_{1}, x\right)+g\left(s_{1}, x, \eta_{1}\right)\right)\right\}^{2} d s^{n} d \kappa^{n} \quad \text { if } n>2
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{|\alpha|=1} \frac{1}{\sqrt{\alpha!}} \varphi^{\alpha}(s, x) \xi_{\alpha}=\int_{0}^{s} \int_{U} T_{t, s}\left(\mathcal{M}_{t, \eta} \varphi^{0}(t, x)+g(t, x, \eta)\right) W(d t, d \eta) \\
& \sum_{|\alpha|=1} \frac{1}{\alpha!} \varphi^{\alpha}(s, x)^{2}=\int_{0}^{s} \int_{U} T_{t, s}\left(\mathcal{M}_{t, \eta} \varphi^{0}(t, x)+g(t, x, \eta)\right)^{2} d t d \kappa
\end{aligned}
$$

Proof. It follows from Theorem 3.1 in [7] that for $|\alpha|=n$,

$$
\xi_{\alpha} / \sqrt{\alpha!}=\int_{0}^{1} \int_{0}^{s_{n}} \cdots \int_{0}^{s_{2}} \int_{U^{n}} e_{\alpha}\left(s^{n}, \eta^{n}\right) W\left(d s_{1}, d \eta_{1}\right) \cdots W\left(d s_{n}, d \eta_{n}\right)
$$

( $e_{\alpha}$ was defined in Remark 7). Since $G^{n}$ is a symmetric function on $([0,1] \times U)^{n}$ we have the $L^{2}\left(([0,1] \times U)^{n}, d s^{n} d \kappa^{n}\right)$ expansion for $G^{n}$ :

$$
\begin{aligned}
& G^{n}=\sum_{|\alpha|=n} e_{\alpha} \int_{([0,1] \times U)^{n}} G^{n}\left(s^{n}, \eta^{n}\right) e_{\alpha}\left(s^{n}, \eta_{n}\right) d s^{n} d \kappa^{n} \\
& =\sum_{|\alpha|=n} c_{\alpha} e_{\alpha}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \sum_{|\alpha|=n} \frac{\varphi_{\alpha}(s, x)}{\sqrt{\alpha!}} \xi_{\alpha}=\sum_{|\alpha|=n} c_{\alpha} \int_{0}^{1} \int_{0}^{s_{n}} \ldots \int_{0}^{s_{2}} e_{\alpha}\left(s^{n}, \eta^{n}\right) W\left(d s_{n}, d \eta_{n}\right) \ldots \\
& \ldots W\left(d s_{1}, d \eta_{1}\right)=\int_{0}^{s} \int_{0}^{s_{n}} \int_{0}^{s_{i}} \int_{U^{n}}\left(T_{s_{n}, s} \mathcal{M}_{s_{n}, \eta_{n}} \ldots\right. \\
& \left.\ldots T_{s_{1}, s_{2}}\left(\mathcal{M}_{s_{1}, \eta_{1}} \varphi^{0}\left(s_{1}, x\right)+g\left(s_{1}, x, \eta_{1}\right)\right)\right) W\left(d s_{1}, d \eta_{1}\right) \ldots W\left(d s_{n}, d \eta_{n}\right)
\end{aligned}
$$

The equality for $\sum_{|\alpha|=n} \frac{\varphi_{\alpha}(s, x)^{2}}{\alpha!}$ follows from the latter in a simple way.
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#### Abstract

This paper presents a new and efficient way to create multiscaling functions with given approximation order, regularity, symmetry, and short support. Previous techniques were operating in time domain and required the solution of large systems of nonlinear equations. By switching to the frequency domain and employing the latest results of the multiwavelet theory we are able to elaborate a simple and efficient method of construction of multiscaling functions. Our algorithm is based on a recently found factorization of the refinement mask through the two-scale similarity transform (TST). Theoretical results and new examples are presented.
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1. Introduction. This paper discusses the construction of multiscaling functions which generate a multiresolution analysis (MRA) and lead to multiwavelets. A standard (scalar) MRA assumes that there is only one scaling function $\phi(t)$ whose translates $\phi(t-k)(k \in \mathbb{Z})$ constitute an $L^{2}$-stable basis of their span $V_{0}[\mathrm{D} 2, \mathrm{SN}]$. We move a step forward and allow several functions $\phi_{0}(t), \ldots, \phi_{r-1}(t)$. The vector $\phi(t)=\left[\phi_{0}(t) \cdots \phi_{r-1}(t)\right]^{\mathrm{T}}$ is called a multiscaling function if the integer translates $\phi_{\nu}(\cdot-k)(k \in \mathbb{Z}, \nu=0, \ldots, r-1)$ form an $L^{2}$-stable basis of $V_{0}$ and if $\phi(t)$ satisfies a dilation equation,

$$
\begin{equation*}
\boldsymbol{\phi}(t)=\sum_{n=0}^{N} \boldsymbol{P}_{n} \boldsymbol{\phi}(2 t-n) \tag{1.1}
\end{equation*}
$$

Here the coefficients $\boldsymbol{P}_{n}$ are $r \times r$ matrices instead of usual scalars. The multiscaling function $\phi$ generates an MRA $\left\{V_{j}: j \in \mathbb{Z}\right\}$ of multiplicity $r$. The corresponding wavelet spaces $W_{j}$ can be generated by a multiwavelet $\boldsymbol{w}(t)=\left[w_{0}(t) \cdots w_{r-1}(t)\right]^{\mathrm{T}}$ associated with $\phi(t)$, satisfying a wavelet equation

$$
\begin{equation*}
\boldsymbol{w}(t)=\sum_{n=0}^{K} \boldsymbol{D}_{n} \boldsymbol{\phi}(2 t-n) \tag{1.2}
\end{equation*}
$$

Again, $\boldsymbol{D}_{n}$ are $r \times r$ matrices.
Multiwavelets naturally generalize the scalar wavelets. For $r=1,(1.1)$ is the wellstudied refinement equation (see, e.g., [CDM, DL1, DL2]). However, multiwavelets have some completely new features arising from the matrix nature $(r>1)$ of the equation (1.1). They can simultaneously possess symmetry, orthogonality, and high approximation order which is not possible in the scalar case [SB, D2]. This suggests that in some applications multiwavelets may behave better than the scalar ones. The

[^31]results of first experiments [SHSTH, XGHS] confirm this conjecture and show that the multiwavelets are definitely worth studying.

One of the first multiwavelet constructions is due to Alpert and Rokhlin [AR]. They considered a multiscaling function whose components are polynomials of degree $r-1$ supported on $[0,1]$. The general theory of multiwavelets, based on the MRA of multiplicity $r$, is discussed in [GLT, GL].

Using fractal interpolation, Geronimo, Hardin, and Massopust succeeded to construct a continuous multiscaling function $\boldsymbol{\phi}(t)=\left[\phi_{0}(t) \phi_{1}(t)\right]^{\mathrm{T}}$ with short support, symmetry, and second approximation order [GHM]. The plot of this pair $\phi_{0}(t), \phi_{1}(t)$ is presented in Figure 1.1.


FIG. 1.1. GHM symmetric orthogonal multiscaling function with approximation order 2.
The results of [GHM] triggered many attempts to construct more examples [SS1, CL, DGHM] as well as the systematic study of multiscaling functions.

Properties of a refinable function can be formulated either in time or in frequency domain. In [SS2, HSS, L], conditions of orthogonality and approximation were established in the time domain. Also, a way to construct multiscaling functions with short support and low approximation order was found [SS1, HSS, CL]. Unfortunately, this method required the solution of a large system of nonlinear equations. We therefore switch to the frequency domain.

Working in the frequency domain, one faces the necessity of dealing with the Fourier transformation of (1.1),

$$
\begin{equation*}
\widehat{\boldsymbol{\phi}}(\omega)=\boldsymbol{P}\left(\frac{\omega}{2}\right) \widehat{\boldsymbol{\phi}}\left(\frac{\omega}{2}\right) \tag{1.3}
\end{equation*}
$$

where $\widehat{\boldsymbol{\phi}}:=\left[\widehat{\phi}_{0}, \ldots, \widehat{\phi}_{r-1}\right]^{\mathrm{T}}, \widehat{\phi}_{\nu}:=\int_{-\infty}^{\infty} \phi_{\nu}(t) e^{-i t \cdot} \mathrm{~d} t$, and $\boldsymbol{P}(\omega)$ is the refinement mask corresponding to $\phi(t)$,

$$
\begin{equation*}
\boldsymbol{P}(\omega):=\frac{1}{2} \sum_{n=0}^{N} \boldsymbol{P}_{n} e^{-i \omega n} \tag{1.4}
\end{equation*}
$$

In the scalar case, $P(\omega)$ is a trigonometric polynomial. In the vector case, $\boldsymbol{P}(\omega)$ becomes a matrix of trigonometric polynomials. To ensure certain approximation order, $\boldsymbol{P}(\omega)$ must satisfy necessary and sufficient conditions in the frequency domain. Those conditions were formulated and proved in [HSS, P3]. In [P3], it was also shown
that the vector $\boldsymbol{\phi}(t)$ can only provide approximation order $m$ if the refinement mask $\boldsymbol{P}(\omega)$ can be factorized in the form

$$
\begin{equation*}
\boldsymbol{P}(\omega)=\frac{1}{2^{m}} \boldsymbol{C}_{m-1}(2 \omega) \cdots \boldsymbol{C}_{0}(2 \omega) \boldsymbol{P}^{(0)}(\omega) \boldsymbol{C}_{0}(\omega)^{-1} \cdots \boldsymbol{C}_{m-1}(\omega)^{-1} \tag{1.5}
\end{equation*}
$$

where $\boldsymbol{P}^{(0)}(\omega)$ is well defined and $\boldsymbol{C}_{0}(\omega), \ldots, \boldsymbol{C}_{m-1}(\omega)$ are matrices of a special form. The factorization (1.5) is not unique. With the help of the two-scale similarity transformation (TST), the whole set of possible factorizations can be described [S1].

The factorization (1.5) naturally generalizes the scalar case $r=1$. As known, one scaling function with compact support and linearly independent integer translates provides approximation order $m$ if and only if its refinement mask $P(\omega)$ has $m$ zeros at $\omega=\pi$ :

$$
\begin{equation*}
P(\omega)=\left(\frac{1+e^{-i \omega}}{2}\right)^{m} q(\omega), \tag{1.6}
\end{equation*}
$$

with $q(0)=1$ and $q(\pi) \neq 0$. For $r=1$, (1.6) coincides with (1.5) taking $\boldsymbol{P}^{(0)}(\omega)=$ $q(\omega)$ and $\boldsymbol{C}_{0}(\omega)=\cdots=\boldsymbol{C}_{m-1}(\omega)=\left(1-e^{i \omega}\right)$. Daubechies connected the behavior of $q(\omega)$ in (1.6) with the decay properties of $\widehat{\phi}(\omega)$, and hence, she obtained estimates of smoothness of $\phi(t)$ [D1]. The factorization (1.5) plays the same role for a multiscaling function as (1.6) for a scalar one. In [CDP] and independently in [S1], it was shown how the factorization of the refinement mask $\boldsymbol{P}(\omega)$ leads to the decay of $\widehat{\boldsymbol{\phi}}(\omega)$. Similar results on regularity of refinable function vectors are presented in [Sh].

However, up to now, the factorization (1.5) has been shown to be necessary only. For the construction of multiscaling functions we need the sufficiency of a factorization (1.5) for approximation order $m$. In this paper, we show how, under mild conditions, the factorization of the refinement mask $\boldsymbol{P}(\omega)$ yields a solution of (1.1) with desired approximation properties. Using this result and the TST, a construction of multiscaling functions providing an arbitrary, fixed approximation order becomes simple. Description of the corresponding algorithm is our main purpose.

The outline of the paper is as follows. In section 2 we summarize previously known and new theoretical results on the symmetry of $\boldsymbol{\phi}(t)$, its approximation order, the factorization of the refinement mask $\boldsymbol{P}(\omega)$, and the TST. The main novelty of section 2 is the observation that the factorization of the refinement mask leads to the approximation order of the multiscaling functions (Theorem 2.6). Other remarkable new results are given in Theorems 2.7, 2.9, and Lemma 2.5.

In section 3, we present a new algorithm for the construction of a refinement mask $\boldsymbol{P}(\omega)$ with any given approximation order. We intensively study how the inner matrix $\boldsymbol{P}^{(0)}(\omega)$ and the transformation matrices $\boldsymbol{M}_{\boldsymbol{r}_{n}}(\omega)$ should be chosen in order to obtain a smooth, symmetric multiscaling function with compact support. Several examples are given.

Section 4 contains the proof of Theorem 2.6.
2. Old and new theoretical results. In this section, we are going to present the results needed for the construction of symmetric multiscaling functions with given approximation order.

Let us start with definitions and notation. For a measurable function $f$ over $\mathbb{R}$ and $m \in \mathbb{N}$ let

$$
\|f\|_{2}:=\left(\int_{-\infty}^{\infty}|f(t)|^{2} \mathrm{~d} t\right)^{1 / 2}, \quad\|f\|_{m, 2}:=\sum_{k=0}^{m}\left\|\mathrm{D}^{k} f\right\|_{2}
$$

Here and below $D:=d / d \omega$ denotes the differentiation operator with respect to $\omega$.
Let $W_{2}^{m}(\mathbb{R})$ be the usual Sobolev space with norm $\|\cdot\|_{m, 2}$. For a vector $\phi=$ $\left(\phi_{\nu}\right)_{\nu=0}^{r-1}$ of compactly supported functions, let $\mathcal{S}=\mathcal{S}(\boldsymbol{\phi})$ be the shift-invariant space spanned by the integer translates $\phi_{\nu}(t-k)(\nu=0, \ldots, r-1, k \in \mathbf{Z})$. We say that $\phi(t)$ provides approximation order $m$ if for every $f \in W_{2}^{m}(\mathbb{R})$

$$
\min \left\{\|f-s\|: s \in \mathcal{S}^{h}\right\} \leq \text { const }_{\mathcal{S}} h^{m}\|f\|_{W_{2}^{m}(\mathbb{R})},
$$

where $\mathcal{S}^{h}$ is the scaled space $\mathcal{S}^{h}:=\{s(\cdot / h): s \in \mathcal{S}\}$.
A vector $\boldsymbol{v}$ of length $r$ is said to be in $C_{2 \pi}^{m}\left(\mathbb{R}^{r}\right)$ and, analogously, an $r \times r$ matrix $\boldsymbol{V}$ is in $C_{2 \pi}^{m}\left(\mathbb{R}^{r \times r}\right)$ if all its entries are $2 \pi$-periodic $m$ times continuously differentiable functions.
2.1. Conditions of approximation. Assume that $\phi_{\nu} \in C(\mathbb{R}) \cap B V(\mathbb{R})(\nu=$ $0, \ldots, r-1)$ are compactly supported functions. Here $B V(\mathbb{R})$ denotes the set of functions of bounded variation. If the integer translates $\phi_{\nu}(\cdot-l)$ form a Riesz basis of $\mathcal{S}(\phi)$, then the following statements are equivalent (see [JL, P3]):
(i) The function vector $\phi(t)$ provides approximation order $m(m \in \mathbb{N})$.
(ii) All algebraic polynomials of degree up to $m-1$ can be exactly reproduced by a linear combination of integer translates of $\phi_{\nu}(t)$.
(iii) $\phi(t)$ satisfies the Strang-Fix conditions [SF] of order $m$; in other words, there is a finitely supported sequence of vectors $\left\{\boldsymbol{a}_{l}\right\}_{l \in \mathbb{Z}}$ such that $f(t):=\sum_{l \in \mathbb{Z}} \boldsymbol{a}_{l}^{\mathrm{T}} \boldsymbol{\phi}(t-l)$ satisfies the following conditions:

$$
\widehat{f}(0) \neq 0 ; \quad \mathrm{D}^{n} \widehat{f}(2 \pi l)=0 \quad(l \in \mathbb{Z} \backslash\{0\} ; n=0, \ldots, m-1)
$$

Since condition (ii) yields vanishing moments for the corresponding multiwavelets it is often used in applications.

The approximation order of a refinable function vector $\phi(t)$ satisfying (1.1) is intimately related with the properties of the refinement mask $\boldsymbol{P}(\omega)$ defined by (1.4). In the scalar case $(r=1)$, when there is only one scaling function, $\boldsymbol{P}_{n}$ are real numbers and $P(\omega)$ is a scalar trigonometric polynomial. Then $m$ th approximation order implies $m$ zeros of $P(\omega)$ at $\omega=\pi$ [D2]. In the vector case, $\boldsymbol{P}(\omega)$ is a matrix, and the situation becomes more complicated. But still, similar conditions at the point $\omega=\pi$ hold.

Theorem 2.1 (see [HSS, P3]). Let $\boldsymbol{\phi}=\left(\phi_{\nu}\right)_{\nu=0}^{r-1}$ be a refinable vector of compactly supported functions $\phi_{\nu}$. Further, assume that the integer translates $\phi_{\nu}(t-l)(l \in \mathbb{Z})$ form a Riesz basis of $\mathcal{S}(\boldsymbol{\phi})$. Then $\phi(t)$ provides approximation order $m$ if and only if the refinement mask $\boldsymbol{P}(\omega)$ of $\phi$ satisfies the following conditions: there are vectors $\boldsymbol{y}_{k} \in \mathbb{R}^{r} ; \boldsymbol{y}_{0} \neq \mathbf{0}(k=0, \ldots, m-1)$ such that for $n=0, \ldots, m-1$,

$$
\begin{align*}
& \sum_{k=0}^{n}\binom{n}{k}\left(\boldsymbol{y}_{k}\right)^{T}(2 i)^{k-n}\left(D^{n-k} \boldsymbol{P}\right)(0)=2^{-n}\left(\boldsymbol{y}_{n}\right)^{T},  \tag{2.1}\\
& \sum_{k=0}^{n}\binom{n}{k}\left(\boldsymbol{y}_{k}\right)^{T}(2 i)^{k-n}\left(D^{n-k} \boldsymbol{P}\right)(\pi)=\mathbf{0}^{T} \tag{2.2}
\end{align*}
$$

Here $\mathbf{0}$ denotes the zero vector.
If a matrix $\boldsymbol{P}(\omega) \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ satisfies (2.1) and (2.2) for $n=0, \ldots, m-1$ with vectors $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{m-1}\left(\boldsymbol{y}_{0} \neq \mathbf{0}\right)$, then we shortly say that $\boldsymbol{P}(\omega)$ provides approximation order $m$ with $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{m-1}$. In order to prove that relations (2.1) and (2.2) imply
approximation order $m$, one only needs to assume that $\boldsymbol{y}_{0}^{\mathrm{T}} \widehat{\boldsymbol{\phi}}(0) \neq 0$. Riesz stability of integer translates $\phi_{\nu}(t-l)$ is not needed.

Remark. The result of Theorem 2.1 is a natural generalization of the scalar case. For $r=1$, equations (2.1), (2.2) can be simplified to

$$
\begin{equation*}
P(0)=1 ; \quad \mathrm{D}^{n} P(\pi)=0 \quad(n=0, \ldots, m-1) \tag{2.3}
\end{equation*}
$$

implying $m$ zeros of $P(\omega)$ at $\omega=\pi$. Note that in the vector case, we need conditions in two points, $\omega=0$ and $\omega=\pi$. Also, both eigenvalues and eigenvectors of $\boldsymbol{P}(0)$ and $\boldsymbol{P}(\pi)$ are important.
2.2. Two-scale similarity transform. A very useful research and construction tool in the theory of multiwavelets is the TST [S1]. We say that $\boldsymbol{Q}(\omega)$ is a TST of $\boldsymbol{P}(\omega)$ with the transformation matrix $\boldsymbol{M}(\omega) \in C_{2 \pi}\left(\mathbb{R}^{r \times r}\right)$ if

$$
\boldsymbol{Q}(\omega)=\boldsymbol{M}(2 \omega) \boldsymbol{P}(\omega) \boldsymbol{M}(\omega)^{-1}
$$

If $\boldsymbol{M}(\omega)$ is invertible for all $\omega \in \mathbb{R}$, then the TST is nondegenerate. It is easy to see that if $\boldsymbol{P}(\omega) \in C_{2 \pi}\left(\mathbb{R}^{r \times r}\right)$ is the refinement mask of $\boldsymbol{\phi} \in L^{2}\left(\mathbb{R}^{r}\right)$, then a nondegenerate TST with transformation matrix $\boldsymbol{M}(\omega) \in C_{2 \pi}\left(\mathbb{R}^{r \times r}\right)$ yields a matrix $\boldsymbol{Q}(\omega)$ which itself is a refinement mask of a refinable function vector $\boldsymbol{\psi} \in L^{2}\left(\mathbb{R}^{r}\right)$ such that $\widehat{\boldsymbol{\psi}}(\omega)=\boldsymbol{M}(\omega) \widehat{\boldsymbol{\phi}}(\omega)$ :

$$
\begin{aligned}
\widehat{\boldsymbol{\psi}}(\omega) & =\boldsymbol{M}(\omega) \widehat{\boldsymbol{\phi}}(\omega)=\boldsymbol{M}(\omega) \boldsymbol{P}\left(\frac{\omega}{2}\right) \widehat{\boldsymbol{\phi}}\left(\frac{\omega}{2}\right) \\
& =\boldsymbol{M}(\omega) \boldsymbol{P}\left(\frac{\omega}{2}\right) \boldsymbol{M}\left(\frac{\omega}{2}\right)^{-1} \widehat{\boldsymbol{\psi}}\left(\frac{\omega}{2}\right)=\boldsymbol{Q}\left(\frac{\omega}{2}\right) \widehat{\boldsymbol{\psi}}\left(\frac{\omega}{2}\right) .
\end{aligned}
$$

The following theorem shows that a nondegenerate TST preserves the approximation properties of a refinement mask.

THEOREM 2.2 (see $[\mathrm{S} 1])$. Let a transformation matrix $\boldsymbol{M}(\omega) \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ be invertible for all $\omega \in \mathbb{R}$. Assume that $\boldsymbol{P} \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ provides approximation order $m$ with vectors $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{m-1}$. Then $\boldsymbol{Q}(\omega)=\boldsymbol{M}(2 \omega) \boldsymbol{P}(\omega) \boldsymbol{M}(\omega)^{-1}$ also provides approximation order $m$ with vectors $\boldsymbol{u}_{0}, \ldots, \boldsymbol{u}_{m-1}$, given by

$$
\boldsymbol{u}_{k}^{T}:=\sum_{l=0}^{k}\binom{k}{l} i^{l-k} \boldsymbol{y}_{l}^{T}\left(D^{k-l} \boldsymbol{M}^{-1}\right)(0) \quad(k=0, \ldots, m-1)
$$

For more properties of the TST and the proof of Theorem 2.2 see [S1, S2].
2.3. Factorizations of the refinement mask. In the scalar case, the conditions of approximation (2.3) lead to a factorization of $P(\omega)$. A zero at $\omega=\pi$ means that $P(\omega)$ has a factor $\left(1+e^{-i \omega}\right)$. So $P(\omega)$ factorizes as in (1.6). This factorization plays the key role in the construction of regular scalar scaling functions [D2].

In the vector case, the conditions of approximation (2.1), (2.2) are more complicated, but still they imply a factorization of the matrix refinement mask $\boldsymbol{P}(\omega)$. This factorization opens a constructive way toward the creation of new multiscaling functions. But before starting with the factorization, we need to review some notation.

Let $r \in \mathbb{N}$ be fixed, and let $\boldsymbol{y} \in \mathbb{R}^{r}$ be a vector of length $r$. To start, assume that $\boldsymbol{y}$ is of the form

$$
\boldsymbol{y}=\left[\begin{array}{llll}
y_{0} \cdots y_{l-1} & 0 & \cdots \tag{2.4}
\end{array}\right]^{\mathrm{T}}
$$

with $1 \leq l \leq r$ and $y_{\nu} \neq 0$ for $\nu=0, \ldots, l-1$. We introduce the direct sum of square matrices $\boldsymbol{A} \oplus \boldsymbol{B}:=\operatorname{diag}(\boldsymbol{A}, \boldsymbol{B})$ and define the matrix $\boldsymbol{C} \boldsymbol{y}$ by

$$
\begin{equation*}
\boldsymbol{C} \boldsymbol{y}(\omega):=\widetilde{\boldsymbol{C}} \boldsymbol{y}(\omega) \oplus \boldsymbol{I}_{r-l} \tag{2.5}
\end{equation*}
$$

Here $\boldsymbol{I}_{r-l}$ denotes the $(r-l) \times(r-l)$ unit matrix, and for $l>1, \widetilde{\boldsymbol{C}} \boldsymbol{y}(\omega)$ is defined by

$$
\widetilde{\boldsymbol{C}} \boldsymbol{y}(\omega):=\left[\begin{array}{ccccc}
y_{0}^{-1} & -y_{0}^{-1} & 0 & \cdots & 0 \\
0 & y_{1}^{-1} & -y_{1}^{-1} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \ddots & \ddots & y_{l-2}^{-1} & -y_{l-2}^{-1} \\
-e^{-i \omega} / y_{l-1} & 0 & \cdots & 0 & y_{l-1}^{-1}
\end{array}\right]
$$

If $l=1$, let $\widetilde{\boldsymbol{C}} \boldsymbol{y}(\omega)=\left(1-e^{-i \omega}\right) / y_{0}$.
For general $\boldsymbol{y}=\left[y_{0} \cdots y_{r-1}\right]^{\mathrm{T}} \in \mathbb{R}^{r}, \boldsymbol{y} \neq \mathbf{0}$ we define $\boldsymbol{C}_{\boldsymbol{y}}:=\left(C_{j, k}\right)_{j, k=0}^{r-1}$ by reshuffling rows and columns. More exactly, let $j_{0}:=\min \left\{j ; y_{j} \neq 0\right\}$ and $j_{1}:=$ $\max \left\{j ; y_{j} \neq 0\right\}$. For all $j<j_{1}$ with $y_{j} \neq 0$ let $d_{j}:=\min \left\{\mu: \mu>j, y_{\mu} \neq 0\right\}$. For $j_{0}<j_{1}$, the entries of $\boldsymbol{C} \boldsymbol{y}$ are defined by

$$
C_{j, k}(\omega):=\left\{\begin{array}{ll}
y_{j}^{-1} & y_{j} \neq 0 \text { and } j=k  \tag{2.6}\\
1 & y_{j}=0 \text { and } j=k \\
-y_{j}^{-1} & y_{j} \neq 0 \text { and } d_{j}=k, \\
-e^{-i \omega} / y_{j_{1}} & j=j_{1} \text { and } k=j_{0} \\
0 & \text { otherwise }
\end{array} \quad(j, k=0, \ldots, r-1)\right.
$$

For $j_{0}=j_{1}, \boldsymbol{C} \boldsymbol{y}$ is a diagonal matrix of the form

$$
\begin{equation*}
\boldsymbol{C}_{\boldsymbol{y}}(\omega):=\operatorname{diag}(\underbrace{1, \ldots, 1}_{j_{0}},\left(1-e^{-i \omega}\right) / y_{j_{0}}, \underbrace{1, \ldots, 1}_{r-1-j_{0}}) . \tag{2.7}
\end{equation*}
$$

It is easy to observe that $\boldsymbol{C} \boldsymbol{y}(\omega)$ is invertible for $\omega \neq 0$. In particular,

$$
\begin{equation*}
\operatorname{det} \boldsymbol{C} \boldsymbol{y}(\omega)=\left(\prod_{\substack{\nu=0 \\ y_{\nu} \neq 0}}^{r-1} y_{\nu}^{-1}\right)\left(1-e^{-i \omega}\right) \tag{2.8}
\end{equation*}
$$

Furthermore, $C_{\boldsymbol{y}}$ is chosen so that $\boldsymbol{y}^{\mathrm{T}} \boldsymbol{C} \boldsymbol{y}(0)=\mathbf{0}^{\mathrm{T}}$. We introduce

$$
\begin{equation*}
\boldsymbol{G} \boldsymbol{y}(\omega):=\left(1-e^{-i \omega}\right) \boldsymbol{C}_{\boldsymbol{y}}^{-1}(\omega) \tag{2.9}
\end{equation*}
$$

If $\boldsymbol{y}$ is of the form $(2.4)$, then $\boldsymbol{G} \boldsymbol{y}(\omega)=\widetilde{\boldsymbol{G}} \boldsymbol{y}(\omega) \oplus\left(1-e^{-i \omega}\right) \boldsymbol{I}_{r-l}$ with

$$
\widetilde{\boldsymbol{G}}_{\boldsymbol{y}}(\omega):=\left[\begin{array}{ccccc}
y_{0} & y_{1} & y_{2} & \ldots & y_{l-1} \\
y_{0} z & y_{1} & y_{2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & y_{l-1} \\
y_{0} z & y_{1} z & \ddots & y_{l-2} & y_{l-1} \\
y_{0} z & y_{1} z & \ldots & y_{l-2} z & y_{l-1}
\end{array}\right] \quad\left(z:=e^{-i \omega}\right)
$$

Finally, let $\boldsymbol{e}=\left(e_{\nu}\right)_{\nu=0}^{r-1}$ corresponding to $\boldsymbol{y}=\left(y_{\nu}\right)_{\nu=0}^{r-1}$ be defined by

$$
e_{\nu}:=\left\{\begin{array}{ll}
1 & \text { for } y_{\nu} \neq 0  \tag{2.10}\\
0 & \text { for } y_{\nu}=0
\end{array} \quad(\nu=0, \ldots, r-1)\right.
$$

Now we can proceed with the factorization of $\boldsymbol{P}(\omega)$.
Theorem 2.3 (see [P3]). Let $m>1$ be fixed. Assume that $\boldsymbol{P} \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ provides approximation order $m$ with vectors $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{m-1}\left(\boldsymbol{y}_{0} \neq \mathbf{0}\right)$. Then

$$
\begin{equation*}
\widetilde{\boldsymbol{P}}(\omega):=2 \boldsymbol{C} \boldsymbol{y}_{0}(2 \omega)^{-1} \boldsymbol{P}(\omega) \boldsymbol{C} \boldsymbol{y}_{0}(\omega) \tag{2.11}
\end{equation*}
$$

with $\boldsymbol{C} \boldsymbol{y}_{0}(\omega)$ defined by $\boldsymbol{y}_{0}$ via $(2.6)-(2.7)$, provides approximation order at least $m-1$ with vectors $\widetilde{\boldsymbol{y}}_{0}, \ldots, \widetilde{\boldsymbol{y}}_{m-2}$, given by

$$
\begin{equation*}
\left(\widetilde{\boldsymbol{y}}_{k}\right)^{T}:=\frac{1}{k+1} \sum_{\nu=0}^{k+1}\binom{k+1}{\nu} i^{\nu-k-1}\left(\boldsymbol{y}_{\nu}\right)^{T}\left(D^{k+1-\nu} \boldsymbol{C} \boldsymbol{y}_{0}\right)(0) \tag{2.12}
\end{equation*}
$$

for $k=0, \ldots, m-2$. In particular $\widetilde{\boldsymbol{y}}_{0} \neq \mathbf{0}$.
Moreover, if $\boldsymbol{e}$ corresponds to $\boldsymbol{y}_{0}$ in the sense of (2.10), then $\widetilde{\boldsymbol{P}}(\omega)$ in (2.11) satisfies $\widetilde{\boldsymbol{P}}(0) \boldsymbol{e}=\boldsymbol{e}$.

Assume that $\boldsymbol{P} \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ provides approximation order $m$; then repeated application of Theorem 2.3 yields the desired factorization of $\boldsymbol{P}(\omega)$ :

$$
\begin{equation*}
\boldsymbol{P}(\omega)=\frac{1}{2^{m}} \boldsymbol{C}_{\boldsymbol{x}_{m-1}}(2 \omega) \cdots \boldsymbol{C}_{\boldsymbol{x}_{0}}(2 \omega) \boldsymbol{P}^{(0)}(\omega) \boldsymbol{C}_{\boldsymbol{x}_{0}}(\omega)^{-1} \cdots \boldsymbol{C}_{\boldsymbol{x}_{m-1}}(\omega)^{-1} \tag{2.13}
\end{equation*}
$$

Here $\boldsymbol{P}^{(0)}(\omega) \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ and $\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{m-1} \in \mathbb{R}^{r}$ are defined recursively by (2.12) [P3]. In particular, $\boldsymbol{x}_{m-1}=\boldsymbol{y}_{0}$ and, by (2.8),

$$
\operatorname{det} \boldsymbol{P}(\omega)=\left(\frac{1+e^{-i \omega}}{2^{r}}\right)^{m} \operatorname{det} \boldsymbol{P}^{(0)}(\omega)
$$

However, the factorization (2.13) is not unique. The following theorem is a generalization of Theorem 2.3.

THEOREM 2.4 (see $[\mathrm{S} 1])$. Let $m \geq 1$ be fixed, and let $\boldsymbol{P} \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ provide approximation order $m$ with vectors $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{m-1}$. Further, let $\boldsymbol{M} \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ satisfy the following conditions:

1. $\boldsymbol{M}(\omega)$ is invertible for all $\omega \neq 0$.
2. $\boldsymbol{M}(0)$ has a simple eigenvalue 0 with a corresponding left eigenvector $\boldsymbol{y}_{0}$ and $D(\operatorname{det} \boldsymbol{M})(0) \neq 0$.

Then,

$$
\begin{equation*}
\widetilde{\boldsymbol{P}}(\omega)=2 \boldsymbol{M}(2 \omega)^{-1} \boldsymbol{P}(\omega) \boldsymbol{M}(\omega) \tag{2.14}
\end{equation*}
$$

provides approximation order at least $m-1$ with vectors $\boldsymbol{u}_{0}, \ldots, \boldsymbol{u}_{m-2}(m>1)$ defined by

$$
\boldsymbol{u}_{k}^{T}:=\frac{1}{k+1} \sum_{j=0}^{k+1}\binom{k+1}{j} i^{j-k-1} \boldsymbol{y}_{j}^{T}\left(D^{k+1-j} \boldsymbol{M}\right)(0) \quad(k=0, \ldots, m-2)
$$

In particular, $\boldsymbol{u}_{0} \neq 0$. If $\boldsymbol{P}$ exactly provides approximation order $m=1$, then $\widetilde{\boldsymbol{P}}(0)$ has the eigenvalue 1, but there exists no vector $\boldsymbol{y} \neq \mathbf{0}$ such that $\widetilde{\boldsymbol{P}}(\omega)$ satisfies (2.1), (2.2) for $n=0$.

In [S1], this result was obtained directly, using similar ideas as in the proof of Theorem 2.3 in [P3]. Here we would like to give another proof which clearly shows the connection between the particular factorization matrix $\boldsymbol{C} \boldsymbol{y}_{0}$ and general factorization matrices $\boldsymbol{M}$.

Lemma 2.5. Let $\boldsymbol{y} \in \mathbb{R}^{r}$ be a fixed nonzero vector, and let $\boldsymbol{M} \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ satisfy assumptions 1 and 2 of Theorem 2.4 (with $\boldsymbol{y}$ instead of $\boldsymbol{y}_{0}$ ). Further, let $\boldsymbol{C} \boldsymbol{y}$ be an $r \times r$ matrix defined by $\boldsymbol{y}$ via (2.6)-(2.7). Then, there exists a matrix $\boldsymbol{M}_{0}(\omega) \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ which is invertible for all $\omega \in \mathbb{R}$, and

$$
\boldsymbol{C}_{\boldsymbol{y}}(\omega) \boldsymbol{M}_{0}(\omega)=\boldsymbol{M}(\omega)
$$

Proof. Let $\boldsymbol{G} \boldsymbol{y}$ be the $r \times r$ matrix defined by $\boldsymbol{C} \boldsymbol{y}$ via (2.9). Define $\boldsymbol{M}_{0}(\omega)$ as follows:

$$
\boldsymbol{M}_{0}(\omega):= \begin{cases}\boldsymbol{C} \boldsymbol{y}(\omega)^{-1} \boldsymbol{M}(\omega) & \text { for } \omega \neq 0 \\ (-i)\left((\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0) \boldsymbol{M}(0)+\boldsymbol{G}_{\boldsymbol{y}}(0)(\mathrm{D} \boldsymbol{M})(0)\right) & \text { for } \omega=0\end{cases}
$$

Here, $\boldsymbol{M}_{0}(0)$ is found by the rule of l'Hospital from

$$
M_{0}(0)=\lim _{\omega \rightarrow 0} \boldsymbol{C} \boldsymbol{y}(\omega)^{-1} \boldsymbol{M}(\omega)=\lim _{\omega \rightarrow 0} \frac{1}{1-e^{-i \omega}} \boldsymbol{G} \boldsymbol{y}(\omega) \boldsymbol{M}(\omega)
$$

Since $\boldsymbol{C} \boldsymbol{y}(\omega)$ is invertible for $\omega \neq 0$, the relation $\boldsymbol{C} \boldsymbol{y}(\omega) \boldsymbol{M}_{0}(\omega)=\boldsymbol{M}(\omega)$ easily follows for $\omega \neq 0$. For $\omega=0$, we find

$$
\boldsymbol{C}_{\boldsymbol{y}}(0) \boldsymbol{M}_{0}(0)=(-i)\left(\boldsymbol{C}_{\boldsymbol{y}}(0)(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0) \boldsymbol{M}(0)+\boldsymbol{C}_{\boldsymbol{y}}(0) \boldsymbol{G} \boldsymbol{y}(0)(\mathrm{D} \boldsymbol{M})(0)\right)
$$

Observe that, by definition,

$$
\boldsymbol{G} \boldsymbol{y}(\omega) \boldsymbol{C} \boldsymbol{y}(\omega)=\boldsymbol{C} \boldsymbol{y}(\omega) \boldsymbol{G} \boldsymbol{y}(\omega)=\left(1-e^{-i \omega}\right) \boldsymbol{I}_{r}
$$

Hence,

$$
\begin{aligned}
\boldsymbol{C} \boldsymbol{y}(0) \boldsymbol{G} \boldsymbol{y}(0) & =\mathbf{0}_{r} \\
(\mathrm{D} \boldsymbol{C} \boldsymbol{y})(0) \boldsymbol{G} \boldsymbol{y}(0)+\boldsymbol{C} \boldsymbol{y}(0)(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0) & =i \boldsymbol{I}_{r}
\end{aligned}
$$

From the assumption $\boldsymbol{y}^{\mathrm{T}} \boldsymbol{M}(0)=\mathbf{0}^{\mathrm{T}}$ we have $\boldsymbol{G} \boldsymbol{y}(0) \boldsymbol{M}(0)=\mathbf{0}_{r}$. Thus,

$$
\boldsymbol{C} \boldsymbol{y}(0) \boldsymbol{M}_{0}(0)=(-i)\left(i \boldsymbol{I}_{r}-(\mathrm{D} \boldsymbol{C} \boldsymbol{y})(0) \boldsymbol{G} \boldsymbol{y}(0)\right) \boldsymbol{M}(0)=\boldsymbol{M}(0)
$$

We see that $\boldsymbol{C} \boldsymbol{y}(\omega) \boldsymbol{M}_{0}(\omega)=\boldsymbol{M}(\omega)$ for all $\omega \in \mathbb{R}$. Since $\boldsymbol{C} \boldsymbol{y}(\omega)$ and $\boldsymbol{M}(\omega)$ are invertible for $\omega \neq 0, \boldsymbol{M}_{0}(\omega)$ is also invertible for $\omega \neq 0$. Further, since $\mathrm{D}(\operatorname{det} \boldsymbol{C} \boldsymbol{y})(0) \neq$ 0 and $\mathrm{D}(\operatorname{det} \boldsymbol{M})(0) \neq 0$, it follows that

$$
\operatorname{det} \boldsymbol{M}_{0}(0)=\lim _{\omega \rightarrow 0} \frac{\operatorname{det} \boldsymbol{M}(\omega)}{\operatorname{det} \boldsymbol{C} \boldsymbol{y}(\omega)}=\frac{\mathrm{D}(\operatorname{det} \boldsymbol{M}(0))}{\mathrm{D}(\operatorname{det} \boldsymbol{C} \boldsymbol{y}(0))} \neq 0
$$

Thus, $\boldsymbol{M}_{0}(0)$ is invertible.
Proof of Theorem 2.4. Recall that by Theorem 2.2, a TST with an invertible transformation matrix does not change the approximation order of a refinement mask. Using the result of Lemma 2.5, we simply observe that a factorization step (2.14) with a matrix $\boldsymbol{M}(\omega)$ can be considered as a combination of factorization step (2.11) with $\boldsymbol{C}_{\boldsymbol{y}_{0}}(\omega)$ and a nondegenerate TST with the transform matrix $\boldsymbol{M}_{0}(\omega)$.

While the matrices $\boldsymbol{C} \boldsymbol{y}$ are determined by a left eigenvector $\boldsymbol{y}$ of $\boldsymbol{C} \boldsymbol{y}(0)$ to the eigenvalue 0 , we want to identify the matrices $\boldsymbol{M}$ with the help of right eigenvectors of $\boldsymbol{M}(0)$ to the eigenvalue 0 . Letting $\boldsymbol{r}_{0}$ be a right eigenvector of $\boldsymbol{M}(0)$ in Theorem 2.4, we then have $\boldsymbol{M} \boldsymbol{r}_{0}:=\boldsymbol{M}$. Hence, similar to (2.13), repeated application of Theorem 2.4 gives a general factorization of $\boldsymbol{P}(\omega)$ :

$$
\begin{equation*}
\boldsymbol{P}(\omega)=\frac{1}{2^{m}} \boldsymbol{M} \boldsymbol{r}_{m-1}(2 \omega) \cdots \boldsymbol{M} \boldsymbol{r}_{0}(2 \omega) \boldsymbol{P}^{(0)}(\omega) \boldsymbol{M}_{\boldsymbol{r}_{0}}(\omega)^{-1} \cdots \boldsymbol{M} \boldsymbol{r}_{m-1}(\omega)^{-1} \tag{2.15}
\end{equation*}
$$

2.4. Factorization implies approximation order. In this section we state the main theoretical results of the paper. First, let us again return for a moment to the scalar case $(r=1)$. In [St1], it was shown that the approximation order defines the number of factors $\left(1+e^{-i \omega}\right)$ in $P(\omega)$, and on the other hand each such factor increases the approximation order by one. Therefore, our next step is to prove the reverse of Theorems 2.3 and 2.4 , or in other words, to show that the factorization (2.15) of the refinement mask yields approximation order $m$ for the corresponding refinable function vector.

To this end, we need to introduce the "modified" Bernoulli numbers $\widetilde{B}_{n}(n \in \mathbb{N})$, defined by the following relations:

$$
\begin{equation*}
\widetilde{B}_{0}=1, \quad \sum_{l=0}^{n}\binom{n+1}{l}(-1)^{l} \widetilde{B}_{l}=0 \tag{2.16}
\end{equation*}
$$

or

$$
\widetilde{B}_{0}=1, \quad \widetilde{B}_{n}=\frac{(-1)^{n+1}}{n+1} \sum_{l=0}^{n-1}\binom{n+1}{l}(-1)^{l} \widetilde{B}_{l} \quad(n \geq 1)
$$

In particular,

$$
\widetilde{B}_{1}=\frac{1}{2}, \quad \widetilde{B}_{2}=\frac{1}{6}, \quad \widetilde{B}_{4}=-\frac{1}{30}
$$

Note that, apart from $\widetilde{B}_{1}$, the modified Bernoulli numbers coincide with the usual Bernoulli numbers $B_{n}$ :

$$
\widetilde{B}_{n}=B_{n} \quad(n \in \mathbb{N} \backslash\{1\}), \quad \widetilde{B}_{1}=-B_{1}
$$

This means that $\widetilde{B}_{2 n+1}=B_{2 n+1}=0(n \geq 1)$, and we have
(2.17) $\sum_{l=0}^{n}\binom{n+1}{l}(-2)^{l} \widetilde{B}_{l}=\sum_{l=0}^{n}\binom{n+1}{l} 2^{l} B_{l}= \begin{cases}1, & n=0, \\ 2\left(-2^{n+1}+1\right) \widetilde{B}_{n+1}, & n \geq 1\end{cases}$
(see $[\mathrm{AS}]$ ).
Now we are ready to state the main results of this section.
THEOREM 2.6. Let $m \geq 1$ be a fixed integer and let $\widetilde{\boldsymbol{P}} \in C_{2 \pi}^{m}\left(\mathbb{R}^{r \times r}\right)$ be a refinement mask providing the approximation order $m$ with $\widetilde{\boldsymbol{y}}_{0}, \ldots, \widetilde{\boldsymbol{y}}_{m-1} \in \mathbb{R}^{r}\left(\widetilde{\boldsymbol{y}}_{0} \neq \mathbf{0}\right)$. Further, assume that there is a vector $\boldsymbol{e} \in \mathbb{R}^{r}(\boldsymbol{e} \neq \mathbf{0})$, containing only the entries 0 or 1 , such that $\widetilde{\boldsymbol{P}}(0) \boldsymbol{e}=\boldsymbol{e}$. Let $\boldsymbol{y}=\left(y_{\nu}\right)_{\nu=0}^{r-1} \in \mathbb{R}^{r}(\boldsymbol{y} \neq \mathbf{0})$ be an arbitrary vector such that $\boldsymbol{e}$ corresponds to $\boldsymbol{y}$ in the sense of (2.10). Then the matrix $\boldsymbol{P}(\omega)$,

$$
\boldsymbol{P}(\omega):=\frac{1}{2} \boldsymbol{C} \boldsymbol{y}(2 \omega) \widetilde{\boldsymbol{P}}(\omega) \boldsymbol{C}_{\boldsymbol{y}}(\omega)^{-1}
$$

with $\boldsymbol{C} \boldsymbol{y}$ defined by $\boldsymbol{y}$ via (2.6)-(2.7), provides approximation order at least $m+1$ with vectors $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{m}$,

$$
\begin{align*}
& \boldsymbol{y}_{k}^{T}:=(-i k) \widetilde{\boldsymbol{y}}_{k-1}^{T}(D \boldsymbol{G} \boldsymbol{y})(0)+\sum_{l=0}^{k}\binom{k}{l} \widetilde{B}_{k-l} \widetilde{\boldsymbol{y}}_{l}^{T} \boldsymbol{G} \boldsymbol{y}(0) \quad(k=0, \ldots, m-1),  \tag{2.18}\\
& \boldsymbol{y}_{m}^{T}:=(-i m) \widetilde{\boldsymbol{y}}_{m-1}^{T}(D \boldsymbol{G} \boldsymbol{y})(0)+\sum_{l=0}^{m-1}\binom{m}{l} \widetilde{B}_{m-l} \widetilde{\boldsymbol{y}}_{l}^{T} \boldsymbol{G} \boldsymbol{y}(0) \\
&-\frac{2^{m}}{2^{m}-1} \sum_{k=0}^{m-1}\binom{m}{k}(2 i)^{k-m} \widetilde{\boldsymbol{y}}_{k}^{T}\left(D^{m-k} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0),
\end{align*}
$$

where $\widetilde{\boldsymbol{y}}_{-1}:=\mathbf{0}$.
The proof of Theorem 2.6 is presented in section 4. In particular, we obtain from (2.18) that $\boldsymbol{y}_{0}^{\mathrm{T}}=\widetilde{\boldsymbol{y}}_{0}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0)=\left(\sum_{\nu=0}^{r-1} \widetilde{y}_{0, \nu}\right) \boldsymbol{y}^{\mathrm{T}}$ with $\widetilde{\boldsymbol{y}}_{0}=\left(\widetilde{y}_{0, \nu}\right)_{\nu=0}^{r-1}$. Observe that the technical assumption $\widetilde{\boldsymbol{P}}(0) \boldsymbol{e}=\boldsymbol{e}$ ensures that $\boldsymbol{C} \boldsymbol{y}$ has the same right eigenvector $\boldsymbol{e}$ to the eigenvalue 0 as $\widetilde{\boldsymbol{P}}(0)$ to the eigenvalue 1 .

Again, we can generalize this result using the TST.
ThEOREM 2.7. Let $m \geq 1$ be a fixed integer and let $\widetilde{\boldsymbol{P}} \in C_{2 \pi}^{m}\left(\mathbb{R}^{r \times r}\right)$ be a refinement mask providing approximation order $m$ with vectors $\widetilde{\boldsymbol{y}}_{0}, \ldots, \widetilde{\boldsymbol{y}}_{m-1} \in \mathbb{R}^{r}\left(\boldsymbol{y}_{0} \neq \mathbf{0}\right)$. Further, let $\boldsymbol{r}$ be a right eigenvector of $\widetilde{\boldsymbol{P}}(0)$ to the eigenvalue 1.

Choose a matrix $\boldsymbol{M r}(\omega) \in C_{2 \pi}^{m}\left(\mathbb{R}^{r \times r}\right)$ such that

1. $\boldsymbol{M r}_{\boldsymbol{r}}(\omega)$ is invertible for all $\omega \in \mathbb{R}, \omega \neq 0$.
2. $\boldsymbol{M r}_{\boldsymbol{r}}(0)$ has a simple eigenvalue 0 with $\boldsymbol{M r}_{\boldsymbol{r}}(0) \boldsymbol{r}=\mathbf{0}$.
3. $D\left(\operatorname{det} \boldsymbol{M}_{\boldsymbol{r}}\right)(0) \neq 0$.

Let $\boldsymbol{u}$ be a left eigenvector of $\boldsymbol{M}_{\boldsymbol{r}}(0)$ corresponding to the eigenvalue 0 . Then the matrix

$$
\begin{equation*}
\boldsymbol{P}(\omega):=\frac{1}{2} \boldsymbol{M}_{\boldsymbol{r}}(2 \omega) \widetilde{\boldsymbol{P}}(\omega) \boldsymbol{M}_{\boldsymbol{r}}(\omega)^{-1} \tag{2.20}
\end{equation*}
$$

provides approximation order at least $m+1$ with vectors $\boldsymbol{u}_{0}, \ldots, \boldsymbol{u}_{m}$, given by

$$
\begin{aligned}
\boldsymbol{u}_{k}^{T}:= & (-i k) \widetilde{\boldsymbol{u}}_{k-1}^{T}(D \boldsymbol{G} \boldsymbol{u})(0)+\sum_{l=0}^{k}\binom{k}{l} \widetilde{B}_{k-l} \widetilde{\boldsymbol{u}}_{l}^{T} \boldsymbol{G} \boldsymbol{u}(0) \quad(k=0, \ldots, m-1), \\
\boldsymbol{u}_{m}^{T}:= & (-i m) \widetilde{\boldsymbol{u}}_{m-1}^{T}(D \boldsymbol{G} \boldsymbol{u})(0)+\sum_{l=0}^{m-1}\binom{m}{l} \widetilde{B}_{m-l} \widetilde{\boldsymbol{u}}_{l}^{T} \boldsymbol{G} \boldsymbol{u}(0) \\
& -\frac{2^{m}}{2^{m}-1} \sum_{k=0}^{m-1}\binom{m}{k}(2 i)^{k-m} \widetilde{\boldsymbol{u}}_{k}^{T}\left(D^{m-k}\left(\boldsymbol{M}_{0}(2 \cdot)^{-1} \widetilde{\boldsymbol{P}} \boldsymbol{M}_{0}\right)\right)(0) \boldsymbol{G} \boldsymbol{u}(0),
\end{aligned}
$$

where $\boldsymbol{M}_{0}(\omega)$ is an invertible matrix such that $\boldsymbol{C} \boldsymbol{u}(\omega) \boldsymbol{M}_{0}(\omega)=\boldsymbol{M} \boldsymbol{r}(\omega), \widetilde{\boldsymbol{u}}_{-1}:=\mathbf{0}$, and $\widetilde{\boldsymbol{u}}_{k}^{T}:=\sum_{l=0}^{k}\binom{k}{l} i^{(l-k)} \widetilde{\boldsymbol{y}}_{l}^{T}\left(D^{k-l} \boldsymbol{M}_{0}^{-1}\right)(0)$ for $k=0, \ldots, m-1$.

Proof. In [S1], it is shown that $\boldsymbol{P}(\omega)$ defined by $(2.20)$ is in $C_{2 \pi}^{m}\left(\mathbb{R}^{r \times r}\right)$ and $\boldsymbol{P}(0)$ has a left eigenvector $\boldsymbol{u}$, corresponding to the eigenvalue 1 :

$$
\boldsymbol{u}^{\mathrm{T}} \boldsymbol{P}(0)=\boldsymbol{u}^{\mathrm{T}}
$$

Let $\boldsymbol{C} \boldsymbol{u}$ be defined by $\boldsymbol{u}$ via $(2.6)-(2.7)$; then $\boldsymbol{u}^{\mathrm{T}} \boldsymbol{C} \boldsymbol{u}(0)=\mathbf{0}^{\mathrm{T}}$. By Lemma 2.5, there exists a regular matrix $\boldsymbol{M}_{0} \in C_{2 \pi}^{m}\left(\mathbb{R}^{r \times r}\right)$ such that

$$
\boldsymbol{C u}(\omega) \boldsymbol{M}_{0}(\omega)=\boldsymbol{M}_{\boldsymbol{r}}(\omega)
$$

Recall that the eigenvalue 0 of $\boldsymbol{C u}(0)$ is simple, and we have $\boldsymbol{C u}(0) \boldsymbol{e}=\mathbf{0}$, where $\boldsymbol{e}$ is connected with $\boldsymbol{u}$ via (2.10). Hence, from $\boldsymbol{M r}_{\boldsymbol{r}}(0) \boldsymbol{r}=\mathbf{0}$, it follows that $\boldsymbol{M}_{0}(0) \boldsymbol{r}=c \boldsymbol{e}$ with some constant $c \neq 0$. Since $\boldsymbol{M}_{0}(\omega)$ is invertible for all $\omega \in \mathbb{R}$, Theorem 2.2 implies that the matrix $\boldsymbol{M}_{0}(2 \omega) \widetilde{\boldsymbol{P}}(\omega) \boldsymbol{M}_{0}(\omega)^{-1}$ also provides approximation order $m$. Furthermore,

$$
\boldsymbol{M}_{0}(0) \widetilde{\boldsymbol{P}}(0) \boldsymbol{M}_{0}(0)^{-1} \boldsymbol{e}=\frac{1}{c} \boldsymbol{M}_{0}(0) \widetilde{\boldsymbol{P}}(0) \boldsymbol{r}=\frac{1}{c} \boldsymbol{M}_{0}(0) \boldsymbol{r}=\boldsymbol{e} .
$$

Now, we are ready to apply Theorem 2.6 to the matrix $\boldsymbol{M}_{0}(2 \omega) \widetilde{\boldsymbol{P}}(\omega) \boldsymbol{M}_{0}(\omega)^{-1}$, yielding that

$$
\begin{aligned}
\boldsymbol{P}(\omega) & =\frac{1}{2} \boldsymbol{M}_{\boldsymbol{r}}(2 \omega) \widetilde{\boldsymbol{P}}(\omega) \boldsymbol{M}_{\boldsymbol{r}}(\omega)^{-1} \\
& =\frac{1}{2} \boldsymbol{C}_{\boldsymbol{u}}(2 \omega) \boldsymbol{M}_{0}(2 \omega) \widetilde{\boldsymbol{P}}(\omega) \boldsymbol{M}_{0}(\omega)^{-1} \boldsymbol{C}_{\boldsymbol{u}}(\omega)^{-1}
\end{aligned}
$$

provides approximation order at least $m+1$. The construction of $\boldsymbol{u}_{k}(k=0, \ldots, m)$ follows from Theorems 2.6 and 2.2.

Remarks. 1. Let us mention that a degenerate TST with $D(\operatorname{det} \boldsymbol{M})(0) \neq 0$ can change the approximation order only by one. This fact does not follow directly from Theorems 2.4 or 2.7 . Only together do these theorems imply it.
2. In particular, we obtain that, in Theorem 2.7, the vector $\boldsymbol{u}_{0}$ is a multiple of $\boldsymbol{u}$, since $\boldsymbol{u}_{0}^{\mathrm{T}}=\widetilde{\boldsymbol{u}}_{0}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{u}(0)$.

Repeated application of Theorem 2.7 yields the following corollary.
Corollary 2.8. Suppose that a matrix $\boldsymbol{P}^{(0)}(\omega) \in C_{2 \pi}^{m-1}\left(\mathbb{R}^{r \times r}\right)$ is given. Moreover, let

$$
\boldsymbol{P}^{(0)}(0) \boldsymbol{r}_{0}=\boldsymbol{r}_{0}, \quad \boldsymbol{x}_{0}^{T} \boldsymbol{P}^{(0)}(0)=\boldsymbol{x}_{0}^{T}, \quad \boldsymbol{x}_{0}^{T} \boldsymbol{P}^{(0)}(\pi) \neq 0
$$

for some $\boldsymbol{x}_{0}, \boldsymbol{r}_{0} \in \mathbb{R}^{r}$. For $n=1, \ldots, m$, construct the matrices

$$
\boldsymbol{P}^{(n)}(\omega):=\frac{1}{2} \boldsymbol{M}_{\boldsymbol{r}_{n-1}}(2 \omega) \boldsymbol{P}^{(n-1)}(\omega) \boldsymbol{M}_{\boldsymbol{r}_{n-1}}^{-1}(\omega)
$$

Here $\boldsymbol{M}_{\boldsymbol{r}_{n-1}}(\omega)$ are chosen such that

1. $\boldsymbol{M}_{\boldsymbol{r}_{n-1}}(\omega)$ is invertible for all $\omega \neq 0$ and $D\left(\operatorname{det} \boldsymbol{M}_{\boldsymbol{r}_{n-1}}\right)(0) \neq 0$;
2. $\boldsymbol{M}_{\boldsymbol{r}_{n-1}}(0)$ has a simple eigenvalue 0 with a right eigenvector $\boldsymbol{r}_{n-1}$,

$$
\boldsymbol{M}_{\boldsymbol{r}_{n-1}}(0) \boldsymbol{r}_{n-1}=\mathbf{0}
$$

where $\boldsymbol{r}_{n-1}$ is the 1-eigenvector of $\boldsymbol{P}^{(n-1)}(0)$, i.e., $\boldsymbol{P}^{(n-1)}(0) \boldsymbol{r}_{n-1}=\boldsymbol{r}_{n-1}$.
Then there exist vectors $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{m-1}\left(\boldsymbol{y}_{0} \neq \mathbf{0}\right)$ such that the matrix $\boldsymbol{P}^{(m)}$

$$
\boldsymbol{P}^{(m)}(\omega):=\frac{1}{2^{m}} \boldsymbol{M} \boldsymbol{r}_{m-1}(2 \omega) \cdots \boldsymbol{M}_{\boldsymbol{r}_{0}}(2 \omega) \boldsymbol{P}^{(0)}(\omega) \boldsymbol{M}_{\boldsymbol{r}_{0}}(\omega)^{-1} \cdots \boldsymbol{M} \boldsymbol{r}_{m-1}(\omega)^{-1}
$$

provides approximation order $m$ with $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{m-1}$.
Corollary 2.8 opens an easy way to construct multiscaling functions with given approximation order. We discuss it in section 3. Note that the bulky formulas in Theorems 2.6 and 2.7 for $\boldsymbol{y}_{k}$ and $\boldsymbol{u}_{k}$ are only of theoretical interest. They will be used for the proof, but they need not be computed during the construction.
2.5. Regularity of multiscaling functions. In the scalar case, the approximation properties of the refinement mask are closely related with regularity of the scaling function. What happens in the vector case? To give an answer to this question we recall results from [CDP, S1].

Let $\boldsymbol{v}$ be a right eigenvector of $\boldsymbol{P}(0)$ for the eigenvalue 1 . We introduce the spectral radius of $\boldsymbol{P}(0)$,

$$
\rho(\boldsymbol{P}(0)):=\max \{|\lambda|: \boldsymbol{P}(0) \boldsymbol{x}=\lambda \boldsymbol{x}, \boldsymbol{x} \neq \mathbf{0}\} .
$$

Suppose that $\rho(\boldsymbol{P}(0))<2$. Then

$$
\begin{equation*}
\widehat{\boldsymbol{\Upsilon}}(\omega):=\lim _{n \rightarrow \infty} \Pi_{j=1}^{n} \boldsymbol{P}\left(\frac{\omega}{2^{j}}\right) \boldsymbol{v} \tag{2.21}
\end{equation*}
$$

converges pointwise for all $\omega$, and the convergence is uniform on compact sets (see [CDP]). Moreover, the following theorem holds.

ThEOREM 2.9 (see [CDP]). Let $\boldsymbol{P}$ be an $r \times r$ matrix of the form

$$
\boldsymbol{P}(\omega)=\frac{1}{2^{m}} \boldsymbol{C}_{\boldsymbol{x}_{m-1}}(2 \omega) \cdots \boldsymbol{C}_{\boldsymbol{x}_{0}}(2 \omega) \boldsymbol{P}^{(0)}(\omega) \boldsymbol{C}_{\boldsymbol{x}_{0}}(\omega)^{-1} \cdots \boldsymbol{C}_{\boldsymbol{x}_{m-1}}(\omega)^{-1}
$$

where $\boldsymbol{C}_{\boldsymbol{x}_{k}}$ are defined by the vectors $\boldsymbol{x}_{k} \neq \mathbf{0}(k=0, \ldots, m-1)$ via (2.6)-(2.7) and $\boldsymbol{P}^{(0)}(\omega)$ is an $r \times r$ matrix with trigonometric polynomials as entries. Suppose that $\boldsymbol{P}^{(0)}(0) \boldsymbol{e}_{0}=\boldsymbol{e}_{0}$, where $\boldsymbol{e}_{0}$ is defined by $\boldsymbol{x}_{0}$ via (2.10). Further, suppose that $\rho\left(\boldsymbol{P}^{(0)}(0)\right)<2$, and let, for $k \geq 1$,

$$
\begin{equation*}
\gamma_{k}:=\frac{1}{k} \log _{2} \sup _{\omega}\left\|\boldsymbol{P}^{(0)}\left(\frac{\omega}{2}\right) \cdots \boldsymbol{P}^{(0)}\left(\frac{\omega}{2^{k}}\right)\right\| . \tag{2.22}
\end{equation*}
$$

Then there exists a constant $C>0$ such that for all $\omega \in \mathbb{R}$,

$$
\|\widehat{\boldsymbol{\Upsilon}}(\omega)\| \leq C(1+|\omega|)^{-m+\gamma_{k}}
$$

where $\|\widehat{\Upsilon}(\omega)\|$ denotes the Euclidean norm of $\widehat{\Upsilon}(\omega):=\left(\widehat{\Upsilon}_{\nu}(\omega)\right)_{\nu=0}^{r-1}$. Hence, if $\gamma_{k}<$ $m-d(d \in \mathbb{N})$, then $\Upsilon_{\nu}(\nu=0, \ldots, r-1)$ are $d-1$ times continuously differentiable.

If the conditions of Theorem 2.9 are satisfied and $\inf _{k \geq 1} \gamma_{k}<m-1$, then a compactly supported continuous solution $\boldsymbol{\Upsilon}(t)$ of (1.1) is unique in a wide class of functions. Further, the uniform convergence of the cascade algorithm (in time domain) is ensured (see [CDP, Sh]). Using the techniques from [S1] we obtain the following result.

Corollary 2.10. Assume that for $n=1, \ldots, m, \boldsymbol{P}^{(n)}(\omega)$ is of the form

$$
\boldsymbol{P}^{(n)}(\omega)=\frac{1}{2^{n}} \boldsymbol{M} \boldsymbol{r}_{n-1}(2 \omega) \cdots \boldsymbol{M} \boldsymbol{r}_{0}(2 \omega) \boldsymbol{P}^{(0)}(\omega) \boldsymbol{M} \boldsymbol{r}_{0}(\omega)^{-1} \cdots \boldsymbol{M}_{\boldsymbol{r}_{n-1}}(\omega)^{-1}
$$

Let $\boldsymbol{P}^{(0)}(\omega), \boldsymbol{P}^{(n)}(\omega)$ and $\boldsymbol{M} \boldsymbol{r}_{n-1}(\omega)(n=1, \ldots, m)$ satisfy the assumptions of Corollary 2.8. Further, suppose that $\rho\left(\boldsymbol{P}^{(0)}(0)\right)<2$ and $\inf _{k \geq 1} \gamma_{k}<m-d(d \in \mathbb{N})$, where $\gamma_{k}$ is defined in (2.22). Then, $\mathbf{\Upsilon}(t)$ is a compactly supported $d-1$ times continuously differentiable solution of (1.1) with refinement mask $\boldsymbol{P}^{(m)}(\omega)$ providing approximation order at least $m$.

Similar to the scalar case, the regularity of multiscaling functions depends both on the approximation order and the behavior of the residual $\boldsymbol{P}^{(0)}(\omega)$. Roughly speaking,
each approximation order adds one more derivative to the corresponding function vector, but the starting number of the derivatives depends on the $\boldsymbol{P}^{(0)}(\omega)$.

Lemma 2.11. Let $\boldsymbol{P}(\omega)$ be the refinement mask of a compactly supported continuously differentiable function vector $\phi \in C^{1}\left(\mathbb{R}^{r}\right)$ providing approximation order at least 1 ; i.e., there exists a vector $\boldsymbol{y} \in \mathbb{R}^{r}, \boldsymbol{y} \neq \mathbf{0}$, such that

$$
\boldsymbol{y}^{T} \boldsymbol{P}(0)=\boldsymbol{y}^{T}, \quad \boldsymbol{y}^{T} \boldsymbol{P}(\pi)=\mathbf{0}^{T}
$$

Further, assume that $\boldsymbol{P}(0)$ has a spectrum of the form $\left\{1, \mu_{1}, \ldots, \mu_{r-1}\right\}$ with each $\mu_{\nu}<1 / 2$. Let $\boldsymbol{M}(\omega) \in C_{2 \pi}^{1}(\mathbb{R})$ be an $r \times r$ matrix satisfying assumptions 1,2 of Theorem 2.4 (with $\boldsymbol{y}$ instead of $\boldsymbol{y}_{0}$ ). Then

$$
\begin{equation*}
\widetilde{\boldsymbol{P}}(\omega):=2 \boldsymbol{M}(2 \omega)^{-1} \boldsymbol{P}(\omega) \boldsymbol{M}(\omega) \tag{2.23}
\end{equation*}
$$

is the refinement mask of a continuous function vector $\boldsymbol{\psi}=\left(\psi_{\nu}\right)_{\nu=0}^{r-1} \in C\left(\mathbb{R}^{r}\right) \cap L^{1}(\mathbb{R})$ and there is a constant $c_{0} \in \mathbb{R}$ such that

$$
\widehat{\boldsymbol{\phi}}(\omega)=\frac{c_{0}}{i \omega} \boldsymbol{M}(\omega) \widehat{\boldsymbol{\psi}}(\omega) .
$$

In particular, if $\boldsymbol{M}=\boldsymbol{C} \boldsymbol{y} \boldsymbol{M}_{0}$, with $\boldsymbol{C} \boldsymbol{y}$ defined by $\boldsymbol{y}$ as in (2.6)-(2.7) and a constant invertible matrix $\boldsymbol{M}_{0}$, then $\boldsymbol{\psi}$ is also compactly supported.

Proof. 1. Let us start with the case when $\widetilde{\boldsymbol{P}}(\omega):=2 \boldsymbol{C} \boldsymbol{y}(2 \omega)^{-1} \boldsymbol{P}(\omega) \boldsymbol{C} \boldsymbol{y}(\omega)$ and $\boldsymbol{C} \boldsymbol{y}$ is defined by $\boldsymbol{y}$ as in (2.6)-(2.7). The assumptions on the spectrum of $\boldsymbol{P}(0)$ and the results of $[\mathrm{CDP}, \mathrm{S} 1]$ imply that $\rho(\widetilde{\boldsymbol{P}}(0))=1$, and 1 is a simple eigenvalue of $\widetilde{\boldsymbol{P}}(0)$. Hence, we can represent $\hat{\boldsymbol{\phi}}$ and $\hat{\boldsymbol{\psi}}$ in the form

$$
\begin{equation*}
\widehat{\boldsymbol{\phi}}(\omega):=\prod_{j=1}^{\infty} \boldsymbol{P}\left(\frac{\omega}{2^{j}}\right) \boldsymbol{a}, \quad \widehat{\boldsymbol{\psi}}(\omega):=\prod_{j=1}^{\infty} \widetilde{\boldsymbol{P}}\left(\frac{\omega}{2^{j}}\right) \boldsymbol{b} \tag{2.24}
\end{equation*}
$$

where $\boldsymbol{a}$ and $\boldsymbol{b}$ are right eigenvectors of $\boldsymbol{P}(0)$ and $\widetilde{\boldsymbol{P}}(0)$, respectively. The convergence of the products in $(2.24)$ is ensured by Theorem 3.2 in [CDP]. The observations in [P3] imply that $\widetilde{\boldsymbol{P}}(\omega)$ is a matrix of trigonometric polynomials ensuring a compactly supported solution $\boldsymbol{\psi}(t)$ of (1.1). The solutions $\boldsymbol{\phi}$ and $\boldsymbol{\psi}$ are uniquely determined by (2.24) up to a constant factor [CDP, H, HC].

By the repeated substitution of (2.23) into (2.24) we get

$$
\begin{aligned}
\widehat{\boldsymbol{\phi}}(\omega) & =\lim _{n \rightarrow \infty}\left(\prod_{j=1}^{n} \frac{1}{2} \boldsymbol{C} \boldsymbol{y}\left(\frac{2 \omega}{2^{j}}\right) \widetilde{\boldsymbol{P}}\left(\frac{\omega}{2^{j}}\right) \boldsymbol{C} \boldsymbol{y}\left(\frac{\omega}{2^{j}}\right)^{-1}\right) \boldsymbol{a} \\
& =\boldsymbol{C}_{\boldsymbol{y}}(\omega) \lim _{n \rightarrow \infty} \frac{1}{2^{n}}\left(\prod_{j=1}^{n} \widetilde{\boldsymbol{P}}\left(\frac{\omega}{2^{j}}\right)\right) \boldsymbol{C}_{\boldsymbol{y}}\left(\frac{\omega}{2^{n}}\right)^{-1} \boldsymbol{a} .
\end{aligned}
$$

Formula (2.9) gives

$$
\widehat{\boldsymbol{\phi}}(\omega)=\lim _{n \rightarrow \infty} \frac{1}{2^{n}\left(1-e^{-i \omega / 2^{n}}\right)} \boldsymbol{C} \boldsymbol{y}(\omega) \prod_{j=1}^{n} \widetilde{\boldsymbol{P}}\left(\frac{\omega}{2^{j}}\right) \boldsymbol{G} \boldsymbol{y}\left(\frac{\omega}{2^{n}}\right) \boldsymbol{a}
$$

2. Replacing $\boldsymbol{C} \boldsymbol{y}(\omega)$ and $\boldsymbol{C} \boldsymbol{y}(2 \omega)^{-1}$ by $\left(1-e^{-i \omega}\right) \boldsymbol{G} \boldsymbol{y}(\omega)^{-1}$ and $\left(1-e^{-2 i \omega}\right)^{-1}$ $\boldsymbol{G} \boldsymbol{y}(2 \omega)$, respectively, we obtain from (2.23) (with $\boldsymbol{M}=\boldsymbol{C} \boldsymbol{y}$ ) that

$$
\frac{1}{2}\left(1+e^{-i \omega}\right) \widetilde{\boldsymbol{P}}(\omega) \boldsymbol{G} \boldsymbol{y}(\omega)=\boldsymbol{G} \boldsymbol{y}(2 \omega) \boldsymbol{P}(\omega)
$$

In particular, for $\omega=0$, it follows that $\widetilde{\boldsymbol{P}}(0) \boldsymbol{G} \boldsymbol{y}(0)=\boldsymbol{G} \boldsymbol{y}(0) \boldsymbol{P}(0)$. Hence, $\boldsymbol{G} \boldsymbol{y}(0) \boldsymbol{a}$ is a right eigenvector of $\widetilde{\boldsymbol{P}}(0)$, and there is a constant $c_{0}$ such that

$$
\boldsymbol{G} \boldsymbol{y}(0) \boldsymbol{a}=c_{0} \boldsymbol{b}
$$

Observing that $\lim _{n \rightarrow \infty} 2^{-n}\left(1-e^{-i \omega / 2^{n}}\right)^{-1}=(i \omega)^{-1}$, we get

$$
\widehat{\boldsymbol{\phi}}(\omega)=\frac{c_{0}}{i \omega} \boldsymbol{C} \boldsymbol{y}(\omega) \prod_{j=1}^{\infty} \widetilde{\boldsymbol{P}}\left(\frac{\omega}{2^{j}}\right) \boldsymbol{b}=\frac{c_{0}}{i \omega} \boldsymbol{C} \boldsymbol{y}(\omega) \widehat{\boldsymbol{\psi}}(\omega) .
$$

Now take a refinement mask $\boldsymbol{P}(\omega)$ of a compactly supported function vector $\phi \in C^{1}\left(\mathbb{R}^{r}\right)$ and an arbitrary matrix $\boldsymbol{M} \in \boldsymbol{C}_{2 \pi}^{1}\left(\mathbb{R}^{r \times r}\right)$ corresponding to $\boldsymbol{P}$ such that $\boldsymbol{M}$ satisfies conditions 1,2 of Theorem 2.4 (with $\boldsymbol{y}$ instead of $\boldsymbol{y}_{0}$ ). Then, by Corollary 2.10,

$$
\widetilde{\boldsymbol{P}}(\omega)=2 \boldsymbol{M}_{\boldsymbol{y}}^{-1}(2 \omega) \boldsymbol{P}(\omega) \boldsymbol{M}_{\boldsymbol{y}}(\omega)
$$

is a refinement mask of a continuous function vector $\boldsymbol{\psi} \in C\left(\mathbb{R}^{r}\right)$. Using Lemma 2.5 we can prove the relation

$$
\widehat{\boldsymbol{\phi}}(\omega)=\frac{c_{0}}{i \omega} \boldsymbol{M}_{\boldsymbol{y}}(\omega) \widehat{\boldsymbol{\psi}}(\omega)
$$

with an arbitrary chosen constant $c_{0}$ in the same manner as above.
Using the spectral properties of transition operators, more results on regularity can be obtained [CDP, Sh, J].
2.6. Symmetry of multiscaling functions. In many applications, symmetry of the scaling functions is very desirable. Unfortunately, this property is very restrictive, and in the scalar case symmetry cannot be combined with orthogonality. In the vector case, there is more freedom, and the components of a refinable function vector can be symmetric and orthogonal at the same time. One such example was constructed in $[\mathrm{GHM}]$ and is shown in Figure 1.1. In this section we are going to discuss some results on symmetry of multiscaling functions. All details can be found in [S1].

We say that a refinable function vector $\phi=\left(\phi_{\nu}\right)_{\nu=0}^{r-1}$ is symmetric if all its components $\phi_{\nu}(t)$ are symmetric or antisymmetric. Symmetry implies some restrictions on a refinement mask $\boldsymbol{P}(\omega)$.

Theorem 2.12 (see [S1]). If there is a diagonal matrix

$$
\boldsymbol{E}(\omega):=\operatorname{diag}\left( \pm e^{-i 2 T_{0} \omega}, \ldots, \pm e^{-i 2 T_{r-1} \omega}\right)
$$

such that the refinement mask $\boldsymbol{P}(\omega)$ of a refinable function vector $\boldsymbol{\phi}=\left(\phi_{\nu}\right)_{\nu=0}^{r-1}$ satisfies

$$
\begin{equation*}
\boldsymbol{P}(\omega)=\boldsymbol{E}(2 \omega) \boldsymbol{P}(-\omega) \boldsymbol{E}(\omega)^{-1} \tag{2.25}
\end{equation*}
$$

then $\boldsymbol{\phi}$ is symmetric. The constants $T_{\nu}$ occurring in $\boldsymbol{E}(\omega)$ are points of symmetry of the components $\phi_{\nu}(t)$, i.e., $\phi_{\nu}\left(T_{\nu}-t\right)= \pm \phi_{\nu}\left(T_{\nu}+t\right)$.

While constructing a vector of multiscaling functions using Corollary 2.8, it is reasonable to start with a symmetric one and try to preserve the symmetry at each step (see section 3). The following theorem specifies the factorization matrices $\boldsymbol{M}(\omega)$ which preserve the symmetry.

ThEOREM 2.13 (see [S1]). Suppose that all components $\widetilde{\phi}_{\nu}(t)$ of a refinable function vector $\widetilde{\boldsymbol{\phi}}=\left(\widetilde{\phi}_{\nu}\right)_{\nu=0}^{r-1}$ are symmetric (or antisymmetric) with points of symmetry $\widetilde{T}_{\nu}$ determining

$$
\begin{equation*}
\widetilde{\boldsymbol{E}}(\omega):=\operatorname{diag}\left( \pm e^{-i 2 \widetilde{T}_{0} \omega}, \ldots, \pm e^{-i 2 \widetilde{T}_{r-1} \omega}\right) \tag{2.26}
\end{equation*}
$$

Take a matrix $\boldsymbol{M}(\omega) \in C_{2 \pi}\left(\mathbb{R}^{r \times r}\right)$ satisfying assumptions 1,2 of Theorem 2.4 and $a$ matrix

$$
\begin{equation*}
\boldsymbol{E}(\omega):=\operatorname{diag}\left( \pm e^{-i 2 T_{0} \omega}, \ldots, \pm e^{-i 2 T_{r-1} \omega}\right) \tag{2.27}
\end{equation*}
$$

such that

$$
\begin{equation*}
\boldsymbol{M}(\omega)=-\boldsymbol{E}(\omega) \boldsymbol{M}(-\omega) \widetilde{\boldsymbol{E}}^{-1}(\omega) \tag{2.28}
\end{equation*}
$$

Then the new vector $\boldsymbol{\phi}=\left(\phi_{\nu}\right)_{\nu=0}^{r-1}$, determined by $\widehat{\boldsymbol{\phi}}(\omega)=\frac{c_{0}}{i \omega} \boldsymbol{M}(\omega) \widehat{\widetilde{\boldsymbol{\phi}}}(\omega)$, is also symmetric and $T_{\nu}, \nu=0, \ldots, r-1$ are points of symmetry of its components.

Remark. Let us mention that if $\phi_{\nu}$ has finite support $l_{\nu}$, starting at point $t_{1} \geq 0$, and $T_{\nu}$ is the point of symmetry of $\phi_{\nu}$, then $l_{\nu} \leq 2 T_{\nu}$.
3. Construction of multiscaling functions. Finally we have reached the point where we can show how to construct refinement masks which yield multiscaling functions with desirable properties.

In the scalar case, there is no problem finding a mask providing any given order of accuracy. One can start with a trigonometric polynomial $P(\omega)$ such that $P(0)=1$ and multiply by a power of $\frac{1}{2}\left(1+e^{-i \omega}\right)$ (see, e.g., [St1]). In the vector case, a TST with transformation matrix $\boldsymbol{M}(\omega)$ (as described in Theorem 2.7) plays the role of the factor $\left(1+e^{-i \omega}\right)$.

An algorithm for the construction of refinement masks, yielding multiscaling functions with given approximation order, can be obtained as a consequence of Corollary 2.8.

Algorithm 3.1. Start with a matrix trigonometric polynomial $\boldsymbol{P}^{(n)}(\omega)$ providing approximation order $n \in \mathbb{N}_{0}$ such that $\rho\left(\boldsymbol{P}^{(n)}(0)\right)<2$. Further, let $\boldsymbol{P}^{(n)}(0)$ possess an eigenvalue 1 with corresponding right eigenvector $\boldsymbol{r}_{n}$, i.e., $\boldsymbol{P}^{(n)}(0) \boldsymbol{r}_{n}=\boldsymbol{r}_{n}$.

1. Choose $\boldsymbol{M}_{n}(\omega)$ such that:
(a) $\operatorname{det} \boldsymbol{M}_{\boldsymbol{r}_{n}}(\omega) \neq 0$ for $\omega \neq 0$,
(b) $D\left(\operatorname{det} \boldsymbol{M} \boldsymbol{r}_{n}\right)(0) \neq 0$,
(c) $\boldsymbol{M} \boldsymbol{r}_{n}(0) \boldsymbol{r}_{n}=\mathbf{0}$.
2. Construct the matrix $\boldsymbol{P}^{(n+1)}(\omega)$ :

$$
\boldsymbol{P}^{(n+1)}(\omega):=\frac{1}{2} \boldsymbol{M}_{\boldsymbol{r}_{n}}(2 \omega) \boldsymbol{P}^{(n)}(\omega) \boldsymbol{M}_{\boldsymbol{r}_{n}}^{-1}(\omega)
$$

3. Find a right eigenvector $\boldsymbol{r}_{n+1}$ corresponding to the eigenvalue 1 of $\boldsymbol{P}^{(n+1)}(0)$.
4. Repeat steps 1, 2, 3 as many times as needed.

By Theorem 2.7, the approximation order of $\boldsymbol{P}^{(n+1)}(\omega)$ is $n+1$, and $m-n$ cycles of Algorithm 3.1 are needed to get a refinement mask $\boldsymbol{P}^{(m)}$ providing approximation order $m$. In [S1], it was proven that $\boldsymbol{P}^{(n+1)}(0)$ has eigenvalue 1 , so step 4 is consistent.

One can see that there are two matrices to be chosen in Algorithm 3.1, the starting matrix $\boldsymbol{P}^{(n)}(\omega)$ (only once in the beginning) and the transformation matrix $\boldsymbol{M}_{\boldsymbol{r}_{n}}(\omega)$ (one on each cycle of the algorithm).

Corollary 2.10 shows that the regularity of the final function vector (determined by the refinement mask $\boldsymbol{P}^{(m)}(\omega)$ ) is governed by its approximation order $m$ and by the properties of the starting matrix $\boldsymbol{P}^{(n)}(\omega)$.

The approximation order $n$ implies that $\boldsymbol{P}^{(n)}$ can be factored:

$$
\boldsymbol{P}^{(n)}(\omega)=\frac{1}{2^{n}} \boldsymbol{C}_{\boldsymbol{x}_{n-1}}(2 \omega) \cdots \boldsymbol{C}_{\boldsymbol{x}_{0}}(2 \omega) \boldsymbol{P}^{(0)}(\omega) \boldsymbol{C}_{\boldsymbol{x}_{0}}(\omega)^{-1} \cdots \boldsymbol{C}_{\boldsymbol{x}_{n-1}}(\omega)^{-1}
$$

where $\boldsymbol{C}_{\boldsymbol{x}}^{k}$ are defined by vectors $\boldsymbol{x}_{k} \neq \mathbf{0}$ via (2.6)-(2.7). Further, the spectral radii of $\boldsymbol{P}^{(0)}(\omega)$ and $\boldsymbol{P}^{(k)}(0)$,

$$
\boldsymbol{P}^{(k)}(\omega):=\frac{1}{2^{k}} \boldsymbol{C}_{\boldsymbol{x}_{k-1}}(2 \omega) \cdots \boldsymbol{C}_{\boldsymbol{x}_{0}}(2 \omega) \boldsymbol{P}^{(0)}(\omega) \boldsymbol{C}_{\boldsymbol{x}_{0}}(\omega)^{-1} \cdots \boldsymbol{C}_{\boldsymbol{x}_{k-1}}(\omega)^{-1} \quad(k \leq n),
$$

are related as follows [CDP, S1]:

$$
\rho\left(\boldsymbol{P}^{(k)}(0)\right)=\max \left\{1,2^{-k} \rho\left(\boldsymbol{P}^{(0)}(0)\right)\right\} \quad(k=0, \ldots, n) .
$$

Let $k_{0}\left(0 \leq k_{0} \leq n\right)$ be the smallest integer such that $\rho\left(\boldsymbol{P}^{\left(k_{0}\right)}(0)\right)<2$. Then by Theorem 2.9, it follows that the Fourier transformed solution vector $\widehat{\boldsymbol{\phi}}_{n}$ of (1.3), determined by $\boldsymbol{P}^{(n)}$, satisfies

$$
\left\|\widehat{\phi}_{n}(\omega)\right\| \leq C(1+|\omega|)^{-n+k_{0}+K_{0}}
$$

where $K_{0}:=\inf _{l \geq 1} \gamma_{l}, \gamma_{l}=\frac{1}{l} \log _{2} \sup _{\omega}\left\|\boldsymbol{P}^{\left(k_{0}\right)}\left(\frac{\omega}{2}\right) \cdots \boldsymbol{P}^{\left(k_{0}\right)}\left(\frac{\omega}{2^{l}}\right)\right\|$. Thus, $m-n$ cycles of Algorithm 3.1 yield $\boldsymbol{P}^{(m)}$ providing a solution vector $\widehat{\boldsymbol{\phi}}_{m}(\omega)$ such that

$$
\left\|\hat{\phi}_{m}(\omega)\right\| \leq C(1+|\omega|)^{-m+k_{0}+K_{0}}
$$

So, if we want to get a multiscaling function with approximation order at least $m$ and $p$ derivatives, we need to apply $m_{0}-n$ cycles of Algorithm 3.1, where $m_{0}$ is chosen such that $m_{0} \geq \max \left\{m, k_{0}+K_{0}+p+1\right\}$.
3.1. How to choose the transformation matrices $\boldsymbol{M r}_{\boldsymbol{r}}(\boldsymbol{\omega})$. In the scalar case, $\boldsymbol{M}_{\boldsymbol{r}_{k}}(\omega)=\left(1-e^{-i \omega}\right)$ is fixed. In the vector case, we are flexible in the choice of $\boldsymbol{M}_{\boldsymbol{r}_{k}} \in C_{2 \pi}\left(\mathbb{R}^{r \times r}\right)$. Actually, only one eigenvalue and one eigenvector are restricted in $\boldsymbol{M} \boldsymbol{r}_{k}(\omega)$. We can use this freedom to obtain multiscaling functions with desired properties.

Finite support. A refinement mask $\boldsymbol{P}^{(n+1)}(\omega)$ corresponds to a finitely supported scaling vector if all components of $\boldsymbol{P}^{(n+1)}(\omega)$ are trigonometric polynomials (algebraic polynomials in $z=e^{-i \omega}$ ) [MRV]. But

$$
\begin{equation*}
\boldsymbol{P}^{(n+1)}(\omega)=\frac{1}{2} \boldsymbol{M}_{\boldsymbol{r}_{n}}(2 \omega) \boldsymbol{P}^{(n)}(\omega) \boldsymbol{M}_{\boldsymbol{r}_{n}}^{-1}(\omega) \tag{3.1}
\end{equation*}
$$

contains $\boldsymbol{M}_{\boldsymbol{r}_{n}}(2 \omega)$ and $\boldsymbol{M}_{\boldsymbol{r}_{n}}^{-1}(\omega)$ which generally are not matrices of trigonometric polynomials at the same time.

Lemma 3.2. Assume that $\boldsymbol{P}^{(n)}(\omega)$ is a matrix of trigonometric polynomials. If $\boldsymbol{M r}_{n}(\omega)$ satisfies conditions (a)-(c) of Algorithm 3.1, $\boldsymbol{M}_{\boldsymbol{r}_{n}}(\omega)$ is a matrix of trigonometric polynomials, and $\operatorname{det} \boldsymbol{M}_{\boldsymbol{r}}(\omega)$ is linear in $z=e^{-i \omega}$, then the components of $\boldsymbol{P}^{(n+1)}(\omega)$ in (3.1) are trigonometric polynomials.

Proof. Let us use a well-known formula for an inverse matrix:

$$
\begin{equation*}
\boldsymbol{M}_{\boldsymbol{r}_{n}}^{-1}(\omega)=\frac{1}{\operatorname{det} \boldsymbol{M} \boldsymbol{r}_{n}(\omega)} \boldsymbol{N} \boldsymbol{r}_{n}(\omega) \tag{3.2}
\end{equation*}
$$

Here the $(i, j)$ element of the matrix $\boldsymbol{N} \boldsymbol{r}_{n}(\omega)$ is the minor for the $(j, i)$ element of $\boldsymbol{M} \boldsymbol{r}_{n}(\omega)$ (see [St2, p. 225]). In particular, $\boldsymbol{N} \boldsymbol{r}_{n}(\omega)$ contains only trigonometric polynomials.

Since $\operatorname{det} \boldsymbol{M} \boldsymbol{r}_{n}(\omega)$ is linear in $z$, and $\operatorname{det} \boldsymbol{M} \boldsymbol{r}_{n}(0)=0$, we have

$$
\operatorname{det} \boldsymbol{M} \boldsymbol{r}_{n}(\omega)=c_{0}\left(1-e^{-i \omega}\right)
$$

with a constant $c_{0} \neq 0$, and according to (3.2),

$$
\begin{equation*}
\boldsymbol{P}^{(n+1)}(\omega)=\frac{1}{2 c_{0}\left(1-e^{-i \omega}\right)} \boldsymbol{M}_{\boldsymbol{r}_{n}}(2 \omega) \boldsymbol{P}^{(n)}(\omega) \boldsymbol{N} \boldsymbol{r}_{n}(\omega) \tag{3.3}
\end{equation*}
$$

It is easy to see that the components of $\boldsymbol{M} \boldsymbol{r}_{n}(2 \omega) \boldsymbol{P}^{(n)}(\omega) \boldsymbol{N} \boldsymbol{r}_{n}(\omega)$ are trigonometric polynomials. In [S1], it was proven that $\boldsymbol{P}^{(n+1)}(0)$ is bounded. On the other hand, $\left(1-e^{-i \omega}\right)^{-1}$ is infinite at $\omega=0$. Thus, all components of $\boldsymbol{M} \boldsymbol{r}_{n}(2 \omega) \boldsymbol{P}^{(n)}(\omega) \boldsymbol{N} \boldsymbol{r}_{n}(\omega)$ must possess a root at $\omega=0$ or, in other words, must be divisible by ( $1-e^{-i \omega}$ ). Hence, reducing $\boldsymbol{M} \boldsymbol{r}_{n}(2 \omega) \boldsymbol{P}^{(n)}(\omega) \boldsymbol{N} \boldsymbol{r}_{n}(\omega)$ by $\left(1-e^{-i \omega}\right)$, we get a matrix trigonometric polynomial $\boldsymbol{P}^{(n+1)}(\omega)$.

One way to choose $\boldsymbol{M}_{\boldsymbol{r}_{n}}(\omega)$ satisfying the conditions of Algorithm 3.1 and Lemma 3.2 is given by Lemma 2.5. Take an arbitrary vector $\boldsymbol{y}_{n}=\left(y_{n, \nu}\right)_{\nu=0}^{r-1}$ corresponding to $\boldsymbol{r}_{n}=\left(r_{n, \nu}\right)_{\nu=0}^{r-1}$ in the sense that $y_{n, \nu} \neq 0$ if and only if $r_{n, \nu} \neq 0$ for $\nu=0, \ldots, r-1$. Put

$$
\boldsymbol{M} \boldsymbol{r}_{n}(\omega):=\boldsymbol{C} \boldsymbol{y}_{n}(\omega) \boldsymbol{R}_{n}
$$

with $\boldsymbol{C} \boldsymbol{y}_{n}(\omega)$ defined by $\boldsymbol{y}_{n}$ as in (2.6)-(2.7) and an arbitrary constant $r \times r$ matrix $\boldsymbol{R}_{n}$ with the only restriction

$$
\boldsymbol{R}_{n} \boldsymbol{r}_{n}=\boldsymbol{e}_{n}
$$

where $\boldsymbol{e}_{n}$ corresponds to $\boldsymbol{r}_{n}$ via (2.10). Then $\boldsymbol{M}_{\boldsymbol{r}_{n}}(\omega)$ is linear in $z=e^{-i \omega}$ by construction and, by (2.8), $\operatorname{det} \boldsymbol{M} \boldsymbol{r}_{n}$ is of the desired form. Moreover, we have $\boldsymbol{M}_{\boldsymbol{r}_{n}}(0) \boldsymbol{r}_{n}=\boldsymbol{C} \boldsymbol{y}_{n}(0) \boldsymbol{R}_{n} \boldsymbol{r}_{n}=\boldsymbol{C}_{\boldsymbol{y}_{n}}(0) \boldsymbol{e}_{n}=\mathbf{0}$. A simple $\boldsymbol{R}_{n}$ satisfying the relation above is $\boldsymbol{R}_{n}:=\operatorname{diag}\left(\widetilde{r}_{n, 0}, \ldots, \widetilde{r}_{n, r-1}\right)$, where

$$
\widetilde{r}_{n, \nu}:= \begin{cases}1 / r_{n, \nu} & r_{n, \nu} \neq 0 \\ 1 & r_{n, \nu}=0\end{cases}
$$

Symmetry. A reasonable way to get symmetric multiscaling functions with high approximation order is to start with $\boldsymbol{P}^{(n)}(\omega)$, yielding a symmetric function vector with low approximation order, and to preserve symmetry on each cycle of Algorithm 3.1. It is remarkable that after each cycle, the number of symmetric and antisymmetric components of the multiscaling function changes, independent of the choice of $\boldsymbol{M} \boldsymbol{r}_{n}$ :

Lemma 3.3. Suppose that $\boldsymbol{M}(\omega)$ satisfies conditions (a)-(c) of Algorithm 3.1 and $\underset{\sim}{a}$ TST with transformation matrix $\boldsymbol{M}(\omega)$ preserves the symmetry; i.e., $\phi=\left(\phi_{\nu}\right)_{\nu=1}^{r-1}$, $\widetilde{\phi}=\left(\widetilde{\phi}_{\nu}\right)_{\nu=1}^{r-1}$ are two symmetric multiscaling functions connected by the relation

$$
\begin{equation*}
\widehat{\boldsymbol{\phi}}(\omega)=\frac{c_{0}}{i \omega} \boldsymbol{M}(\omega) \widehat{\widetilde{\phi}}(\omega) \tag{3.4}
\end{equation*}
$$

Then, for even $r$, the difference in the number of antisymmetric components in $\widetilde{\boldsymbol{\phi}}$ and $\phi$ is odd, and for odd $r$, this difference is even.

Proof. Let $\boldsymbol{P}^{(n)}(\omega)$ be the refinement mask of $\widetilde{\boldsymbol{\phi}}$ and $\boldsymbol{P}^{(n+1)}(\omega)$ the refinement mask of $\boldsymbol{\phi}$, and let $\boldsymbol{P}^{(n)}$ and $\boldsymbol{P}^{(n+1)}$ be related as in Algorithm 3.1, with $\boldsymbol{M} \boldsymbol{r}_{n}:=\boldsymbol{M}$. Then (3.4) is a consequence of Lemma 2.11. By Theorem 2.13 we have

$$
\begin{equation*}
\boldsymbol{M}(\omega)=-\boldsymbol{E}(\omega) \boldsymbol{M}(-\omega) \widetilde{\boldsymbol{E}}^{-1}(\omega) \tag{3.5}
\end{equation*}
$$

where $\boldsymbol{E}(\omega), \widetilde{\boldsymbol{E}}(\omega)$ are defined by the points of symmetry $T_{\nu}, \widetilde{T}_{\nu}$ of $\phi_{\nu}, \widetilde{\phi}_{\nu}(\nu=$ $0, \ldots, r-1)$ via (2.26), (2.27). Since $\boldsymbol{M}(\omega)$ satisfies the conditions of Algorithm 3.1, $\operatorname{det} \boldsymbol{M}(\omega)$ has a simple zero at $\omega=0$ such that

$$
\begin{equation*}
f\left(e^{-i \omega}\right):=\operatorname{det} \boldsymbol{M}(\omega)=\left(1-e^{-i \omega}\right) f_{0}\left(e^{-i \omega}\right), \quad f_{0}(1) \neq 0 \tag{3.6}
\end{equation*}
$$

From (3.5), (2.26), and (2.27), it follows that

$$
\begin{align*}
\operatorname{det} \boldsymbol{M}(\omega) & =f\left(e^{-i \omega}\right)=(-1)^{r} \operatorname{det} \boldsymbol{E}(\omega) \cdot \operatorname{det} \widetilde{\boldsymbol{E}}^{-1}(\omega) \cdot \operatorname{det} \boldsymbol{M}(-\omega)  \tag{3.7}\\
& =e^{-2 i T \omega} f\left(e^{i \omega}\right)(-1)^{N+r}
\end{align*}
$$

where $T=\sum_{\nu=0}^{r-1}\left(T_{\nu}-\widetilde{T}_{\nu}\right)$, and $N$ is the difference in the number of antisymmetric functions in $\phi$ and $\widetilde{\phi}$. Let $z:=e^{-i \omega}$; then by (3.6)

$$
f(z)=(1-z) f_{0}(z)
$$

and by (3.7)

$$
f(z)=z^{2 T}(-1)^{N+r} f\left(\frac{1}{z}\right)=z^{2 T}(-1)^{N+r}\left(1-\frac{1}{z}\right) f_{0}\left(\frac{1}{z}\right)
$$

Combining these two relations we find

$$
(1-z) f_{0}(z)=-(-1)^{N+r} z^{2 T-1}(1-z) f_{0}\left(\frac{1}{z}\right)
$$

and hence

$$
\begin{equation*}
f_{0}(z)=(-1)^{N+r+1} z^{2 T-1} f_{0}\left(\frac{1}{z}\right) \tag{3.8}
\end{equation*}
$$

But (3.8) implies that, if $N+r+1$ is odd, then $f_{0}(1)=0$ and thus $D(\operatorname{det} \boldsymbol{M})(0)=0$, which contradicts the assumptions. So $N+r+1$ must be even and $N+r$ must be odd.
3.2. Examples. In this final section, we employ Algorithm 3.1 for the construction of multiscaling functions with high approximation order and other desirable properties.

Example 1. In the first example, we are going to increase the approximation order of the refinement mask $\boldsymbol{P}^{(2)}(\omega)$ corresponding to the Geronimo-Hardin-Massopust (GHM) multiscaling function $\phi:=\left[\phi_{0} \phi_{1}\right]^{\mathrm{T}}$ (see Figure 1.1):

$$
\boldsymbol{P}^{(2)}(\omega)=\frac{1}{20}\left[\begin{array}{cc}
6+6 e^{-i \omega} & 8 \sqrt{2} \\
\left(-1+9 e^{-i \omega}+9 e^{-2 i \omega}-e^{-3 i \omega}\right) / \sqrt{2} & -3+10 e^{-i \omega}-3 e^{-2 i \omega}
\end{array}\right]
$$

The functions $\phi_{0}(t), \phi_{1}(t)$ are continuous, symmetric, and provide second-order approximation. The integer translates $\phi_{0}(t-l), \phi_{1}(t-l)(l \in \mathbb{Z})$ are orthogonal. It is easy to see that a 1 -eigenvector of $\boldsymbol{P}^{(2)}(0)$ is $\boldsymbol{r}_{2}=\left[\begin{array}{ll}\sqrt{2} & 1\end{array}\right]^{\mathrm{T}}$ :

$$
\boldsymbol{P}^{(2)}(0) \boldsymbol{r}_{2}=\frac{1}{20}\left[\begin{array}{cc}
12 & 8 \sqrt{2} \\
8 \sqrt{2} & 4
\end{array}\right]\left[\begin{array}{c}
\sqrt{2} \\
1
\end{array}\right]=\left[\begin{array}{c}
\sqrt{2} \\
1
\end{array}\right] .
$$

Let us apply one cycle of Algorithm 3.1 to $\boldsymbol{P}^{(2)}(\omega)$ with transformation matrix $\boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega)$ preserving symmetry and ensuring short support. Then, $\boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega)$ must satisfy the assumptions of Lemma 3.2 and the following relation:

$$
\begin{equation*}
\boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega)=-\boldsymbol{E}(\omega) \boldsymbol{M}_{\boldsymbol{r}_{2}}(-\omega) \widetilde{\boldsymbol{E}}^{-1}(\omega) \tag{3.9}
\end{equation*}
$$

(cf. Theorem 2.13). The first GHM scaling function is symmetric about $\widetilde{T}_{0}=1 / 2$, and the second is symmetric about $\widetilde{T}_{1}=1$; hence $\widetilde{\boldsymbol{E}}(\omega)=\operatorname{diag}\left(e^{-i \omega}, e^{-2 i \omega}\right)$. In order to get the supports of the new scaling functions as short as possible, we choose $T_{0}=T_{1}=1$. Thus, let $\boldsymbol{E}(\omega)=\operatorname{diag}\left(-e^{-2 i \omega}, e^{-2 i \omega}\right)$. We put

$$
\boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega):=\left[\begin{array}{cc}
1+e^{-i \omega} & -2 \sqrt{2} \\
1-e^{-i \omega} & 0
\end{array}\right]
$$

then (3.9) is satisfied. Moreover,

$$
\boldsymbol{M r}_{\boldsymbol{r}_{2}}(0) \boldsymbol{r}_{2}=\left[\begin{array}{cc}
2 & -2 \sqrt{2} \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
\sqrt{2} \\
1
\end{array}\right]=\mathbf{0}
$$

$\operatorname{det} \boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega)=2 \sqrt{2}\left(1-e^{-i \omega}\right) \neq 0$ for $\omega \neq 0, D\left(\operatorname{det} \boldsymbol{M}_{\boldsymbol{r}_{2}}\right)(0)=i 2 \sqrt{2} \neq 0$, so $\boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega)$ satisfies all conditions of Algorithm 3.1. $\boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega)$ is a matrix of trigonometric polynomials and $\operatorname{det} \boldsymbol{M} \boldsymbol{r}_{2}(\omega)=2 \sqrt{2}\left(1-e^{-i \omega}\right)$ is linear in $z=e^{-i \omega}$, so by Lemma 3.2, finite support for the new scaling functions is ensured.

Now we perform step 3 of Algorithm 3.1 and compute $\boldsymbol{P}^{(3)}(\omega)$ :

$$
\begin{aligned}
\boldsymbol{P}^{(3)}(\omega) & =\frac{1}{2} \boldsymbol{M} \boldsymbol{r}_{2}(2 \omega) \boldsymbol{P}^{(2)}(\omega) \boldsymbol{M}_{\boldsymbol{r}_{2}}^{-1}(\omega) \\
& =\frac{1}{40}\left[\begin{array}{cc}
-7+10 e^{-i \omega}-7 e^{-2 i \omega} & 15\left(1-e^{-2 i \omega}\right) \\
-4\left(1-e^{-2 i \omega}\right) & 10\left(1+e^{-i \omega}\right)^{2}
\end{array}\right] .
\end{aligned}
$$

The resulting scaling functions are continuously differentiable and provide approximation order 3. They are plotted in Figure 3.1.

The mask $\boldsymbol{P}^{(3)}(\omega)$ corresponds to a dilation equation (1.1) with three matrix coefficients:

$$
\boldsymbol{P}_{0}=\frac{1}{40}\left[\begin{array}{cc}
-7 & 15 \\
-4 & 10
\end{array}\right], \quad \boldsymbol{P}_{1}=\frac{1}{40}\left[\begin{array}{cc}
10 & 0 \\
0 & 20
\end{array}\right], \quad \boldsymbol{P}_{2}=\frac{1}{40}\left[\begin{array}{cc}
-7 & -15 \\
4 & 10
\end{array}\right]
$$

We mention that the GHM dilation equation has four coefficients since GHM functions $\phi_{0}, \phi_{1}$ have different supports.

Observe that, in accordance with Lemma 3.3, one scaling function is symmetric and the other is antisymmetric. Moreover, the sum of the supports grows exactly by 1 .

Unfortunately, the new functions are not orthogonal and for practical applications a biorthogonal multiscaling function should be constructed [DM, SS4].


Fig. 3.1. Symmetric multiscaling function with approximation order 3.

Example 2. In the second example, we construct polynomial, symmetric multiscaling functions with two components, short support, and arbitrarily high approximation order. Let us start with the function vector $\phi_{2}:=\left[\begin{array}{ll}\phi_{2,0} & \phi_{2,1}\end{array}\right]^{\mathrm{T}}$,

$$
\phi_{2,0}(t):=\chi_{[0,1]}, \quad \phi_{2,1}(t):=(1-2 t) \chi_{[0,1]}
$$

where $\chi_{[0,1]}$ denotes the characteristic function of $[0,1]$. The index 2 in $\phi_{2}$ denotes the approximation order 2 provided by $\phi_{2}$. Observe that both $\phi_{2,0}$ and $\phi_{2,1}$ are piecewise polynomials, but discontinuous; $\phi_{2,0}(1 / 2+t)=\phi_{2,0}(1 / 2-t)$ and $\phi_{2,1}(1 / 2+t)=$ $-\phi_{2,1}(1 / 2-t)$. The vector $\phi_{2}$ has the refinement mask

$$
\boldsymbol{P}^{(2)}(\omega):=\frac{1}{4}\left[\begin{array}{cc}
2+2 z & 0 \\
1-z & 1+z
\end{array}\right] \quad\left(z:=e^{-i \omega}\right)
$$

with 1-eigenvector $\boldsymbol{r}_{2}:=\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$

$$
\boldsymbol{P}^{(2)}(0) \boldsymbol{r}_{2}=\frac{1}{4}\left[\begin{array}{ll}
4 & 0 \\
0 & 2
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right]
$$

We want to apply to $\boldsymbol{P}^{(2)}(\omega)$ one cycle of Algorithm 3.1 with a suitable transformation matrix $\boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega)$ which preserves symmetry and short support. We try to find $\boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega)$ satisfying the assumptions of Lemma 3.2 and such that

$$
\boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega)=-\operatorname{diag}\left(e^{-i \omega}, e^{-2 i \omega}\right) \boldsymbol{M}_{\boldsymbol{r}_{2}}(-\omega) \operatorname{diag}\left(e^{-i \omega},-e^{-i \omega}\right)
$$

Letting

$$
\boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega):=\left[\begin{array}{cc}
0 & 2 \\
1-z & -1-z
\end{array}\right] \quad\left(z=e^{-i \omega}\right)
$$

we obtain, by applying Algorithm 3.1,

$$
\boldsymbol{P}^{(3)}(\omega)=\frac{1}{2} \boldsymbol{M}_{\boldsymbol{r}_{2}}(2 \omega) \boldsymbol{P}_{2}(\omega) \boldsymbol{M}_{\boldsymbol{r}_{2}}(\omega)^{-1}=\frac{1}{8}\left[\begin{array}{cc}
2(1+z) & 2 \\
2 z(1+z) & 1+4 z+z^{2}
\end{array}\right] .
$$

The corresponding compactly supported function vector $\phi_{3}=\left[\begin{array}{lll}\phi_{3,0} & \phi_{3,1}\end{array}\right]^{\mathrm{T}}$ provides approximation order 3 , since $\boldsymbol{M}_{\boldsymbol{r}}(\omega)$ satisfies all assumptions of Theorem 2.7. We
easily observe that

$$
\begin{aligned}
\phi_{3,0}(t) & = \begin{cases}2 t(1-t) & t \in[0,1] \\
0 & \text { otherwise }\end{cases} \\
\phi_{3,1}(t) & = \begin{cases}t^{2} & t \in[0,1] \\
(2-t)^{2} & t \in[1,2] \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

In particular, $\phi_{3,0}$ and $\phi_{3,1}$ are continuous functions. (This can also be seen by Corollary 2.10.)

Now we apply a second cycle of Algorithm 3.1 to $\boldsymbol{P}^{(3)}(\omega)$ in order to get a symmetric vector $\phi_{4}$ of scaling functions $\phi_{4,0}, \phi_{4,1}$ with short support and approximation order 4. Observe that $\boldsymbol{P}^{(3)}(0) \boldsymbol{r}_{3}=\boldsymbol{r}_{3}$ with $\boldsymbol{r}_{3}:=\left[\begin{array}{ll}1 & 2\end{array}\right]^{\mathrm{T}}$, so the transformation matrix

$$
\boldsymbol{M}_{\boldsymbol{r}_{3}}(\omega):=3\left[\begin{array}{cc}
1-z & 0 \\
1+z & -1
\end{array}\right] \quad\left(z=e^{-i \omega}\right)
$$

satisfies the assumptions of Lemma 3.2, and we have

$$
\boldsymbol{M}_{\boldsymbol{r}_{3}}(\omega)=-\operatorname{diag}\left(e^{-2 i \omega},-e^{-2 i \omega}\right) \boldsymbol{M} \boldsymbol{r}_{3}(-\omega) \operatorname{diag}\left(e^{-i \omega}, e^{-2 i \omega}\right)
$$

We construct

$$
\begin{aligned}
\boldsymbol{P}^{(4)}(\omega) & =\frac{1}{2} \boldsymbol{M}_{\boldsymbol{r}_{3}}(2 \omega) \boldsymbol{P}^{(3)}(\omega) \boldsymbol{M}_{\boldsymbol{r}_{3}}(\omega)^{-1} \\
& =\frac{1}{16}\left[\begin{array}{cc}
4(1+z)^{2} & -2(1-z)(1+z) \\
3(1-z)(1+z) & -1+4 z-z^{2}
\end{array}\right]
\end{aligned}
$$

The corresponding (compactly supported) functions $\phi_{4,0}$ and $\phi_{4,1}$ are again piecewise polynomials:

$$
\begin{aligned}
& \phi_{4,0}(t)= \begin{cases}\left(-2 t^{3}+3 t^{2}\right) & t \in[0,1) \\
(2-t)^{2}(2 t-1) & t \in[1,2] \\
0 & \text { otherwise }\end{cases} \\
& \phi_{4,1}(t)= \begin{cases}t^{2}(3 t-3) & t \in[0,1) \\
(2-t)^{2}(-3 t-3) & t \in[1,2] \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

The functions $\phi_{4,0}$ and $\phi_{4,1}$ are symmetric, continuously differentiable functions. Note that $\phi_{4,0}, \phi_{4,1}$ are finite element functions studied in [SS3]. They are presented in Figure 3.2. Obviously, functions $\phi_{4,0}$ and $\phi_{4,1}$ are not orthogonal. For the construction of dual scaling functions and wavelets see [DM, SS4].

The procedure can be repeated as follows. Take

$$
\boldsymbol{M}_{\boldsymbol{r}_{2 k}}(\omega):=\left[\begin{array}{cc}
0 & 2 \\
1-z & -1-z
\end{array}\right] \quad\left(k \in \mathbb{N}, z=e^{-i \omega}\right)
$$

and

$$
\boldsymbol{M}_{\boldsymbol{r}_{2 k+1}}(\omega):=(2 k+1)\left[\begin{array}{cc}
(1-z) / k & 0 \\
(1+z) / k & -2 /(k+1)
\end{array}\right] \quad\left(k \in \mathbb{N}, z=e^{-i \omega}\right)
$$



Fig. 3.2. Polynomial multiscaling function with approximation order 4.
and apply Algorithm 3.1 repeatedly with these transformation matrices. The refinement mask $\boldsymbol{P}^{(n)}(n \in \mathbb{N} ; n \geq 3)$ then provides approximation order $n$; the corresponding multiscaling functions $\phi_{n, 0}$ and $\phi_{n, 1}$ are ( $n-3$ )-times continuously differentiable. If $n=2 k+1(k \geq 1)$, the corresponding multiscaling functions $\phi_{2 k+1,0}$ and $\phi_{2 k+1,1}$ are nothing but polynomial $B$-splines of order $2 k+1$ with double knots, defined by the spline knots $0,0,1,1, \ldots, k, k$ and $0,1,1,2,2, \ldots, k, k, k+1$, respectively. (This follows from a comparison with known recursion formulas for the refinement mask of $B$ splines vectors with multiple knots [P1, P2, P4]). In particular, $\operatorname{supp} \phi_{2 k+1,0}=[0, k]$, $\operatorname{supp} \phi_{2 k+1,1}=[0, k+1]$, and

$$
\phi_{2 k+1,0}(t)=\phi_{2 k+1,0}(k-t), \quad \phi_{2 k+1,1}(t)=\phi_{2 k+1,1}(k+1-t)
$$

If $n=2 k(k \geq 1)$, the corresponding multiscaling functions $\phi_{2 k, 0}$ and $\phi_{2 k, 1}$ are nothing but polynomial $B$-splines of order $2 k$, defined as the sum and the difference of the $B$-splines $N_{2 k, 0}, N_{2 k, 1}$ of order $2 k$ with double knots, respectively. In other words, if $N_{2 k, 0}$ and $N_{2 k, 1}$ are defined by the spline knots $0,0, \ldots, k-1, k-1, k$ and $0,1,1, \ldots, k-1, k, k$, then $\phi_{2 k, 0}=N_{2 k, 0}+N_{2 k, 1}$ and $\phi_{2 k, 1}=N_{2 k, 0}-N_{2 k, 1}$. In particular, $\operatorname{supp} \phi_{2 k, 0}=\operatorname{supp} \phi_{2 k, 1}=[0, k]$ and

$$
\phi_{2 k, 0}(t)=\phi_{2 k, 0}(k-t), \quad \phi_{2 k, 1}(t)=-\phi_{2 k, 1}(k-t) .
$$

Remark. For $r=1$, the refinement mask $\boldsymbol{P}(\omega)=2^{-m}\left(1+e^{-i \omega}\right)^{m}$ determines the cardinal $B$-spline $N_{m}$ of order $m$. Let $x_{l}:=\lfloor l / r\rfloor(l \in \mathbb{Z})$, where $\lfloor x\rfloor$ means the integer part of $x \in \mathbb{R}$. Then, the refinement mask

$$
\boldsymbol{P}_{m}^{r}(\omega):=\frac{1}{2^{m}} \boldsymbol{C}_{\boldsymbol{x}_{m-1}}(2 \omega) \cdots \boldsymbol{C}_{\boldsymbol{x}_{0}}(\omega) \boldsymbol{P}^{(0)} \boldsymbol{C}_{\boldsymbol{x}_{0}}(\omega)^{-1} \cdots \boldsymbol{C}_{\boldsymbol{x}_{m-1}}(\omega)^{-1}
$$

with $\boldsymbol{C} \boldsymbol{x}_{k}$ defined by the vector $\boldsymbol{x}_{k}:=\left(x_{k+1}, \ldots, x_{k+r}\right)^{\mathrm{T}}(k=0, \ldots m-1)$ and

$$
\boldsymbol{P}^{(0)}:=\operatorname{diag}\left(2^{r-1}, \ldots, 2^{0}\right)
$$

determines the vector of cardinal $B$-splines with $r$-fold knots [P1, P2, P4].
4. Proof of Theorem 2.6. Before starting the proof of Theorem 2.6 let us show some preliminary assertions. For a given $\widetilde{\boldsymbol{P}} \in C_{2 \pi}^{m}\left(\mathbb{R}^{r \times r}\right)$ and a nonzero vector $\boldsymbol{y} \in \mathbb{R}$, let the $r \times r$ matrix $\boldsymbol{P} \in C_{2 \pi}^{m}\left(\mathbb{R}^{r \times r}\right)$ be defined by

$$
\boldsymbol{P}(\omega)=\frac{1}{2} \boldsymbol{C} \boldsymbol{y}(2 \omega) \widetilde{\boldsymbol{P}}(\omega) \boldsymbol{C}_{\boldsymbol{y}}(\omega)^{-1}
$$

where $\boldsymbol{C} \boldsymbol{y}(\omega)$ is defined by $\boldsymbol{y}$ via (2.6)-(2.7). Hence, we have by (2.9)

$$
\left(1-e^{-i \omega}\right) \boldsymbol{G} \boldsymbol{y}(2 \omega) \boldsymbol{P}(\omega)=\frac{1}{2}\left(1-e^{-2 i \omega}\right) \widetilde{\boldsymbol{P}}(\omega) \boldsymbol{G} \boldsymbol{y}(\omega)
$$

i.e.,

$$
\begin{equation*}
\boldsymbol{G}_{\boldsymbol{y}}(2 \omega) \boldsymbol{P}(\omega)=\left(\frac{1+e^{-i \omega}}{2}\right) \widetilde{\boldsymbol{P}}(\omega) \boldsymbol{G} \boldsymbol{y}(\omega) \tag{4.1}
\end{equation*}
$$

In the next lemma we compute $\boldsymbol{G} \boldsymbol{y}(2 \omega)\left(\mathrm{D}^{k} \boldsymbol{P}\right)(\omega)$ in terms of derivatives of $\widetilde{\boldsymbol{P}}(\omega)$ and lower derivatives of $\boldsymbol{P}(\omega)$.

Lemma 4.1. We have, for $k \in \mathbb{N}$,

$$
\begin{aligned}
& \boldsymbol{G} \boldsymbol{y}(2 \omega)\left(D^{k} \boldsymbol{P}\right)(\omega) \\
= & -\sum_{l=1}^{k}\binom{k}{l} 2^{l}\left(D^{l} \boldsymbol{G} \boldsymbol{y}\right)(2 \omega)\left(D^{k-l} \boldsymbol{P}\right)(\omega)+\left(\frac{1+e^{-i \omega}}{2}\right)\left(D^{k} \widetilde{\boldsymbol{P}}\right)(\omega) \boldsymbol{G} \boldsymbol{y}(\omega) \\
+ & \frac{1}{2} \sum_{l=1}^{k}\binom{k}{l}\left(D^{k-l} \widetilde{\boldsymbol{P}}\right)(\omega)(-i)^{l-1}\left(\left[\left(2^{l}-1\right) e^{-i \omega}+1\right](D \boldsymbol{G} \boldsymbol{y})(\omega)-i e^{-i \omega} \boldsymbol{G} \boldsymbol{y}(\omega)\right) .
\end{aligned}
$$

In particular,

$$
\begin{aligned}
\boldsymbol{G} \boldsymbol{y}(0)\left(D^{k} \boldsymbol{P}\right)(0)= & -\sum_{l=1}^{k}\binom{k}{l} 2^{l}\left(D^{l} \boldsymbol{G} \boldsymbol{y}\right)(0)\left(D^{k-l} \boldsymbol{P}\right)(0)+\left(D^{k} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G}_{\boldsymbol{y}}(0) \\
& +\frac{1}{2} \sum_{l=1}^{k}\binom{k}{l}\left(D^{k-l} \widetilde{\boldsymbol{P}}\right)(0)(-i)^{l}\left[\boldsymbol{G} \boldsymbol{y}(0)+2^{l} i(D \boldsymbol{G} \boldsymbol{y})(0)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \boldsymbol{G} \boldsymbol{y}(0)\left(D^{k} \boldsymbol{P}\right)(\pi)=-\sum_{l=1}^{k}\binom{k}{l} 2^{l}\left(D^{l} \boldsymbol{G} \boldsymbol{y}\right)(0)\left(D^{k-l} \boldsymbol{P}\right)(\pi) \\
& +\frac{1}{2} \sum_{l=1}^{k}\binom{k}{l}\left(D^{k-l} \widetilde{\boldsymbol{P}}\right)(\pi)(-i)^{l}\left[-\boldsymbol{G} \boldsymbol{y}(\pi)-\left(2^{l}-2\right) i(D \boldsymbol{G} \boldsymbol{y})(\pi)\right]
\end{aligned}
$$

Proof. From (4.1) it follows by differentiation that

$$
\begin{align*}
& \sum_{l=0}^{k}\binom{k}{l} 2^{l}\left(\mathrm{D}^{l} \boldsymbol{G} \boldsymbol{y}\right)(2 \omega)\left(\mathrm{D}^{k-l} \boldsymbol{P}\right)(\omega)  \tag{4.2}\\
= & \sum_{l=0}^{k}\binom{k}{l}\left(\mathrm{D}^{k-l} \widetilde{\boldsymbol{P}}\right)(\omega) \mathrm{D}^{l}\left(\left(\frac{1+e^{-i \cdot}}{2}\right) \boldsymbol{G} \boldsymbol{y}\right)(\omega) .
\end{align*}
$$

Observing that

$$
\mathrm{D}^{s}\left(\frac{1+e^{-i \cdot}}{2}\right)(\omega)= \begin{cases}\frac{1+e^{-i \omega}}{2} & \text { for } s=0 \\ \frac{(-i)^{s}}{2} e^{-i \omega} & \text { for } s \geq 1\end{cases}
$$

and

$$
\left(\mathrm{D}^{s} \boldsymbol{G} \boldsymbol{y}\right)(\omega)= \begin{cases}\boldsymbol{G} \boldsymbol{y}(\omega) & \text { for } s=0  \tag{4.3}\\ (-i)^{s-1}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(\omega) & \text { for } s \geq 1\end{cases}
$$

it follows for $l>0$ that

$$
\begin{aligned}
& \mathrm{D}^{l}\left(\left(\frac{1+e^{-i \cdot}}{2}\right) \boldsymbol{G} \boldsymbol{y}\right)(\omega)=\sum_{s=0}^{l}\binom{l}{s} \mathrm{D}^{s}\left(\frac{1+e^{-i \cdot}}{2}\right)(\omega)\left(\mathrm{D}^{l-s} \boldsymbol{G} \boldsymbol{y}\right)(\omega) \\
= & \left(\frac{1+e^{-i \omega}}{2}\right)(-i)^{l-1}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(\omega)+\frac{(-i)^{l}}{2} e^{-i \omega} \boldsymbol{G} \boldsymbol{y}(\omega) \\
& +\frac{e^{-i \omega}}{2} \sum_{s=1}^{l-1}\binom{l}{s}(-i)^{l-1}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(\omega) \\
= & \frac{(-i)^{l-1}}{2}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(\omega)\left(\left(1+e^{-i \omega}\right)+e^{-i \omega}\left(2^{l}-2\right)\right)+\frac{(-i)^{l}}{2} e^{-i \omega} \boldsymbol{G} \boldsymbol{y}(\omega) \\
= & \frac{(-i)^{l-1}}{2}\left(\left(2^{l}-1\right) e^{-i \omega}+1\right)(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(\omega)+\frac{(-i)^{l}}{2} e^{-i \omega} \boldsymbol{G} \boldsymbol{y}(\omega) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \sum_{l=0}^{k}\binom{k}{l}\left(\mathrm{D}^{k-l} \widetilde{\boldsymbol{P}}\right)(\omega) \mathrm{D}^{l}\left(\left(\frac{1+e^{-i \cdot}}{2}\right) \boldsymbol{G} \boldsymbol{y}\right)(\omega) \\
= & \left(\frac{1+e^{-i \omega}}{2}\right)\left(\mathrm{D}^{k} \widetilde{\boldsymbol{P}}\right)(\omega) \boldsymbol{G} \boldsymbol{y}(\omega) \\
+ & \frac{1}{2} \sum_{l=1}^{k}\binom{k}{l}\left(\mathrm{D}^{k-l} \widetilde{\boldsymbol{P}}\right)(\omega)(-i)^{l-1}\left(\left[\left(2^{l}-1\right) e^{-i \omega}+1\right](\mathrm{D} \boldsymbol{G} \boldsymbol{y})(\omega)-i e^{-i \omega} \boldsymbol{G}_{\boldsymbol{y}}(\omega)\right)
\end{aligned}
$$

Together with (4.2) the assertion of Lemma 4.1 follows.
Proof of Theorem 2.6. By (2.18) for $k=0$ we have $\boldsymbol{y}_{0}^{\mathrm{T}}=\widetilde{\boldsymbol{y}}_{0}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0)=\widetilde{\boldsymbol{y}}_{0}^{\mathrm{T}} \boldsymbol{e} \boldsymbol{y}^{\mathrm{T}}$, where $\boldsymbol{e}$ corresponds to $\boldsymbol{y}$ via (2.10). Further, note that $\widetilde{\boldsymbol{P}}(0) \boldsymbol{e}=\boldsymbol{e}$ implies

$$
\begin{equation*}
\widetilde{\boldsymbol{P}}(0) \boldsymbol{G} \boldsymbol{y}(0)=\boldsymbol{G} \boldsymbol{y}(0) \tag{4.4}
\end{equation*}
$$

By assumption, $\widetilde{\boldsymbol{P}}$ satisfies the conditions (2.1)-(2.2) for $n=0, \ldots, m-1$ with $\widetilde{\boldsymbol{y}}_{0}, \ldots$, $\widetilde{\boldsymbol{y}}_{m-1}$. Hence, we get

$$
\begin{aligned}
& \frac{2^{k}}{2^{k}-1} \sum_{l=0}^{k-1}\binom{k}{l}(2 i)^{l-k} \widetilde{\boldsymbol{y}}_{l}^{\mathrm{T}}\left(\mathrm{D}^{k-l} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0) \\
= & \frac{2^{k}}{2^{k}-1}\left(\frac{1}{2^{k}} \widetilde{\boldsymbol{y}}_{k}^{\mathrm{T}} \boldsymbol{E}(0)-\widetilde{\boldsymbol{y}}_{k}^{\mathrm{T}} \widetilde{\boldsymbol{P}}(0) \boldsymbol{E}(0)\right)=-\widetilde{\boldsymbol{y}}_{k}^{\mathrm{T}} \boldsymbol{E}(0)
\end{aligned}
$$

such that $\boldsymbol{y}_{k}^{\mathrm{T}}$ defined in (2.18)-(2.19) can be represented for $k=0, \ldots, m$ in the form

$$
\begin{align*}
\boldsymbol{y}_{k}^{\mathrm{T}}= & (-i k) \widetilde{\boldsymbol{y}}_{k-1}^{\mathrm{T}}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)+\sum_{l=0}^{k-1}\binom{k}{l} \widetilde{B}_{k-l} \widetilde{\boldsymbol{y}}_{l}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0)  \tag{4.5}\\
& -\frac{2^{k}}{2^{k}-1} \sum_{l=0}^{k-1}\binom{k}{l}(2 i)^{l-k} \widetilde{\boldsymbol{y}}_{l}^{\mathrm{T}}\left(\mathrm{D}^{k-l} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{E}(0)
\end{align*}
$$

1. We have to show that $\boldsymbol{P}(\omega)$ satisfies equations (2.1)-(2.2) for $n=0, \ldots, m$ with $\boldsymbol{y}_{0}, \ldots, \boldsymbol{y}_{m}$. That means, by (2.18) and (4.5), we have to show that for $n=0, \ldots, m$

$$
\boldsymbol{A}_{n}(0)+\boldsymbol{B}_{n}(0)+\boldsymbol{C}_{n}(0)+\boldsymbol{D}_{n}(0)=2^{-n} \boldsymbol{y}_{n}^{\mathrm{T}}
$$

and

$$
\boldsymbol{A}_{n}(\pi)+\boldsymbol{B}_{n}(\pi)+\boldsymbol{C}_{n}(\pi)+\boldsymbol{D}_{n}(\pi)=\mathbf{0}^{\mathrm{T}}
$$

are satisfied with

$$
\begin{aligned}
& \boldsymbol{A}_{n}(\omega):=\sum_{l=0}^{n}\binom{n}{l}(2 i)^{l-n}(-i l) \widetilde{\boldsymbol{y}}_{l-1}^{\mathrm{T}}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)\left(\mathrm{D}^{n-l} \boldsymbol{P}\right)(\omega), \\
& \boldsymbol{B}_{n}(\omega):=\sum_{l=0}^{n-1}\binom{n}{l}(2 i)^{l-n} \sum_{s=0}^{l}\binom{l}{s} \widetilde{B}_{l-s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0)\left(\mathrm{D}^{n-l} \boldsymbol{P}\right)(\omega), \\
& \boldsymbol{C}_{n}(\omega):=\sum_{s=0}^{n-1}\binom{n}{s} \widetilde{B}_{n-s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0) \boldsymbol{P}(\omega), \\
& \boldsymbol{D}_{n}(\omega):=-\frac{2^{n}}{2^{n}-1} \sum_{s=0}^{n-1}\binom{n}{s}(2 i)^{s-n} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}\left(\mathrm{D}^{n-s} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0) \boldsymbol{P}(\omega) .
\end{aligned}
$$

For $\omega=0$ and $\omega=\pi$, we replace $\boldsymbol{G} \boldsymbol{y}(0)\left(\mathrm{D}^{n-l} \boldsymbol{P}\right)(\omega)$ in $\boldsymbol{B}_{n}(\omega)$ by the corresponding expressions given in Lemma 4.1 and obtain

$$
\boldsymbol{B}_{n}(\omega)=\boldsymbol{B}_{n}^{0}(\omega)+\boldsymbol{B}_{n}^{1}(\omega)+\boldsymbol{B}_{n}^{2}(\omega)
$$

with

$$
\begin{aligned}
\boldsymbol{B}_{n}^{0}(\omega):= & -\sum_{l=0}^{n-1}\binom{n}{l}(2 i)^{l-n} \sum_{s=0}^{l}\binom{l}{s} \widetilde{B}_{l-s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \sum_{r=1}^{n-l}\binom{n-l}{r} 2^{r}\left(\mathrm{D}^{r} \boldsymbol{G} \boldsymbol{y}\right)(0) \\
& \times\left(\mathrm{D}^{n-l-r} \boldsymbol{P}\right)(\omega), \\
\boldsymbol{B}_{n}^{1}(\omega):= & \left(\frac{1+e^{-i \omega}}{2}\right) \sum_{l=0}^{n-1}\binom{n}{l}(2 i)^{l-n} \sum_{s=0}^{l}\binom{l}{s} \widetilde{B}_{l-s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}\left(\mathrm{D}^{n-l} \widetilde{\boldsymbol{P}}\right)(\omega) \boldsymbol{G} \boldsymbol{y}(\omega) \\
\boldsymbol{B}_{n}^{2}(\omega):= & \frac{1}{2} \sum_{l=0}^{n-1}\binom{n}{l}(2 i)^{l-n} \sum_{s=0}^{l}\binom{l}{s} \widetilde{B}_{l-s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \sum_{r=1}^{n-l}\binom{n-l}{r}\left(\mathrm{D}^{n-l-r} \widetilde{\boldsymbol{P}}\right)(\omega)(-i)^{r-1} \\
& \times\left(\left[\left(2^{r}-1\right) e^{-i \omega}+1\right](\mathrm{D} \boldsymbol{G} \boldsymbol{y})(\omega)-i e^{-i \omega} \boldsymbol{G} \boldsymbol{y}(\omega)\right)
\end{aligned}
$$

2. First we show that for $\omega=0$ and $\omega=\pi$,

$$
\boldsymbol{A}_{n}(\omega)+\boldsymbol{B}_{n}^{0}(\omega)=\mathbf{0}^{\mathrm{T}}
$$

Note that $\binom{n}{s}\binom{n-s}{l-s}=\binom{n}{l}\binom{l}{s}$. Changing the order of summation over $l$ and $s$ and putting $r^{\prime}:=n-l-r$, it follows that

$$
\begin{aligned}
\boldsymbol{B}_{n}^{0}(\omega)= & (-i) \sum_{s=0}^{n-1}\binom{n}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \sum_{l=s}^{n-1}\binom{n-s}{l-s}(2 i)^{l-n} \widetilde{B}_{l-s} \sum_{r=1}^{n-l}\binom{n-l}{r} 2^{r} \\
& \times\left(\mathrm{D}^{r} \boldsymbol{G} \boldsymbol{y}\right)(0)\left(\mathrm{D}^{n-l-r} \boldsymbol{P}\right)(\omega)
\end{aligned}
$$

$$
\begin{aligned}
= & (-i) \sum_{s=0}^{n-1}\binom{n}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \sum_{l=s}^{n-1}\binom{n-s}{l-s}(2 i)^{l-n} \widetilde{B}_{l-s} \sum_{r^{\prime}=0}^{n-l-1}\binom{n-l}{r^{\prime}}(-2 i)^{n-l-r^{\prime}} \\
& \times(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)\left(\mathrm{D}^{r^{\prime}} \boldsymbol{P}\right)(\omega)
\end{aligned}
$$

where we have used that $\left(\mathrm{D}^{r} \boldsymbol{G} \boldsymbol{y}\right)(0)=(-i)^{r-1}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)=(-i)^{n-l-r^{\prime}+1}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)$ (see (4.3)). Thus,

$$
\begin{aligned}
\boldsymbol{B}_{n}^{0}(\omega)= & (-i) \sum_{s=0}^{n-1}\binom{n}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \sum_{l=0}^{n-s-1}\binom{n-s}{l}(2 i)^{l+s-n} \widetilde{B}_{l} \sum_{r=0}^{n-l-s-1}\binom{n-l-s}{r} \\
& \times(-2 i)^{n-l-s-r}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)\left(\mathrm{D}^{r} \boldsymbol{P}\right)(\omega) \\
= & (-i) \sum_{s=0}^{n-1}\binom{n}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \sum_{r=0}^{n-s-1}\binom{n-s}{r}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)\left(\mathrm{D}^{r} \boldsymbol{P}\right)(\omega)(2 i)^{-r}(-1)^{n-s-r} \\
& \times \sum_{l=0}^{n-r-s-1}\binom{n-r-s}{l} \widetilde{B}_{l}(-1)^{l} .
\end{aligned}
$$

Observe that, by (2.16),

$$
\sum_{l=0}^{k-1}\binom{k}{l} \widetilde{B}_{l}(-1)^{l}= \begin{cases}0 & \text { for } k>1  \tag{4.6}\\ 1 & \text { for } k=1\end{cases}
$$

Hence, the last term in the last representation of $\boldsymbol{B}_{n}^{0}$ vanishes for $n-s-1 \neq r$, and so

$$
\boldsymbol{B}_{n}^{0}(\omega)=i \sum_{s=0}^{n-1}\binom{n}{s}(n-s) \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)\left(\mathrm{D}^{n-s-1} \boldsymbol{P}\right)(\omega)(2 i)^{-n+s+1}
$$

Shifting the summation index, we find for $\boldsymbol{A}_{n}(\omega)(\omega=0, \pi)$

$$
\begin{aligned}
\boldsymbol{A}_{n}(\omega) & =(-i) \sum_{l=0}^{n-1}\binom{n}{l+1}(2 i)^{l+1-n}(l+1) \widetilde{\boldsymbol{y}}_{l}^{\mathrm{T}}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)\left(\mathrm{D}^{n-l+1} \boldsymbol{P}\right)(\omega) \\
& =(-i) \sum_{l=0}^{n-1}\binom{n}{l}(n-l) \widetilde{\boldsymbol{y}}_{l}^{\mathrm{T}}(\mathrm{D} \boldsymbol{E})(0)\left(\mathrm{D}^{n-l-1} \boldsymbol{P}\right)(\omega)(2 i)^{-n+l+1}
\end{aligned}
$$

Hence, $\boldsymbol{B}_{n}^{0}(\omega)+\boldsymbol{A}_{n}(\omega)=\mathbf{0}^{\mathrm{T}}$ for $\omega=0, \pi$.
3. Let us consider $\boldsymbol{B}_{n}^{1}(\omega)$. We easily observe that $\boldsymbol{B}_{n}^{1}(\pi)=\mathbf{0}^{\mathrm{T}}$. For $\omega=0$, we find by changing the order of summations over $l$ and $s$ that

$$
\begin{aligned}
\boldsymbol{B}_{n}^{1}(0) & =\sum_{l=0}^{n-1}\binom{n}{l}(2 i)^{l-n} \sum_{s=0}^{l}\binom{l}{s} \widetilde{B}_{l-s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}\left(D^{n-l} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0) \\
& =\sum_{s=0}^{n-1}\binom{n}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \sum_{l=s}^{n-1}\binom{n-s}{l-s}(2 i)^{l-n} \widetilde{B}_{l-s}\left(\mathrm{D}^{n-l} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0) \\
& =\sum_{s=0}^{n-1}\binom{n}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \sum_{l=0}^{n-s-1}\binom{n-s}{l}(2 i)^{l+s-n} \widetilde{B}_{l}\left(\mathrm{D}^{n-s-l} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0) \\
& =\sum_{l=0}^{n-1}\binom{n}{l} \widetilde{B}_{l} \sum_{s=0}^{n-1-l}\binom{n-l}{s}(2 i)^{-n+l+s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}\left(\mathrm{D}^{n-l-s} \boldsymbol{P}\right)(0) \boldsymbol{G} \boldsymbol{y}(0)
\end{aligned}
$$

On the other hand, for $l>1$, the equations (2.1) for $\widetilde{\boldsymbol{P}}$ and $\widetilde{\boldsymbol{y}}_{n}(n=0, \ldots, m-1)$ imply that

$$
\begin{aligned}
& \sum_{s=0}^{n-1-l}\binom{n-l}{s}(2 i)^{-n+l+s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}\left(\mathrm{D}^{n-l-s} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0) \\
= & 2^{-n+l} \widetilde{\boldsymbol{y}}_{n-l}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0)-\widetilde{\boldsymbol{y}}_{n-l}^{\mathrm{T}} \widetilde{\boldsymbol{P}}(0) \boldsymbol{G} \boldsymbol{y}(0)=\left(2^{-n+l}-1\right) \widetilde{\boldsymbol{y}}_{n-l}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0),
\end{aligned}
$$

where we have used (4.4). Hence, we can write

$$
\begin{align*}
\boldsymbol{B}_{n}^{1}(0)= & \sum_{l=1}^{n-1}\binom{n}{l} \widetilde{B}_{l}\left(2^{-n+l}-1\right) \widetilde{\boldsymbol{y}}_{n-l}^{\mathrm{T}} \boldsymbol{G}_{\boldsymbol{y}}(0)  \tag{4.7}\\
& +\sum_{s=0}^{n-1}\binom{n}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}(2 i)^{-n+s}\left(\mathrm{D}^{n-s} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0)
\end{align*}
$$

4. Let us concentrate on $\boldsymbol{B}_{n}^{2}(\omega)$. Putting

$$
\widetilde{\boldsymbol{E}}_{r}(\omega):=\frac{(-i)^{r-1}}{2}\left(\left[\left(2^{r}-1\right) e^{-i \omega}+1\right]\left(\mathrm{D} \boldsymbol{G}_{\boldsymbol{y}}\right)(\omega)-i e^{-i \omega} \boldsymbol{G}_{\boldsymbol{y}}(\omega)\right)
$$

we obtain, for $\omega=0, \pi$ by changing the order of summations and shifting the summation indices

$$
\begin{aligned}
& \boldsymbol{B}_{n}^{2}(\omega)=\sum_{l=0}^{n-1}\binom{n}{l}(2 i)^{l-n} \sum_{s=0}^{l}\binom{l}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \widetilde{B}_{l-s} \sum_{r=1}^{n-l}\binom{n-l}{r}\left(\mathrm{D}^{n-l-r} \widetilde{\boldsymbol{P}}^{n}\right)(\omega) \widetilde{\boldsymbol{E}}_{r}(\omega) \\
= & \sum_{s=0}^{n-1}\binom{n}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \sum_{l=s}^{n-1}\binom{n-s}{l-s}(2 i)^{l-n} \widetilde{B}_{l-s} \sum_{r=1}^{n-l}\binom{n-l}{r}\left(\mathrm{D}^{n-l-r} \widetilde{\boldsymbol{P}}\right)(\omega) \widetilde{\boldsymbol{E}}_{r}(\omega) \\
= & \sum_{s=0}^{n-1}\binom{n}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \sum_{l=0}^{n-s-1}\binom{n-s}{l}(2 i)^{l+s-n} \widetilde{B}_{l} \sum_{r=1}^{n-l-s}\binom{n-l-s}{r} \\
& \times\left(\mathrm{D}^{n-l-s-r} \widetilde{\boldsymbol{P}}\right)(\omega) \widetilde{\boldsymbol{E}}_{r}(\omega) \\
= & \sum_{l=0}^{n-1}\binom{n}{l} \widetilde{B}_{l} \sum_{s=0}^{n-l-1}\binom{n-l}{s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}(2 i)^{l+s-n} \sum_{r=1}^{n-l-s}\binom{n-l-s}{r}\left(\mathrm{D}^{n-l-s-r} \widetilde{\boldsymbol{P}}\right)(\omega) \widetilde{\boldsymbol{E}}_{r}(\omega) \\
= & \left.\sum_{l=0}^{n-1}\binom{n}{l} \widetilde{B}_{l} \sum_{r=1}^{n-l}\binom{n-l}{r}\left(\begin{array}{c}
n-l-r \\
\sum_{s=0}^{n-l-r} \\
s
\end{array}\right) \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}(2 i)^{-n+l+r+s}\left(\mathrm{D}^{n-l-r-s} \widetilde{\boldsymbol{P}}\right)(\omega)\right) \\
& \times(2 i)^{-r} \widetilde{\boldsymbol{E}}_{r}(\omega) .
\end{aligned}
$$

Application of $(2.1)-(2.2)$ for $\widetilde{\boldsymbol{P}}$ in the sum over $s$ implies that $\boldsymbol{B}_{n}^{2}(\pi)=0$ and

$$
\begin{aligned}
& \boldsymbol{B}_{n}^{2}(0)=\sum_{l=0}^{n-1}\binom{n}{l} \widetilde{B}_{l} \sum_{r=1}^{n-l}\binom{n-l}{r} 2^{-n+l+r} \widetilde{\boldsymbol{y}}_{n-l-r}^{\mathrm{T}}(2 i)^{-r} \widetilde{\boldsymbol{E}}_{r}(0) \\
& =\sum_{l=0}^{n-1}\binom{n}{l} \widetilde{B}_{l} \sum_{r=1}^{n-l}\binom{n-l}{r} 2^{-n+l-1} \widetilde{\boldsymbol{y}}_{n-l-r}^{\mathrm{T}}(-1)^{r}\left(i 2^{r}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)+\boldsymbol{G} \boldsymbol{y}(0)\right) .
\end{aligned}
$$

Putting $r^{\prime}:=n-l-r$ and changing again the order of summation we get

$$
\begin{aligned}
\boldsymbol{B}_{n}^{2}(0)= & \sum_{l=0}^{n-1}\binom{n}{l} \widetilde{B}_{l} \sum_{r^{\prime}=0}^{n-l-1}\binom{n-l}{r^{\prime}} 2^{-n+l-1} \widetilde{\boldsymbol{y}}_{r^{\prime}}^{\mathrm{T}}(-1)^{n-l-r^{\prime}} \\
& \times\left(i 2^{n-l-r^{\prime}}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)+\boldsymbol{G} \boldsymbol{y}(0)\right) \\
= & i \sum_{r=0}^{n-1}\binom{n}{r} \widetilde{\boldsymbol{y}}_{r}^{\mathrm{T}}\left(\sum_{l=0}^{n-r-1}\binom{n-r}{l} \widetilde{B}_{l}(-1)^{l}\right) 2^{-r-1}(-1)^{n-r}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0) \\
& +\sum_{r=0}^{n-1}\binom{n}{r} \widetilde{\boldsymbol{y}}_{r}^{\mathrm{T}}\left(\sum_{l=0}^{n-r-1}\binom{n-r}{l} \widetilde{B}_{l}(-2)^{l}\right) 2^{-n-1}(-1)^{n-r} \boldsymbol{G} \boldsymbol{y}(0) .
\end{aligned}
$$

Using the identities (2.17) and (4.6) for Bernoulli numbers and observing that $(-1)^{k} \widetilde{B}_{k}=\widetilde{B}_{k}$ for $k>1$, it follows that

$$
\begin{aligned}
\boldsymbol{B}_{n}^{2}(0)= & \frac{-i n}{2^{n}} \widetilde{\boldsymbol{y}}_{n-1}^{\mathrm{T}}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)-\frac{n}{2^{n+1}} \widetilde{\boldsymbol{y}}_{n-1}^{\mathrm{T}} \boldsymbol{G}_{\boldsymbol{y}}(0) \\
& +2^{-n} \sum_{r=0}^{n-2}\binom{n}{r} \widetilde{\boldsymbol{y}}_{r}^{\mathrm{T}}\left(-2^{n-r}+1\right) \widetilde{B}_{n-r}(-1)^{n-r} \boldsymbol{G}_{\boldsymbol{y}}(0) \\
= & \frac{-i n}{2^{n}} \widetilde{\boldsymbol{y}}_{n-1}^{\mathrm{T}}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)-\frac{n}{2^{n+1}} \widetilde{\boldsymbol{y}}_{n-1}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0) \\
& +\sum_{r=0}^{n-2}\binom{n}{r} \widetilde{\boldsymbol{y}}_{r}^{\mathrm{T}}\left(2^{-n}-2^{-r}\right) \widetilde{B}_{n-r}(-1)^{n-r} \boldsymbol{G} \boldsymbol{y}(0) \\
= & \frac{-i n}{2^{n}} \widetilde{\boldsymbol{y}}_{n-1}^{\mathrm{T}}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)+\sum_{r=0}^{n-1}\binom{n}{r} \widetilde{\boldsymbol{y}}_{r}^{\mathrm{T}}\left(2^{-n}-2^{-r}\right) \widetilde{B}_{n-r} \boldsymbol{G} \boldsymbol{y}(0)
\end{aligned}
$$

5. Now let $\omega=\pi$. Recall that $\boldsymbol{B}_{n}^{1}(\pi)=\boldsymbol{B}_{n}^{2}(\pi)=\boldsymbol{A}_{n}(\pi)+\boldsymbol{B}_{n}^{0}(\pi)=\mathbf{0}^{\mathrm{T}}$. Further, by $\boldsymbol{G} \boldsymbol{y}(0) \boldsymbol{P}(\pi)=\mathbf{0}$ we have $\boldsymbol{C}_{n}(\pi)=\boldsymbol{D}_{n}(\pi)=\mathbf{0}^{\mathrm{T}}$. Hence,

$$
\boldsymbol{A}_{n}(\pi)+\boldsymbol{B}_{n}(\pi)+\boldsymbol{C}_{n}(\pi)+\boldsymbol{D}_{n}(\pi)=\mathbf{0}^{\mathrm{T}}
$$

6. Let $\omega=0$. By $\boldsymbol{G} \boldsymbol{y}(0) \boldsymbol{P}(0)=\widetilde{\boldsymbol{P}}(0) \boldsymbol{G} \boldsymbol{y}(0)=\boldsymbol{G} \boldsymbol{y}(0)$ we obtain

$$
\begin{aligned}
\boldsymbol{C}_{n}(0) & =\sum_{s=0}^{n-1}\binom{n}{s} \widetilde{B}_{n-s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0), \\
\boldsymbol{D}_{n}(0) & =-\frac{2^{n}}{2^{n}-1} \sum_{s=0}^{n-1}\binom{n}{s}(2 i)^{s-n} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}\left(\mathrm{D}^{n-s} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0)
\end{aligned}
$$

Observing that by (4.7)

$$
\begin{aligned}
\boldsymbol{D}_{n}(0)+\boldsymbol{B}_{n}^{1}(0)= & \sum_{l=1}^{n-1}\binom{n}{l} \widetilde{B}_{l}\left(2^{-n+l}-1\right) \widetilde{\boldsymbol{y}}_{n-l}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0) \\
& -\frac{1}{2^{n}-1} \sum_{s=0}^{n-1}\binom{n}{s}(2 i)^{s-n} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}\left(\mathrm{D}^{n-s} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0)
\end{aligned}
$$

and using the expression for $\boldsymbol{B}_{n}^{2}$ found in part 4, we obtain

$$
\begin{aligned}
& \boldsymbol{D}_{n}(0)+\boldsymbol{B}_{n}^{1}(0)+\boldsymbol{B}_{n}^{2}(0)+\boldsymbol{C}_{n}(0) \\
= & -\frac{1}{2^{n}-1} \sum_{s=0}^{n-1}\binom{n}{s}(2 i)^{s-n} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}\left(\mathrm{D}^{n-s} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0) \\
& +\sum_{l=0}^{n-1}\binom{n}{l} \widetilde{B}_{n-l}\left(2^{-l}-1\right) \widetilde{\boldsymbol{y}}_{l}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0) \\
& -\frac{i n}{2^{n}} \widetilde{\boldsymbol{y}}_{n-1}^{\mathrm{T}}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)+\sum_{r=0}^{n-1}\binom{n}{r} \widetilde{\boldsymbol{y}}_{r}^{\mathrm{T}}\left(2^{-n}-2^{-r}\right) \widetilde{B}_{n-r} \boldsymbol{G} \boldsymbol{y}(0) \\
& +\sum_{s=0}^{n-1}\binom{n}{s} \widetilde{B}_{n-s} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0) \\
= & \frac{-i n}{2^{n}} \widetilde{\boldsymbol{y}}_{n-1}^{\mathrm{T}}(\mathrm{D} \boldsymbol{G} \boldsymbol{y})(0)-\frac{1}{2^{n}-1} \sum_{s=0}^{n-1}\binom{n}{s}(2 i)^{s-n} \widetilde{\boldsymbol{y}}_{s}^{\mathrm{T}}\left(\mathrm{D}^{n-s} \widetilde{\boldsymbol{P}}\right)(0) \boldsymbol{G} \boldsymbol{y}(0) \\
& +\sum_{l=0}^{n-1}\binom{n}{l} \widetilde{B}_{n-l} \widetilde{\boldsymbol{y}}_{l}^{\mathrm{T}} \boldsymbol{G} \boldsymbol{y}(0)\left(2^{-l}-1+2^{-n}-2^{-l}+1\right)=2^{-n} \boldsymbol{y}_{n}^{\mathrm{T}} .
\end{aligned}
$$

Recalling that $\boldsymbol{A}_{n}(0)+\boldsymbol{B}_{n}^{0}(0)=\mathbf{0}^{\mathrm{T}}$, the proof is complete.
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# THE LIFTING SCHEME: A CONSTRUCTION OF SECOND GENERATION WAVELETS* 
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#### Abstract

We present the lifting scheme, a simple construction of second generation wavelets; these are wavelets that are not necessarily translates and dilates of one fixed function. Such wavelets can be adapted to intervals, domains, surfaces, weights, and irregular samples. We show how the lifting scheme leads to a faster, in-place calculation of the wavelet transform. Several examples are included.
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1. Introduction. Wavelets form a versatile tool for representing general functions or data sets. Essentially we can think of them as data building blocks. Their fundamental property is that they allow for representations which are efficient and which can be computed fast. In other words, wavelets are capable of quickly capturing the essence of a data set with only a small set of coefficients. This is based on the fact that most data sets have correlation both in time (or space) and frequency. Because of the time-frequency localization of wavelets, efficient representations can be obtained. Indeed, building blocks which already reflect the correlation present in the data lead to more compact representations. This is the key to applications. Over the last decade wavelets have found applications in numerous areas of mathematics, engineering, computer science, statistics, physics, etc.

Wavelet functions $\psi_{j, m}$ are traditionally defined as the dyadic translates and dilates of one particular $\mathrm{L}_{2}(\mathbf{R})$ function, the mother wavelet $\psi: \psi_{j, m}(x)=\psi\left(2^{j} x-m\right)$. We refer to such wavelets as first generation wavelets. In this paper we introduce a more general setting where the wavelets are not necessarily translates and dilates of each other but still enjoy all the powerful properties of first generation wavelets. These wavelets are referred to as second generation wavelets. We present the lifting scheme, a simple, but quite powerful, tool to construct second generation wavelets.

Before we consider the generalization to the second generation case, let us review the properties of first generation wavelets which we would like to preserve.

P1: Wavelets form a Riesz basis for $L_{2}(\mathbf{R})$ and an unconditional basis for a wide variety of function spaces $\mathcal{F}$, such as Lebesgue, Lipschitz, Sobolev, and Besov spaces. If we denote the wavelet basis by $\left\{\psi_{j, m} \mid j, m\right\}$, we can represent a general function $f$ in $\mathcal{F}$ as $f=\sum_{j, m} \gamma_{j, m} \psi_{j, m}$, with unconditional convergence in the norm of $\mathcal{F}$. Simple characterizations of the $\mathcal{F}$-norm of $f$ in terms of the absolute value of its wavelet coefficients $\gamma_{j, m}$ exist.

[^32]P 2 : One has explicit information concerning the coordinate functionals $\widetilde{\psi}_{j, m}$ where $\gamma_{j, m}=\widetilde{\psi}_{j, m}(f)$. The wavelets are either orthogonal or the dual (biorthogonal) wavelets are known.
P3: The wavelets and their duals are local in space and frequency. Some wavelets are even compactly supported. The frequency localization follows from the smoothness of the wavelets (decay towards high frequencies) and the fact that they have vanishing polynomial moments (decay towards low frequencies).
P4: Wavelets fit into the framework of multiresolution analysis. This leads to the fast wavelet transform, which allows us to pass between the function $f$ and its wavelet coefficients $\gamma_{j, m}$ in linear time.
These properties result in the fact that, quoted from Donoho in [58], "wavelets are optimal bases for compressing, estimating, and recovering functions in $\mathcal{F}$." Roughly speaking, for a general class of functions, the essential information contained in a function is captured by a small fraction of the wavelet coefficients. Again this is the key to applications. Wavelets have proved to be useful in various application domains such as signal and image processing, data compression, data transmission, the numerical solution of differential and integral equations, and noise reduction.

Many first generation wavelet families have been constructed over the last ten years. We refer to the work of (in alphabetical order) Aldroubi and Unser [2, 3, 108, 107], Battle and Lemarié [13, 78], Chui and Wang [19, 25, 24, 23], Cohen and Daubechies [28], Cohen, Daubechies, and Feauveau [29], Daubechies [47, 49, 48], Donoho [57, 56], Frazier and Jawerth [65, 67, 66], Herley and Vetterli [73, 110], Kovačević and Vetterli [77, 111], Mallat [85, 84, 86], Meyer [87], and many more. Except for Donoho, they all rely on the Fourier transform as a basic construction tool. The reason is that translation and dilation become algebraic operations in the Fourier domain.

In fact, in the early 1980s, several years before the above developments, Strömberg discovered the first orthogonal wavelets with a technique based on spline interpolation which does not rely on the Fourier transform [103].

The construction as initiated by Daubechies and coworkers essentially consists of three stages. The algebraic stage involves constructing the filters that are used in the fast wavelet transform; more precisely, it consists of finding certain polynomials and assuring that the above property P 4 is satisfied. In the analytic stage, one shows that wavelets associated with these filters exist, that they are localized (property P3), and that they form a basis for the proper function space (property P1). In the geometrical stage, one checks the smoothness of the basis functions (property P3). In this context, we mention the work of Collela and Heil [37, 38], Daubechies and Lagarias [50, 51], Eirola [63], Rioul [94], and Villemoes [113, 112].

Let us next consider applications which illustrate the need for generalizations of first generation wavelets.

G1: While first generation wavelets provided bases for functions defined on $\mathbf{R}^{n}$, applications such as data segmentation and the solution of partial differential and integral equations on general domains require wavelets that are defined on arbitrary, possibly nonsmooth, domains of $\mathbf{R}^{n}$, as well as wavelets adapted to "life" on curves, surfaces, or manifolds.
G2: Diagonalization of differential forms, analysis on curves and surfaces, and weighted approximation require a basis adapted to weighted measures; however, first generation wavelets typically provide bases only for spaces with translation invariant (Haar-Lebesgue) measures.

G3: Many real life problems require algorithms adapted to irregular sampled data, while first generation wavelets imply a regular sampling of the data.
A generalization of first generation wavelets to the settings G1-G3, while preserving the properties $\mathrm{P} 1-\mathrm{P} 4$, is needed. We refer to such wavelets as second generation wavelets. The key lies in the observations (A) that translation and dilation cannot be maintained in the settings G1-G3, and (B) that translation and dilation are not essential in obtaining the properties $\mathrm{P} 1-\mathrm{P} 4$. Giving up translation and dilation, however, implies that the Fourier transform can no longer be used as a construction tool. A proper substitute is needed.

Several results concerning the construction of wavelets adapted to some of the cases in G1-G3 already exist. For example, we have wavelets on an interval [8, 10, $18,30,31,88]$, wavelets on bounded domains [27, 74], spline wavelets for irregular samples, $[15,7,45]$, and weighted wavelets $[11,12,104]$. These constructions are tailored toward one specific setting. Other instances of second generation wavelets have been reported in the literature, e.g., the construction of scaling functions through subdivision [41], basis constructions [43], as well as the development of stability criteria [41, 42].

In this paper, we present the lifting scheme, a simple, general construction of second generation wavelets. The basic idea, which inspired the name, is to start with a very simple or trivial multiresolution analysis and gradually work one's way up to a multiresolution analysis with particular properties. The lifting scheme allows one to custom design the filters, needed in the transform algorithms, to the situation at hand. In this sense it provides an answer to the algebraic stage of a wavelet construction. Whether these filters actually generate functions which form a stable basis (analytic stage) or have smoothness (geometric stage) remains to be checked in each particular case. The lifting scheme also leads to a fast in-place calculation of the wavelet transform, i.e., an implementation that does not require auxiliary memory.

The paper is organized as follows. We start out by discussing related work in section 2 . In sections $3,4,5$, and 6 we generalize, respectively, multiresolution analysis, cascade algorithm, wavelets, and the fast wavelet transform to the second generation setting. With the notation introduced in section 7 we are able to state and prove the lifting scheme in section 8 . Section 9 discusses the lifted fast wavelet transform, while section 10 covers the cakewalk construction, an enhanced version of the lifting scheme. Sections 11, 12, and 13 introduce three possible examples of an initial multiresolution analysis to start lifting: respectively, generalized Haar wavelets, the Lazy wavelet, and biorthogonal Haar wavelets. Finally, section 14 contains a discussion of applications and future research.
2. Related work. The idea of second generation wavelets and abandoning the Fourier transform as a construction tool for wavelets is not entirely new and, over the last few years, has been researched by several independent groups. In this section we discuss these developments and their relationship with lifting.

The lifting scheme was originally inspired by the work of Donoho on one side and Lounsbery, De Rose, and Warren on the other. In [56, 57], Donoho presents the idea of interpolating and average-interpolating wavelets, a construction of first generation wavelets which relies on polynomial interpolation and subdivision as construction tools rather than the Fourier transform. It thus can be generalized to interval constructions [59] or weighed wavelets [104]. Lounsbery, De Rose, and Warren [79, 80] construct wavelets for the approximation of polyhedral surfaces of arbitrary genus. The wavelets are constructed by orthogonalizing scaling functions in a local neighborhood. We will
show later how this can be seen as a special case of lifting.
The lifting scheme can also be used to construct first generation wavelets; see [105, 52]. Although in this setting, the lifting will never come up with wavelets which could not have been found using the Cohen-Daubechies-Feauveau machinery in [29], it leads to two new insights: a custom-design construction of wavelets and a faster, in-place implementation of existing wavelet transforms [52]. In the first generation setting, lifting has many contacts with certain filter design algorithms used in signal processing. Those connections are pointed out in [105, 52].

Over the last few years Donovan, Hardin, Geronimo, and Massopust have developed techniques to construct wavelets based on fractal interpolation functions [60, 61, 62, 70]. They also introduced the concept of several generating functions (multiwavelets). As this technique does not rely on the Fourier transform either, it too potentially can be used to construct second generation wavelets.

Several spatial constructions of spline wavelets on irregular grids have been proposed [15, 7]. In [45], Dahmen and Micchelli propose a spatial construction of compactly supported wavelets that generate complementary spaces in a multiresolution analysis of univariate irregular knot splines.

Dahmen already made use of a technique related to lifting in the first generation setting [40] and later introduced a multiscale framework related to second generation wavelets [41].

Finally, after finishing this work, the author learned of two other very similar techniques developed independent of each other and of lifting. Harten and Abgrall developed a general multiresolution approximation framework based on prediction $[71,1]$, while Dahmen and co-workers [17, 46] developed a mechanism to characterize all stable biorthogonal decomposition. We will come back to this toward the end of the paper.
3. Multiresolution analysis. In this section we present the second generation version of multiresolution analysis. We keep most of the terminology and symbols of the first generation case, although their meaning can be quite different. For example, we maintain the name scaling function although it can be a little misleading since the scaling function can no longer be written as linear combinations of scaled versions of itself.

Consider a general function space $\mathrm{L}_{2}=\mathrm{L}_{2}(X, \Sigma, \mu)$, with $X \subset \mathbf{R}^{n}$ being the spatial domain, $\Sigma$ a $\sigma$-algebra, and $\mu$ a nonatomic measure on $\Sigma$. We do not require the measure to be translation invariant, so weighted measures are allowed. We assume $(X, d)$ is a metric space.

Definition 3.1. A multiresolution analysis $\mathbf{M}$ of $\mathrm{L}_{2}$ is a sequence of closed subspaces $\mathbf{M}=\left\{V_{j} \subset \mathrm{~L}_{2} \mid j \in \mathcal{J} \subset \mathbf{Z}\right\}$ so that

1. $V_{j} \subset V_{j+1}$,
2. $\bigcup_{j \in \mathcal{J}} V_{j}$ is dense in $\mathrm{L}_{2}$,
3. for each $j \in \mathcal{J}, V_{j}$ has a Riesz basis given by scaling functions $\left\{\varphi_{j, k} \mid k \in\right.$ $\mathcal{K}(j)\}$.
One can think of $\mathcal{K}(j)$ as a general index set. We assume that $\mathcal{K}(j) \subset \mathcal{K}(j+1)$. We consider two cases:
$\mathrm{I}: \mathcal{J}=\mathbf{N}$ : This means there is one coarsest level $V_{0}$. This is the case if $\mu(X)<\infty$.
$\mathrm{II}: \mathcal{J}=\mathbf{Z}:$ We have a fully bi-infinite setting. This is typical when $\mu(X)=\infty$.

We then add the condition that

$$
\bigcap_{j \in \mathcal{J}} V_{j}=\{\mathbf{0}\}
$$

A dual multiresolution analysis $\widetilde{\mathbf{M}}=\left\{\widetilde{V}_{j} \mid j \in \mathcal{J}\right\}$ consists of spaces $\widetilde{V}_{j}$ with Riesz bases given by dual scaling functions $\widetilde{\varphi}_{j, k}$. These dual scaling functions are biorthogonal with the scaling functions in the sense that

$$
\begin{equation*}
\left\langle\varphi_{j, k}, \widetilde{\varphi}_{j, k^{\prime}}\right\rangle=\delta_{k, k^{\prime}} \quad \text { for } \quad k, k^{\prime} \in \mathcal{K}(j) . \tag{3.1}
\end{equation*}
$$

For $f \in \mathrm{~L}_{2}$, define the coefficients $\lambda_{j, k}=\left\langle f, \widetilde{\varphi}_{j, k}\right\rangle$ and consider the projections

$$
P_{j} f=\sum_{k \in \mathcal{K}(j)} \lambda_{j, k} \varphi_{j, k}
$$

If the projection operators $P_{j}$ are uniformly bounded in $\mathrm{L}_{2}$, then

$$
\lim _{j \rightarrow \infty}\left\|f-P_{j} f\right\|=0
$$

First generation scaling functions reproduce polynomials up to a certain degree. To generalize this, consider a set of $\mathcal{C}^{\infty}$ functions on $X,\left\{P_{p} \mid p=0,1,2, \ldots\right\}$, with $P_{0} \equiv 1$ and so that the restrictions of a finite number of these functions to any $\epsilon$-ball are linearly independent. We then say that the order of the multiresolution analysis is $N$ if for all $j \in \mathcal{J}$, each $P_{p}$ with $0 \leq p<N$ can be represented pointwise as a linear combination of the $\left\{\varphi_{j, k} \mid k \in \mathcal{K}(j)\right\}$,

$$
P_{p}(x)=\sum_{k \in \mathcal{K}(j)} c_{j, k}^{p} \varphi_{j, k}(x)
$$

We let $\widetilde{N}$ be the order of the dual multiresolution analysis, where we use a similar set of functions $\widetilde{P}_{p}$. In case $X$ is a domain in $\mathbf{R}^{n}$, the functions $P_{p}$ typically will be polynomials; in case $X$ is a manifold, the functions $P_{p}$ can, e.g., be parametric images of polynomials. However, in a practical situation one often has no explicit knowledge of the parameterization. This is why we use a very general definition of the order. Our definition obviously depends on the choice of $P_{p}$, but we do not include this dependency in the notation to avoid overloading. Most of the examples only have $N=1$ in which case there is no dependency as $P_{0}=1$.

We assume that the dual functions are integrable and normalize them as

$$
\begin{equation*}
\int_{X} \widetilde{\varphi}_{j, k} d \mu=1 \tag{3.2}
\end{equation*}
$$

This implies that if $N>0$,

$$
\begin{equation*}
\sum_{k \in \mathcal{K}(j)} \varphi_{j, k}(x)=1 \tag{3.3}
\end{equation*}
$$

4. Cascade algorithm. A question which immediately arises is how to construct scaling functions and dual scaling functions. As in the first generation case, there is often no analytic expression for them, and they are only defined through an iterative procedure, the cascade algorithm. In this section we present the second
generation version of the cascade algorithm. To do so we need two things: a set of partitionings and a filter.

Let us start by defining a filter. The definition of multiresolution analysis implies that for every scaling function $\varphi_{j, k}(j \in \mathcal{J}, k \in \mathcal{K}(j))$, coefficients $\left\{h_{j, k, l} \mid l \in \mathcal{K}(j+1)\right\}$ exist so that formally

$$
\begin{equation*}
\varphi_{j, k}=\sum_{l \in \mathcal{K}(j+1)} h_{j, k, l} \varphi_{j+1, l} \tag{4.1}
\end{equation*}
$$

We refer to this equation as a refinement relation. Each scaling function can be written as a linear combination of scaling functions on the next finer level. To ensure that the summation in (4.1) is well defined we need to clearly state the definition of a filter. In this paper we only consider finite filters.

Definition 4.1. A set of real numbers $\left\{h_{j, k, l} \mid j \in \mathcal{J}, k \in \mathcal{K}(j), l \in \mathcal{K}(j+1)\right\}$ is called a finite filter if

1. For each $j$ and $k$ only a finite number of coefficients $h_{j, k, l}$ are nonzero, and thus the set

$$
\mathcal{L}(j, k)=\left\{l \in \mathcal{K}(j+1) \mid h_{j, k, l} \neq 0\right\}
$$

is finite.
2. For each $j$ and $l$ only a finite number of coefficients $h_{j, k, l}$ are nonzero, and thus the set

$$
\mathcal{K}(j, l)=\left\{k \in \mathcal{K}(j) \mid h_{j, k, l} \neq 0\right\}
$$

is finite.
3. The size of sets $\mathcal{L}(j, k)$ and $\mathcal{K}(j, l)$ is uniformly bounded for all $j$, $k$, and $l$.

Note that in the first generation case $h_{j, k . l}=h_{l-2 k}$, so if $\left\{h_{k} \mid k\right\}$ is a finite sequence, the filter is finite according to the above definition. We will always choose our indices consistently so that $j \in \mathcal{J}, k \in \mathcal{K}(j)$, and $l \in \mathcal{K}(j+1)$, even though it will not always be explicitly mentioned. The above defined index sets indicate which elements are nonzero on each row (respectively, column) of the (possibly infinite) matrix $\left\{h_{j, k, l} \mid k \in \mathcal{K}(j), l \in \mathcal{K}(j+1)\right\}$. We can think of them as adjoints of each other as

$$
\mathcal{K}(j, l)=\{k \in \mathcal{K}(j) \mid l \in \mathcal{L}(j, k)\}
$$

The dual scaling functions satisfy refinement relations with coefficients $\left\{\widetilde{h}_{j, k, l}\right\}$. We can define similar index sets (denoted with a tilde).

A set of partitionings $\left\{S_{j, k}\right\}$ can be thought of as the replacement for the dyadic intervals on the real line in the first generation case. Again each scaling function $\varphi_{j, k}$ is associated with exactly one set $S_{j, k}$. We use the following definition.

Definition 4.2. A set of measurable subsets $\left\{S_{j, k} \in \Sigma \mid j \in \mathcal{J}, k \in \mathcal{K}(j)\right\}$ is called $a$ set of partitionings if

1. $\forall j \in \mathcal{J}: \operatorname{clos} \bigcup_{k \in \mathcal{K}(j)} S_{j, k}=X$ and the union is disjoint,
2. $\mathcal{K}(j) \subset \mathcal{K}(j+1)$,
3. $S_{j+1, k} \subset S_{j, k}$,
4. For a fixed $k \in \mathcal{K}\left(j_{0}\right), \bigcap_{j>j_{0}} S_{j, k}$ is a set which contains one point. We denote this point with $x_{k}$.

The purpose now is to use a filter and a set of partitionings to construct scaling functions that satisfy (4.1). Assume we want to synthesize $\varphi_{j_{0}, k_{0}}$. First define a Kronecker sequence $\left\{\lambda_{j_{0}, k}=\delta_{k, k_{0}} \mid k \in \mathcal{K}\left(j_{0}\right)\right\}$. Then, generate sequences $\left\{\lambda_{j, k} \mid k \in\right.$ $\mathcal{K}(j)\}$ for $j>j_{0}$ by recursively applying the formula

$$
\lambda_{j+1, l}=\sum_{k \in \mathcal{K}(j, l)} h_{j, k, l} \lambda_{j, k}
$$

Next we construct the functions

$$
\begin{equation*}
f_{j_{0}, k_{0}}^{(j)}=\sum_{k \in \mathcal{K}(j)} \lambda_{j, k} \chi_{S_{j, k}}, \quad j \geq j_{0} \tag{4.2}
\end{equation*}
$$

These functions satisfy, for $j>j_{0}$,

$$
\begin{equation*}
f_{j_{0}, k_{0}}^{(j)}=\sum_{l} h_{j_{0}, k_{0}, l} f_{j_{0}+1, l}^{(j)} . \tag{4.3}
\end{equation*}
$$

If $\lim _{j \rightarrow \infty} f_{j_{0}, k_{0}}^{(j)}$ converges to a function in $L_{2}$, we define this function to be $\varphi_{j_{0}, k_{0}}$. This procedure is called the cascade algorithm. The limit functions satisfy

$$
\lim _{j \rightarrow \infty} \lambda_{j, k}=\varphi_{j_{0}, k_{0}}\left(x_{k}\right) \quad \text { a.e. }
$$

If the cascade algorithm converges for all $j_{0}$ and $k_{0}$, we get a set of scaling functions that satisfies the refinement equation (4.1). This can be seen by letting $j$ go to infinity in (4.3). Note how the resulting functions depend both on the filter and the set of partitionings. If the scaling functions generate a multiresolution analysis, the cascade algorithm started with a sequence $\left\{\lambda_{j_{0}, k} \mid k \in \mathcal{K}(j)\right\}$ that belongs to $\ell^{2}(\mathcal{K}(j))$ converges to

$$
\sum_{k} \lambda_{j_{0}, k} \varphi_{j_{0}, k}
$$

The dual scaling functions are constructed similarly starting from a finite filter $\widetilde{h}$, the same set of partitionings, and an initial Kronecker sequence $\left\{\lambda_{j_{0}, k}=\delta_{k, k_{0}} / \mu\left(S_{j_{0}, k_{0}}\right) \mid\right.$ $\left.k \in \mathcal{K}\left(j_{0}\right)\right\}$. The normalization of the initial sequences assures that $\left\langle\widetilde{\varphi}_{j, k}, \varphi_{j, k}\right\rangle=1$.

An interesting question is now whether the biorthogonality condition (3.1) can be related back to the filters $h$ and $\widetilde{h}$. By writing out the refinement relations we see that the biorthogonality (3.1) implies that

$$
\begin{equation*}
\sum_{l} h_{j, k, l} \widetilde{h}_{j, k^{\prime}, l}=\delta_{k, k^{\prime}} \quad \text { for } \quad j \in \mathcal{J}, k, k^{\prime} \in \mathcal{K}(j) \tag{4.4}
\end{equation*}
$$

but the converse is not immediately true. More precisely, if the filter coefficients satisfy (4.4) and the cascade algorithm for the primal and dual scaling functions converges, then the resulting scaling functions are biorthogonal. This follows from the fact that (4.4) assures that the intermediate functions of the form $f_{j_{0}, k_{0}}^{(j)}$ in (4.2) (which converge to the scaling functions) are biorthogonal at each stage $j$.

It is important to note that not every filter corresponds to a set of scaling functions; i.e., the convergence of the cascade algorithm is not guaranteed. We would like to have a condition which relates convergence of the cascade algorithm and the Riesz basis property back to the filter coefficients, similar to the Cohen criterion in the first generation case [26] or the Cohen-Daubechies-Feauveau theorem [29] or [48, Theorem 8.3.1]. This result is part of the analysis phase of the construction. As we mentioned earlier, this paper is mostly concerned with the algebraic phase and the generation of the filter coefficients.
5. Wavelets. First generation wavelets are defined as basis functions for spaces complementing $V_{j}$ in $V_{j+1}$. The same idea remains in the second generation case. This leads to the following definition.

Definition 5.1. A set of functions $\left\{\psi_{j, m} \mid j \in \mathcal{J}, m \in \mathcal{M}(j)\right\}$, where $\mathcal{M}(j)=$ $\mathcal{K}(j+1) \backslash \mathcal{K}(j)$, is a set of wavelet functions if

1. The space $W_{j}=\operatorname{clos} \operatorname{span}\left\{\psi_{j, m} \mid m \in \mathcal{M}(j)\right\}$ is a complement of $V_{j}$ in $V_{j+1}$ and $W_{j} \perp \widetilde{V}_{j}$.
2. If $\mathcal{J}=\mathbf{Z}$, the set $\left\{\psi_{j, m} /\left\|\psi_{j, m}\right\| \mid j \in \mathcal{J}, m \in \mathcal{M}(j)\right\}$ is a Riesz basis for $\mathrm{L}_{2}$. If $\mathcal{J}=\mathbf{N}$, the set $\left\{\psi_{j, m} /\left\|\psi_{j, m}\right\| \mid j \in \mathcal{J}, m \in \mathcal{M}(j)\right\} \cup\left\{\varphi_{0, k} /\left\|\varphi_{0, k}\right\| \mid k \in\right.$ $\mathcal{K}(0)\}$ is a Riesz basis for $\mathrm{L}_{2}$.
We always assume that the index $m$ belongs to the set $\mathcal{M}(j)$. The dual basis is given by dual wavelets $\widetilde{\psi}_{j, m}$, which are biorthogonal to the wavelets

$$
\begin{equation*}
\left\langle\psi_{j, m}, \widetilde{\psi}_{j^{\prime}, m^{\prime}}\right\rangle=\delta_{m, m^{\prime}} \delta_{j, j^{\prime}} \tag{5.1}
\end{equation*}
$$

The dual wavelets span spaces $\widetilde{W}_{j}$ which complement $\widetilde{V}_{j}$ in $\widetilde{V}_{j+1}$ and $\widetilde{W}_{j} \perp V_{j}$. For $f \in \mathrm{~L}_{2}$, define the coefficients $\gamma_{j, m}=\left\langle f, \widetilde{\psi}_{j, m}\right\rangle$. Then

$$
f=\sum_{j, m} \gamma_{j, m} \psi_{j, m}
$$

Their definition implies that the wavelets satisfy refinement relations of the form

$$
\begin{equation*}
\psi_{j, m}=\sum_{l} g_{j, m, l} \varphi_{j+1, l} \tag{5.2}
\end{equation*}
$$

We assume that $g=\left\{g_{j, m, l} \mid j \in \mathcal{J}, m \in \mathcal{M}(j), l \in \mathcal{K}(j+1)\right\}$ is a finite filter according to Definition 4.1 with $k$ substituted by $m$. This leads to the definition of the uniformly bounded finite sets
$\mathcal{M}(j, l)=\left\{m \in \mathcal{M}(j) \mid g_{j, m, l} \neq 0\right\} \quad$ and $\quad \mathcal{L}(j, m)=\{l \in \mathcal{K}(j+1) \mid m \in \mathcal{M}(j, l)\}$.
The dual wavelets satisfy refinement relations with a finite filter $\widetilde{g}$.
Also, since $\varphi_{j+1, l} \in V_{j} \oplus W_{j}$, it holds that

$$
\varphi_{j+1, l}=\sum_{k} \widetilde{h}_{j, k, l} \varphi_{j, k}+\sum_{m} \widetilde{g}_{j, m, l} \psi_{j, m}
$$

The biorthogonality (5.1) combined with (3.1) implies the following relations between the filters:

$$
\begin{align*}
\sum_{l} g_{j, m, l} \widetilde{g}_{j, m^{\prime}, l} & =\delta_{m, m^{\prime}}, & & \sum_{l} h_{j, k, l} \widetilde{g}_{j, m, l} \tag{5.3}
\end{align*}=0,
$$

Definition 5.2. A set of filters $\{h, \widetilde{h}, g, \widetilde{g}\}$ is a set of biorthogonal filters if condition (5.3) is satisfied.

Now given a set of biorthogonal filters and a set of partitionings and assuming that the cascade algorithm converges, the resulting scaling functions, wavelets, dual
scaling functions, and dual wavelets are biorthogonal in the sense that

$$
\begin{aligned}
\left\langle\widetilde{\varphi}_{j, k}, \varphi_{j, k^{\prime}}\right\rangle & =\delta_{k, k^{\prime}} \\
\left\langle\widetilde{\psi}_{j, m}, \psi_{j, m^{\prime}}\right\rangle & =\delta_{m, m^{\prime}} \\
\left\langle\widetilde{\varphi}_{j, k}, \psi_{j, m}\right\rangle & =0, \\
\left\langle\widetilde{\psi}_{j, m}, \varphi_{j, k}\right\rangle & =0
\end{aligned}
$$

Next we need to generalize the notion of vanishing polynomial moments. We therefore use the (nonpolynomial) functions $P_{p}$ defined in section 3. If the scaling functions $\varphi_{j, k}$ with $k \in \mathcal{K}(j)$ reproduce $P_{p}$, then

$$
\int_{X} P_{p} \widetilde{\psi}_{j, m} d \mu=0 \quad \text { for } \quad 0 \leq p<N, j \in \mathcal{J}, m \in \mathcal{M}(j)
$$

We say that the dual wavelets have $N$ vanishing moments. Similarly, the wavelets have $\stackrel{\sim}{N}$ vanishing moments.
6. Fast wavelet transform. The basic idea of a wavelet transform is the same as in the first generation case. Given the set of coefficients $\left\{\lambda_{n, k} \mid k \in \mathcal{K}(n)\right\}$, calculate the $\left\{\gamma_{j, m} \mid n_{0} \leq j<n, m \in \mathcal{M}(j)\right\}$ and $\left\{\lambda_{n_{0}, k} \mid k \in \mathcal{K}\left(n_{0}\right)\right\}$. From the refinement relation of the dual scaling functions and wavelets, we see that a fast forward wavelet transform is given by recursive application of

$$
\lambda_{j, k}=\sum_{l \in \widetilde{\mathcal{L}}(j, k)} \widetilde{h}_{j, k, l} \lambda_{j+1, l} \quad \text { and } \quad \gamma_{j, m}=\sum_{l \in \tilde{\mathcal{L}}(j, m)} \widetilde{g}_{j, m, l} \lambda_{j+1, l}
$$

Similarly, the inverse transform follows from the recursive application of

$$
\lambda_{j+1, l}=\sum_{k \in \mathcal{K}(j, l)} h_{j, k, l} \lambda_{j, k}+\sum_{m \in \mathcal{M}(j, l)} g_{j, m, l} \gamma_{j, m} .
$$

The major difference with the first generation fast wavelet transform, and thus with traditional subband transforms, is that the filter coefficients are different for every coefficient. One has to be careful analyzing the complexity of the second generation fast wavelet transform. For general filters the complexity need not be linear as the number of terms in the above summation, albeit finite, can grow from level to level. This is precisely why Definition 4.1 of a finite filter requires the sizes of the index sets $\mathcal{L}, \mathcal{K}$, and $\mathcal{M}$ to be uniformly bounded. This leads to the following corollary.

Corollary 6.1. In case the filters $h, g, \widetilde{h}$, and $\widetilde{g}$ are finite, the second generation fast wavelet transform is a linear time algorithm.

Note that in a computer implementation the data structure for the filters can become much more complex than in the first generation case and therefore has to be designed carefully.

In case the wavelets form an unconditional basis, the condition number of the wavelet transform is bounded independent of the number of levels. Consequently the propagation of numerical round-off error in floating point calculations will be bounded. As we mentioned before, lifting does not guarantee stability and bounded condition numbers. However, in a practical situation involving spherical wavelets [99] we numerically estimated the condition number and found it to vary little with the number of levels. For a spherical wavelet transform involving roughly 650,000 coefficients we found the condition number to be approximately 8 .


FIG. 7.1. Schematic representation of operators, their domain, and range. This scheme can be used to verify that the order in which operators are applied is correct and which operators can be added.
7. A word on notation. So far we have been using a notation involving the filter coefficients $h_{j, k, l}$ and $g_{j, m, l}$. As one can see this leads to expressions involving many indices. We will refer to it as the index notation. In this section we introduce a new notation, which we refer to as the operator notation. The advantage is that both the statement and the proof of some results become more elegant. Statements in the operator notation will also formally look the same as in the first generation case. In this way it helps to shed light on why things work. The disadvantage is that the operator notation is not practical and that it obscures implementation. Therefore we always state results in the index notation as well.

First consider the spaces $\ell^{2}(\mathcal{K}(j+1))$, $\ell^{2}(\mathcal{K}(j))$, and $\ell^{2}(\mathcal{M}(j))$, with their usual norm and inner product. We denote elements of these spaces by, respectively, $a, b$, and $c$ so that

$$
a=\left\{a_{l} \mid l \in \mathcal{K}(j+1)\right\} \in \ell^{2}(\mathcal{K}(j+1)),
$$

and, similarly, mutatis mutandis, for $b \in \ell^{2}(\mathcal{K}(j))$ and $c \in \ell^{2}(\mathcal{M}(j))$. We always denote the identity operator on these spaces with 1 . It should be clear from the context which one is meant. Next we introduce two operators (see also Figure 7.1):

1. $H_{j}: \ell^{2}(\mathcal{K}(j+1)) \rightarrow \ell^{2}(\mathcal{K}(j))$, where $b=H_{j} a$ means that

$$
b_{k}=\sum_{l \in \mathcal{K}(j+1)} h_{j, k, l} a_{l}
$$

2. $G_{j}: \ell^{2}(\mathcal{K}(j+1)) \rightarrow \ell^{2}(\mathcal{M}(j))$, where $c=G_{j} a$ means that

$$
c_{m}=\sum_{l \in \mathcal{K}(j+1)} g_{j, m, l} a_{l} .
$$

The operators $\widetilde{H}_{j}$ and $\widetilde{G}_{j}$ are defined similarly. We refer to these operators as filter operators or sometimes simply as filters.


Fig. 7.2. The fast wavelet transform. The major difference with the first generation fast wavelet transform is that the filters potentially are different for each coefficient. Observe that the subsampling is absorbed into the filters.

We can now write the fast wavelet transform in operator notation. Define the sequences $\lambda_{j}=\left\{\lambda_{j, k} \mid k\right\}$ and $\gamma_{j}=\left\{\gamma_{j, k} \mid m\right\}$. Then one step in the forward transform is given by

$$
\lambda_{j}=\widetilde{H}_{j} \lambda_{j+1} \quad \text { and } \quad \gamma_{j}=\widetilde{G}_{j} \lambda_{j+1}
$$

and one step in the inverse transform is given by

$$
\lambda_{j+1}=H_{j}^{*} \lambda_{j}+G_{j}^{*} \gamma_{j}
$$

One step of the transform is depicted as a block diagram in Figure 7.2. We use here a scheme similar to a subband transform. Note how the traditional subsampling is absorbed into the filter operators.

The conditions on the filter operators for exact reconstruction now readily follow:

$$
\widetilde{H}_{j} H_{j}^{*}=\widetilde{G}_{j} G_{j}^{*}=1, \quad \quad \widetilde{G}_{j} H_{j}^{*}=\widetilde{H}_{j} G_{j}^{*}=0
$$

and

$$
H_{j}^{*} \widetilde{H}_{j}+G_{j}^{*} \widetilde{G}_{j}=1
$$

These we can write in matrix form as

$$
\left[\begin{array}{c}
\widetilde{H}_{j}  \tag{7.1}\\
\widetilde{G}_{j}
\end{array}\right]\left[\begin{array}{cc}
H_{j}^{*} & G_{j}^{*}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{cc}
H_{j}^{*} & G_{j}^{*}
\end{array}\right]\left[\begin{array}{c}
\widetilde{H}_{j} \\
\widetilde{G}_{j}
\end{array}\right]=1 .
$$

Definition 7.1. The set of filter operators $\left\{H_{j}, \widetilde{H}_{j}, G_{j}, \widetilde{G}_{j}\right\}$ is a set of biorthogonal filter operators if condition (7.1) is satisfied.

With slight abuse of notation, i.e., by letting the operators work on sequences of functions, we can write the refinement relations. Define $\varphi_{j}=\left\{\varphi_{j, k} \mid k \in \mathcal{K}(j)\right\}$ and $\psi_{j}=\left\{\psi_{j, m} \mid m \in \mathcal{M}(j)\right\}$. Then

$$
\varphi_{j}=H_{j} \varphi_{j+1} \quad \text { and } \quad \psi_{j}=G_{j} \varphi_{j+1}
$$

In the other direction we have

$$
\varphi_{j+1}=\widetilde{H}_{j}^{*} \varphi_{j}+\widetilde{G}_{j}^{*} \psi_{j}
$$

Armed with this operator notation, we now can state the lifting scheme.
8. The lifting scheme. In this section we state and prove the lifting scheme and show how it can be used to construct second generation wavelets.

THEOREM 8.1 (lifting). Take an initial set of biorthogonal filter operators $\left\{H_{j}^{\text {old }}\right.$, $\left.\widetilde{H}_{j}^{\text {old }}, G_{j}^{\text {old }}, \widetilde{G}_{j}^{\text {old }}\right\}$. Then a new set of biorthogonal filter operators $\left\{H_{j}, \widetilde{H}_{j}, G_{j}, \widetilde{G}_{j}\right\}$ can be found as

$$
\begin{aligned}
H_{j} & =H_{j}^{\text {old }} \\
\widetilde{H}_{j} & =\widetilde{H}_{j}^{\text {old }}+S_{j} \widetilde{G}_{j}^{\text {old }}, \\
G_{j} & =G_{j}^{\text {old }}-S_{j}^{*} H_{j}^{\text {old }}, \\
\widetilde{G}_{j} & =\widetilde{G}_{j}^{\text {old }},
\end{aligned}
$$

where $S_{j}$ is an operator from $\ell^{2}(\mathcal{M}(j))$ to $\ell^{2}(\mathcal{K}(j))$.
Proof. We write the lifting scheme in matrix notation:

$$
\left[\begin{array}{c}
\widetilde{H}_{j} \\
\widetilde{G}_{j}
\end{array}\right]=\left[\begin{array}{cc}
1 & S \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
\widetilde{H}_{j}^{\text {old }} \\
\widetilde{G}_{j}^{\text {old }}
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{c}
H_{j} \\
G_{j}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
-S^{*} & 1
\end{array}\right]\left[\begin{array}{c}
H_{j}^{\text {old }} \\
G_{j}^{\text {old }}
\end{array}\right] .
$$

If we think of the biorthogonality conditions (7.1) in the matrix notation, the proof simply follows from the fact that

$$
\left[\begin{array}{ll}
1 & S \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & -S \\
0 & 1
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] .
$$

One can use Figure 7.1 to assert that the order of the operators $H, G$, and $S$ is correct. The theorem in the index notation reads as follows.

THEOREM 8.2 (lifting in index notation). Take an initial set of biorthogonal filters $\left\{h^{\text {old }}, \widetilde{h}^{\text {old }}, g^{\text {old }}, \widetilde{g}^{\text {old }}\right\}$; then a new set of biorthogonal filters $\{h, \widetilde{h}, g, \widetilde{g}\}$ can be constructed as

$$
\begin{aligned}
h_{j, k, l} & =h_{j, k, l}^{\text {old }} \\
\widetilde{h}_{j, k, l} & =\widetilde{h}_{j, k, l}^{\text {old }}+\sum_{m} s_{j, k, m} \widetilde{g}_{j, m, l}^{\text {old }} \\
g_{j, m, l} & =g_{j, m, l}^{\text {old }}-\sum_{k} s_{j, k, m} h_{j, k, l}^{\text {old }} \\
\widetilde{g}_{j, m, l} & =\widetilde{g}_{j, m, l}^{\text {old }}
\end{aligned}
$$

After lifting, the filters $h$ and $\widetilde{g}$ remain the same, while the filters $\widetilde{h}$ and $g$ change. As $h$ remains the same, so do the primal scaling functions. The dual scaling functions and primal wavelets change since $\widetilde{h}$ and $g$ change. The dual wavelets also change because the dual scaling functions, from which they are built, change. However, the coefficients $\widetilde{g}$ of the refinement equation of the dual wavelet remain the same. More precisely, we have

$$
\begin{aligned}
& \varphi_{j}=\varphi_{j}^{\text {old }}, \\
& \widetilde{\varphi}_{j}=\widetilde{H}_{j}^{\text {old }} \widetilde{\varphi}_{j+1}+S_{j} \widetilde{G}_{j}^{\text {old }} \widetilde{\varphi}_{j+1}=\widetilde{H}_{j}^{\text {old }} \widetilde{\varphi}_{j+1}+S_{j} \widetilde{\psi}_{j}, \\
& \psi_{j}=G_{j}^{\text {old }} \varphi_{j+1}-S_{j}^{*} H_{j}^{\text {old }} \varphi_{j+1}=\psi_{j}^{\text {old }}-S_{j} \varphi_{j}^{\text {old }}, \\
& \widetilde{\psi}_{j}=\widetilde{G}_{j}^{\text {old }} \widetilde{\varphi}_{j},
\end{aligned}
$$

$$
\begin{align*}
\varphi_{j, k} & =\varphi_{j, k}^{\text {old }}, \\
\widetilde{\varphi}_{j, k} & =\sum_{l} \widetilde{h}_{j, k, l}^{\text {old }} \widetilde{\varphi}_{j+1, l}+\sum_{m} s_{j, k, m} \widetilde{\psi}_{j, m},  \tag{8.1}\\
\psi_{j, m} & =\psi_{j, m}^{\text {old }}-\sum_{k} s_{j, k, m} \varphi_{j, k}^{\text {old }},  \tag{8.2}\\
\widetilde{\psi}_{j, m} & =\sum_{l} \widetilde{g}_{j, k, m}^{\text {old }} \widetilde{\varphi}_{j+1, l} . \tag{8.3}
\end{align*}
$$

Although formally similar, the expressions in (8.2) and (8.1) are quite different. The difference lies in the fact that in (8.2) the scaling functions on the right-hand side did not change after lifting, while in (8.1) the functions on the right-hand side did change after lifting. Indeed, the dual wavelets on the right-hand side of (8.1) already are the new ones.

The power behind the lifting scheme is that through the operator $S$ we have full control over all wavelets and dual functions that can be built from a particular set of scaling functions. This means we can start from a simple or trivial multiresolution analysis and use (8.2) to choose $S$ so that the wavelets after lifting have particular properties. This allows custom design of the wavelet, and it is the motivation behind the name "lifting scheme."

The fundamental idea behind the lifting scheme is that instead of using scaling functions on the finer level to build a wavelet, as in (5.2), we use an old, simple wavelet and scaling functions on the same level to synthesize a new wavelet; see (8.2). Thus instead of using "sister" scaling functions, we use "aunt" scaling functions of the family tree to build wavelets. As we will point out later, the "aunt" property is fundamental when building adaptive wavelets. The advantage of using (8.2) as opposed to (5.2) for the construction of $\psi_{j, m}$ is that in the former we have total freedom in the choice of $S$. Once $S$ is fixed, the lifting scheme assures that all filters are biorthogonal. If we use (5.2) to construct $\psi$, we would have to check the biorthogonality separately.

Equation (8.2) is also the key to finding the $S$ operator, since functions on the right-hand side do not change. Conditions on $\psi_{j, m}$ thus immediately translate into conditions on $S$. For example, we can choose $S$ to increase the number of vanishing moments of the wavelet or choose $S$ so that $\psi_{j, m}$ resembles a particular shape.

If the original filters and $S$ are finite filters, then the new filters will be finite as well. In such case define the (adjoint) sets

$$
\mathcal{K}(j, m)=\left\{k \mid s_{j, k, m} \neq 0\right\} \quad \text { and } \quad \mathcal{M}(j, k)=\{m \mid k \in \mathcal{K}(j, m)\} .
$$

If we want the wavelet to have vanishing moments, the condition that the integral of a wavelet multiplied with a certain function $P_{p}$ is zero leads to

$$
\int_{X} P_{p} \psi_{j, m} d \mu=0 \Rightarrow \int_{X} P_{p} \psi_{j, m}^{\text {old }} d \mu=\sum_{k \in \mathcal{K}(j, m)} s_{j, k, m} \int_{X} P_{p} \varphi_{j, k}^{\text {old }} d \mu .
$$

For fixed indices $j$ and $m$, the latter is a linear equation in the unknowns $\left\{s_{j, k, m} \mid\right.$ $k \in \mathcal{K}(j, m)\}$. All coefficients only depend on the old multiresolution analysis. If we choose the number of unknown coefficients $s_{j, k, m}$ equal to the number of equations, we simply need to solve a linear system for each $j$ and $m$. Remember that the functions
$P_{p}$ had to be independent, so if the functions $\varphi_{j, k}^{\text {old }}$ are independent as well, the system will be full rank.

Notes.

1. Other constraints than vanishing moments can be used for the choice of $S$. For example one can custom design the shape of the wavelet for use in feature recognition. Given the scaling functions, choose $S$ so that $\psi_{j, m}$ resembles the particular feature we want to recognize. The magnitude of the wavelet coefficients is now proportional to how much the original signal at the particular scale and place resembles the feature. This has important applications in automated target recognition and medical imaging. Other ideas are fixing the value of the wavelet or the value of the derivative of the wavelet at a certain location. This is useful to accommodate boundary conditions.
2. In general it is not possible to use lifting to build orthogonal or semi-orthogonal wavelets using only finite lifting filters. In the semi-orthogonal case, the condition that a new wavelet $\psi_{j, m}$ is orthogonal to the $V_{j}$ typically will require using all $\varphi_{j, k}$ scaling functions of level $j$ in the lifting (8.2). In [80] this was bypassed by pseudo-orthogonalization, a scheme where $\psi_{j, m}$ is only required to be orthogonal to the (interpolating) scaling functions in a certain neighborhood. As mentioned in the introduction, part of the inspiration of the lifting scheme came from generalizing this idea to a fully biorthogonal setting.
3. In [17] several examples, including splines with nonuniform knot sequences, are given where semi-orthogonal wavelets are constructed. This construction uses all possible degrees of freedom for the construction of the wavelet, which is more than what lifting allows, but does not lead to finite primal and dual filters.
4. One of the appealing features of using the lifting scheme in the construction of second generation wavelets is that one gets the filters for the scaling functions and the wavelets together. Other constructions, such as nonstationary subdivision, only give the filters for the scaling functions; see for example [104, Chapter 5]. One then needs to use a technical trick to find the wavelet filters with the right biorthogonality properties. There is no guarantee that this is always possible.
5. Fast lifted wavelet transform. In this section we show how the lifting scheme can be used to facilitate and accelerate the implementation of the fast wavelet transform. The basic idea is to never explicitly form the new filters but only work with the old filter, which can be trivial, and the $S$ filter.

For the forward transform we get

$$
\lambda_{j}=\widetilde{H}_{j} \lambda_{j+1}=\widetilde{H}_{j}^{\text {old }} \lambda_{j+1}+S_{j} \gamma_{j}
$$

In index notation this becomes

$$
\lambda_{j, k}=\sum_{l} \widetilde{h}_{j, k, l}^{\mathrm{old}} \lambda_{j+1, l}+\sum_{m} s_{j, k, m} \gamma_{j, m}
$$

This implies that if we first calculate the wavelet coefficients $\gamma_{j}$ as $\widetilde{G}_{j}^{\text {old }} \lambda_{j+1}$, we can later reuse them in the calculation of the $\lambda_{j}$ coefficients. The $\lambda_{j}$ are first calculated as $\widetilde{H}_{j}^{\text {old }} \lambda_{j+1}$ and later updated (lifted) with the $\gamma_{j}$ coefficients. This way we never have to form the (potentially large) filter $\widetilde{H}_{j}$. In other words, the lifting scheme makes
optimal use of the similarities between the $\widetilde{H}$ and $\widetilde{G}$ filter. This both facilitates and accelerates the implementation.

For the inverse transform we find that

$$
\lambda_{j+1}=H_{j}^{*} \lambda_{j}+G_{j}^{*} \gamma_{j}=H_{j}^{\text {old } *}\left(\lambda_{j}-S_{j} \gamma_{j}\right)+G_{j}^{\text {old } *} \gamma_{j}
$$

In index notation this becomes

$$
\lambda_{j+1, l}=\sum_{k} h_{j, k, l}^{\mathrm{old}}\left(\lambda_{j, k}-\sum_{m} s_{j, k, m} \gamma_{j, m}\right)+\sum_{m} g_{j, m, l}^{\mathrm{old}} \gamma_{j, m}
$$

The inverse transform thus first undoes the lifting (between the parentheses) and then does an inverse transform with the old filters.

This leads to the following algorithm for the fast lifted wavelet transform depicted in Figure 9.1. On each level the forward transform consists of two stages. Stage I is simply the forward transform with the old filters while stage II is the lifting. In the inverse transform, stage I simply undoes the lifting and stage II is an inverse transform with the old filters. In pseudo code this becomes

```
Forward wavelet transform
    For j = n-1 downto 0
        Forward I(j)
        Forward II(j)
```

Inverse wavelet transform
For level $=0$ to $n-1$ Inverse I(j) Inverse II(j)

Forward $\mathrm{I}(\mathrm{j})$ : Calculate the $\gamma_{j, m}$ and first stage of $\lambda_{j, k}$

$$
\begin{aligned}
& \forall k \in \mathcal{K}(j): \lambda_{j, k}:= \sum_{l \in \tilde{\mathcal{L}}(j, k)} \widetilde{h}_{j, k, l}^{\text {old }} \lambda_{j+1, l} \\
& \forall m \in \mathcal{M}(j): \gamma_{j, m}:=\sum_{l \in \tilde{\mathcal{L}}(j, m)} \widetilde{g}_{j, m, l}^{\text {old }} \lambda_{j+1, l}
\end{aligned}
$$

Forward II (j): Lift the $\lambda_{j, k}$ using the $\gamma_{j, m}$ calculated in Stage I

$$
\forall k \in \mathcal{K}(j): \lambda_{j, k}+=\sum_{m \in \mathcal{M}(j, k)} s_{j, k, m} \gamma_{j, m}
$$

Inverse I(j): Undo the lifting

$$
\forall k \in \mathcal{K}(j): \lambda_{j, k}-=\sum_{m \in \mathcal{M}(j, k)} s_{j, k, m} \gamma_{j, m}
$$

Inverse II (j): Calculate the $\lambda_{j+1, l}$ using the $\lambda_{j, k}$ from Stage I:

$$
\forall l \in \mathcal{K}(j+1): \lambda_{j+1, l}:=\sum_{k \in \mathcal{K}(j, l)} h_{j, k, l}^{\text {old }} \lambda_{j, k}+\sum_{m \in \mathcal{M}(j, l)} g_{j, m, l}^{\text {old }} \gamma_{j, m}
$$

As noted in [100], there are always two possibilities to implement these sums. For example, take the sum in the Forward I routine. We can either implement this as (after assigning 0 to $\gamma_{j, m}$ )

$$
\forall m \in \mathcal{M}(j): \forall l \in \mathcal{L}(j, m): \gamma_{j, m}+=\widetilde{g}_{j, m, l}^{\text {old }} \lambda_{j+1, l}
$$



FIG. 9.1. The fast lifted wavelet transform: the basic idea is to first perform a transform with the old, simple filters and later "lift" the scaling function coefficients with the help of wavelet coefficients. The inverse transform first undoes the lifting and then performs an inverse transform with the old filters.
or as

$$
\forall l \in \mathcal{K}(j+1): \forall m \in \mathcal{M}(j, l): \gamma_{j, m}+=\widetilde{g}_{j, m, l}^{\text {old }} \lambda_{j+1, l}
$$

The first option loops over all $m$, for each $\gamma_{j, m}$ identifies the $\lambda_{j+1, l}$ that determine its value, then calculates the linear combination and assigns it into $\gamma_{j, m}$. The second option loops over all $l$, identifies the $\gamma_{j, m}$ which are influenced by $\lambda_{j+1, l}$, and then adds on the right amount to each $\gamma_{j, m}$. Both options are theoretically equivalent, but often one of the two is much easier to implement than the other; see for example [100]. There one of the index sets always contains the same number of elements, while the cardinality of the other can vary depending on the mesh.
10. Cakewalk construction. In this section we discuss how one can iterate the lifting scheme to bootstrap one's way up to a multiresolution analysis with desired properties.

We first introduce the dual lifting scheme. The basic idea is the same as for the lifting scheme except that we now leave the dual scaling function and the $\widetilde{H}$ and $G$ filters untouched. The $H$ and $\widetilde{G}$ filters and the dual wavelet, scaling function, and wavelet (by refinement) change. We can use the dual lifting scheme to custom design the dual wavelet. If we denote the operator involved with $\widetilde{S}_{j}$, the new set of biorthogonal filter operators is given by

$$
\begin{aligned}
H_{j} & =H_{j}^{\text {old }}+\widetilde{S}_{j} G_{j}^{\text {old }} \\
\widetilde{H}_{j} & =\widetilde{H}_{j}^{\text {old }} \\
G_{j} & =G_{j}^{\text {old }} \\
\widetilde{G}_{j} & =\widetilde{G}_{j}^{\text {old }}-\widetilde{S}_{j}^{*} \widetilde{H}_{j}^{\text {old }},
\end{aligned}
$$

where $\widetilde{S}_{j}$ is an operator from $\ell^{2}(\mathcal{M}(j))$ to $\ell^{2}(\mathcal{K}(j))$. Relationships like (8.2) and (8.1) can be obtained by simply toggling the tildes. In the second stage of the fast wavelet transform, the $\gamma_{j}$ coefficients are now lifted with the help of the $\lambda_{j}$ coefficients calculated in the first stage.

We now can alternate lifting and dual lifting. For example, after increasing the number of vanishing moments of the wavelet with the lifting scheme, one can use the dual lifting scheme to increase the number of vanishing moments of the dual wavelet. By iterating lifting and dual lifting, one can bootstrap one's way up to a multiresolution analysis with desired properties on primal and dual wavelets. This is the basic idea behind the cakewalk construction.

There is one issue that remains to be checked to allow cakewalk constructions. Suppose we first use dual lifting to increase the number of vanishing moments of the dual wavelet. How do we know that this will not be ruined by later lifting? Remember that lifting changes the dual scaling function and thus, by refinement, the dual wavelet. The answer is given by the following theorem.

ThEOREM 10.1. Consider a multiresolution analysis with order N. After lifting, the first $N$ moments of the dual scaling function and dual wavelet do not change.

Proof. The primal scaling functions do not change after lifting. This means that

$$
P_{p}=\sum_{k}\left\langle P_{p}, \widetilde{\varphi}_{j, k}^{\text {old }}\right\rangle \varphi_{j, k}=\sum_{k}\left\langle P_{p}, \widetilde{\varphi}_{j, k}\right\rangle \varphi_{j, k} \quad \text { for } \quad 0 \leq p<N
$$

This implies that the first $N$ moments of the dual scaling functions do not change after lifting. Since the coefficients of the refinement relations of the dual wavelets do not change (8.3), neither do their moments.

Thus lifting does not alter the number of vanishing moments of the dual wavelet obtained by prior lifting.

Suppose we use dual lifting to increase the number of dual vanishing moments from $N^{\text {old }}$ to $N$. This involves solving a linear system of size $N$, independent of how many vanishing moments the old dual wavelets already had. This means that if we use a cakewalk construction the linear systems to be solved become larger and larger, and so do the $S$ filters. Therefore we present a scheme which allows us to exploit the fact that the dual wavelets already have $N^{\text {old }}$ moments and thus only solve a system of size $N-N^{\text {old }}$. The basic idea is to lift an old dual wavelet $\left(\widetilde{\psi}_{j, m}^{\text {old }}\right)$ not with old dual scaling functions on the same level ( $\left.\widetilde{\varphi}_{j, k}^{\text {old }}\right)$ but with old dual wavelets on the coarser level $\left(\widetilde{\psi}_{j-1, n}^{\text {old }}\right)$. This leads to a new dual wavelet of the form

$$
\widetilde{\psi}_{j, m}=\widetilde{\psi}_{j, m}^{\text {old }}-\sum_{n \in \mathcal{M}(j-1)} \tilde{t}_{j, n, m} \widetilde{\psi}_{j-1, n}^{\text {old }}
$$

Here the $\widetilde{t}_{j, n, m}$ are the coefficients of a filter operator $\widetilde{T}_{j}: \ell^{2}(\mathcal{M}(j)) \rightarrow \ell_{2}(\mathcal{M}(j-1))$. We always assume that the index $n$ belongs to $\mathcal{M}(j-1)$. Note that the new dual wavelets independent of $\widetilde{T}$ immediately have at least as many vanishing moments as the old ones $\left(N^{\text {old }}\right)$. Expressing that the new dual wavelets have $N$ vanishing moments leads to only $N-N^{\text {old }}$ equations in the unknowns $\left\{\widetilde{t}_{j, n, m} \mid n\right\}$.

Let us try to find a fast wavelet transform associated with this. In operator notation we have

$$
\widetilde{\psi}_{j}=\widetilde{\psi}_{j}^{\text {old }}-\widetilde{T}_{j}^{*} \widetilde{\psi}_{j-1}^{\text {old }}=\widetilde{\psi}_{j}^{\text {old }}-\widetilde{T}_{j}^{*} \widetilde{G}_{j-1}^{\text {old }} \widetilde{\varphi}_{j}^{\text {old }}
$$

This construction thus corresponds to letting $\widetilde{S}_{j}^{*}=\widetilde{T}_{j}^{*} \widetilde{G}_{j-1}^{\text {old }}$. The basic idea is to use only the old filters and the filter $\widetilde{T}$ and never construct the $\widetilde{S}$ filter or any of the new filters explicitly. The forward transform takes three stages:

I: Given the sequence $\lambda_{j+1}$ calculate the forward transform with the old filters: $\lambda_{j}:=\widetilde{H}_{j}^{\text {old }} \lambda_{j+1}$ and $\gamma_{j}:=\widetilde{G}_{j}^{\text {old }} \lambda_{j+1}$.
II: Calculate another level with the old filters: $\lambda_{j-1}:=\widetilde{H}_{j-1}^{\text {old }} \lambda_{j}$ and $\gamma_{j-1}:=$ $\widetilde{G}_{j-1}^{\text {old }} \lambda_{j}$.
III: Lift the $\gamma_{j}$ with the $\gamma_{j-1}: \gamma_{j}-=\widetilde{T}_{j}^{*} \gamma_{j-1}$.


Fig. 10.1. Part of a cakewalk construction. The basic idea is to lift the wavelet coefficients with wavelet coefficients on the coarser level. This way the fact that the old dual wavelets already have $N^{\text {old }}$ vanishing moments can be exploited.

Note that the second stage on level $j$ coincides with the first stage on level $j-1$; see Figure 10.1 for a block diagram. The inverse transform in a first stage undoes the lifting and then applies an inverse transform with the old filters.

We have seen how the lifting scheme can pass between an old and a new multiresolution analysis. To start the construction of second generation wavelets we therefore need an initial multiresolution analysis. In the following sections we will give three examples of an initial multiresolution analysis to start the lifting scheme.
11. Orthogonal Haar wavelets. In this section we present the generalized orthogonal Haar wavelets, which form a first example of an initial multiresolution analysis to start the lifting scheme. The idea was first introduced by Coifman, Jones, and Semmes for dyadic cubes in [33], generalized for Clifford-valued measures in [9, 91], and later generalized for arbitrary partitionings in [68].

We first introduce the notion of a nested set of partitionings.
Definition 11.1. A set of measurable subsets $\left\{X_{j, k} \mid j, k\right\}$ is a nested set of partitionings if it is a set of partitionings and if, for every $j$ and $k, X_{j, k}$ can be written as a finite disjoint union of at least two sets $X_{j+1, l}$ :

$$
X_{j, k}=\bigcup_{l \in \mathcal{L}(j, k)} X_{j+1, l}
$$

Note that because of the partition property ( $X_{j, k} \subset X_{j+1, k}$ ) we have that $k \in$ $\mathcal{L}(j, k)$. Let $\varphi_{j, k}=\chi_{X_{j, k}}$ and $\widetilde{\varphi}_{j, k}=\chi_{X_{j, k}} / \mu\left(X_{j, k}\right)$ according to our normalization (3.2). Define the $V_{j} \subset \mathrm{~L}_{2}$ as

$$
V_{j}=\operatorname{clos} \operatorname{span}\left\{\varphi_{j, k} \mid k \in \mathcal{K}(j)\right\}
$$

The spaces $V_{j}$ generate a multiresolution analysis of $\mathrm{L}_{2}$; see, e.g., [68] for a proof. As the scaling functions are orthogonal, we let $W_{j}$ be the orthogonal complement of $V_{j}$ in $V_{j+1}$ so that $\widetilde{V}_{j}=V_{j}$.

Now fix a scaling function $\varphi_{j, k}$. For the construction of the Haar wavelets, we only need to consider the set $X_{j, k}$. First we assume without loss of generality that $\mathcal{L}(j, k)$ contains either two or three elements. Indeed, if $\mathcal{L}(j, k)$ contains more elements, we can split them into two groups whose numbers of elements differ by at most one. For each group we can introduce (implicitly) a new corresponding $X_{j^{\prime}, k^{\prime}}$. We can continue


Fig. 11.1. The generalized orthogonal Haar wavelets for square partitionings. The wavelets are piecewise constant and have a vanishing integral. The sign is indicated in the support. The orthogonality follows immediately from the support and the vanishing integral of the wavelets. Similar constructions apply to arbitrary partitionings.
to do this until the number of elements is either 2 or 3 . In case $\mathcal{L}(j, k)=\{k, m\}$ we let the wavelet $\psi_{j, m}$ be

$$
\begin{equation*}
\psi_{j, m}=\frac{\varphi_{j+1, k}}{2 \mu\left(X_{j+1, k}\right)}-\frac{\varphi_{j+1, m}}{2 \mu\left(X_{j+1, m}\right)} \tag{11.1}
\end{equation*}
$$

In case $\mathcal{L}(j, k)=\left\{k, m, m^{\prime}\right\}$ we keep $\psi_{j, m}$ as above and let

$$
\psi_{j, m^{\prime}}=\frac{\varphi_{j+1, k}+\varphi_{j+1, m}}{2 \mu\left(X_{j+1, k}\right)+2 \mu\left(X_{j+1, m}\right)}-\frac{\varphi_{j+1, m^{\prime}}}{2 \mu\left(X_{j+1, m^{\prime}}\right)}
$$

In case $\mathcal{L}(j, k)=\{k, m 1, m 2, m 3\}$, we need two stages. Each stage involves two sets and a wavelet of the form (11.1); see Figure 11.1. The Haar wavelets are constructed so that

$$
\int_{X} \psi_{j, m} d \mu=0 \quad \text { and } \quad \int_{X}\left|\psi_{j, m}\right| d \mu=1
$$

They are orthogonal to $\varphi_{j, k}$ because they have a vanishing integral. Two different wavelets are orthogonal, since either their supports are disjoint or one is constant on the support of the other.

These wavelets form an orthogonal basis for $L_{2}$. In fact, they also form an unconditional basis for $\mathrm{L}_{p}$.

Theorem 11.2 (see [68]). The generalized orthogonal Haar wavelets $\left\{\psi_{j, m} \mid j, m\right\}$ form an unconditional basis for $\mathrm{L}_{p}$ with $1<p<\infty$, with unconditional basis constant $p^{*}-1$, where $1 / p+1 / p^{*}=1$.

This construction allows for Haar wavelets adapted to the settings G1-G3 mentioned in the introduction. Their advantage is their generality. Their disadvantages are that they are nonsmooth and that they have only one vanishing moment. However, they form a perfect example of an initial multiresolution analysis to start the lifting scheme with. With the lifting scheme we can build wavelets with more vanishing moments and/or more smoothness.

In the case of the real line and the classical Haar wavelet, the dual lifting scheme corresponds to a technique called average interpolation introduced by Donoho in [56]. Here $\widetilde{\varphi}$ is the indicator function on $[0,1]$, while $\varphi$ is constructed through a subdivision scheme which ensures that polynomials up to a certain order can be reproduced with the scaling functions. This condition is precisely the same as the vanishing moment condition of the dual wavelet as used in dual lifting. The average interpolating technique can be generalized to a second generation setting; see, e.g., [104] for the construction of weighted wavelets. It generates primal and dual scaling functions which
are biorthogonal. However, it is not immediately clear what the wavelets and dual wavelets are. In other words there is no immediate generalization for the quadrature mirror filter construction where one takes $\widetilde{g}_{k}=(-1)^{k} h_{1-k}$. The dual lifting scheme provides a very simple solution to this problem. Again, the idea is to first construct the dual wavelets and later check what happens to the scaling functions using the cascade algorithm.
12. Interpolating scaling functions and wavelets. In this section we introduce the Lazy wavelet, another candidate to start the lifting scheme with, which is even simpler than the Haar wavelets. We show how it is connected with interpolating scaling functions.
12.1. The Lazy wavelet. One way to look at the general index sets $\mathcal{K}(j)$ and $\mathcal{M}(j)$ is to think of $\mathcal{K}(j)$ (respectively, $\mathcal{M}(j))$ as the generalization of the even (respectively, odd) indices. This inspires us to define two subsampling operators $E$ (even) and $D$ (odd) as follows:

$$
\begin{aligned}
& E: \ell^{2}(\mathcal{K}(j+1)) \rightarrow \ell^{2}(\mathcal{K}(j)), \text { where } b=E a \text { means } b_{k}=a_{k} \text { for } k \in \mathcal{K}(j) . \\
& D: \ell^{2}(\mathcal{K}(j+1)) \rightarrow \ell^{2}(\mathcal{M}(j)) \text {, where } c=D a \text { means } c_{m}=a_{m} \text { for } m \in \mathcal{M}(j) .
\end{aligned}
$$

Although these operators depend on the level $j$ we will not supply them with an extra subscript, since no confusion is possible. These operators provide a trivial orthogonal splitting, as

$$
\left[\begin{array}{l}
E \\
D
\end{array}\right]\left[\begin{array}{ll}
E^{*} & D^{*}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{ll}
E^{*} & D^{*}
\end{array}\right]\left[\begin{array}{l}
E \\
D
\end{array}\right]=1
$$

We can now decompose any operator $W: \ell^{2}(\mathcal{K}(j)) \rightarrow \ell^{2}(\mathcal{K}(j))$ as

$$
\begin{equation*}
W=W_{e} E+W_{d} D, \quad \text { with } \quad W_{e}=W E^{*} \quad \text { and } \quad W_{d}=W D^{*} \tag{12.1}
\end{equation*}
$$

The filter operators of the Lazy wavelet are precisely these subsampling operators

$$
H_{j}^{\mathrm{Lazy}}=\widetilde{H}_{j}^{\mathrm{Lazy}}=E \quad \text { and } \quad G_{j}^{\mathrm{Lazy}}=\widetilde{G}_{j}^{\mathrm{Lazy}}=D
$$

The Lazy wavelet transform thus is an orthogonal transform that essentially does nothing. It only resamples the coefficients into two groups for each step and thus can be seen as the generalization of the polyphase transform to the second generation setting. However, it is important to consider since it is connected with interpolating scaling functions. The operators $E$ and $D$ are crucial when implementing the lifting scheme. Although they are mathematically trivial, the data structure in the program has to be designed carefully to make them easy to implement. With such a data structure, the implementation of the lifting scheme is straightforward.

Given a set of partitionings, one can formally associate scaling functions and dual scaling functions with the Lazy wavelet. By using the cascade algorithm pointwise and respecting the normalization, one can see that $\widetilde{\varphi}_{j, k}=\delta\left(\cdot-x_{k}\right)$ and that $\varphi_{j, k}$ is zero everywhere except at $x_{k}$ where it is one. Formally they are biorthogonal, but in the $\mathrm{L}_{2}$ setting, $\widetilde{\varphi}_{j, k}$ does not belong to the space while $\varphi_{j, k}$ is zero. The wavelets and dual wavelets are given by $\psi_{j, m}=\varphi_{j+1, m}$ and $\widetilde{\psi}_{j, m}=\varphi_{j+1, m}$, and $N=\widetilde{N}=0$.
12.2. Interpolating scaling functions. Next, we generalize the notion of an interpolating scaling function. We first need a set of interpolation points $\left\{x_{k} \mid j \in\right.$ $\mathcal{J}, k \in \mathcal{K}(j)\}$. Remember that such a set can be defined by a set of partitionings. In
the other direction, we can associate a set of partitionings with a set of interpolating points as follows. Assume that

$$
\forall k: \inf _{j \in \mathcal{J}, k^{\prime} \in \mathcal{K}(j)} d\left(x_{k}, x_{k^{\prime}}\right)=0
$$

for all $k$. Then let

$$
S_{j, k}=\left\{x \in X \mid d\left(x, x_{k}\right)<d\left(x, x_{k^{\prime}}\right) \text { for } k^{\prime} \in \mathcal{K}(j), k \neq k^{\prime}\right\}
$$

The sets $S_{j, k}$ are the Voronoi cells of the set of points $\left\{x_{k} \mid k \in \mathcal{K}(j)\right\}$.
Definition 12.1. A set of scaling functions $\left\{\varphi_{j, k} \mid j, k\right\}$ is interpolating if a set of interpolation points $x_{k}$ exists so that $\varphi_{j, k}\left(x_{k^{\prime}}\right)=\delta_{k, k^{\prime}}$ for $k, k^{\prime} \in \mathcal{K}(j)$.

As in the first generation case, the interpolating property can be characterized by means of the coefficients of the refinement relation. We state and prove the result in the index notation.

Lemma 12.2. If a set of second generation scaling functions is interpolating, then

$$
\begin{equation*}
\forall k, k^{\prime} \in \mathcal{K}(j): h_{j, k, k^{\prime}}=\delta_{k, k^{\prime}} \tag{12.2}
\end{equation*}
$$

Proof.

$$
\delta_{k, k^{\prime}}=\varphi_{j, k}\left(x_{k^{\prime}}\right)=\sum_{m} h_{j, k, l} \varphi_{j+1, l}\left(x_{k^{\prime}}\right)=\sum_{m} h_{j, k, l} \delta_{l, k^{\prime}}=h_{j, k, k^{\prime}}
$$

Note that this lemma can be seen as a special case of Remark 4.2 in [41]. A filter $h$ is called an interpolating filter if condition (12.2) holds. This condition can be written in operator notation as

$$
H_{j}^{\mathrm{int}} E^{*}=1
$$

Note that this is the generalization of an $\grave{a}$ trous filter in the first generation case.
If we have an interpolating scaling function, we can always take Dirac functions as a formal dual

$$
\widetilde{\varphi}_{j, k}^{\text {int }}=\delta\left(\cdot-x_{k}\right)
$$

The biorthogonality follows immediately from the interpolation property. The filter corresponding to the dual scaling function is

$$
\widetilde{H}^{\mathrm{int}}=E
$$

Now define $\widetilde{S}_{j}$ as $H_{j}^{\text {int }} D^{*}$. Then it follows from (12.1) that any interpolating filter can be written as $H_{j}^{\mathrm{int}}=E+\widetilde{S}_{j} D$. But this expression can be seen as the result of applying the dual lifting scheme to the Lazy wavelet. We can then write a set of biorthogonal filters as

$$
\begin{aligned}
H_{j}^{\mathrm{int}} & =E+\widetilde{S}_{j} D \\
\widetilde{H}_{j}^{\mathrm{int}} & =E \\
G_{j}^{\mathrm{int}} & =D \\
\widetilde{G}_{j}^{\mathrm{int}} & =D-\widetilde{S}_{j}^{*} E .
\end{aligned}
$$

We have thus shown the following theorem.
Theorem 12.3. The set of filters resulting from interpolating scaling functions, and Diracs as their formal dual, can be seen as a dual lifting of the Lazy wavelet.

In index notation the filters become

$$
\begin{aligned}
h_{j, k, l}^{\text {int }} & = \begin{cases}\delta_{k, l} & \text { if } l \in \mathcal{K}(j), \\
\widetilde{s}_{j, k, l} & \text { if } l \in \mathcal{M}(j),\end{cases} \\
\widetilde{h}_{j, k, l}^{\text {int }} & =\delta_{k, l}, \\
g_{j, m, l}^{\text {int }} & =\delta_{m, l}, \\
\widetilde{g}_{j, m, l}^{\text {int }} & = \begin{cases}-\widetilde{s}_{j, l, m} & \text { if } l \in \mathcal{K}(j) \\
\delta_{m, l} & \text { if } l \in \mathcal{M}(j) .\end{cases}
\end{aligned}
$$

Formally the dual wavelets are given by

$$
\tilde{\psi}_{j, m}=\delta\left(\cdot-x_{m}\right)-\sum_{k} h_{j, k, m} \delta\left(\cdot-x_{k}\right)
$$

The primal wavelets are $\psi_{j, m}=\varphi_{j+1, m}$. We have $\widetilde{N}=0$ and $N$ possibly $>0$. These filters do not correspond to a multiresolution analysis of $L_{2}$, as the dual functions are Dirac distributions which do not even belong to $L_{2}$. In the case of linear interpolation, this example corresponds to what is known in finite elements as "hierarchical basis functions" [116].

We next apply the lifting scheme to find wavelets which have $\widetilde{N}>0$. This leads to new filters of the form

$$
\begin{aligned}
H_{j} & =H_{j}^{\mathrm{int}}=E+\widetilde{S}_{j} D \\
\widetilde{H}_{j} & =\widetilde{H}_{j}^{\mathrm{int}}+S_{j} \widetilde{G}_{j}^{\mathrm{int}}=\left(1-S_{j} \widetilde{S}_{j}^{*}\right) E+S_{j} D \\
G_{j} & =G_{j}^{\mathrm{int}}-S_{j}^{*} H_{j}^{\mathrm{int}}=-S_{j}^{*} E+\left(1-S_{j}^{*} \widetilde{S}_{j}\right) D \\
\widetilde{G}_{j} & =\widetilde{G}_{j}^{\mathrm{int}}=-\widetilde{S}_{j}^{*} E+D
\end{aligned}
$$

This can be verified using Figure 12.1. For example, to find $\widetilde{H}_{j}$, follow the paths from $\lambda_{j+1}$ to $\lambda_{j}$. There are three: one direct through $E$, one through $D$ and then down through $S_{j}$, and one through $E$ then up through $\widetilde{S}_{j}^{*}$ and down through $S_{j}$. Consequently $\widetilde{H}_{j}=\left(1-S_{j} \widetilde{S}_{j}^{*}\right) E+S_{j} D$. In index notation this becomes

$$
\begin{aligned}
\widetilde{h}_{j, k, l} & =\delta_{k, l}+\sum_{m} s_{j, k, m} \widetilde{g}_{j, m, l} \\
g_{j, m, l} & =\delta_{m, l}-\sum_{k} s_{j, k, m} h_{j, k, l}
\end{aligned}
$$

The new wavelet can be written as

$$
\begin{equation*}
\psi_{j, m}=\varphi_{j+1, m}-\sum_{k \in \mathcal{K}(j, m)} s_{j, m, k} \varphi_{j, k} \tag{12.3}
\end{equation*}
$$

One can find the $s_{j, k, m}$ in the same way as described above.


Fig. 12.1. The fast wavelet transform for wavelets built from interpolating scaling functions. First apply a Lazy wavelet transform, then a dual lifting, and finally a regular lifting.
12.3. Algorithm. The algorithm for the wavelet transform associated with the wavelets constructed in the previous section consists of three stages. First a Lazy wavelet transform, then a dual lifting, and finally a primal lifting; see Figure 12.1. The inverse transform can be derived immediately by simply inverting each step of the forward transform.

$$
\begin{array}{ll}
\text { Forward(j): } & \\
\qquad \begin{aligned}
\forall k \in \mathcal{K}(j): & \lambda_{j, k}
\end{aligned} \quad:=\lambda_{j+1, k} \\
\forall m \in \mathcal{M}(j): & \gamma_{j, m} \quad:=\lambda_{j+1, m} \\
\forall m \in \mathcal{M}(j): & \gamma_{j, m}-=\sum_{k \in \tilde{\mathcal{K}}(j, m)} \widetilde{s}_{j, k, m} \lambda_{j, k} \\
\forall k \in \mathcal{K}(j): & \lambda_{j, k} \quad+=\sum_{m \in \mathcal{M}(j, k)} s_{j, k, m} \gamma_{j, m}
\end{array}
$$

$$
\begin{array}{lll}
\text { Inverse }(\mathrm{j}): & \\
\qquad \begin{array}{rll}
\forall k \in \mathcal{K}(j): & \lambda_{j, k} & -=\sum_{m \in \mathcal{M}(j, k)} s_{j, k, m} \gamma_{j, m} \\
\forall m \in \mathcal{M}(j): & \gamma_{j, m} \quad+=\sum_{k \in \widetilde{\mathcal{K}}(j, m)} \widetilde{s}_{j, k, m} \lambda_{j, k} \\
\forall m \in \mathcal{M}(j): & \lambda_{j+1, m} & :=\gamma_{j, m} \\
\forall k \in \mathcal{K}(j): & \lambda_{j+1, k} & :=\lambda_{j, k}
\end{array}
\end{array}
$$

One of the nice properties of the fast lifted wavelet transform is that all calculations can be done in place, i.e., without auxiliary memory. It is sufficient to provide storage locations only for the coefficients $\lambda_{n, k}$ of the finest levels. No additional auxiliary memory is needed. A coefficient $\lambda_{j, k}$ with $j<n$ can be stored in the same location as $\lambda_{n, k}$, while a wavelet coefficient $\gamma_{j, m}$ with $j<n$ can be stored in the same location as $\lambda_{n, m}$. The Lazy wavelet transform now simply requires blinking your eyes. Lifting will only require updates with local neighboring coefficients (typically $+=$ or $-=$ operators in the implementation) and thus does not need extra storage.
13. Biorthogonal Haar wavelets. In this section we introduce a third example of an initial multiresolution analysis: the biorthogonal Haar wavelets. They were first used in triangular subdivision in [99]. On triangles, biorthogonal Haar wavelets have more symmetry than orthogonal Haar wavelets. We here show how the biorthogonal Haar wavelets themselves can be seen as a result of lifting from the Lazy wavelet.

Take a set of nested partitionings $X_{j, k}$. Note that this defines the index sets $\mathcal{L}(j, k)$. Consider the Lazy scaling function and wavelet

$$
\widetilde{\varphi}_{j, k}^{\mathrm{Lazy}}=\delta\left(\cdot-x_{k}\right) \quad \text { and } \quad \widetilde{\psi}_{j, m}^{\mathrm{Lazy}}=\delta\left(\cdot-x_{m}\right)
$$

Let us first apply dual lifting and denote the resulting functions with a superscript (1). Fix a $k^{*} \in \mathcal{K}(j)$ and let $\mathcal{M}\left(j, k^{*}\right)=\mathcal{L}\left(j, k^{*}\right) \backslash\left\{k^{*}\right\}$. In order for the new wavelet $\widetilde{\psi}_{j, m}^{(1)}$ with $m \in \mathcal{M}\left(j, k^{*}\right)$ to have one vanishing moment, we let

$$
\widetilde{\psi}_{j, m}^{(1)}=\delta\left(\cdot-x_{m}\right)-\delta\left(\cdot-x_{k^{*}}\right)=\widetilde{\varphi}_{j+1, m}^{(1)}-\widetilde{\varphi}_{j+1, k^{*}}^{(1)}
$$

so that $\mathcal{K}(j, m)=\left\{k^{*}\right\}$ and $\widetilde{s}_{j, k, m}=\delta_{k, k^{*}}$. This implies that the scaling function satisfies

$$
\begin{equation*}
\varphi_{j, k^{*}}^{(1)}=\varphi_{j+1, k^{*}}^{(1)}+\sum_{m \in \mathcal{M}\left(j, k^{*}\right)} \widetilde{s}_{j, k, m} \varphi_{j+1, m}^{(1)}=\sum_{l \in \mathcal{L}\left(j, k^{*}\right)} \varphi_{j+1, l}^{(1)} \tag{13.1}
\end{equation*}
$$

which yields that $\varphi_{j, k}^{(1)}=\chi_{X_{j, k}}$ and thus $\psi_{j, m}^{(1)}=\chi_{X_{j+1, m}}$. We now have $N=1$ and $\widetilde{N}=0$ and could call this a half-Haar basis. Note that this half-Haar wavelet is used in the interlaced GIF format which is currently quite popular on the World Wide Web.

Next we use lifting to obtain a primal wavelet with a vanishing moment. We choose

$$
\psi_{j, m}=\psi_{j, m}^{(1)}-s_{j, k^{*}, m} \varphi_{j, k *}^{(1)} \quad \text { with } \quad k^{*} \in \mathcal{K}(j, m)
$$

where $s_{j, k, m}=\mu\left(X_{j+1, m}\right) / \mu\left(X_{j, k}\right)$ if $m \in \mathcal{M}(j, k)$ and zero otherwise. In this way $\psi_{j, m}$ has one vanishing moment. The new dual scaling function becomes

$$
\begin{align*}
\widetilde{\varphi}_{j, k}= & \widetilde{\varphi}_{j+1, k}+\sum_{m \in \mathcal{M}(j, k)} \mu\left(X_{j+1, m}\right) / \mu\left(X_{j, k}\right) \widetilde{\psi}_{j, m} \\
= & \widetilde{\varphi}_{j+1, k}+\sum_{m \in \mathcal{M}(j, k)} \mu\left(X_{j+1, m}\right) / \mu\left(X_{j, k}\right)\left(\widetilde{\varphi}_{j+1, m}-\widetilde{\varphi}_{j+1, k}\right)  \tag{13.1}\\
= & \sum_{m \in \mathcal{M}(j, k)} \mu\left(X_{j+1, m}\right) / \mu\left(X_{j, k}\right) \widetilde{\varphi}_{j+1, m} \\
& +\left(1-\sum_{m \in \mathcal{M}(j, k)} \mu\left(X_{j+1, m}\right) / \mu\left(X_{j, k}\right)\right) \widetilde{\varphi}_{j+1, k} \\
= & \sum_{l \in \mathcal{L}(j, k)} \mu\left(X_{j+1, l}\right) / \mu\left(X_{j, k}\right) \widetilde{\varphi}_{j+1, l} \\
= & \chi_{X_{j, k}} / \mu\left(X_{j, k}\right)
\end{align*}
$$

Summarizing, we have the following basis functions, which generate the biorthogonal Haar multiresolution analysis:

$$
\begin{aligned}
\varphi_{j, k} & =\chi_{X_{j, k}} \\
\widetilde{\varphi}_{j, k} & =\chi_{X_{j, k}} / \mu\left(X_{j, k}\right) \\
\psi_{j, m} & =\varphi_{j+1, m}-\mu\left(X_{j+1, m}\right) / \mu\left(X_{j, k^{*}}\right) \varphi_{j, k^{*}} \quad \text { with } \quad\left\{k^{*}\right\}=\mathcal{K}(j, m), \\
\widetilde{\psi}_{j, m} & =\widetilde{\varphi}_{j+1, m}-\widetilde{\varphi}_{j+1, k^{*}} .
\end{aligned}
$$



Fig. 13.1. The biorthogonal Haar wavelets on triangles. Biorthogonality follows from the support and the vanishing integral of wavelets and dual wavelets. On triangles the biorthogonal Haar wavelets are more symmetric than the orthogonal Haar. This is another example to start the lifting scheme with.

Figure 13.1 shows the biorthogonal Haar wavelets for a triangular partitioning. Given that the scaling function and dual scaling function are multiples of each other, we actually have a semi-orthogonal setting. This means that the $V_{j}$ and $\widetilde{V}_{j}$ spaces coincide. Consequently wavelets on different levels are orthogonal, but within one level the wavelets are not orthogonal. The biorthogonal Haar multiresolution analysis is another example of an initial multiresolution analysis with $N=\widetilde{N}=1$. Here we actually showed how it can be constructed by twice lifting the Lazy wavelet.

The algorithm for the biorthogonal Haar transform is given below. Again all calculations can be done in place.

$$
\begin{aligned}
& \text { Forward(j): } \\
& \qquad \begin{array}{ll}
\forall m \in \mathcal{M}(j): & \gamma_{j, m}:=\lambda_{j+1, m}-\lambda_{j+1, k} \quad\left(\left\{k^{*}\right\}=\mathcal{K}(j, m)\right) \\
\quad \forall k \in \mathcal{K}(j): & \lambda_{j, k}:=\lambda_{j+1, k}+\sum_{m \in \mathcal{M}(j, k)} s_{j, k, m} \gamma_{j, m} \\
\text { Inverse ( } j \text { ): } \\
\quad \forall k \in \mathcal{K}(j): & \lambda_{j+1, k}:=\lambda_{j, k}-\sum_{m \in \mathcal{M}(j, k)} s_{j, k, m} \gamma_{j, m} \\
\forall m \in \mathcal{M}(j): & \lambda_{j+1, m}:=\gamma_{j, m}+\lambda_{j+1, k} \\
\quad\left(\left\{k^{*}\right\}=\mathcal{K}(j, m)\right)
\end{array}
\end{aligned}
$$

14. Applications and future research. Now that we understand the machinery of the lifting scheme, we can start to apply it in the settings described in the introduction. We discuss a few cases in more detail.
14.1. Wavelets on an interval. As pointed out in the introduction, many wavelet constructions on the interval already exist. They all involve modifying the wavelets and scaling functions close to the end point of the interval, which leads to special boundary filters. The derivation of the boundary filters is actually quite technical and it is not immediately clear to the user why they work. With the aid of the lifting scheme, the construction of interval wavelets and the implementation of
the associated transform become much more transparent. The Haar and Lazy wavelet can be trivially defined on the interval. Lifting then only requires pulling in the right aunts (scaling functions on the coarser level) at the boundary of the interval. All calculations can be done in place. For details we refer to [106].

A software package, LIFTPACK, to calculate the wavelet transformation of images is currently available [64]. Its properties are in-place calculation, correct treatment of boundaries, arbitrary size images (not only powers of two), and a faster implementation of existing biorthogonal wavelet filters (speedup can be a factor of two).
14.2. Weighted wavelets. Let $X$ be $\mathbf{R}$ and consider the weight function $w(x)=$ $d \mu / d x$, where $d x$ stands for the Lebesgue measure. The wavelets constructed with the lifting scheme are orthogonal with respect to a weighted inner product, where $w(x)$ is the weight function. We refer to them as weighted wavelets. They are useful for the approximation of functions with singularities. If a function $f$ contains a singularity, then the approximation with first generation wavelets will be slow, independent of the number of dual vanishing moments $N$. If we can now choose a weight function $w$ so that $w \cdot f$ is a smooth function, then the approximation with weighted wavelets will again be of the order of the number of vanishing moments. An example of this behavior is given in [106].

Weighted wavelets are also useful in the solution of boundary value ODEs; see $[75,104]$. If the operator is of the form $-D a D$, then operator wavelets defined as the antiderivative of weighted wavelets with weight function $w(x)=\sqrt{a(x)}$ diagonalize the operator. The solution algorithm is thus simply a forward and inverse wavelet transform. Future research involves the incorporation of the operator wavelets construction directly into the lifting scheme.
14.3. Wavelets on curves, surfaces, and manifolds. The only thing needed to construct wavelets on manifolds is either a set of interpolating points to define a Lazy wavelet or a set of nested partitionings to define Haar wavelets. Lifting will take care of the rest. The resulting wavelets are defined intrinsically on the manifold and do not depend on any parameterization or atlas.

In [99] the lifting scheme is used to construct wavelets on a sphere. Partitionings of the sphere were obtained by starting from a Platonic solid and alternating triangular subdivision and projection out to the sphere. This is known as a geodesic sphere construction. The Lazy wavelet is the starting point for a family of vertexbased wavelets, while the biorthogonal Haar wavelets lead to a family of face-based wavelets. In [100] these wavelets were used for the processing of spherical images. Current research involves the generalization of the construction and the applications to arbitrary surfaces.
14.4. Adaptive wavelets. The idea of adaptive wavelets was introduced in [69, $97,98]$ in the context of the numerical solution of integral equations for illumination computations. The idea is the following. Assume the solution can be approximated with sufficient accuracy in a linear space $V_{n}$ of dimension $M$. We know that out of the $M^{2}$ matrix entries representing the integral operator in the wavelet basis, only a fraction $\mathcal{O}(M)$ is relevant. If we have these entries, solving the matrix equation can be done in linear $(\mathcal{O}(M))$ time.

However, calculating all wavelet coefficients of the kernel from the finest level $n$ to the coarsest level 0 with the fast wavelet transform requires $\mathcal{O}\left(M^{2}\right)$ operations and is thus a waste of CPU time and memory. Indeed the majority of all computations and memory use will be in vain. If we want an algorithm with linear complexity we can
only afford to calculate the wavelet coefficients which we actually need or a slightly larger set.

Gortler, Schröder, et al. [69] achieve this with the use of an oracle function. This function predicts, in a conservative fashion and based upon knowledge of the kernel of the integral equation, which wavelet coefficients need to be calculated. They were able to implement this with the use of what they call tree wavelets. Tree wavelets have the property that each wavelet of level $j$ is supported within the support of only one scaling function of level $j$. Haar wavelets and Alpert wavelets [4, 5, 6] have this property. The advantage is that subdividing the support of a scaling function on level $j$, and thus constructing the wavelets of level $j$ associated with it, does not imply subdividing any other support sets on level $j$. This way they can calculate the wavelet coefficients from the coarsest level to the finest level, thereby only subdividing (adding wavelets) where the oracle tells them to.

With traditional (nontree) wavelets, subdividing a support set $S$ on level $j$ and constructing the wavelets associated with it (whose support may reach outside of $S$ ) will imply subdividing a neighboring set of $S$ and dragging in the wavelets associated with that set. This process cascades out and would imply subdividing the whole level $j$ and thus makes adaptive constructions awkward.

Tree wavelets are discontinuous and this is a drawback in many applications. As shown in [99], lifting provides a solution here. Indeed, because of the "aunt" property, subdividing a set $S$ on level $j$ only requires its neighbors to exist; it does not necessarily require them to be subdivided as well. The mesh only needs to satisfy a restriction criterion in the sense that neighboring sets only differ by at most one level. This does not cascade out. Lifting thus opens the door to smooth adaptive wavelets. Current research involves the incorporation of these wavelets in illumination computations.

A word of caution is needed here. In $[46,96]$ it is shown that adaptive wavelet algorithms require wavelets on manifolds satisfying specific conditions concerning stability, regularity, and norm equivalence. As pointed out earlier, lifting does not guarantee these conditions and they have to be verified in each particular case.
14.5. Recursive wavelets. The principle of recursive wavelets is explained in $[8,56]$. The basic idea is not to use the cascade algorithm ad infinitum to construct the scaling functions, but instead fix the scaling functions on an arbitrary finest level $n$. This can be generalized easily to the second generation case. Consider a set of partitionings and let

$$
\varphi_{n, k}=\chi_{S_{n, k}} \quad \text { for } \quad k \in \mathcal{K}(n)
$$

Next consider a general filter $h$ (not necessarily a Haar filter) and define the scaling functions on the coarser level $\left(\varphi_{j, k}\right.$ with $\left.j<n\right)$ through recursive applications of the refinement relation (4.1). By definition all scaling functions $\varphi_{j, k}$ are piecewise constant on the sets $\left\{S_{n, k} \mid k \in \mathcal{K}(n)\right\}$. This is precisely the advantage of recursive wavelets; no need to go through an infinite limit process to find the scaling functions, instead apply the refinement relation a finite number of times.

One can choose other functions than indicator functions as scaling functions on the finest level. The advantage of indicator functions is their generality; the disadvantage is that they are not smooth. If the topology admits it, smoother choices are piecewise linear (hat) functions or B/box-splines.

In the setting of recursive wavelets, there are $L_{2}$ functions associated with the Lazy wavelet. Indeed

$$
\psi_{j, m}^{\mathrm{Lazy}}=\varphi_{j+1, m}^{\mathrm{Lazy}}=\varphi_{n, m}^{\mathrm{Lazy}}=\chi_{S_{n, m}}
$$

In this paper, we have always assumed that the measure is nonatomic. This restriction, however, is not fundamental. Recursive wavelets allow for atomic measures. Indeed, there is no reason why any of the subsets of $S_{n, k}$ should be measurable. As is shown in [68], it is possible to build Haar wavelets on fully discrete sets such as the integers, or on sets which are of mixed continuous/discrete nature. Also the lifting scheme remains valid.

The idea of recursive wavelets can also be combined with the idea of adaptive wavelets of the previous section. Instead of fixing the scaling function on one finest level $n$, one can let the notion of finest level depend on the location. Indeed, the oracle of the previous section typically leads to finer subdivisions in certain locations and coarser subdivisions in other. The finest level $n(k)$ thus depends on the location $k$. We then fix the scaling functions

$$
\varphi_{n(k), k}=\chi_{S_{n(k), k}},
$$

where

$$
X=\bigcup_{k} S_{n(k), k}
$$

In other words, we are using an adaptive mesh.
It is important to note that even though recursive wavelets only use a finite number of levels, the stability issue does not go away but rather manifests itself as a problem concerning ill-conditioning.
14.6. Wavelet packets. Wavelet packets were introduced by Coifman, Meyer, and Wickerhauser $[34,35,114,115]$. The idea is to also further split the $W_{j}$ spaces with the help of the $h$ and $g$ filters. This way one obtains a better frequency localization. The splitting leads to a full binary tree of wavelet packets, which form a redundant set. For a given function, one can choose the best basis with respect to a criterion such as the entropy of the basis coefficients. A fast tree algorithm to find the best basis was introduced in [36]; see also [115].

This idea again carries over into the second generation setting and can be combined with lifting. The conditions for exact reconstruction have exactly the same algebraic structure as in the wavelet case. One can start with defining a Lazy wavelet packet or a generalized Haar wavelet packet (which could be called generalized Walsh functions). A new wavelet packet is now defined as an old wavelet packet plus a linear combination of wavelet packets that live on a coarser level. From a practical point of view, one extra index comes in, and proper data structures need to be designed to incorporate the new filters.
14.7. $M$-band wavelets. The idea of $M$-band wavelets, or $p$-adic wavelets, a name more common in the mathematical literature, is to split a space $V_{j+1}$ into $M$ (as opposed to 2) subspaces: $V_{j} \oplus W_{j}^{1} \oplus \cdots \oplus W_{j}^{M-1}$. For each subspace a different filter is used. Several constructions were introduced in [72, 81, 102, 109]. In some sense the second generation wavelet setting already incorporates this. Indeed, it even allows for different filters for each individual wavelet. However, thinking of lifting combined with $M$-band wavelets can lead to new constructions. Let us start with the Lazy wavelet. An $M$-band Lazy wavelet is easily defined and again is the standard polyphase transform [109]. Now one can define a new wavelet as an old wavelet plus a linear combination of scaling functions on the coarser level. This would be ordinary lifting. But we could also define a new wavelet as an old wavelet plus a
linear combination of scaling functions on a coarser level plus wavelets belonging to another (lower index) subband. This allows more flexibility in the construction. It requires that the $M$ subband be calculated in ascending index order in the transform. In the extreme case one can let each subband contain precisely one wavelet. A new wavelet is now an old wavelet plus previously constructed new wavelets. This requires an ordering within the wavelets of one level. This way we can construct noncompactly supported wavelets with only finite filters.
14.8. Nonseparable wavelets in $\mathbf{R}^{n}$. As mentioned earlier, the lifting scheme also leads to new insights in the construction of first generation wavelets. This was shown in the one-dimensional case in [105]. Higher dimensional wavelets can always be constructed using tensor products, but this leads to severe axial directional dependencies. Instead one prefers to work with nonseparable wavelets which have more axial symmetry and which do not necessarily use a product lattice; see, for example, [22, 28, 32, 76, 77, 89, 90, 92, 93].

Here too lifting can help. Each lattice allows for the immediate definition of a Lazy wavelet or a Haar wavelet, either 2-band or $M$-band. Polynomial cancelation then leads to the filter coefficients. Whether lifting will actually lead to new wavelets in this context or rather provide faster implementations of already existing filters as in the one-dimensional case remains a topic for further study.
14.9. Wavelets on bounded domains and wavelet probing. One of the important application domains of wavelets is the solution of partial differential equations. In [44] it is shown that one can use wavelets to build multilevel preconditioners which result in stiffness matrices with uniformly bounded condition numbers. This leads to linear solution algorithms. To solve real life problems one needs wavelets constructed on nonsmooth (Lipschitz) domains in $\mathbf{R}^{n}$. In [27, 74] such a construction is presented. In both cases, tensor product wavelets are used in the interior of the domain while at the boundary specially adapted wavelets are constructed. In this sense these constructions are the natural generalization of the interval constructions to higher dimensions. With the lifting scheme one can build nonseparable wavelets adapted to general domains. Again the only thing needed is a set of partitionings. One nice property here is that lifting allows for adaptive meshes.

Already in the simple case of the Laplace equation and a nonsmooth domain it was recently shown that one cannot obtain an $\mathcal{O}\left(M^{-2}\right)$ accuracy (where $M$ is the number of elements) unless one uses nonlinear approximation [39]. The underlying reason is that the solution does not belong to the second-order Sobolev space but rather to a second-order Besov space. In other words, one has to use adaptive grids to obtain the correct convergence order.

There is another important application of wavelets on domains. It is a technique called wavelet probing introduced independently in [59] and [8, 53]. Let us discuss the idea first on the real line. Consider a function which is smooth except for jump discontinuities at isolated points. We know that the decay of the wavelet coefficients is fast away from the jumps, and slow in the neighborhood of the jumps. Increasing the number of dual vanishing moments leads to faster decay away from the jumps but also to a larger set of coefficients affected by the jumps because of the larger support. It is thus not possible to obtain more efficient approximations and thus better compression by simply increasing the number of dual vanishing moments.

Suppose now we know the location of the jumps. If we use interval wavelets on each interval between two jumps and thus segment the signal accordingly, we would get fast convergence everywhere. Wavelet probing is a technique which allows us to
locate the jumps. It simply tries every location between two samples and checks whether it would pay off to segment at this location. The payoff can be measured, e.g., with the entropy of the wavelet coefficients. Probing one location only requires altering $\log M$ coefficients where $M$ is the number of samples. The whole algorithm thus has a complexity of $M \log M$.

Wavelet probing has important applications in image compression. Indeed it allows quick localization of the edges in an image, and then builds wavelets on the segments defined by those edges. Considerably higher compression ratios can be obtained this way. Wavelet probing thus provides an alternative for the zero crossing representation introduced by Mallat and Zhong [82, 83]. The advantage is that no iterative reconstruction is needed. Wavelet probing interacts easily with lifting and the adaptive wavelets mentioned above.
14.10. Wavelets adapted to irregular samples. As we mentioned in the introduction, one of the motivations for the generalization to second generation wavelets was the processing of irregularly sampled data. Let us discuss this first on the real line. Assume we are given irregular samples of a function $f(x): \lambda_{n, k}=f\left(x_{k}\right)$ with $k \in \mathcal{K}(n)$. We first need to define a Lazy wavelet; i.e., we need the sets $\mathcal{K}(j)$ with $j<n$ (the coarser levels) and the sets $\mathcal{M}(j)$ with $j \geq n$, together with the $x_{m}$ for $m \in \mathcal{M}(j)$ (the finer levels). For the coarser levels we only need to decide which sample locations to retain, while for the finer levels we also have to decide where to put the new locations. Coarser levels are needed in the wavelet transform, finer in the cascade algorithm. A simple strategy, which was used in [106], is to retain every other sample on the coarser level and put a new sample in the middle of two old samples on the finer levels. Once a Lazy wavelet is defined, dual lifting provides interpolating scaling functions, and lifting yields wavelets with vanishing moments. The dual lifting can be seen as an instance of irregular Deslauriers-Dubuc subdivision [54, 55]. Current research involves the study of more advanced choices for the Lazy wavelet. One of the strategies is to choose the sample locations so that the ratio of the largest versus the smallest interval of a level becomes closer and closer to one on both the finer $(j>n)$ and the coarser $(j<n)$ levels. Future research also involves the study of these schemes in higher dimensions.
14.11. Integer to integer wavelet transforms. In [16] lifting is used to build reversible wavelets which map integers to integers for applications to lossless image coding. The idea is to introduce a nonlinear round-off in each lifting step. This way the result is guaranteed to be integer while the lifting assures that the transform is invertible. The exact same idea works in the second generation setting, and using this in second generation compression applications is another line of future research.
14.12. Conclusion. In this paper we presented the lifting scheme, a construction tool for wavelets adapted to general settings. We showed how one can start from a trivial multiresolution analysis and use lifting to work one's way up to a multiresolution analysis with particular properties. As we mentioned in the introduction, the lifting scheme provides an answer to the algebraic phase of a wavelet construction. For each of the applications mentioned in this section, one still has to verify whether the cascade algorithm converges, whether the resulting wavelets form a Riesz basis (analytic phase), and what their smoothness is (geometric phase).

Note. As mentioned in the introduction, we learned after finishing this work that Dahmen and collaborators independently obtained a construction of multiscale bases with a technique very similar to lifting [17]. Here we go into more detail comparing
the two approaches. Recall from Theorem 8.1 that the lifting involved an operator which can be written in matrix location as

$$
\left[\begin{array}{cc}
1 & S \\
0 & 1
\end{array}\right]
$$

The main advantage of this operator is that, independent of the choice of $S$, it is guaranteed to be invertible and the inverse can be found by flipping the sign on $S$. In the setting of [17] a more general operator of the form

$$
\left[\begin{array}{cc}
1 & S \\
0 & K
\end{array}\right]
$$

is used (which for $K=I$ becomes lifting). This operator is invertible if and only if $K$ is invertible. The inverse is then given by

$$
\left[\begin{array}{cc}
1 & -S K^{-1} \\
0 & K^{-1}
\end{array}\right]
$$

This setting is more general and allows us to explore all the degrees of freedom one has to generate new biorthogonal filters. In section 3.3 of [17] a $K \neq I$ is constructed which generates orthogonal decompositions. Section 4.1 of [17] discusses the case of compactly supported semi-orthogonal spline wavelets on irregular knot sequences. However, these settings do not allow both $K$ and $K^{-1}$ to be sparse.

There are certain advantages to the lifting $(K=I)$ approach. One problem with the more general approach $(K \neq I)$ is that it involves taking the inverse of $K$ and does not guarantee that all primal and dual filters are finite. Infinitely supported filters are less useful practically and do not necessarily lead to fast transforms. Moreover, $K^{-1}$ might be difficult to compute numerically. Many of the attractive features of lifting such as in-place computation, no need for inverting operators, and adaptive transforms using "aunt" functions disappear when allowing a general $K \neq I$.

In the first generation setting it was shown recently [52] that in case of finite filters no generality is lost when restricting oneself to the lifting setting: all finite filters can be obtained using multiple alternate primal and dual lifting steps.

On several occasions in this paper we mentioned that lifting does not guarantee stable bases or convergence of the associated subdivision scheme. In fact, many of these issues have been addressed carefully in [17, 41, 42] and we refer to those papers for details.
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#### Abstract

The height at which an unloaded column will buckle under its own weight is the fourth root of the least eigenvalue of a certain Sturm-Liouville operator. We show that the operator associated with the column proposed by Keller and Niordson [J. Math. Mech., 16 (1966), pp. 433446] does not possess a discrete spectrum. This calls into question their formal use of perturbation theory, so we consider a class of designs that permits a tapered summit yet still guarantees a discrete spectrum. Within this class we prove that the least eigenvalue increases when one replaces a design with its decreasing rearrangement. This leads to a very simple proof of the existence of a tallest column.
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1. Introduction. Euler [4], [5] posed and solved the problem of buckling of prismatic columns under self-weight. He found that a column, clamped at its base and free at its summit, could be built to a height of

$$
H_{c}=\left(\frac{9 E I}{4 \rho A} j_{-1 / 3}^{2}\right)^{1 / 3}
$$

before buckling under its own weight. Here $E$ denotes Young's modulus, $\rho$ denotes weight density, $A$ and $I$ denote cross-sectional area and its second moment, and $j_{-1 / 3} \approx 1.8663$ is the least positive root of the Bessel function of order $-1 / 3$. To take a particular instance, the critical height of a circular cylinder of volume $V$ is

$$
H_{c}=\left(\frac{9 E V}{16 \pi \rho} j_{-1 / 3}^{2}\right)^{1 / 4}
$$

Almost two hundred years elapsed before Keller and Niordson [9] asked what height one could reach if, while fixing $V$, the overall volume, one was permitted to taper the column by varying $A$, and hence $I$, from point to point. Keller and Niordson formulated the Euler problem of critical height in terms of an eigenvalue problem for an ordinary differential operator and proceeded to maximize its least eigenvalue over a large class of shapes. In the spirit of Keller's previous attacks on buckling problems, [8] and [14], it was supposed that this least eigenvalue varied smoothly over the admissible class of shapes. This approach led Keller and Niordson to propose a shape that is so severely tapered at its summit that we are able to show that the associated differential operator does not possess a discrete spectrum. As this calls into doubt their method, if not their result, we argue that the problem merits reconsideration. Indeed, though the literature on column buckling is vast, see, e.g., Gajewski and Zyczkowski [7], the tallest column problem appears to have started and ended with the work of Keller and Niordson!

[^33]In section 2 we recall Keller and Niordson's formulation of the problem, their proposed tallest column, and present a proof that the associated spectrum is not discrete. In section 3 we isolate an admissible class of designs that permits tapered ends and guarantees a discrete spectrum. Within this class we prove, in section 4, the intuitively obvious, though technically elusive, fact that the least eigenvalue increases when one replaces a shape with its decreasing rearrangement. This leads to a very simple proof, in section 5 , of the existence of a tallest column.
2. The work of Keller and Niordson. Tapered cross sections appear through the dependence of $A$ on $z$, the distance from the clamped base. Assuming simply connected, geometrically similar cross sections, we find $I(z)=\alpha A^{2}(z)$, where $\alpha$ is a geometric constant. If $y(z)$ is the lateral deflection, from vertical, of the cross section at $z$ and $E I(z) y^{\prime \prime}(z)$ is the associated bending moment then a balance of moments brings

$$
\begin{equation*}
E \alpha A^{2}(z) y^{\prime \prime}(z)=\int_{z}^{H} \rho A(\tilde{z})[y(\tilde{z})-y(z)] d \tilde{z}, \quad 0<z<H, \tag{2.1}
\end{equation*}
$$

where $H$ is the height of the column. Clamping the column at its base is synonymous with $y(0)=y^{\prime}(0)=0$. With $V$ denoting the column's volume, Keller and Niordson introduce the dimensionless variables

$$
x=z / H, \quad a(x)=H A(x H) / V, \quad \eta(x)=y(x H) / H, \quad \lambda=\rho H^{4} / \alpha E V
$$

and so arrive at

$$
\begin{equation*}
a^{2}(x) \eta^{\prime \prime}=\lambda \int_{x}^{1} a(\tilde{x})[\eta(\tilde{x})-\eta(x)] d \tilde{x}, \quad \eta(0)=\eta^{\prime}(0)=0 \tag{2.2}
\end{equation*}
$$

and the area normalization

$$
\begin{equation*}
\int_{0}^{1} a d x=1 \tag{2.3}
\end{equation*}
$$

Differentiating (2.2) with respect to $x$ and calling $u(x)=\eta^{\prime}(x)$, they finally obtain

$$
\begin{equation*}
-\left(a^{2}(x) u^{\prime}(x)\right)^{\prime}=\lambda\left(\int_{x}^{1} a(t) d t\right) u(x), \quad 0<x<1, \quad u(0)=a^{2}(1) u^{\prime}(1)=0 \tag{2.4}
\end{equation*}
$$

We shall refer to this eigenvalue problem as the Euler problem and denote by $\lambda_{1}(a)$ its least eigenvalue. Keller and Niordson took up the problem of maximizing $\lambda_{1}(a)$ over those nonnegative $a$ satisfying the volume constraint, (2.3). Supposing the existence of an optimal design, formal perturbation theory led them to a candidate $\tilde{a}$ for which

$$
\tilde{a}(x)= \begin{cases}O(1), & \text { as } x \rightarrow 0  \tag{2.5}\\ c(1-x)^{3}+O\left((1-x)^{4}\right), & \text { as } x \rightarrow 1\end{cases}
$$

where $c$ is a positive constant. We shall now argue that the spectrum of the Euler problem is not discrete for such a design.

Following Friedrichs [6], we consider

$$
\begin{equation*}
\frac{1}{Z(x)} \equiv 4 \tilde{a}^{2}(x)\left(\int_{x}^{1} \tilde{a}(t) d t\right)\left(\int_{0}^{x} \tilde{a}(t)^{-2} d t\right)^{2} \tag{2.6}
\end{equation*}
$$

and recall [6, Criteria II \& III] that if

$$
\lambda_{*} \equiv \lim _{x \rightarrow 1} Z(x)
$$

exists and

$$
\lambda_{*} \leq \liminf _{x \rightarrow 0} Z(x)
$$

then the spectrum of (2.4) is discrete below $\lambda_{*}$ and nondiscrete above $\lambda_{*}$. On substituting (2.5) into (2.6) we find, near $x=1$, that

$$
\begin{aligned}
\frac{1}{Z(x)}= & 4\left(c^{2}(1-x)^{6}+O\left((1-x)^{7}\right)\right)\left(\frac{c(1-x)^{4}}{4}+O\left((1-x)^{5}\right)\right) \\
& \times\left(\frac{1}{5 c^{2}(1-x)^{5}}+\frac{1}{O\left((1-x)^{4}\right)}\right)^{2} \\
= & \frac{1}{25 c}+O(1-x)
\end{aligned}
$$

and so $\lambda_{*}=25 c$. As $\tilde{a}$ is well behaved near $x=0$, it follows easily that

$$
\liminf _{x \rightarrow 0} Z(x)=+\infty
$$

We have just established the following proposition.
Proposition 2.1. The spectrum of the Euler problem, (2.4), with the KellerNiordson design, $\tilde{a}$, is discrete below $25 c$ and nondiscrete above $25 c$.

We note that the result states that if (2.4) has spectrum below $25 c$ then this spectrum is discrete. It remains to see whether any such design produces eigenvalues below $25 c$. Keller and Niordson's calculation of $c=\lambda_{1} / 24$ suggests that their design indeed gives rise to an isolated eigenvalue, $\lambda_{1}=24 c$, just below the continuous spectrum. Their result however was predicated on the false assumption that (2.4) possessed a purely discrete spectra. Nevertheless, we now construct a concrete design of unit volume that satisfies (2.5) and possesses at least one eigenvalue below $25 c$. Again, the main idea lies with Friedrichs [6]; if there exists a function $u$ for which $u(0)=0$ and

$$
\int_{0}^{1} \tilde{a}^{2}\left|u^{\prime}\right|^{2} d x<\lambda_{*} \int_{0}^{1}\left(\int_{x}^{1} \tilde{a}(t) d t\right) u^{2} d x<\infty
$$

then (2.4) possesses at least one eigenvalue below $\lambda_{*}$. We shall apply this to

$$
\tilde{a}(x)=5(1-x)^{3}-(5 / 4)(1-x)^{4} \quad \text { and } \quad u(x)=\frac{x}{(1-x)^{2}}
$$

This $\tilde{a}$ is clearly positive away from $x=1$ and satisfies the volume constraint (2.3). These choices produce $\lambda_{*}=125$,

$$
\int_{0}^{1} \tilde{a}^{2}\left|u^{\prime}\right|^{2} d x=\frac{1145}{24}, \quad \text { and } \quad \int_{0}^{1}\left(\int_{x}^{1} \tilde{a}(t) d t\right) u^{2} d x=\frac{19}{48}
$$

and so this design has an eigenvalue below

$$
\frac{1145 / 24}{19 / 48} \approx 120.5263
$$

Although one may easily generalize this example we have not been able to produce an exact characterization of those $\tilde{a}$ that satisfy (2.5) and possess at least one isolated eigenvalue. In other words, we have not been able to formulate a (large) class of admissible designs that accommodate Keller and Niordson's belief in cubic taper and presence of discrete spectra. In the interest of rigorously establishing the existence of a tallest column we have been compelled to exclude the possibility of cubic taper.
3. The Green's function. When the Green's function associated with the Euler problem is square integrable, the associated Green's operator is compact on $L^{2}(0,1)$ and therefore in possession of a discrete spectrum.

Following the standard recipe, see, e.g., Porter and Stirling [12, Example 6.13], the Green's function associated with the Euler problem (2.4) is

$$
g(x, y ; a)=\sqrt{w(x) w(y)} \int_{0}^{x \wedge y} \frac{d t}{a^{2}(t)}
$$

where $x \wedge y=\min \{x, y\}$ and

$$
w(x) \equiv \int_{x}^{1} a(t) d t
$$

We now isolate a class of $a$ that is rich enough to describe a large number of columns yet narrow enough to guarantee purely discrete spectra. On physical grounds it seems apparent that the tallest columns will be those that taper at their summit. We control the degree of taper by asking the cross-sectional area to lie in

$$
a d_{p} \equiv\left\{a: k_{1}(1-x)^{p} \leq a(x) \leq k_{2}(1-x)^{p}\right\}
$$

for some positive values of $k_{1}, k_{2}$, and $p$. It follows immediately that for such $a$

$$
g^{2}(x, y ; a) \leq \frac{k_{2}^{2}}{k_{1}^{2}(1+p)^{2}(1-2 p)^{2}}(1-x)^{1+p}(1-y)^{1+p}\left(1+(1-x \wedge y)^{2-4 p}\right)
$$

This being integrable over $(0,1) \times(0,1)$ so long as $0 \leq p<3$, we find the following proposition.

Proposition 3.1. If $a \in a d_{p}$ and $0 \leq p<3$ then the spectrum of the Euler problem is discrete.

Proof. As $g(\cdot, \cdot ; a) \in L^{2}((0,1) \times(0,1))$, it follows from [12, Theorem 3.4] that the Green's operator

$$
G(a) \phi(x) \equiv \int_{0}^{1} g(x, y ; a) \phi(y) d y
$$

is a compact operator on $L^{2}(0,1)$. This operator is also self-adjoint and positive and so, see, e.g., [12, Theorem 4.15], its spectrum is composed solely of a discrete sequence of nonnegative real numbers.

We remark that $\tilde{a}$, the design of Keller and Niordson, remains just out of our reach. We next invoke [12, Lemma 5.1] in the variational characterization

$$
\begin{equation*}
\frac{1}{\lambda_{1}(a)}=\max _{\|\phi\|=1}\langle G(a) \phi, \phi\rangle \tag{3.1}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the standard $L^{2}(0,1)$ inner product and $\|\cdot\|$ denotes the associated norm. The maximum is attained at $\phi_{1}=\sqrt{w} u_{1}$, where $u_{1}$ is the first eigenfunction of
(2.4). As the boundary conditions on (2.4) are separated, the standard oscillation theory implies that $\lambda_{1}(a)$ is simple and that $u_{1}$ may be assumed everywhere nonnegative. Our first application of (3.1) is the following proposition.

Proposition 3.2. If $a \in a d_{p}$ and $0 \leq p<3$ and a satisfies the volume constraint (2.3) then

$$
\lambda_{1}(a) \leq \frac{720}{k_{1}} .
$$

Proof. Choosing $\phi \equiv 1$ in (3.1) brings

$$
\frac{1}{\lambda_{1}(a)} \geq \int_{0}^{1} \int_{0}^{1} g(x, y ; a) d x d y
$$

so we proceed to establish a pointwise lower bound for $g$.

$$
\begin{aligned}
g(x, y ; a) & \geq \frac{k_{1}}{4}(1-x)^{2}(1-y)^{2}(x \wedge y)\left(\frac{1}{x \wedge y} \int_{0}^{x \wedge y} a^{-2}(t) d t\right) \\
& \geq \frac{k_{1}}{4}(1-x)^{2}(1-y)^{2}(x \wedge y)\left(\frac{1}{x \wedge y} \int_{0}^{x \wedge y} a(t) d t\right)^{-2} \\
& \geq \frac{k_{1}}{4}(1-x)^{2}(1-y)^{2}(x \wedge y)^{3} \\
& \equiv g_{0}(x, y) .
\end{aligned}
$$

The first inequality stems from $a(x) \geq k_{1}(1-x)^{3}$, the second is Jensen's inequality, while the third uses the nonnegativity of $a$ and the volume constraint (2.3). As

$$
\int_{0}^{1} \int_{0}^{1} g_{0}(x, y) d x d y=\frac{k_{1}}{720},
$$

our result follows.
Our second application of (3.1) states that the eigenvalues depend continuously on the Green's function.

Proposition 3.3. If $a_{1}$ and $a_{2}$ each lie in ad $d_{p}$ for $p<3$ then

$$
\left|\frac{1}{\lambda_{1}\left(a_{1}\right)}-\frac{1}{\lambda_{1}\left(a_{2}\right)}\right| \leq\left\|g\left(\cdot, \cdot ; a_{1}\right)-g\left(\cdot, \cdot ; a_{2}\right)\right\| .
$$

Proof. Set $d\left(a_{1}, a_{2}\right) \equiv\left\|g\left(\cdot, \cdot ; a_{1}\right)-g\left(\cdot, \cdot ; a_{2}\right)\right\|$. Hölder's inequality provides

$$
\left\langle G\left(a_{2}\right) \phi, \phi\right\rangle-d\left(a_{1}, a_{2}\right) \leq\left\langle G\left(a_{1}\right) \phi, \phi\right\rangle \leq\left\langle G\left(a_{2}\right) \phi, \phi\right\rangle+d\left(a_{1}, a_{2}\right),
$$

when $\|\phi\|=1$. Applying (3.1) throughout now gives

$$
\frac{1}{\lambda_{1}\left(a_{2}\right)}-d\left(a_{1}, a_{2}\right) \leq \frac{1}{\lambda_{1}\left(a_{1}\right)} \leq \frac{1}{\lambda_{1}\left(a_{2}\right)}+d\left(a_{1}, a_{2}\right) .
$$

As preparation for our result on rearrangements we express (3.1) in a form reminiscent of that invoked by Alvino \& Trombetti [1].

Proposition 3.4. If $a \in a d_{p}$ with $p<3$ then

$$
\frac{1}{\lambda_{1}(a)}=\max _{\|\phi\|=1} \int_{0}^{1} \frac{1}{a^{2}(x)}\left(\int_{x}^{1} \sqrt{w(y)} \phi(y) d y\right)^{2} d x .
$$

Proof. This follows directly from

$$
\begin{aligned}
& \langle G(a) \phi, \phi\rangle=\int_{0}^{1} \int_{0}^{1} \sqrt{w(x) w(y)} \int_{0}^{x \wedge y} \frac{d t}{a^{2}(t)} \phi(x) \phi(y) d y d x \\
& =\int_{0}^{1} \sqrt{w(x)} \phi(x)\left(\int_{0}^{x} \sqrt{w(y)} \phi(y) \int_{0}^{y} \frac{d t}{a^{2}(t)} d y+\int_{x}^{1} \sqrt{w(y)} \phi(y) \int_{0}^{x} \frac{d t}{a^{2}(t)} d y\right) d x
\end{aligned}
$$

Integrating by parts brings

$$
\begin{aligned}
\int_{0}^{x} \sqrt{w(y)} \phi(y) \int_{0}^{y} \frac{d t}{a^{2}(t)} d y= & -\int_{0}^{x} \frac{d t}{a^{2}(t)} \int_{x}^{1} \sqrt{w(t)} \phi(t) d t \\
& +\int_{0}^{x} \frac{1}{a^{2}(y)} \int_{y}^{1} \sqrt{w(t)} \phi(t) d t d y
\end{aligned}
$$

so

$$
\langle G(a) \phi, \phi\rangle=\int_{0}^{1} \sqrt{w(x)} \phi(x) \int_{0}^{x} \int_{y}^{1} \sqrt{w(t)} \phi(t) d t \frac{d y}{a^{2}(y)} d x
$$

Integrating this by parts, we arrive at the final form

$$
\langle G(a) \phi, \phi\rangle=\int_{0}^{1} \frac{1}{a^{2}(x)}\left(\int_{x}^{1} \sqrt{w(t)} \phi(t) d t\right)^{2} d x
$$

4. Increasing height via decreasing rearrangement. Expecting that the most efficient use of material will start from a large base and suffer a gradual diminution, we here show that replacing $a$ by its decreasing rearrangement can but increase $\lambda_{1}(a)$. We follow a line of reasoning which, in our context, goes back to Krein [10] and Beesack \& Schwarz [2]. The former considered the effect of the rearrangement of mass density while the latter addressed the rearrangement of a potential term. Our problem, with the design variable appearing in a nonlinear fashion in the highest order term and in a nonlocal fashion in the lowest order term, is considerably more cumbersome. Our contribution amounts to striking upon a variational characterization of $\lambda_{1}(a)$ which permits the application of the methods of [10] and [2].

Recall that the decreasing rearrangement of a nonnegative function, $f$, on $(0,1)$ is simply

$$
f^{*}(x) \equiv \sup \left\{t>0: \mu_{f}(t)>x\right\}
$$

where

$$
\mu_{f}(t)=|\{x \in(0,1): f(x)>t\}|
$$

is the measure of the set on which $f$ exceeds $t$. The increasing rearrangement of $f$ is simply $f_{*}(x) \equiv f^{*}(1-x)$. It is not difficult to show that

$$
\begin{equation*}
\int_{0}^{1} f d x=\int_{0}^{1} f^{*} d x=\int_{0}^{1} f_{*} d x \tag{4.1}
\end{equation*}
$$

Regarding integrals of products, we recall the following propposition.
Proposition 4.1. Let $f, \xi$, and $\eta$ be nonnegative functions, with $\xi$ increasing and $\eta$ decreasing. Then

$$
\begin{equation*}
\int_{0}^{1} f^{*} \xi d x \leq \int_{0}^{1} f \xi d x \quad \text { and } \quad \int_{0}^{1} f_{*} \eta d x \leq \int_{0}^{1} f \eta d x \tag{4.2}
\end{equation*}
$$

Proof. These are both special cases of inequalities established in Pólya and Szegö [11, p. 153].

As final preparation we recall the increasing rearrangement of a certain composition.

Proposition 4.2. If $\psi$ is decreasing on the range of $f$ then $(\psi \circ f)_{*}=\psi \circ f^{*}$.
Proof. This is a special case of Cox [3, Theorem 1].
Proposition 4.3. If $a \in a d_{p}$ and $p<3$ then $\lambda_{1}(a) \leq \lambda_{1}\left(a^{*}\right)$.
Proof. Denote by $v$ the eigenfunction of $G\left(a^{*}\right)$ corresponding to $\lambda_{1}\left(a^{*}\right)$. As previously remarked, $v$ is nonnegative. Now

$$
\begin{aligned}
\frac{1}{\lambda_{1}(a)} & \geq \int_{0}^{1} \frac{1}{a^{2}(x)}\left(\int_{x}^{1}\left(\int_{y}^{1} a(t) d t\right)^{1 / 2} v(y) d y\right)^{2} d x \\
& \geq \int_{0}^{1} \frac{1}{a^{2}(x)}\left(\int_{x}^{1}\left(\int_{y}^{1} a^{*}(t) d t\right)^{1 / 2} v(y) d y\right)^{2} d x \\
& \geq \int_{0}^{1}\left(\frac{1}{a^{2}(x)}\right)_{*}\left(\int_{x}^{1}\left(\int_{y}^{1} a^{*}(t) d t\right)^{1 / 2} v(y) d y\right)^{2} d x \\
& =\int_{0}^{1} \frac{1}{\left(a^{*}\right)^{2}(x)}\left(\int_{x}^{1}\left(\int_{y}^{1} a^{*}(t) d t\right)^{1 / 2} v(y) d y\right)^{2} d x \\
& =\frac{1}{\lambda_{1}\left(a^{*}\right)}
\end{aligned}
$$

The first inequality is a direct consequence of Proposition 3.4. The second inequality comes from the first in (4.2) with $\xi$ being the characteristic function of $(x, 1)$. The third inequality follows from the second in (4.2) with

$$
\eta(x)=\left(\int_{x}^{1}\left(\int_{y}^{1} a^{*}(t) d t\right)^{1 / 2} v(y) d y\right)^{2}
$$

We remark that the nonnegativity of $v$ leads to the nonincreasing of $\eta$. The first equality is a consequence of Proposition 4.2 with $\psi(t)=t^{-2}$. The final equality follows directly from the definition of $v$.
5. Existence of a tallest column. Let us denote by $a d_{p}^{1}$ the collection of $a \in a d_{p}$ obeying the integral constraint (2.3). For $p<3$ it follows from Proposition 3.2 that $\lambda_{1}$ is bounded on $a d_{p}^{1}$ and so

$$
\lambda_{1}^{(p)} \equiv \sup _{a \in a d_{p}^{1}} \lambda_{1}(a)
$$

is finite. That this sup is attained will follow directly from the following proposition.
Proposition 5.1 (Helly's selection theorem, [13, p. 167]). If $\left\{f_{n}\right\}$ is a sequence of nonnegative nonincreasing functions on $[0,1]$ then there exists a subsequence $\left\{f_{n_{k}}\right\}$ and a function $f$ such that $f_{n_{k}}(x) \rightarrow f(x)$ as $k \rightarrow \infty$ for each $x \in[0,1]$.

Proposition 5.2. If $p<3$ then $a \mapsto \lambda_{1}(a)$ attains its maximum on $a \in a d_{p}^{1}$.
Proof. As $\lambda_{1}^{(p)}<\infty$ there exists a maximizing sequence $\left\{a_{n}\right\} \subset a d_{p}^{1}$ for which $\lambda_{1}\left(a_{n}\right) \rightarrow \lambda_{1}^{(p)}$. By (4.1) and Proposition 4.3 we may assume that each $a_{n}$ is nonincreasing and hence, by Helly's selection theorem, that there exists an $\hat{a}$ and a subsequence (that we neglect to relabel) such that $a_{n} \rightarrow \hat{a}$ pointwise. It follows by the
dominated convergence theorem (Rudin [13, Theorem 11.32]) that

$$
\int_{x}^{1} a_{n}(t) d t \rightarrow \int_{x}^{1} \hat{a}(t) d t \quad \text { and } \quad \int_{0}^{x \wedge y} \frac{d t}{a_{n}^{2}(t)} \rightarrow \int_{0}^{x \wedge y} \frac{d t}{\hat{a}^{2}(t)}
$$

for each $x$ and $y$. In particular,

$$
\int_{0}^{1} a_{n} d x \rightarrow \int_{0}^{1} \hat{a} d x \quad \text { and } \quad g\left(x, y ; a_{n}\right) \rightarrow g(x, y ; \hat{a})
$$

By the dominated convergence theorem it follows that $g\left(\cdot, \cdot, a_{n}\right) \rightarrow g(\cdot, \cdot, \hat{a})$ in $L^{2}((0,1) \times(0,1))$. This implies, via Proposition 3.3, that $\lambda_{1}\left(a_{n}\right) \rightarrow \lambda_{1}(\hat{a})$. But, by construction, $\lambda_{1}\left(a_{n}\right) \rightarrow \lambda_{1}^{(p)}$, and so $\lambda_{1}(\hat{a})=\lambda_{1}^{(p)}$.
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# SLOW DYNAMICS OF INTERFACES IN THE ALLEN-CAHN EQUATION ON A STRIP-LIKE DOMAIN* 
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#### Abstract

The dynamics of interfaces in the Allen-Cahn equation is studied. If a domain in $\boldsymbol{R}^{\mathbf{2}}$ has constant width along a smooth curve, it is called a strip-like domain. We derive an equation which describes the motion of a straight interface intersecting the boundary of the strip-like domain. The equation shows that the motion is slower than the mean curvature flow, but faster than the very slow dynamics.
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1. Introduction. Recently, the dynamics of interfaces appearing in various reaction diffusion equations has received much attention. Among them, the motion of interfaces in the Allen-Cahn equation

$$
\begin{cases}u_{t}=\varepsilon^{2} \Delta u+f(u), &  \tag{1.1}\\ \frac{\partial}{\partial n} u=0, & \\ \frac{x \in \partial \Omega}{}\end{cases}
$$

has been most extensively studied, where $\varepsilon>0$ is a sufficiently small parameter, $\Omega$ a (bounded or unbounded) domain in $\boldsymbol{R}^{N}$ with boundary $\partial \Omega, \Delta$ the Laplace operator, $\partial / \partial n$ the outer normal derivative. The nonlinearity $f$ is given by $f=u\left(1-u^{2}\right)$, although we can extend our results to more general nonlinearities. In fact, we may assume that $f$ is a sufficiently smooth cubic-like odd function which is derived from double-well potential with equal depth.

Given initial data, the solution $u$ of (1.1) behaves in the following way. Since $\varepsilon>0$ is small, the diffusion term is negligible in the first stage so that the solution approaches +1 or -1 depending only on the sign of the initial value. Thus, after some time, there must appear an inner layer (or an interface) in which the value of $u$ rapidly changes from -1 to +1 . At this stage, the diffusion term is not negligible near the interface, and the interface begins to move slowly.

In the case where $N=1$ and $\Omega$ is a compact interval, the dynamics of interfaces was precisely investigated by Carr and Pego [3] and Fusco and Hale [7]. They showed that the motion of interfaces is governed by the very slow dynamics. More precisely, it moves with the speed $O\left(e^{-A / \varepsilon}\right)$ for some positive constant $A$.

In higher dimension, it is known (see, e.g., $[2,4,5,6,12]$ ) that the motion of interfaces is approximately described by the mean curvature flow

$$
\begin{equation*}
V=-\varepsilon^{2}(N-1) k, \quad x \in \Gamma \tag{1.2}
\end{equation*}
$$

Here $\Gamma=\Gamma(t)$ is a hypersurface in $\boldsymbol{R}^{N}$ which represents the location of an interface,

[^34]and $V$ and $k$ stand for the normal velocity and the mean curvature of $\Gamma$, respectively. When $\Gamma$ intersects $\partial \Omega$, it must be orthogonal to $\partial \Omega$ (cf. [8, 11]).

If $\Gamma$ is a minimal surface (i.e., $k=0$ ), then it is a steady state of $(1.2)$ so that the interface does not move under the dynamics (1.2). However, if $\Omega$ is a cylindrical domain and $\Gamma$ is a plane, the interface may move with a slower time scale. In fact, if a solution is constant in the transectional direction, then the solution behaves exactly in the same manner as in the one-dimensional case so that the motion of the interface is governed by the very slow dynamics.

Recently, Alikakos, Fusco, and Kowalczyk [1] dealt with (1.1) on a domain in $\boldsymbol{R}^{2}$ which consists of a rectangle and other parts. When $\Gamma$ is a line segment inside the rectangle, they showed that the motion of $\Gamma$ depends on the shape of $\Omega$ and the speed is $O\left(e^{-A / \varepsilon}\right)$. Namely, the motion of $\Gamma$ is governed by the very slow dynamics. It seems that this result can be extended to $\Omega$ which consists of a part of an annulus and other parts [9].

In this paper, we show that in a certain kind of domain, there may appear a motion with the speed $O\left(\varepsilon^{4}\right)$, which we will call the slow dynamics. Let $C(s), 0<s<L$, be a smooth curve in $\boldsymbol{R}^{2}$ with its length $L$, where $s$ is the arclength parameter. We define a strip-like domain $\Omega$ in $\boldsymbol{R}^{2}$ along $C(s)$ with its width $2 d$ by

$$
\Omega=\{C(s)+z \nu(s) \mid 0<s<L,-d<z<d\}
$$

where $\nu(s)$ is a unit normal vector of $C(s)$ (see Fig. 1.1). We assume that the curvature $\kappa(s)$ of $C(s)$ satisfies

$$
\begin{equation*}
d \sup _{0<s<L}|\kappa(s)| \leq \delta \tag{1.3}
\end{equation*}
$$

for some $0<\delta<1$. We also assume that $\Omega$ is simply connected and any point in $\Omega$ corresponds one-to-one to $(s, z)$ by the relation

$$
(x, y)=C(s)+z \nu(s)
$$

Let $\Gamma$ be a line segment intersecting $\partial \Omega$ orthogonally. Then $\Gamma$ stands still under the dynamics (1.2). However, the interface may move in a slower time scale by keeping its shape straight, because the line segment can be translated freely along $C(s)$.

Our results assert that any straight interface moves with the speed $O\left(\varepsilon^{4}\right)$ toward the direction where $C$ is less curved. More precisely, let $s=S(t)$ represent the $s$ coordinate of the position of $\Gamma$. Then $S(t)$ is approximately governed by

$$
\begin{equation*}
\frac{d}{d t} S(t)=\varepsilon^{4} H(S(t)) \tag{1.4}
\end{equation*}
$$

where

$$
\begin{aligned}
H(s) & =-\frac{M}{\left\{1-d^{2} \kappa(s)^{2}\right\}^{2}\left\{1+\frac{1}{3} d^{2} \kappa(s)^{2}\right\}} \kappa(s) \kappa_{s}(s) \\
M & =\frac{\int_{-\infty}^{+\infty} \eta^{2} \varphi_{\eta}(\eta)^{2} d \eta}{\int_{-\infty}^{+\infty} \varphi_{\eta}(\eta)^{2} d \eta}>0
\end{aligned}
$$

and $\varphi$ is a unique solution of

$$
\left\{\begin{array}{l}
\varphi_{\eta \eta}+f(\varphi)=0, \quad-\infty<\eta<\infty \\
\varphi(0)=0, \quad \varphi( \pm \infty)= \pm 1
\end{array}\right.
$$



Fig. 1.1. A strip-like domain $\Omega$.

Under our assumption on $f$, the solution $\varphi$ is a sufficiently smooth function which is monotone increasing and odd symmetric with respect to $\eta$. Since $H(s)$ can be represented as

$$
H(s)=-A(s)\left\{\kappa(s)^{2}\right\}_{s}
$$

for some positive function $A(s),(1.4)$ implies that the interface moves toward a minimal point of $|k(s)|$. In Fig. 1.2, we present some numerical results which demonstrate this slow dynamics of interfaces.

When $\kappa(s)$ is constant, then $H(s) \equiv 0$, which means that the interface moves in slower dynamics. On the other hand, if $\kappa(s)$ is constant, then the domain must be a rectangle or a part of annulus. In this case, the motion of interface is governed by the very slow dynamics as mentioned previously. Thus, for a domain in $\boldsymbol{R}^{2}$, there are three kinds of dynamics, that is, the mean curvature flow, the slow dynamics, and the very slow dynamics.

This paper is organized as follows. In section 2, we give some definitions and our main results. In section 3, we state several important propositions. In section 4, we give proofs of the main results by using these propositions. Sections 5 and 6 are devoted to proofs of the propositions.
2. Definitions and results. Before stating our main results, we list our notation.
$\kappa(s)$ : the curvature of $C(s)$ measured in the direction of $\nu(s)$.
$l(s)$ : the straight line segment through $C(s)$ intersecting $\partial \Omega$ orthogonally, that is,

$$
l(s)=\{C(s)+z \nu(s) ;-d<z<d\}
$$

$C^{z}$ : the curve defined by

$$
C^{z}=\{C(s)+z \nu(s) ; 0<s<L\} .
$$



Fig. 1.2. The dynamics of interfaces in a strip-like domain $\Omega$ whose center curve (a dotted curve) is a part of an ellipse. An arrow indicates the direction of movement of an interface. Broken lines denote the line segments $l\left(s_{1}\right), l\left(s_{2}\right), l\left(s_{3}\right)$, where $s_{1}, s_{3}$ are the values of $s$ corresponding to the minima of $|\kappa(s)|$, while $s_{2}$ is the value of maximum of $|\kappa(s)|$.
$\operatorname{Dist}\{(x, y), l(s)\}:$ the signed distance between the point $(x, y) \in \Omega$ and the line segment $l(s)$ measured along $C^{z}$, that is,

$$
\operatorname{Dist}\{(x, y), l(s)\}=(1-z \kappa(s))(r-s) \quad \text { for }(x, y)=C(r)+z \nu(r)
$$

$\Pi(P, Q, s)$ : the set of functions satisfying the conditions

$$
\begin{aligned}
& -1-Q \leq u(x, y) \leq-1+Q \quad \text { if }-\infty \leq \operatorname{Dist}\{(x, y), l(s)\} \leq-P, \\
& -1-Q \leq u(x, y) \leq+1+Q \quad \text { if } \quad-P \leq \operatorname{Dist}\{(x, y), l(s)\} \leq+P, \\
& +1-Q \leq u(x, y) \leq+1+Q \quad \text { if } \quad+P \leq \operatorname{Dist}\{(x, y), l(s)\} \leq+\infty,
\end{aligned}
$$

where $P>0$ and $Q>0$.
$T$ : the time scale $\varepsilon^{4} t$.
$\langle\cdot, \cdot\rangle_{\eta}$ : the inner product of $L^{2}(\boldsymbol{R})$ with respect to $\eta$.
In the time scale $T=\varepsilon^{4} t$, (1.4) can be written as

$$
\begin{equation*}
\frac{d}{d T} S(T)=H(S(T)), \quad T>0 \tag{2.1}
\end{equation*}
$$

In the following theorems, we denote a solution of (1.1) by $u(t, x, y)$.
THEOREM 2.1. Let $S(T)$ be a solution of (2.1) defined for $T \in\left[0, T^{*}\right]$ for some $T^{*}<\infty$. Then for any $m \in(0,1)$, there exist positive constants $P_{1}, Q_{1}, P_{2}, Q_{2}$, and $\varepsilon_{0}$ such that if $0<\varepsilon<\varepsilon_{0}$ and

$$
u(0, x, y) \in \Pi\left(P_{1} \varepsilon^{m}, Q_{1} \varepsilon^{m+3}, S(0)\right)
$$

then

$$
u(t, x, y) \in \Pi\left(P_{2} \varepsilon^{m}, Q_{2} \varepsilon^{m+3}, S\left(\varepsilon^{4} t\right)\right)
$$

for $t \in\left[0, T^{*} / \varepsilon^{4}\right]$.

Let $S^{*}$ be an equilibrium of (2.1). We say that $S^{*}$ is exponentially stable if $S^{*}$ satisfies $H^{\prime}\left(S^{*}\right)<0$.

THEOREM 2.2. Suppose that a solution $S(T)$ of (2.1) converges to an exponentially stable equilibrium $S^{*}$. Then for any $m \in(0,1)$, there exist positive constants $P_{1}, Q_{1}$, $P_{2}, Q_{2}$, and $\varepsilon_{0}$ such that if $0<\varepsilon<\varepsilon_{0}$ and

$$
u(0, x, y) \in \Pi\left(P_{1} \varepsilon^{m}, Q_{1} \varepsilon^{m+3}, S(0)\right)
$$

then

$$
u(t, x, y) \in \Pi\left(P_{2} \varepsilon^{m}, Q_{2} \varepsilon^{m+3}, S\left(\varepsilon^{4} t\right)\right)
$$

for all $t \in[0, \infty)$.
THEOREM 2.3. Let $S^{*}$ be an exponentially stable equilibrium of (2.1). Then for any $m \in(0,1)$, there exist positive constants $P, Q$, and $\varepsilon_{0}$ such that if $0<\varepsilon<\varepsilon_{0}$, (1.1) possesses a stable stationary solution $u^{*}(x, y)$ satisfying

$$
u^{*}(x, y) \in \Pi\left(P \varepsilon^{m}, Q \varepsilon^{m+3}, S^{*}\right)
$$

Remark. It is easily seen from proofs of the above theorems that if $\Omega$ consists of a strip-like domain and other parts, similar results hold as long as a straight interface remains in the strip-like domain.

In (2.1), H(s) is expressed as

$$
H(s)=-A(s)\left\{\kappa(s)^{2}\right\}_{s}
$$

for some positive function $A(s)$ as mentioned in section 1 . This implies that the exponentially stable equilibrium $S^{*}$ of (2.1) corresponds to a minimal point of $|\kappa(s)|$. Also Theorems 2.2 and 2.3 imply that the straight interface moves toward a minimal point of $|\kappa(s)|$ and converges to a stable stationary solution $u^{*}$ with its inner layer near the line segment $l\left(S^{*}\right)$.
3. Preliminaries. In this section, we give several propositions as preliminaries for the subsequent sections. Throughout this paper, we let $m$ be an arbitrarily fixed constant satisfying $0<m<1$. Also, we denote by $A_{j}(j=0,1,2, \ldots)$ positive constants independent of $t,(x, y) \in \Omega$, sufficiently small $\varepsilon>0$, and $u$.

In order to prove the theorems, we will employ the comparison method. We say that $u^{+}(t, x, y)\left(t \in\left[0, t_{0}\right],(x, y) \in \Omega\right)$ is a supersolution of (1.1) if $u^{+}$satisfies

$$
u_{t}^{+} \geq \Delta u^{+}+f\left(u^{+}\right), \quad t \in\left[0, t_{0}\right], \quad(x, y) \in \Omega
$$

and the Neumann boundary condition. Similarly, we say that $u^{-}(t, x, y)$, $\left(t \in\left[0, t_{0}\right],(x, y) \in \Omega\right)$ is a subsolution of (1.1) if $u^{-}$satisfies

$$
u_{t}^{-} \leq \Delta u^{-}+f\left(u^{-}\right), \quad t \in\left[0, t_{0}\right], \quad(x, y) \in \Omega
$$

and the Neumann boundary condition.
The following two propositions are well known (see, e.g., [10]).
PROPOSITION 3.1. Let $u(t, x, y)$ be a solution of (1.1). If $u^{+}(t, x, y), t \in\left[0, t_{0}\right]$, is a supersolution satisfying $u^{+}(0, x, y) \geq u(0, x, y)$ for $(x, y) \in \Omega$, then $u^{+}(t, x, y) \geq$ $u(t, x, y)$ for $t \in\left[0, t_{0}\right],(x, y) \in \Omega$. Similarly, if $u^{-}(t, x, y), t \in\left[0, t_{0}\right]$, is a subsolution satisfying $u^{-}(0, x, y) \leq u_{0}(x, y)$ for $(x, y) \in \Omega$, then $u^{-}(t, x, y) \leq u(t, x, y)$ for $t \in$ $\left[0, t_{0}\right],(x, y) \in \Omega$.

Proposition 3.2. If $u^{+}(x, y)$ and $u^{-}(x, y)$ are, respectively, super- and subsolutions independent of $t$ satisfying

$$
u^{-}(x, y) \leq u^{+}(x, y), \quad(x, y) \in \Omega
$$

then there exists a stable stationary solution $u^{*}(x, y)$ of (1.1) satisfying

$$
u^{-}(x, y) \leq u^{*}(x, y) \leq u^{+}(x, y), \quad(x, y) \in \Omega
$$

The following two propositions are easily shown.
Proposition 3.3. For small $|q|$, there exist smooth functions $\alpha^{ \pm}(q)$ such that $f\left(\alpha^{ \pm}(q)\right)+q=0$ and $\alpha^{ \pm}(q)= \pm 1+M_{0} q+O\left(q^{2}\right)$, where $M_{0}=-\frac{1}{f^{\prime}(1)}=-\frac{1}{f^{\prime}(-1)}>0$.

Here we define

$$
\begin{aligned}
|v(\eta)|_{C^{h}(\eta)} & =\sum_{j=0}^{h}\left|\frac{d^{j}}{d \eta^{j}} v(\eta)\right| \\
|v(\eta)|_{D^{h}(\eta)} & =|v(\eta)|_{C^{h}(\eta)}-|v(\eta)|
\end{aligned}
$$

for $v \in C^{h}$, the set of $h$ times continuously differentiable functions.
Proposition 3.4. There exist positive constants $a_{0}, A_{0}$, and $\beta_{0}$ such that

$$
\begin{array}{ll}
a_{0} e^{-\beta_{0}|\eta|} \leq|\varphi(\eta)+1| \leq A_{0} e^{-\beta_{0}|\eta|} & \text { for } \eta<0 \\
a_{0} e^{-\beta_{0}|\eta|} \leq|\varphi(\eta)-1| \leq A_{0} e^{-\beta_{0}|\eta|} & \text { for } \eta>0
\end{array}
$$

and for any positive integer $h$,

$$
|\varphi(\eta)|_{D^{h}(\eta)}=O\left(e^{-\beta_{0}|\eta|}\right) \text { as }|\eta| \rightarrow \infty
$$

Let $S^{ \pm}(T)$ be solutions of

$$
\begin{equation*}
S_{T}^{ \pm}=H^{ \pm}\left(S^{ \pm}\right) \tag{3.1}
\end{equation*}
$$

with $S^{ \pm}(0)=S(0) \mp \varepsilon^{m}$, where

$$
H^{ \pm}(s)=H(s) \mp \frac{2-d \kappa(s)}{M_{1}\left\{1+\frac{1}{3} d^{2} \kappa^{2}(s)\right\}} \varepsilon^{m}
$$

and $M_{1}=\langle\varphi, \varphi\rangle_{\eta}$. We assume that a solution $S(T)$ of (2.1) exists and is bounded for $T \in\left[0, T^{*}\right]$ for some $T^{*} \in(0, \infty]$. Then, we can construct super- and subsolutions as stated in the following proposition.

Proposition 3.5. Let $\gamma^{ \pm}(T)$ be arbitrary smooth functions of $T \in\left[0, T^{*}\right]$, and set

$$
\eta^{ \pm}=\left\{1-z \kappa\left(S^{ \pm}(T)\right)\right\}\left(\frac{s-S^{ \pm}(T)}{\varepsilon}-\gamma^{ \pm}(T)\right)
$$

with $(x, y)=C(s)+z \nu(s)$. Then for small $\varepsilon>0$, there exist super- and subsolutions $u^{ \pm}$of (1.1) of the form

$$
\begin{equation*}
u^{ \pm}(t, x, y)=\varphi\left(\eta^{ \pm}\right)+\varepsilon \Phi^{ \pm}\left(t, z, \eta^{ \pm} ; \varepsilon\right) \pm M_{0} \varepsilon^{m+3}+\varepsilon^{4} R^{ \pm}(t, x, y ; \varepsilon) \tag{3.2}
\end{equation*}
$$

where $\Phi^{ \pm}$satisfy

$$
\begin{equation*}
\left|\Phi^{ \pm}(t, z, \eta ; \varepsilon)\right|_{C^{2}(\eta)} \leq A_{1} e^{-\beta|\eta|}, \quad(t, z, \eta) \in\left[0, T^{*} / \varepsilon^{4}\right] \times(-d, d) \times(-\infty, \infty) \tag{3.3}
\end{equation*}
$$

with some positive constants $A_{1}$ and $\beta \in\left(\frac{3}{4} \beta_{0}, \beta_{0}\right)$, and $R^{ \pm}(t, x, y ; \varepsilon)$ are uniformly bounded in $t \in\left[0, T^{*} / \varepsilon^{4}\right]$ and $(x, y) \in \Omega$.

A proof of this proposition will be given in section 5 . All theorems in section 2 are derived from this proposition.
4. Proofs of theorems. In this and the following sections, $B$ denotes a generic positive constant independent of sufficiently small $\varepsilon$ and the solution $u$ which may vary from line to line.

Let $S^{ \pm}(T)$ be solutions of (3.1) with $S^{ \pm}(0)=S(0) \mp \varepsilon^{m}$, respectively. Then there exists $B>0$ such that

$$
\begin{equation*}
S^{+}(T)+B \varepsilon^{m} \leq S(T) \leq S^{-}(T)-B \varepsilon^{m} \tag{4.1}
\end{equation*}
$$

uniformly in $T \in\left[0, T^{*}\right]$. For such $S^{ \pm}(T)$, let $u^{ \pm}(t, x, y)$ be, respectively, super- and subsolutions given in Proposition 3.5, and set

$$
v^{ \pm}(t, z, s)=u^{ \pm}(t, C(s)+z \nu(s))
$$

Lemma 4.1. If $\varepsilon>0$ is sufficiently small, then

$$
\begin{equation*}
v^{+}(t, z, s)>v^{-}(t, z, s)+\frac{5}{3} M_{0} \varepsilon^{m+3}, \quad(t, z, s) \in\left[0, T^{*} / \varepsilon^{4}\right] \times(-d, d) \times(0, L) \tag{4.2}
\end{equation*}
$$

Proof. Let $\mu^{ \pm}=\frac{s-S^{ \pm}(T)}{\varepsilon}$ and let $\gamma^{ \pm}(T)$ be a function as in Proposition 3.5. Then $v^{ \pm}$satisfy (3.2). Therefore it suffices to show (4.2) for $s>S^{+}(T)+\varepsilon \gamma^{+}(T)$.

First we consider the case where $S^{+}(T)+\varepsilon \gamma^{+}(T)<s<S^{-}(T)+\varepsilon \gamma^{-}(T)$. In this case, we have $\eta^{+}>0, \eta^{-}<0$, and

$$
\begin{aligned}
\eta^{+}-\eta^{-} & =\left(\mu^{+}-\mu^{-}\right)-\left(\gamma^{+}-\gamma^{-}\right)-z \kappa^{+}\left(\mu^{+}-\gamma^{+}\right)+z \kappa^{-}\left(\mu^{-}-\gamma^{-}\right) \\
& \geq\left(\mu^{+}-\mu^{-}\right)-\left(\gamma^{+}-\gamma^{-}\right)-\delta\left(\mu^{+}-\mu^{-}-\gamma^{+}+\gamma^{-}\right) \\
& =(1-\delta)\left(\mu^{+}-\mu^{-}-\gamma^{+}+\gamma^{-}\right) \\
& =(1-\delta)\left(\frac{S^{-}-S^{+}}{\varepsilon}-\gamma^{+}+\gamma^{-}\right) \\
& \geq(1-\delta)\left(\frac{2 B}{\varepsilon^{1-m}}-\gamma^{+}+\gamma^{-}\right) \\
& \geq \frac{B}{\varepsilon^{1-m}}
\end{aligned}
$$

by noting $\mu^{+}-\gamma^{+} \geq 0, \mu^{-}-\gamma^{-} \leq 0$, and (4.1). Hence the monotonicity of $\varphi$ yields

$$
\varphi\left(\eta^{+}\right)-\varphi\left(\eta^{-}\right) \geq \varphi\left(\eta^{+}\right)-\varphi\left(\eta^{+}-\frac{B}{\varepsilon^{1-m}}\right)
$$

Here, if $0 \leq \eta^{+} \leq \frac{B}{2 \varepsilon^{1-m}}$, we have

$$
\begin{aligned}
\varphi\left(\eta^{+}\right)-\varphi\left(\eta^{+}-\frac{B}{2 \varepsilon^{1-m}}\right) & \geq \varphi\left(\eta^{+}\right)-\varphi\left(-\frac{B}{2 \varepsilon^{1-m}}\right) \\
& \geq \varphi\left(\eta^{+}\right)+1-\exp \left(-\frac{\beta_{0} B}{2 \varepsilon^{1-m}}\right) \\
& \geq 1-\exp \left(-\frac{\beta_{0} B}{2 \varepsilon^{1-m}}\right) \\
& \geq \frac{1}{2}
\end{aligned}
$$

which means (4.2) by (3.2) and (3.3). Also, for $\eta^{+} \geq \frac{B}{2 \varepsilon^{1-m}}$, we can show

$$
\varphi\left(\eta^{+}\right)-\varphi\left(\eta^{-}\right) \geq \frac{1}{2}
$$

in quite a similar manner. Thus, (4.2) holds when $S^{+}(T)+\varepsilon \gamma^{+}(T)<s<S^{-}(T)+$ $\varepsilon \gamma^{-}(T)$.

Next we consider the case where $s>S^{-}(T)+\varepsilon \gamma^{-}(T)$. Since $\eta^{ \pm} \geq 0$ in this case, we see from Proposition 3.4, (3.2), and (3.3) that

$$
\begin{align*}
& v^{+}(t, z, s) \geq 1-A_{0} e^{-\beta_{0}\left|\eta^{+}\right|}-\varepsilon A_{1} e^{-\beta\left|\eta^{+}\right|}+M_{0} \varepsilon^{m+3}-B \varepsilon^{4}  \tag{4.3}\\
& v^{-}(t, z, s) \leq 1-a_{0} e^{-\beta_{0}\left|\eta^{-}\right|}+\varepsilon A_{1} e^{-\beta\left|\eta^{-}\right|}-M_{0} \varepsilon^{m+3}+B \varepsilon^{4} \tag{4.4}
\end{align*}
$$

Here $\eta^{+} \geq \frac{B}{\varepsilon^{1-m}}$ holds. Hence, in view of (4.3) and (4.4), it suffices to show that

$$
1+M_{0} \varepsilon^{m+3}-B \varepsilon^{4} \geq 1-a_{0} e^{-\beta_{0}\left|\eta^{-}\right|}+\varepsilon A_{1} e^{-\beta\left|\eta^{-}\right|}-M_{0} \varepsilon^{m+3}+B \varepsilon^{4}+\frac{5}{3} M_{0} \varepsilon^{m+3}
$$

that is,

$$
\begin{equation*}
a_{0} e^{-\beta_{0}\left|\eta^{-}\right|}-\varepsilon A_{1} e^{-\beta\left|\eta^{-}\right|} \geq-\frac{1}{3} M_{0} \varepsilon^{m+3}+B \varepsilon^{4} \tag{4.5}
\end{equation*}
$$

Noting $\eta^{-} \geq 0$, we let

$$
\sigma(\eta)=a_{0} e^{-\beta_{0} \eta}-\varepsilon A_{1} e^{-\beta \eta}
$$

By

$$
\sigma^{\prime}(\eta)=e^{-\beta_{0} \eta}\left(-a_{0} \beta_{0}+\varepsilon A_{1} \beta e^{\left(\beta_{0}-\beta\right) \eta}\right)
$$

$\sigma(\eta)$ has a minimum at $\eta=\eta^{*}$, where

$$
\eta^{*}=\frac{1}{\beta_{0}-\beta} \log \left(\frac{a_{0} \beta_{0}}{\varepsilon A_{1} \beta}\right)
$$

satisfies $\sigma^{\prime}\left(\eta^{*}\right)=0$. Substituting $\eta^{*}$, we have

$$
\sigma\left(\eta^{*}\right)=A_{1}\left(\frac{A_{1} \beta}{a_{0} \beta_{0}}\right)^{\frac{\beta}{\beta_{0}-\beta}}\left(1-\frac{\beta_{0}}{\beta}\right) \varepsilon^{\frac{\beta_{0}}{\beta_{0}-\beta}}<0 .
$$

Since $\frac{3}{4} \beta_{0}<\beta<\beta_{0}$ and $0<m<1$, the inequality $\frac{\beta_{0}}{\beta_{0}-\beta}>m+3$ holds, which implies (4.5) for sufficiently small $\varepsilon>0$.

Lemma 4.2. There exist positive constants $P_{1}$ and $Q_{1}$ such that

$$
\begin{equation*}
\Pi\left(P_{1} \varepsilon^{m}, Q_{1} \varepsilon^{m+3}, s_{0}\right) \subset \Pi^{*} \tag{4.6}
\end{equation*}
$$

for sufficiently small $\varepsilon>0$, where $s_{0}=S(0)$ and

$$
\Pi^{*}=\left\{w(z, s) ; v^{-}(0, z, s) \leq w(z, s) \leq v^{+}(0, z, s)\right\}
$$

Proof. Suppose $\left|\operatorname{Dist}\left\{(x, y), l\left(s_{0}\right)\right\}\right| \leq P_{1} \varepsilon^{m}$. This is equivalent to

$$
\left|\left(1-z \kappa\left(s_{0}\right)\right)\left(s-s_{0}\right)\right| \leq P_{1} \varepsilon^{m}
$$

where $(x, y)=C(s)+z \nu(s)$. Hence, we have

$$
\begin{aligned}
\left|\frac{s-s_{0}}{\varepsilon}\right| & \leq \frac{P_{1}}{\left(1-z \kappa\left(s_{0}\right)\right) \varepsilon^{1-m}} \\
& \leq \frac{P_{1}}{(1-\delta) \varepsilon^{1-m}}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{s-S^{+}(0)}{\varepsilon} & =\frac{s-s_{0}}{\varepsilon}+\frac{s_{0}-S^{+}(0)}{\varepsilon} \\
& \geq-\frac{P_{1}}{(1-\delta) \varepsilon^{1-m}}+\frac{1}{\varepsilon^{1-m}} \\
& \geq \frac{B}{\varepsilon^{1-m}}
\end{aligned}
$$

for appropriately small constant $P_{1}>0$, and similarly

$$
\frac{s-S^{-}(0)}{\varepsilon} \leq-\frac{B}{\varepsilon^{1-m}}
$$

Therefore, it follows that

$$
\begin{align*}
\eta^{+} & =\left(1-z \kappa^{+}\right)\left(\frac{s-S^{+}(0)}{\varepsilon}-\gamma^{+}(0)\right)  \tag{4.7}\\
& \geq(1-\delta)\left(\frac{B}{\varepsilon^{1-m}}-\gamma^{+}(0)\right) \\
& \geq \frac{B}{\varepsilon^{1-m}}
\end{align*}
$$

and similarly

$$
\begin{align*}
\eta^{-} & =\left(1-z \kappa^{-}\right)\left(\frac{s-S^{-}(0)}{\varepsilon}-\gamma^{-}(0)\right)  \tag{4.8}\\
& \leq-\frac{B}{\varepsilon^{1-m}}
\end{align*}
$$

By the inequalities (3.2), (3.3), (4.3) and (4.7), (4.8), we get

$$
\begin{equation*}
v^{+}(0, z, s) \geq 1+B \varepsilon^{m+3} \tag{4.9}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
v^{-}(0, z, s) \leq-1-B \varepsilon^{m+3} \tag{4.10}
\end{equation*}
$$

for sufficiently small $\varepsilon>0$.
Next, suppose $\operatorname{Dist}\left\{(x, y), l\left(s_{0}\right)\right\} \geq P_{1} \varepsilon^{m}$. In this range, (4.7) and (4.9) also hold.
On the other hand, (3.2) and (4.7) imply

$$
v^{+}(0, z, s) \leq 1+\frac{4}{3} M_{0} \varepsilon^{m+3}
$$

for sufficiently small $\varepsilon>0$. Hence, by Lemma 4.1, we obtain

$$
v^{-}(0, z, s) \leq 1-\frac{1}{3} M_{0} \varepsilon^{m+3}
$$

Thus,

$$
\begin{equation*}
v^{-}(0, z, s) \leq 1-\frac{1}{3} M_{0} \varepsilon^{m+3} \leq 1+B \varepsilon^{m+3} \leq v^{+}(0, z, s) \tag{4.11}
\end{equation*}
$$

holds for $\operatorname{Dist}\left\{(x, y), l\left(s_{0}\right)\right\} \geq P_{1} \varepsilon^{m}$.

The case that $\operatorname{Dist}\left\{(x, y), l\left(s_{0}\right)\right\} \leq-P_{1} \varepsilon^{m}$ can be treated in quite a similar manner.

Taking $0<Q_{1} \leq \min \left\{B, \frac{1}{3} M_{0}\right\}$, the proof is complete.
Now let us complete the proofs of Theorems 2.1-2.3.
Proof of Theorem 2.1. Let $u(t, x, y)$ be the solution of (1.1) with

$$
u(0, \cdot) \in \Pi\left(P_{1} \varepsilon^{m}, Q_{1} \varepsilon^{m+3}, s_{0}\right)
$$

Then the inequalities

$$
v^{-}(t, z, s) \leq u(t, x, y) \leq v^{+}(t, z, s)
$$

hold for $(t, z, s) \in\left[0, T^{*} / \varepsilon^{4}\right] \times(-d, d) \times(0, L)$ by Lemma 4.2, where $(x, y)=C(s)+$ $z \nu(s)$. On the other hand, we have

$$
S(T)-B \varepsilon^{m}<S^{+}(T)<S(T)<S^{-}(T)<S(T)+B \varepsilon^{m}
$$

for some $B$ uniformly in $T \in\left[0, T^{*}\right]$. Therefore, we have

$$
v^{ \pm}(t, z, s) \in \Pi\left(P_{2} \varepsilon^{m}, Q_{2} \varepsilon^{m+3}, S\left(\varepsilon^{4} t\right)\right)
$$

for certain positive constants $P_{2}, Q_{2}$ by a similar argument to the above. Thus the proof is complete.

Proof of Theorem 2.2. $\quad$ Since $S^{*}$ is an exponentially stable equilibrium of (2.1), the equation (3.1) also has exponentially stable equilibria $S_{ \pm}^{*}$, respectively, satisfying

$$
\begin{equation*}
S^{*}-B \varepsilon^{m}<S_{+}^{*}<S^{*}<S_{-}^{*}<S^{*}+B \varepsilon^{m} \tag{4.12}
\end{equation*}
$$

for some $B$. Let $S^{ \pm}(T)$ be solutions of (3.1) with $S^{ \pm}(0)=S(0) \mp \varepsilon^{m}$. Then, for sufficiently small $\varepsilon>0, S^{ \pm}(T)$ converge to $S_{ \pm}^{*}$ as $T \rightarrow \infty$, respectively, and the inequalities

$$
S(T)-B \varepsilon^{m}<S^{+}(T)<S(T)<S^{-}(T)<S(T)+B \varepsilon^{m}
$$

hold uniformly in $T \geq 0$. Therefore, we can prove Theorem 2.2 by quite a similar manner to Theorem 2.1.

Proof of Theorem 2.3. Let $S^{ \pm}(T)$ be solutions of (3.1) with $S^{ \pm}(0)=S_{ \pm}^{*}$, respectively. Then we see that $S^{ \pm}(T) \equiv S_{ \pm}^{*}$ and (4.12) hold. Since $v^{ \pm}(t, z, s)$ corresponding to $S^{ \pm}(T)$ are independent of $t$, the proof of Theorem 2.3 is complete by Proposition 3.2.

## 5. Proof of Proposition 3.5.

5.1. Preliminaries. Now let us explain the way to construct a suitable supersolution $u^{+}(t, x, y)$. We consider the equation

$$
\begin{equation*}
u_{t}=\varepsilon^{2} \Delta u+f(u)+\varepsilon^{m+3}, \quad t>0,(x, y) \in \Omega \tag{5.1}
\end{equation*}
$$

Suppose that a function $u^{+}$approximates (5.1) up to $O\left(\varepsilon^{n}\right)$ for some $n>m+3$. More precisely, suppose that $u^{+}$satisfies

$$
\varepsilon^{2} \Delta u^{+}+f\left(u^{+}\right)+\varepsilon^{m+3}-u_{t}^{+}=O\left(\varepsilon^{n}\right)
$$

uniformly in $t \in\left[0, T^{*} / \varepsilon^{4}\right]$ and $(x, y) \in \Omega$. Then $u^{+}$must be a supersolution for sufficiently small $\varepsilon>0$, because

$$
\varepsilon^{2} \Delta u^{+}+f\left(u^{+}\right)-u_{t}^{+}=-\varepsilon^{m+3}+O\left(\varepsilon^{n}\right)<0
$$

Similarly, we consider the equation

$$
\begin{equation*}
u_{t}=\varepsilon^{2} \Delta u+f(u)-\varepsilon^{m+3}, \quad t>0,(x, y) \in \Omega \tag{5.2}
\end{equation*}
$$

If a function $u^{-}$approximates (5.2) up to $O\left(\varepsilon^{n}\right)$ for some $n>m+3$, then $u^{-}$becomes a subsolution for sufficiently small $\varepsilon>0$. Thus, it is sufficient to find approximate functions $u^{+}$and $u^{-}$.

Along the above argument, the following proposition gives the direct proof of Proposition 3.5.

PROPOSITION 5.1. Let $\gamma^{ \pm}(T)$ be arbitrary smooth functions of $T \in\left[0, T^{*}\right]$, and set

$$
\eta^{ \pm}=\left\{1-z \kappa\left(S^{ \pm}(T)\right)\right\}\left(\frac{s-S^{ \pm}(T)}{\varepsilon}-\gamma^{ \pm}(T)\right)
$$

with $(x, y)=C(s)+z \nu(s)$. Then for small $\varepsilon>0$, there exist a number $n \in(m+3,4)$ and functions $u^{ \pm}(t, x, y)$ of the form

$$
\begin{equation*}
u^{ \pm}(t, x, y)=\varphi\left(\eta^{ \pm}\right)+\varepsilon \Phi^{ \pm}\left(t, z, \eta^{ \pm} ; \varepsilon\right) \pm M_{0} \varepsilon^{m+3}+\varepsilon^{4} R^{ \pm}(t, x, y ; \varepsilon) \tag{5.3}
\end{equation*}
$$

which satisfy (5.1) and (5.2) up to $O\left(\varepsilon^{n}\right)$ uniformly in $t \in\left[0, T^{*} / \varepsilon^{4}\right]$ and $(x, y) \in \Omega$ together with the Neumann boundary condition, where $\Phi^{ \pm}$satisfy

$$
\begin{equation*}
\left|\Phi^{ \pm}(t, z, \eta ; \varepsilon)\right|_{C^{2}(\eta)} \leq A_{1} e^{-\beta|\eta|}, \quad(t, z, \eta) \in\left[0, T^{*} / \varepsilon^{4}\right] \times(-d, d) \times(-\infty, \infty) \tag{5.4}
\end{equation*}
$$

with some positive constants $A_{1}$ and $\beta \in\left(\frac{3}{4} \beta_{0}, \beta_{0}\right)$, and $R^{ \pm}(t, x, y ; \varepsilon)$ are uniformly bounded in $t \in\left[0, T^{*} / \varepsilon^{4}\right]$ and $(x, y) \in \Omega$.

In order to prove this proposition, we need some preliminary results.
Proposition 5.2. For any $\beta \in\left(0, \beta_{0}\right)$ and any nonnegative integer $h$, the equation

$$
\begin{equation*}
v_{\eta \eta}+f^{\prime}(\varphi(\eta)) v=g(\eta), \quad-\infty<\eta<\infty \tag{5.5}
\end{equation*}
$$

has a unique solution $v^{*}$ satisfying $\left|v^{*}(\eta)\right|_{C^{h+2}(\eta)}=O\left(e^{-\beta|\eta|}\right)$ as $|\eta| \rightarrow \infty$ and $\left\langle v^{*}, \varphi_{\eta}\right\rangle_{\eta}=0$ if and only if $g \in C^{h}$ satisfies $|g(\eta)|_{C^{h}(\eta)}=O\left(e^{-\beta|\eta|}\right)$ as $|\eta| \rightarrow \infty$ and the solvability condition

$$
\begin{equation*}
\left\langle g, \varphi_{\eta}\right\rangle_{\eta}=0 \tag{5.6}
\end{equation*}
$$

Moreover, any bounded solution of (5.5) is written as

$$
\begin{equation*}
v(\eta)=v^{*}(\eta)+\gamma \varphi_{\eta} \tag{5.7}
\end{equation*}
$$

for some constant $\gamma \in \boldsymbol{R}$.
Here we define

$$
\begin{aligned}
&|v(r, \eta)|_{C^{h, k}(r, \eta)}=\sum_{\substack{0 \leq i \leq h, 0 \leq j \leq k \\
0 \leq i+j \leq \max \{h, k\}}}\left|\frac{\partial^{i+j}}{\partial r^{i} \eta^{j}} v(r, \eta)\right|, \\
&|v(r, \eta)|_{D^{h, k}(r, \eta)}=|v(r, \eta)|_{C^{h, k}(r, \eta)}-|v(r, \eta)|
\end{aligned}
$$

for $v \in C^{h, k}$, the set of functions such that the partial derivatives in the right-hand side are defined and continuous.

PROPOSITION 5.3. There exists a positive constant $b_{0}$ such that for any $b \in\left(0, b_{0}\right)$ and $\beta \in\left(\frac{3}{4} \beta_{0}, \beta_{0}\right)$, if $g \in C^{0,0}$ satisfies $|g(r, \eta)| \leq A_{2} \min \left\{e^{-b r}, e^{-\beta|\eta|}\right\}$ for some $A_{2}$ and the solvability condition

$$
\begin{equation*}
\int_{0}^{\infty}\left\langle g, \varphi_{\eta}\right\rangle_{\eta} d r=0 \tag{5.8}
\end{equation*}
$$

then the equation

$$
\begin{equation*}
v_{r r}+v_{\eta \eta}+f^{\prime}(\varphi(\eta)) v=g(r, \eta), \quad 0<r<\infty,-\infty<\eta<\infty \tag{5.9}
\end{equation*}
$$

has a solution $v$ satisfying $v_{r}(0, \eta)=0$ and $|v(r, \eta)|_{C^{2,2}(r, \eta)} \leq A_{3} \min \left\{e^{-b^{\prime} r}, e^{\beta^{\prime}|\eta|}\right\}$ for some $b^{\prime} \in(0, b), \beta^{\prime} \in\left(\frac{3}{4} \beta_{0}, \beta\right)$ and $A_{3}$.

Proposition 5.2 is a well-known fact. A proof of Proposition 5.3 will be given in section 6. By using these propositions, we will prove Proposition 5.1 in the following.

Let us construct $u^{+}$. By changing the variables from $(x, y)$ to $(z, s)$, (5.1) is rewritten as

$$
\begin{gather*}
v_{t}=\varepsilon^{2}\left\{v_{z z}-\frac{\kappa}{1-\kappa z} v_{z}+\frac{1}{1-\kappa z}\left(\frac{1}{1-\kappa z} v_{s}\right)_{s}\right\}+f(v)+\varepsilon^{m+3}  \tag{5.10}\\
t>0,-d<z<d, 0<s<L
\end{gather*}
$$

with the boundary conditions

$$
\begin{equation*}
v_{z}(t, \pm d, s)=0 \tag{5.11}
\end{equation*}
$$

where $\kappa=\kappa(s)$ and $v(t, z, s)=u^{+}(t, C(s)+z \nu(s))$.
First, we pay our attention to a neighborhood of the inner layer of $v$. Let $s=S^{+}$ be the position of the inner layer of $u^{+}$and transform $s$ into $\mu$ by $s=S^{+}+\varepsilon \mu$. Then (5.10) is rewritten as

$$
\begin{equation*}
v_{t}-\frac{S_{t}^{+}}{\varepsilon} v_{\mu}=\varepsilon^{2}\left(v_{z z}-\frac{\kappa}{1-\kappa z} v_{z}\right)+\frac{1}{1-\kappa z}\left(\frac{1}{1-\kappa z} v_{\mu}\right)_{\mu}+f(v)+\varepsilon^{m+3} \tag{5.12}
\end{equation*}
$$

We solve this equation under the conditions

$$
\begin{equation*}
v(t, z, \pm \infty)=\alpha^{ \pm}\left(\varepsilon^{m+3}\right) \tag{5.13}
\end{equation*}
$$

Here we assume that $v$ and $S^{+}$are functions of $T$, where $T=\varepsilon^{4} t$, that is, $v=v(T, z, \mu)$ and $S^{+}=S^{+}(T)$. Then (5.12) takes the form

$$
\begin{equation*}
\varepsilon^{4} v_{T}=F^{\varepsilon}(v) \tag{5.14}
\end{equation*}
$$

where

$$
F^{\varepsilon}(v)=\varepsilon^{2}\left(v_{z z}-\frac{\kappa}{1-\kappa z} v_{z}\right)+\frac{1}{1-\kappa z}\left(\frac{1}{1-\kappa z} v_{\mu}\right)_{\mu}+f(v)+\varepsilon^{m+3}+\varepsilon^{3} S_{T}^{+} v_{\mu}
$$

We expand $v(T, z, \mu)$ and $F^{\varepsilon}(v)$ as

$$
\begin{align*}
v(T, z, \mu) & =v^{0}(T, z, \mu)+\varepsilon v^{1}(T, z, \mu)+\cdots  \tag{5.15}\\
F^{\varepsilon}(v) & =F^{0}(v)+\varepsilon F^{1}(v)+\cdots \tag{5.16}
\end{align*}
$$

Noting that

$$
\begin{aligned}
\kappa & =\kappa\left(S^{+}+\varepsilon \mu\right) \\
& =\kappa^{+}+\varepsilon \mu \kappa_{s}^{+}+\frac{1}{2} \varepsilon^{2} \mu^{2} \kappa_{s s}^{+}+\frac{1}{6} \varepsilon^{3} \mu^{3} \kappa_{s s s}^{+}+O\left((\varepsilon \mu)^{4}\right),
\end{aligned}
$$

where $\kappa^{+}=\kappa\left(S^{+}(T)\right)$, we have

$$
\begin{align*}
F^{0}(v) & =\frac{1}{\left(1-z \kappa^{+}\right)^{2}} v_{\mu \mu}+f(v)  \tag{5.17}\\
F^{1}(v) & =F^{1}(z, \mu) v=\frac{\kappa_{s}^{+} z}{\left(1-z \kappa^{+}\right)^{2}}\left(v_{\mu}+2 \mu v_{\mu \mu}\right)  \tag{5.18}\\
F^{2}(v) & =F^{2}(z, \mu) v  \tag{5.19}\\
& =v_{z z}-\frac{\kappa^{+}}{1-z \kappa^{+}} v_{z}+\frac{z}{\left(1-z \kappa^{+}\right)^{3}}\left(\kappa_{s s}^{+}+\frac{3 z \kappa_{s}^{+2}}{1-z \kappa^{+}}\right)\left(\mu v_{\mu}+\mu^{2} v_{\mu \mu}\right) \\
F^{3}(v) & =F^{3}(z, \mu) v+S_{T}^{+} v_{\mu}+\varepsilon^{m} \tag{5.20}
\end{align*}
$$

where

$$
\begin{aligned}
F^{3}(z, \mu) v & =-\frac{\kappa_{s}^{+}}{\left(1-z \kappa^{+}\right)^{2}} \mu v_{z} \\
& +\frac{z}{\left(1-z \kappa^{+}\right)^{3}}\left\{\frac{1}{3} \kappa_{s s s}^{+}+\frac{3 z \kappa_{s}^{+} \kappa_{s s}^{+}}{1-z \kappa^{+}}+\frac{4 z^{2} \kappa_{s}^{+3}}{\left(1-z \kappa^{+}\right)^{2}}\right\}\left(\frac{3}{2} \mu^{2} v_{\mu}+\mu^{3} v_{\mu \mu}\right) .
\end{aligned}
$$

Define

$$
|\mu|_{h}=\sum_{j=0}^{h}|\mu|^{j}
$$

Then it is obvious that

$$
\begin{equation*}
\left|F^{\varepsilon}(v)-\sum_{j=0}^{3} \varepsilon^{j} F^{j}(v)\right| \leq B \varepsilon^{4}|\mu|_{4}|v(z, \mu)|_{D^{1,2}(z, \mu)} . \tag{5.21}
\end{equation*}
$$

Substituting (5.15) into (5.14) and equating coefficients of the same power of $\varepsilon$, we have

$$
\begin{align*}
0 & =F^{0}\left(v^{0}\right)  \tag{5.22}\\
0 & =F_{v}^{0}\left(v^{0}\right) v^{1}+F^{1}(z, \mu) v^{0}  \tag{5.23}\\
0 & =F_{v}^{0}\left(v^{0}\right) v^{2}+\frac{1}{2} F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{1}+F^{1}(z, \mu) v^{1}+F^{2}(z, \mu) v^{0}  \tag{5.24}\\
0 & =F_{v}^{0}\left(v^{0}\right) v^{3}+F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{2}+\frac{1}{6} F_{v v v}^{0}\left(v^{0}\right)\left(v^{1}\right)^{3}  \tag{5.25}\\
& \quad+F^{1}(z, \mu) v^{2}+F^{2}(z, \mu) v^{1}+F^{3}(z, \mu) v^{0}+S_{T}^{+} v_{\mu}^{0}+\varepsilon^{m}
\end{align*}
$$

We solve these equations to find $v^{0}, \ldots, v^{3}$. We note that by (5.13) and Proposition $3.3, v^{j}$ must satisfy

$$
\begin{align*}
v^{0}(t, z, \pm \infty) & = \pm 1  \tag{5.26}\\
v^{j}(t, z, \pm \infty) & =0 \quad(j=1,2)  \tag{5.27}\\
v^{3}(t, z, \pm \infty) & =M_{0} \varepsilon^{m} \tag{5.28}
\end{align*}
$$

First we can obtain $v^{0}$ from (5.22), (5.17), and (5.26) as

$$
\begin{equation*}
v^{0}(T, z, \mu)=\varphi\left(\left(1-z \kappa^{+}\right)\left(\mu-\gamma^{+}\right)\right) \tag{5.29}
\end{equation*}
$$

for a certain function $\gamma^{+}=\gamma^{+}(T, z)$. However, this does not satisfy (5.11). This implies that we have to consider boundary layers. We will consider only the boundary layer in the neighborhood of $z=-d$ here, because the neighborhood of $z=d$ is treated in the same manner.

We set $z=-d+\varepsilon r$ near $z=-d$. Then (5.14) is written as

$$
\begin{equation*}
\varepsilon^{4} \tilde{v}_{T}=\widetilde{F}^{\varepsilon}(\tilde{v}) \tag{5.30}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\tilde{v}(T, r, \pm \infty)=\alpha^{ \pm}\left(\varepsilon^{m+3}\right), \quad \tilde{v}_{r}(T, 0, \mu)=0 \tag{5.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{v}(T, r, \mu)=v(T,-d+\varepsilon r, \mu) \tag{5.32}
\end{equation*}
$$

and

$$
\widetilde{F}^{\varepsilon}(\tilde{v})=\tilde{v}_{r r}-\varepsilon \frac{\kappa}{1-\kappa z} \tilde{v}_{r}+\frac{1}{1-\kappa z}\left(\frac{1}{1-\kappa z} \tilde{v}_{\mu}\right)_{\mu}+f(\tilde{v})+\varepsilon^{m+3}+\varepsilon^{3} S_{T}^{+} \tilde{v}_{\mu}
$$

We expand $\tilde{v}(T, r, \mu)$ and $\widetilde{F}^{\varepsilon}(\tilde{v})$ as

$$
\begin{aligned}
\tilde{v}(T, r, \mu) & =\tilde{v}^{0}(T, r, \mu)+\varepsilon \tilde{v}^{1}(T, r, \mu)+\cdots, \\
\widetilde{F}^{\varepsilon}(\tilde{v}) & =\widetilde{F}^{0}(\tilde{v})+\varepsilon \widetilde{F}^{1}(\tilde{v})+\cdots
\end{aligned}
$$

Then, by the same way as in the case of $F^{\varepsilon}$, we have

$$
\begin{align*}
\widetilde{F}^{0}(\tilde{v})= & \tilde{v}_{r r}+\frac{1}{\left(1+d \kappa^{+}\right)^{2}} \tilde{v}_{\mu \mu}+f(\tilde{v})  \tag{5.33}\\
\widetilde{F}^{1}(\tilde{v})= & \widetilde{F}^{1}(r, \mu) \tilde{v}  \tag{5.34}\\
= & -\frac{\kappa^{+}}{1+d \kappa^{+}} \tilde{v}_{r}+\frac{2 \kappa^{+}}{\left(1+d \kappa^{+}\right)^{3}} r \tilde{v}_{\mu \mu}-\frac{d \kappa_{s}^{+}}{\left(1+d \kappa^{+}\right)^{3}}\left(\tilde{v}_{\mu}+2 \mu \tilde{v}_{\mu \mu}\right), \\
\widetilde{F}^{2}(\tilde{v})= & \widetilde{F}^{2}(r, \mu) \tilde{v}  \tag{5.35}\\
= & -\frac{\kappa_{s}^{+} \mu+\left(\kappa^{+}\right)^{2} r}{\left(1+d \kappa^{+}\right)^{2}} \tilde{v}_{r}+\frac{r}{\left(1+d \kappa^{+}\right)^{3}}\left(\kappa_{s}^{+}-\frac{3 d \kappa^{+} \kappa_{s}^{+}}{1+d \kappa^{+}}\right)\left(2 \mu \tilde{v}_{\mu \mu}+\tilde{v}_{\mu}\right) \\
& +\frac{3\left(\kappa^{+}\right)^{2} r^{2}}{\left(1+d \kappa^{+}\right)^{4}} \tilde{v}_{\mu \mu}-\frac{d}{\left(1+d \kappa^{+}\right)^{3}}\left(\kappa_{s s}^{+} \mu-\frac{3 d\left(\kappa_{s}^{+}\right)^{2}}{1+d \kappa^{+}}\right)\left(\mu^{2} \tilde{v}_{\mu \mu}+\mu \tilde{v}_{\mu}\right) .
\end{align*}
$$

On the other hand, $v(T,-d+\varepsilon r, \mu)$ is expanded as

$$
\begin{aligned}
& v(T,-d+\varepsilon r, \mu) \\
& =v^{0}(T,-d+\varepsilon r, \mu)+\varepsilon v^{1}(T,-d+\varepsilon r, \mu)+\varepsilon^{2} v^{2}(T,-d+\varepsilon r, \mu)+\cdots \\
& =v^{0}(T,-d, \mu)+\varepsilon\left\{v_{z}^{0}(T,-d, \mu) r+v^{1}(T,-d, \mu)\right\} \\
& +\varepsilon^{2}\left\{\frac{1}{2} v_{z z}^{0}(T,-d, \mu) r^{2}+v_{z}^{1}(T,-d, \mu) r+v^{2}(T,-d, \mu)\right\} \\
& +\varepsilon^{3}\left\{\frac{1}{6} v_{z z z}^{0}(T,-d, \mu) r^{3}+\frac{1}{2} v_{z z}^{1}(T,-d, \mu) r^{2}\right. \\
& \left.+v_{z}^{2}(T,-d, \mu) r+v^{3}(T,-d, \mu)\right\}+\cdots,
\end{aligned}
$$

which must be equal to $\tilde{v}(T, r, \mu)$ by (5.32). Hence we have as $r \rightarrow \infty$

$$
\begin{align*}
& \tilde{v}^{0}(T, r, \mu)=\widetilde{W}^{0}(T, \mu)+o(1)  \tag{5.36}\\
& \tilde{v}^{1}(T, r, \mu)=\widetilde{W}^{1}(T, r, \mu)+o(1),  \tag{5.37}\\
& \tilde{v}^{2}(T, r, \mu)=\widetilde{W}^{2}(T, r, \mu)+o(1),  \tag{5.38}\\
& \tilde{v}^{3}(T, r, \mu)=\widetilde{W}^{3}(T, r, \mu)+o(1), \tag{5.39}
\end{align*}
$$

where

$$
\begin{aligned}
\widetilde{W}^{0}(T, \mu) & =v^{0}(T,-d, \mu) \\
\widetilde{W}^{1}(T, r, \mu) & =v_{z}^{0}(T,-d, \mu) r+v^{1}(T,-d, \mu) \\
\widetilde{W^{2}}(T, r, \mu) & =\frac{1}{2} v_{z z}^{0}(T,-d, \mu) r^{2}+v_{z}^{1}(T,-d, \mu) r+v^{2}(T,-d, \mu) \\
\widetilde{W}^{3}(T, r, \mu) & =\frac{1}{6} v_{z z z}^{0}(T,-d, \mu) r^{3}+\frac{1}{2} v_{z z}^{1}(T,-d, \mu) r^{2} \\
& +v_{z}^{2}(T,-d, \mu) r+v^{3}(T,-d, \mu)
\end{aligned}
$$

We will find $\tilde{v}^{j}(j=0, \ldots, 3)$ which satisfy (5.36)-(5.39) up to the second derivative with respect to $r$.

Similar to (5.22)-(5.28), the following equalities must hold:

$$
\begin{align*}
0 & =\widetilde{F}^{0}\left(\tilde{v}^{0}\right)  \tag{5.40}\\
0 & =\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}^{1}+\widetilde{F}^{1}(z, \mu) \tilde{v}^{0}  \tag{5.41}\\
0 & =\widetilde{F}_{\widetilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}^{2}+\frac{1}{2} \widetilde{F}_{\tilde{v} \tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}^{1} \cdot \tilde{v}^{1}+\widetilde{F}^{1}(z, \mu) \tilde{v}^{1}+\widetilde{F}^{2}(z, \mu) \tilde{v}^{0}  \tag{5.42}\\
0 & \left.=\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}^{3}+\widetilde{F}_{\tilde{v} \tilde{v}}^{0} \tilde{v}^{0}\right) \tilde{v}^{1} \cdot \tilde{v}^{2}+\frac{1}{6} \widetilde{F}_{\tilde{v} \tilde{v} \tilde{v}}^{0}\left(\tilde{v}^{0}\right)\left(\tilde{v}^{1}\right)^{3}  \tag{5.43}\\
& \quad+\widetilde{F}^{1}(z, \mu) \tilde{v}^{2}+\widetilde{F}^{2}(z, \mu) \tilde{v}^{1}+\widetilde{F}^{3}(z, \mu) \tilde{v}^{0}+S_{T}^{+} \tilde{v}_{\mu}^{0}+\varepsilon^{m}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{v}^{0}(t, z, \pm \infty) & = \pm 1 \\
\tilde{v}^{j}(t, z, \pm \infty) & =0(j=1,2)  \tag{5.44}\\
\tilde{v}^{3}(t, z, \pm \infty) & =M_{0} \varepsilon^{m}
\end{align*}
$$

We remark here that (5.40)-(5.43) hold when $\tilde{v}^{j}=\widetilde{W}^{j}(j=0,1,2,3)$.
By (5.29), (5.33) and (5.36), (5.40), (5.44), we immediately have

$$
\begin{align*}
\tilde{v}^{0}(T, r, \mu) & =\widetilde{W}^{0}(T, \mu)  \tag{5.45}\\
& =\varphi\left(\left(1+d \kappa^{+}\right)\left(\mu-\gamma^{+}(T,-d)\right)\right)
\end{align*}
$$

which is independent of $r$.
5.2. Constructions of $\boldsymbol{v}^{j}$ and $\tilde{\boldsymbol{v}}^{\boldsymbol{j}}(\boldsymbol{j}=\mathbf{1}, \mathbf{2}, \mathbf{3})$. First, let us consider $v^{1}$ and $\tilde{v}^{1}$.

LEMMA 5.4. There exists a function $v^{1}$ satisfying (5.23) and (5.27).
Proof. By (5.29) and the transformation $\eta=\left(1-z \kappa^{+}\right)\left(\mu-\gamma^{+}\right),(5.23)$ is equivalent to

$$
\begin{equation*}
0=v_{\eta \eta}^{1}+f^{\prime}(\varphi(\eta)) v^{1}+g^{1} \tag{5.46}
\end{equation*}
$$

where

$$
g^{1}=\frac{z \kappa_{s}^{+}}{\left(1-z \kappa^{+}\right)^{2}}\left\{2 \eta \varphi_{\eta \eta}+\varphi_{\eta}+2 \gamma^{+}\left(1-z \kappa^{+}\right) \varphi_{\eta \eta}\right\}
$$

Since we can easily see that $\left|g^{1}(\eta)\right|_{C^{3}(\eta)} \leq B e^{-\beta_{1}|\eta|}$ for constants $\beta_{1} \in\left(\frac{3}{4} \beta_{0}, \beta_{0}\right)$ and $B$ and that the solvability condition

$$
\left\langle g^{1}, \varphi_{\eta}\right\rangle_{\eta}=0
$$

holds, there exists a unique function $V^{1}(T, z, \eta)$ satisfying (5.46),

$$
\begin{equation*}
\left\langle V^{1}, \varphi_{\eta}\right\rangle_{\eta}=0 \tag{5.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|V^{1}(T, z, \eta)\right|_{C^{5}(\eta)} \leq B e^{-\beta_{1}|\eta|} \tag{5.48}
\end{equation*}
$$

by Proposition 5.2 and the smoothness of $\varphi$. Here we used the oddness of $\varphi$ and

$$
\begin{equation*}
\left\langle\eta \varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta}=-\frac{1}{2} M_{1} \tag{5.49}
\end{equation*}
$$

Hence, from (5.7), $v^{1}$ is given by

$$
\begin{align*}
v^{1}(T, z, \mu)=V^{1}\left(T, z,\left(1-z \kappa^{+}\right)\right. & \left(\mu-\gamma^{+}(T, z)\right)  \tag{5.50}\\
& +\gamma^{1}(T, z) \varphi_{\eta}\left(\left(1-z \kappa^{+}\right)\left(\mu-\gamma^{+}(T, z)\right)\right)
\end{align*}
$$

for some function $\gamma^{1}$.
In general, we may assume

$$
\begin{equation*}
\left|V^{1}(T, z, \eta)\right|_{C^{5,5}(z, \eta)} \leq B e^{-\beta_{1}|\eta|} \tag{5.51}
\end{equation*}
$$

LEMMA 5.5. There exists a function $\tilde{v}^{1}$ satisfying (5.31), (5.37) and (5.41), (5.44) if and only if

$$
\begin{equation*}
\gamma_{z}^{+}(T,-d)=0 \tag{5.52}
\end{equation*}
$$

Proof. In this proof, we simply express $V^{1}(T,-d, \eta), \gamma^{+}(T,-d)$, and $\gamma_{z}^{+}(T,-d)$ as $V^{1}(\eta), \gamma^{+}$, and $\gamma_{z}^{+}$, respectively.

By (5.34), (5.41), and (5.45), the equality (5.41) is represented as

$$
\begin{equation*}
0=\tilde{v}_{r r}^{1}+\tilde{v}_{\eta \eta}^{1}+f^{\prime}(\varphi) \tilde{v}^{1}+\tilde{h}^{1} \tag{5.53}
\end{equation*}
$$

where $\eta=\left(1+d \kappa^{+}\right)\left(\mu-\gamma^{+}\right)$and

$$
\tilde{h}^{1}=\frac{2 \kappa^{+}}{\left(1+d \kappa^{+}\right)} r \varphi_{\eta \eta}-\frac{d \kappa_{s}^{+}}{\left(1+d \kappa^{+}\right)^{2}}\left\{\varphi_{\eta}+2 \eta \varphi_{\eta \eta}+2 \gamma^{+}\left(1+d \kappa^{+}\right) \varphi_{\eta \eta}\right\}
$$

Now it follows from (5.29) and (5.50) that

$$
\widetilde{W}^{1}(T, r, \mu)=-\left\{\frac{\kappa^{+}}{1+d \kappa^{+}} \eta+\left(1+d \kappa^{+}\right) \gamma_{z}^{+}\right\} \varphi_{\eta} r+V^{1}(\eta)+\gamma^{1} \varphi_{\eta}
$$

where $\gamma^{1}=\gamma^{1}(T,-d)$. Denote the right-hand side of this equation by $W^{1}=W^{1}(T, r, \eta)$ and set $w^{1}=\tilde{v}^{1}-W^{1}$. Then $w^{1}$ satisfies

$$
\left\{\begin{array}{l}
w_{r r}^{1}+w_{\eta \eta}^{1}+f^{\prime}(\varphi) w^{1}=0  \tag{5.54}\\
w_{r}^{1}(T, 0, \eta)=\left(\frac{\kappa^{+}}{1+d \kappa^{+}} \eta+\left(1+d \kappa^{+}\right) \gamma_{z}^{+}\right) \varphi_{\eta} \\
w^{1}(T, \infty, \eta)=0
\end{array}\right.
$$

because $V^{1}(\eta), \varphi_{\eta}$, respectively, satisfy (5.46) at $z=-d$ and the equation

$$
0=\left(\varphi_{\eta}\right)_{\eta \eta}+f^{\prime}(\varphi) \varphi_{\eta}
$$

and $U^{1,1}=-\eta \varphi_{\eta}$ satisfies

$$
\begin{equation*}
0=U_{\eta \eta}^{1,1}+f^{\prime}(\varphi) U^{1,1}+2 \varphi_{\eta \eta} \tag{5.55}
\end{equation*}
$$

Let $\chi(r)$ be a smooth function satisfying

$$
\chi_{r}(0)=1, \quad|\chi(r)|_{C^{2}(r)} \leq B e^{-b_{0} r}
$$

and let

$$
\tilde{w}^{1}=w^{1}-\chi(r)\left(\frac{\kappa^{+}}{1+d \kappa^{+}} \eta+\left(1+d \kappa^{+}\right) \gamma_{z}^{+}(T,-d)\right) \varphi_{\eta}
$$

Then, by (5.55), the equation for $\tilde{w}^{1}$ becomes

$$
\begin{align*}
& \tilde{w}_{r r}^{1}+\tilde{w}_{\eta \eta}^{1}+f^{\prime}(\varphi) \tilde{w}^{1}+\tilde{g}^{1}=0  \tag{5.56}\\
& \tilde{w}_{r}^{1}(T, 0, \eta)=0
\end{align*}
$$

where

$$
\tilde{g}^{1}=\frac{\kappa^{+}}{1+d \kappa^{+}}\left\{-\chi_{r r} U^{1,1}+2 \chi \varphi_{\eta \eta}\right\}+\chi_{r r}\left(1+d \kappa^{+}\right) \gamma_{z}^{+} \varphi_{\eta}
$$

Since $\left|\tilde{g}^{1}(T, r, \eta)\right| \leq O\left(e^{-\left(b_{0} r+\beta_{1}|\eta|\right)}\right)$, Proposition 5.3 implies that there exists a function $\tilde{w}^{1}$ satisfying (5.56) and $\left|\tilde{w}^{1}\right|_{C^{2,2}(r, \eta)} \leq O\left(\min \left\{e^{-b_{1} r}, e^{-\beta_{2}|\eta|}\right\}\right)$ for $b_{1} \in\left(0, b_{0}\right)$ and $\beta_{2} \in\left(\frac{3}{4} \beta_{0}, \beta_{1}\right)$ if and only if

$$
\begin{aligned}
0 & =\int_{0}^{\infty}\left\langle\tilde{g}^{1}, \varphi_{\eta}\right\rangle_{\eta} d r \\
& =\int_{0}^{\infty} \chi_{r r}\left(1+d \kappa^{+}\right) \gamma_{z}^{+}\left\langle\varphi_{\eta}, \varphi_{\eta}\right\rangle_{\eta} d r \\
& =M_{1}\left(1+d \kappa^{+}\right) \gamma_{z}^{+}\left[\chi_{r}\right]_{0}^{\infty} \\
& =-M_{1}\left(1+d \kappa^{+}\right) \gamma_{z}^{+}
\end{aligned}
$$

This is equivalent to (5.52). Now, we set

$$
\begin{equation*}
\widetilde{V}^{1}=\tilde{w}^{1}+\chi(r)\left(\frac{\kappa^{+}}{1+d \kappa^{+}} \eta+\left(1+d \kappa^{+}\right) \gamma_{z}^{+}\right) \varphi_{\eta}+W^{1} \tag{5.57}
\end{equation*}
$$

Then, by (5.52) and the definition of $W^{1}$, we have

$$
\begin{aligned}
\widetilde{V}^{1} & =\tilde{w}^{1}+\chi(r) \frac{\kappa^{+}}{1+d \kappa^{+}} \eta \varphi_{\eta}+W^{1} \\
& =\tilde{w}^{1}+\frac{(\chi-r) \kappa^{+}}{1+d \kappa^{+}} \eta \varphi_{\eta}+V^{1}(\eta)+\gamma^{1} \varphi_{\eta}
\end{aligned}
$$

Thus the function $\widetilde{V}^{1}$ satisfies (5.53) and

$$
\begin{equation*}
\left|\widetilde{V}^{1}(T, r, \eta)-W^{1}(T, r, \eta)\right|_{C^{2,2}(r, \eta)} \leq B \min \left\{e^{-b_{1} r}, e^{-\beta_{2}|\eta|}\right\} \tag{5.58}
\end{equation*}
$$

and $\tilde{v}^{1}$ is given by

$$
\begin{equation*}
\tilde{v}^{1}(T, r, \mu)=\widetilde{V}^{1}\left(T, r,\left(1+d \kappa^{+}\right)\left(\mu-\gamma^{+}\right)\right) \tag{5.59}
\end{equation*}
$$

In quite a similar way, we can show that

$$
\begin{equation*}
\gamma_{z}^{+}(T, d)=0 \tag{5.60}
\end{equation*}
$$

is a necessary and sufficient condition for the existence of $\tilde{v}^{1}$ in a neighborhood of $z=d$.

Next we consider (5.24) in order to obtain $v^{2}$. A condition so that $v^{2}$ exists in (5.24) is given by

$$
\begin{equation*}
0=\left\langle\frac{1}{2} F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{1}+F^{1}(z, \mu) v^{1}+F^{2}(z, \mu) v^{0}, v_{\mu}^{0}\right\rangle_{\mu} \tag{5.61}
\end{equation*}
$$

which is easily found by Proposition 5.2 and the transformation of $\mu$ into $\eta=(1-$ $\left.z \kappa^{+}\right)\left(\mu-\gamma^{+}(T, z)\right)$.

LEMMA 5.6. The equality

$$
\begin{equation*}
0=\left\langle\frac{1}{2} F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{1}+F^{1}(z, \mu) v^{1}, v_{\mu}^{0}\right\rangle_{\mu} \tag{5.62}
\end{equation*}
$$

holds.
Proof. By differentiating (5.23) with respect to $\mu$, we have

$$
\begin{equation*}
0=F_{v v}^{0}\left(v^{0}\right) v_{\mu}^{0} \cdot v^{1}+F_{v}^{0}\left(v^{0}\right) v_{\mu}^{1}+\frac{\partial}{\partial \mu} F^{1} v^{0} \tag{5.63}
\end{equation*}
$$

Hence, noting that $F_{v}^{0}\left(v^{0}\right)$ is self-adjoint, we see

$$
\begin{align*}
0 & =\left\langle F_{v v}^{0}\left(v^{0}\right) v_{\mu}^{0} \cdot v^{1}+F_{v}^{0}\left(v^{0}\right) v_{\mu}^{1}+\frac{\partial}{\partial \mu} F^{1} v^{0}, v^{1}\right\rangle_{\mu} \\
& =\left\langle F_{v}^{0}\left(v^{0}\right) v^{1}-F^{1} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{1}, v_{\mu}^{0}\right\rangle_{\mu} \\
& =-2\left\langle F^{1} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{1}, v_{\mu}^{0}\right\rangle_{\mu} \tag{5.64}
\end{align*}
$$

Substituting (5.64) into the right-hand side of (5.62), we have

$$
\begin{equation*}
\left\langle\frac{1}{2} F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{1}+F^{1} v^{1}, v_{\mu}^{0}\right\rangle_{\mu}=\left\langle F^{1} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{1} v^{1}, v_{\mu}^{0}\right\rangle_{\mu} \tag{5.65}
\end{equation*}
$$

Here it follows in general that, by a simple calculation,

$$
\begin{equation*}
\left\langle F^{1} v, w_{\mu}\right\rangle_{\mu}=-\left\langle F^{1} w, v_{\mu}\right\rangle_{\mu} \tag{5.66}
\end{equation*}
$$

From (5.65) and (5.66), the proof of this lemma is complete.
Lemma 5.6 implies that (5.61) is equivalent to

$$
\begin{equation*}
0=\left\langle F^{2}(z, \mu) v^{0}, v_{\mu}^{0}\right\rangle_{\mu} \tag{5.67}
\end{equation*}
$$

LEMMA 5.7. The equality (5.67) holds if and only if

$$
\begin{equation*}
\gamma^{+}=\gamma^{+}(T) \tag{5.68}
\end{equation*}
$$

is independent of $z$.
Proof. From (5.29), we have

$$
\begin{aligned}
v_{z}^{0} & =-\left\{\frac{\kappa^{+}}{1-z \kappa^{+}} \eta+\left(1-z \kappa^{+}\right) \gamma_{z}^{+}\right\} \varphi_{\eta} \\
v_{z z}^{0} & =\left\{\frac{\kappa^{+}}{1-z \kappa^{+}} \eta+\left(1-z \kappa^{+}\right) \gamma_{z}^{+}\right\}^{2} \varphi_{\eta \eta}+\left\{2 \kappa^{+} \gamma_{z}^{+}-\left(1-z \kappa^{+}\right) \gamma_{z z}^{+}\right\} \varphi_{\eta}
\end{aligned}
$$

Noting

$$
\begin{array}{r}
\left\langle\eta^{2} \varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta}=0, \\
\left\langle\varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta}=0, \\
\left\langle\eta \varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta}=-\frac{1}{2} M_{1},
\end{array}
$$

we see

$$
\begin{align*}
& \left\langle v_{z z}^{0}-\frac{\kappa^{+}}{1-z \kappa^{+}} v_{z}^{0}, v_{\mu}^{0}\right\rangle_{\mu}  \tag{5.69}\\
= & \left\langle v_{z z}^{0}, v_{\mu}^{0}\right\rangle_{\mu}-\frac{\kappa^{+}}{1-z \kappa^{+}}\left\langle v_{z}^{0}, v_{\mu}^{0}\right\rangle_{\mu} \\
= & \left(\frac{\kappa^{+}}{1-z \kappa^{+}}\right)^{2}\left\langle\eta^{2} \varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta}+2 \kappa^{+} \gamma_{z}^{+}\left\langle\eta \varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta} \\
& \quad+\left(1-z \kappa^{+}\right)^{2}\left(\gamma_{z}^{+}\right)^{2}\left\langle\varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta} \\
& \quad+\left\{2 \kappa^{+} \gamma_{z}^{+}-\left(1-z \kappa^{+}\right) \gamma_{z z}^{+}\right\}\left\langle\varphi_{\eta}, \varphi_{\eta}\right\rangle_{\eta} \\
& \quad-\frac{\kappa^{+}}{1-z \kappa^{+}}\left(-\frac{\kappa^{+}}{1-z \kappa^{+}}\left\langle\eta \varphi_{\eta}, \varphi_{\eta}\right\rangle_{\eta}-\left(1-z \kappa^{+}\right) \gamma_{z}^{+}\left\langle\varphi_{\eta}, \varphi_{\eta}\right\rangle_{\eta}\right) \\
= & -M_{1} \kappa^{+} \gamma_{z}^{+}+M_{1}\left\{2 \kappa^{+} \gamma_{z}^{+}-\left(1-z \kappa^{+}\right) \gamma_{z z}^{+}\right\} \\
& \quad-\frac{\kappa^{+}}{1-z \kappa^{+}} \cdot\left\{-M_{1}\left(1-z \kappa^{+}\right) \gamma_{z}^{+}\right\} \\
= & 2 M_{1} \kappa^{+} \gamma_{z}^{+}-M_{1}\left(1-z \kappa^{+}\right) \gamma_{z z}^{+} .
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
& \left\langle\mu v_{\mu}^{0}+\mu^{2} v_{\mu \mu}^{0}, v_{\mu}^{0}\right\rangle_{\mu}  \tag{5.70}\\
= & \left\langle\left(\frac{\eta}{1-z \kappa^{+}}+\gamma^{+}\right)\left(1-z \kappa^{+}\right) \varphi_{\eta}, \varphi_{\eta}\right\rangle_{\eta} \\
& \quad+\left\langle\left(\frac{\eta}{1-z \kappa^{+}}+\gamma^{+}\right)^{2}\left(1-z \kappa^{+}\right)^{2} \varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta} \\
& \quad\left\langle\eta \varphi_{\eta}, \varphi_{\eta}\right\rangle_{\eta}+\left(1-z \kappa^{+}\right) \gamma^{+} M_{1}+\left\langle\eta^{2} \varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta} \\
& \quad+2 \gamma^{+}\left(1-z \kappa^{+}\right)\left\langle\eta \varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta}+\left(\gamma^{+}\right)^{2}\left(1-z \kappa^{+}\right)^{2}\left\langle\varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta} \\
= & \left(1-z \kappa^{+}\right) \gamma^{+} M_{1}-\left(1-z \kappa^{+}\right) \gamma^{+} M_{1} \\
= & 0
\end{align*}
$$

By (5.69), (5.70), and (5.67), $\gamma^{+}(T, z)$ must satisfy

$$
\begin{equation*}
\gamma_{z z}^{+}-\frac{2 \kappa^{+}}{1-z \kappa^{+}} \gamma_{z}^{+}=0, \quad-d<z<d \tag{5.71}
\end{equation*}
$$

in order that (5.67) holds. Thus, by (5.71) with (5.52), (5.60), we obtain (5.68).
By Lemma 5.7, we can show the existence of $v^{2}$ satisfying (5.24) if and only if (5.68) holds.

Next, let us consider $\tilde{v}^{2}$ of (5.42).
LEMMA 5.8. The equality

$$
\begin{equation*}
\left\langle\frac{1}{2} \widetilde{F}_{\tilde{v} \tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}^{1} \cdot \tilde{v}^{1}+\widetilde{F}^{1} \tilde{v}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}=-\frac{\kappa^{+}}{1+d \kappa^{+}}\left\langle\tilde{v}_{r}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}+\left\langle\tilde{v}_{r r}^{1}, \tilde{v}_{\mu}^{1}\right\rangle_{\mu} \tag{5.72}
\end{equation*}
$$

holds.
Proof. By differentiating (5.41) with respect to $\mu$, we have

$$
\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}_{\mu}^{1}+\widetilde{F}_{\tilde{v} \tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}_{\mu}^{0} \cdot \tilde{v}^{1}+\frac{\partial}{\partial \mu}\left(\widetilde{F}^{1} \tilde{v}^{0}\right)=0
$$

and taking an inner product with $\tilde{v}^{1}$, we also have

$$
\begin{equation*}
\left\langle\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}_{\mu}^{1}, \tilde{v}^{1}\right\rangle_{\mu}+\left\langle\widetilde{F}_{\tilde{v} \tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}^{1} \cdot \tilde{v}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}-\left\langle\widetilde{F}^{1} \tilde{v}^{0}, \tilde{v}_{\mu}^{1}\right\rangle_{\mu}=0 \tag{5.73}
\end{equation*}
$$

Since

$$
\begin{equation*}
\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}=\tilde{v}_{r r}+F_{v}^{0}\left(\tilde{v}^{0}\right) \tilde{v} \tag{5.74}
\end{equation*}
$$

and $F_{v}^{0}\left(\tilde{v}^{0}\right)$ is self-adjoint in $L^{2}\left(\boldsymbol{R}^{1}\right)$, it follows that

$$
\begin{align*}
\left\langle\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}_{\mu}^{1}, \tilde{v}^{1}\right\rangle_{\mu} & =\left\langle\left(\tilde{v}_{\mu}^{1}\right)_{r r}, \tilde{v}^{1}\right\rangle_{\mu}+\left\langle F_{v}^{0}\left(\tilde{v}^{0}\right) \tilde{v}_{\mu}^{1}, \tilde{v}^{1}\right\rangle_{\mu}  \tag{5.75}\\
& =-\left\langle\tilde{v}_{r r}^{1}, \tilde{v}_{\mu}^{1}\right\rangle_{\mu}+\left\langle\tilde{v}_{\mu}^{1}, F_{v}^{0}\left(\tilde{v}^{0}\right) \tilde{v}^{1}\right\rangle_{\mu} \\
& =\left\langle\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}^{1}, \tilde{v}_{\mu}^{1}\right\rangle_{\mu}-2\left\langle\tilde{v}_{r r}^{1}, \tilde{v}_{\mu}^{1}\right\rangle_{\mu}
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
& \left\langle\widetilde{F}^{1} \tilde{v}^{0}, \tilde{v}_{\mu}^{1}\right\rangle_{\mu}  \tag{5.76}\\
= & -\frac{2 \kappa^{+} r}{\left(1+d \kappa^{+}\right)^{3}}\left\langle\tilde{v}_{\mu \mu}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}+\frac{d \kappa_{s}^{+}}{\left(1+d \kappa^{+}\right)^{3}}\left\langle\tilde{v}_{\mu}^{1}+2 \mu \tilde{v}_{\mu \mu}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} \\
= & -\left\langle\widetilde{F}^{1} \tilde{v}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}-\frac{\kappa^{+}}{1+d \kappa^{+}}\left\langle\tilde{v}_{r}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}
\end{align*}
$$

by (5.34), (5.45), and the same equality as (5.66). Substituting (5.75) and (5.76) into (5.73) and using (5.41), we complete the proof.

LEMMA 5.9. The unique solution $V^{1}$ of (5.46) with (5.47) is explicitly obtained as

$$
\begin{equation*}
V^{1}(T, z, \eta)=\zeta^{1,1}(T, z) U^{1,1}(\eta)+\zeta^{1,2}(T, z) U^{1,2}(\eta) \tag{5.77}
\end{equation*}
$$

where

$$
\begin{aligned}
\zeta^{1,1}(T, z) & =\frac{\gamma^{+}(T) \kappa_{s}^{+} z}{1-z \kappa^{+}} \\
U^{1,1}(\eta) & =-\eta \varphi_{\eta}(\eta) \\
\zeta^{1,2}(T, z) & =\frac{z \kappa_{s}^{+}}{\left(1-z \kappa^{+}\right)^{2}} \\
U^{1,2}(\eta) & =-\frac{1}{2} \eta^{2} \varphi_{\eta}(\eta)+\frac{M_{2}}{2 M_{1}} \varphi_{\eta}(\eta)
\end{aligned}
$$

and $M_{2}=\left\langle\eta \varphi_{\eta}, \eta \varphi_{\eta}\right\rangle_{\eta}$.

Proof. We have equalities

$$
\left\langle U^{1,1}, \varphi_{\eta}\right\rangle_{\eta}=\left\langle U^{1,2}, \varphi_{\eta}\right\rangle_{\eta}=0
$$

Moreover, $U^{1,1}$ and $U^{1,2}$ satisfy (5.55) and

$$
U_{\eta \eta}^{1,2}+F^{\prime}(\varphi) U^{1,2}+\varphi_{\eta}+2 \eta \varphi_{\eta}=0
$$

Thus the proof is complete.
LEMMA 5.10. There exists a function $\tilde{v}^{2}$ satisfying (5.38), (5.42), and (5.44) if and only if

$$
\begin{equation*}
\gamma_{z}^{1}(T,-d)+\frac{\kappa^{+}}{1+d \kappa^{+}} \gamma^{1}(T,-d)+\frac{M_{2} \kappa^{+}}{M_{1}\left(1+d \kappa^{+}\right)} \zeta^{1,2}(T,-d)=0 \tag{5.78}
\end{equation*}
$$

Proof. Let

$$
\left.\tilde{h}^{2}=\frac{1}{2} \widetilde{F}_{\tilde{v} \tilde{v}}^{0} \tilde{v}^{0}\right) \tilde{v}^{1} \cdot \tilde{v}^{1}+\widetilde{F}^{1} \tilde{v}^{1}+\widetilde{F}^{2} \tilde{v}^{0}
$$

and $w^{2}=\tilde{v}^{2}-\widetilde{W}^{2}$. Then $w^{2}$ satisfies

$$
\begin{align*}
& 0=\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) w^{2}+\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \widetilde{W}^{2}+\tilde{h}^{2} \\
& w_{r}^{2}(T, 0, \mu)=-v_{z}^{1}(T,-d, \mu)  \tag{5.79}\\
& w^{2}(T, r, \mu) \rightarrow 0 \text { as }|\mu|, r \rightarrow \infty
\end{align*}
$$

because $\widetilde{W}_{r}^{2}(T, 0, \mu)=v_{z}^{1}(T,-d, \mu)$. Putting

$$
\tilde{w}^{2}=w^{2}+\chi(r) v_{z}^{1}
$$

and

$$
\tilde{g}^{2}=-\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \chi v_{z}^{1}+\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \widetilde{W}^{2}+\tilde{h}^{2}
$$

where $v_{z}^{1}=v_{z}^{1}(T,-d, \mu)$, we get

$$
\begin{align*}
& 0=\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{w}^{2}+\tilde{g}^{2} \\
& \tilde{w}_{r}^{2}(T, 0, \mu)=0  \tag{5.80}\\
& w^{2}(T, r, \mu) \rightarrow 0 \text { as }|\mu|, r \rightarrow \infty
\end{align*}
$$

Here we have

$$
\begin{equation*}
\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \widetilde{W}^{2}+\frac{1}{2} \widetilde{F}_{\tilde{v} \tilde{v}}^{0}\left(\tilde{v}^{0}\right) \widetilde{W}^{1} \cdot \widetilde{W}^{1}+\widetilde{F}^{1} \widetilde{W}^{1}+\widetilde{F}^{2} \widetilde{W}^{0}=0 \tag{5.81}
\end{equation*}
$$

Moreover (5.36) and (5.37) hold with the exponential order $O\left(e^{-b_{1} r}\right)$ from (5.45), (5.58), and (5.59). Hence

$$
\left|\tilde{g}^{2}\right| \leq O\left(\min \left\{e^{-b_{1} r}, e^{-\beta_{2}|\eta|}\right\}\right)
$$

where $\eta=\left(1+d \kappa^{+}\right)\left(\mu-\gamma^{+}\right)$. Therefore, by Proposition 5.3, there exists $\tilde{w}^{2}$ of (5.80) if and only if

$$
\begin{equation*}
\int_{0}^{\infty}\left\langle\tilde{g}^{2}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} d r=0 \tag{5.82}
\end{equation*}
$$

Here we note that $\left\langle\tilde{g}^{2}, \varphi_{\eta}\right\rangle_{\eta}=\left\langle\tilde{g}^{2}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}$ with $\eta=\left(1+d \kappa^{+}\right)\left(\mu-\gamma^{+}\right)$.

We will calculate (5.82). From (5.74), we have

$$
\begin{equation*}
\tilde{g}^{2}=-\chi_{r r} v_{z}^{1}-\chi F_{v}^{0}\left(\tilde{v}^{0}\right) v_{z}^{1}+\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \widetilde{W}^{2}+\tilde{h}^{2} \tag{5.83}
\end{equation*}
$$

Since

$$
\begin{aligned}
\left\langle F_{v}^{0}\left(\tilde{v}^{0}\right) v_{z}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} & =\left\langle F_{v}^{0}\left(\widetilde{W}^{0}\right) v_{z}^{1}, \widetilde{W}_{\mu}^{0}\right\rangle_{\mu} \\
& =\left\langle v_{z}^{1}, F_{v}^{0}\left(\widetilde{W}^{0}\right) \widetilde{W}_{\mu}^{0}\right\rangle_{\mu} \\
& =0
\end{aligned}
$$

it suffices to calculate

$$
\begin{equation*}
-\int_{0}^{\infty} \chi_{r r}\left\langle v_{z}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} d r \tag{5.84}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty}\left\langle\widetilde{F}_{\widetilde{v}}^{0}\left(\tilde{v}^{0}\right) \widetilde{W}^{2}+\tilde{h}^{2}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} d r . \tag{5.85}
\end{equation*}
$$

In (5.84), $v_{z}^{1}=v_{z}^{1}(T,-d, \mu)$ and $\tilde{v}_{\mu}^{0}$ are independent of $r$. Hence we have

$$
\begin{align*}
-\int_{0}^{\infty} \chi_{r r}\left\langle v_{z}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} d r & =-\left[\chi_{r}\right]_{0}^{\infty}\left\langle v_{z}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}  \tag{5.86}\\
& =\left\langle v_{z}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}
\end{align*}
$$

On the other hand, (5.49) and (5.50) imply

$$
\begin{align*}
& \left\langle v_{z}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}  \tag{5.87}\\
& =\left\langle V_{z}^{1}-\frac{\kappa^{+}}{1+d \kappa^{+}} \eta V_{\eta}^{1}+\gamma_{z}^{1} \varphi_{\eta}-\gamma^{1} \frac{\kappa^{+}}{1+d \kappa^{+}} \eta \varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta} \\
& =M_{1} \gamma_{z}^{1}+\left\langle V_{z}^{1}, \varphi_{\eta}\right\rangle_{\eta}-\frac{\kappa^{+}}{1+d \kappa^{+}}\left(\left\langle\eta V_{\eta}^{1}, \varphi_{\eta}\right\rangle_{\eta}-\frac{1}{2} M_{1} \gamma^{1}\right)
\end{align*}
$$

at $z=-d$. Here, by Lemma 5.9, we have

$$
\begin{aligned}
\left\langle\eta V_{\eta}^{1}, \varphi_{\eta}\right\rangle_{\eta} & =\zeta^{1,2}\left\langle\eta U_{\eta}^{1,2}, \varphi_{\eta}\right\rangle_{\eta} \\
& =-\frac{1}{2} M_{2} \zeta^{1,2}
\end{aligned}
$$

because $U^{1,1}(\eta)$ and $U^{1,2}(\eta)$ are, respectively, odd and even. Hence

$$
\begin{align*}
& \left\langle v_{z}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}  \tag{5.88}\\
& =M_{1} \gamma_{z}^{1}(T,-d)-\frac{\kappa^{+}}{1+d \kappa^{+}}\left(-\frac{1}{2} M_{2} \zeta^{1,2}(T,-d)-\frac{1}{2} M_{1} \gamma^{1}(T,-d)\right) \\
& =M_{1} \gamma_{z}^{1}(T,-d)+\frac{\kappa^{+}}{2\left(1+d \kappa^{+}\right)}\left(M_{2} \zeta^{1,2}(T,-d)+M_{1} \gamma^{1}(T,-d)\right)
\end{align*}
$$

Next we calculate (5.85). From Lemma 5.8, we have

$$
\begin{align*}
& \left\langle\frac{1}{2} \widetilde{F}_{\widetilde{v} \tilde{v}}^{0}\left(\widetilde{W}^{0}\right) \widetilde{W}^{1} \cdot \widetilde{W}^{1}+\widetilde{F}^{1} \widetilde{W}^{1}, \widetilde{W}_{\mu}^{0}\right\rangle_{\mu}  \tag{5.89}\\
& =-\frac{\kappa^{+}}{1+d \kappa^{+}}\left\langle\widetilde{W}_{r}^{1}, \widetilde{W}_{\mu}^{0}\right\rangle_{\mu}+\left\langle\widetilde{W}_{r r}^{1}, \widetilde{W}_{\mu}^{1}\right\rangle_{\mu}
\end{align*}
$$

since $\widetilde{W}^{j}(j=0,1,2)$ satisfy the same equations as $(5.40) \sim(5.42)$ and $\widetilde{v}^{0}=\widetilde{W}^{0}$. In (5.89), it is obvious that

$$
\begin{align*}
\left\langle\widetilde{W}_{r}^{1}, \widetilde{W}_{\mu}^{0}\right\rangle_{\mu} & =\left\langle v_{z}^{0}(T,-d, \mu), v_{\mu}^{0}(T,-d, \mu)\right\rangle_{\mu}  \tag{5.90}\\
& =-\frac{\kappa^{+}}{1+d \kappa^{+}}\left\langle\eta \varphi_{\eta}, \varphi_{\eta}\right\rangle_{\eta} \\
& =0 \\
\left\langle\widetilde{W}_{r r}^{1}, \widetilde{W}_{\mu}^{1}\right\rangle_{\mu} & =0 \tag{5.91}
\end{align*}
$$

Hence, by (5.89), (5.90), and (5.91), we have

$$
\begin{equation*}
\left\langle\frac{1}{2} \widetilde{F}_{\tilde{v} \tilde{v}}^{0}\left(\widetilde{W}^{0}\right) \widetilde{W}^{1} \cdot \widetilde{W}^{1}+\widetilde{F}^{1} \widetilde{W}^{1}, \widetilde{W}_{\mu}^{0}\right\rangle_{\mu}=0 \tag{5.92}
\end{equation*}
$$

In order to use (5.72), we calculate the right-hand side of (5.72). By (5.59), we have

$$
\begin{align*}
\left\langle\tilde{v}_{r}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} & =\left\langle\tilde{V}_{r}^{1}, \varphi_{\eta}\right\rangle_{\eta}  \tag{5.93}\\
\left\langle\tilde{v}_{r r}^{1}, \tilde{v}_{\mu}^{1}\right\rangle_{\mu} & =\left\langle\tilde{V}_{r r}^{1}, \widetilde{V}_{\eta}^{1}\right\rangle_{\eta} \tag{5.94}
\end{align*}
$$

Since $\tilde{w}^{1}$ is odd with respect to $\eta$ due to (5.52) and (5.56), it follows from (5.57) that

$$
\begin{align*}
\left\langle\widetilde{V}_{r}^{1}, \varphi_{\eta}\right\rangle_{\eta} & =\left\langle\tilde{w}_{r}^{1}, \varphi_{\eta}\right\rangle_{\eta}-\left(\chi_{r}+1\right) \frac{\kappa^{+}}{1+d \kappa^{+}}\left\langle\eta \varphi_{\eta}, \varphi_{\eta}\right\rangle_{\eta}  \tag{5.95}\\
& =0
\end{align*}
$$

Therefore, (5.93) and (5.95) imply

$$
\begin{equation*}
\left\langle\tilde{v}_{r}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}=0 \tag{5.96}
\end{equation*}
$$

Similarly, (5.94) becomes

$$
\begin{align*}
& \left\langle\tilde{V}_{r r}^{1}, \widetilde{V}_{\eta}^{1}\right\rangle_{\eta}  \tag{5.97}\\
= & \left\langle\tilde{w}_{r r}^{1}+\frac{\kappa^{+}}{1+d \kappa^{+}} \chi_{r r} \eta \varphi_{\eta}, \tilde{w}_{\eta}^{1}+\frac{\kappa^{+}}{1+d \kappa^{+}}(\chi-r)\left(\eta \varphi_{\eta}\right)_{\eta}+V_{\eta}^{1}+\gamma^{1} \varphi_{\eta \eta}\right\rangle_{\eta} \\
= & \left\langle\tilde{w}_{r r}^{1}, V_{\eta}^{1}\right\rangle_{\eta}+\frac{\kappa^{+}}{1+d \kappa^{+}} \chi_{r r}\left\langle\eta \varphi_{\eta}, V_{\eta}^{1}+\gamma^{1} \varphi_{\eta \eta}\right\rangle_{\eta} \\
= & \left\langle\tilde{w}_{r r}^{1}, V_{\eta}^{1}\right\rangle_{\eta}-\frac{\kappa^{+}}{2\left(1+d \kappa^{+}\right)} \chi_{r r}\left(M_{2} \zeta^{1,2}+M_{1} \gamma^{1}\right)
\end{align*}
$$

where $V^{1}=V^{1}(T,-d, \eta), \zeta^{1,2}=\zeta^{1,2}(T,-d)$, and $\gamma^{1}=\gamma^{1}(T,-d)$. Since

$$
\left\langle\widetilde{F}^{2} \tilde{v}^{0}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}=0
$$

by (5.35), (5.45), (5.49), and the oddness of $\varphi$, it follows from (5.72), (5.92) and (5.96), (5.97) that

$$
\begin{aligned}
& \left\langle\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \widetilde{W}^{2}+\tilde{h}^{2}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} \\
& =\left\langle\widetilde{F}_{\tilde{v}}^{0}\left(\tilde{v}^{0}\right) \widetilde{W}^{2}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}+\left\langle\frac{1}{2} \widetilde{F}_{\tilde{v} \tilde{v}}^{0}\left(\tilde{v}^{0}\right) \tilde{v}^{1} \cdot \tilde{v}^{1}+\widetilde{F}^{1} \tilde{v}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} \\
& =-\left\langle\frac{1}{2} \widetilde{F}_{\tilde{v} \tilde{v}}^{0}\left(\widetilde{W}^{0}\right) \widetilde{W}^{1} \cdot \widetilde{W}^{1}+\widetilde{F}^{1} \widetilde{W}^{1}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} \\
& \quad+\left\langle\widetilde{w}_{r r}^{1}, V_{\eta}^{1}\right\rangle_{\eta}-\frac{\kappa^{+}}{2\left(1+d \kappa^{+}\right)} \chi_{r r}\left(M_{2} \zeta^{1,2}+M_{1} \gamma^{1}\right)
\end{aligned}
$$

Therefore, (5.85) is equal to

$$
\begin{align*}
& \int_{0}^{\infty}\left(\left\langle\tilde{w}_{r r}^{1}, V_{\eta}^{1}\right\rangle_{\eta}-\frac{\kappa^{+}}{2\left(1+d \kappa^{+}\right)} \chi_{r r}\left(M_{2} \zeta^{1,2}+M_{1} \gamma^{1}\right)\right) d r  \tag{5.98}\\
& =\left\langle\tilde{w}_{r}^{1}(T, \infty, \eta)-\tilde{w}_{r}^{1}(T, 0, \eta), V_{\eta}^{1}\right\rangle_{\eta} \\
& \quad-\frac{\kappa^{+}}{2\left(1+d \kappa^{+}\right)}\left(M_{2} \zeta^{1,2}+M_{1} \gamma^{1}\right)\left(\chi_{r}(\infty)-\chi_{r}(0)\right) \\
& =\frac{\kappa^{+}}{2\left(1+d \kappa^{+}\right)}\left(M_{2} \zeta^{1,2}+M_{1} \gamma^{1}\right)
\end{align*}
$$

It follows from (5.82), (5.88), and (5.98) that

$$
\begin{align*}
0 & =\int_{0}^{\infty}\left\langle\tilde{g}^{2}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu} d r  \tag{5.99}\\
= & \left(M_{1} \gamma_{z}^{1}+\frac{\kappa^{+}}{2\left(1+d \kappa^{+}\right)}\left(M_{2} \zeta^{1,2}+M_{1} \gamma^{1}\right)\right) \\
& +\frac{\kappa^{+}}{2\left(1+d \kappa^{+}\right)}\left(M_{2} \zeta^{1,2}+M_{1} \gamma^{1}\right) \\
& =M_{1} \gamma_{z}^{1}+\frac{M_{1} \kappa^{+}}{1+d \kappa^{+}} \gamma^{1}+\frac{M_{2} \kappa^{+}}{1+d \kappa^{+}} \zeta^{1,2}
\end{align*}
$$

at $z=-d$. This shows (5.78).
Similarly, $\tilde{v}^{2}$ exists in a neighborhood of $z=d$ if and only if

$$
\begin{equation*}
\gamma_{z}^{1}(T, d)+\frac{\kappa^{+}}{1-d \kappa^{+}} \gamma^{1}(T, d)+\frac{M_{2} \kappa^{+}}{M_{1}\left(1-d \kappa^{+}\right)} \zeta^{1,2}(T, d)=0 \tag{5.100}
\end{equation*}
$$

Finally, we consider $v^{3}$ of (5.25). Put $w=v^{3}-M_{0} \varepsilon^{m}$. Then $w$ satisfies

$$
\begin{align*}
& 0=F_{v}^{0}\left(v^{0}\right) w+F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{2}+\frac{1}{6} F_{v v v}^{0}\left(v^{0}\right)\left(v^{1}\right)^{3}+F^{1}(z, \mu) v^{2}  \tag{5.101}\\
& \quad+F^{2}(z, \mu) v^{1}+F^{3}(z, \mu) v^{0}+S_{T}^{+} v_{\mu}^{0}+\left(M_{0} f^{\prime}\left(v^{0}\right)+1\right) \varepsilon^{m}
\end{align*}
$$

with

$$
w(T, z, \mu) \rightarrow 0 \text { as }|\mu| \rightarrow \infty
$$

Hence the condition for the existence of $w$ in (5.101) is

$$
\begin{align*}
& 0=\left\langle F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{2}+\frac{1}{6} F_{v v v}^{0}\left(v^{0}\right)\left(v^{1}\right)^{3}+F^{1}(z, \mu) v^{2}\right.  \tag{5.102}\\
&\left.\quad+F^{2}(z, \mu) v^{1}+F^{3}(z, \mu) v^{0}+S_{T}^{+} v_{\mu}^{0}+\left(M_{0} f^{\prime}\left(v^{0}\right)+1\right) \varepsilon^{m}, v_{\mu}^{0}\right\rangle_{\mu}
\end{align*}
$$

LEMMA 5.11. The condition (5.102) is equivalent to

$$
\begin{equation*}
0=\left\langle F^{2} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2} v^{1}, v_{\mu}^{0}\right\rangle_{\mu}+\left\langle F^{3} v^{0}, v_{\mu}^{0}\right\rangle_{\mu}+M_{1}\left(1-z \kappa^{+}\right) S_{T}^{+}+2 \varepsilon^{m} \tag{5.103}
\end{equation*}
$$

Proof. It is easily shown that

$$
\begin{align*}
& \left\langle S_{T}^{+} v_{\mu}^{0}+\left(M_{0} f^{\prime}\left(v^{0}\right)+1\right) \varepsilon^{m}, \tilde{v}_{\mu}^{0}\right\rangle_{\mu}  \tag{5.104}\\
& =\left\langle\left(1-z \kappa^{+}\right) S_{T}^{+} \varphi_{\eta}+\left(M_{0} f^{\prime}(\varphi)+1\right) \varepsilon^{m}, \varphi_{\eta}\right\rangle_{\eta} \\
& =M_{1}\left(1-z \kappa^{+}\right) S_{T}^{+}+2 \varepsilon^{m}
\end{align*}
$$

So we consider the remaining terms of (5.103).

By (5.63), we have

$$
\begin{align*}
0 & =\left\langle F_{v v}^{0}\left(v^{0}\right) v_{\mu}^{0} \cdot v^{1}+F_{v}^{0}\left(v^{0}\right) v_{\mu}^{1}+\frac{\partial}{\partial \mu} F^{1} v^{0}, v^{2}\right\rangle_{\mu}  \tag{5.105}\\
& =\left\langle F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{2}, v_{\mu}^{0}\right\rangle_{\mu}+\left\langle F_{v}^{0}\left(v^{0}\right) v^{2}, v_{\mu}^{1}\right\rangle_{\mu}-\left\langle F^{1} v^{0}, v_{\mu}^{2}\right\rangle_{\mu}
\end{align*}
$$

Here

$$
-\left\langle F^{1} v^{0}, v_{\mu}^{2}\right\rangle_{\mu}=\left\langle F^{1} v^{2}, v_{\mu}^{0}\right\rangle_{\mu}
$$

holds by (5.66). Hence (5.105) is written as

$$
\begin{equation*}
0=\left\langle F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{2}+F^{1} v^{2}, v_{\mu}^{0}\right\rangle_{\mu}+\left\langle F_{v}^{0}\left(v^{0}\right) v^{2}, v_{\mu}^{1}\right\rangle_{\mu} \tag{5.106}
\end{equation*}
$$

On the other hand, it follows from (5.24) that

$$
\begin{array}{r}
0=-\left\langle F_{v}^{0}\left(v^{0}\right) v^{2}, v_{\mu}^{1}\right\rangle_{\mu}+\frac{1}{2}\left\langle F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{1}, v_{\mu}^{1}\right\rangle_{\mu}  \tag{5.107}\\
+\left\langle F^{1} v^{1}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}
\end{array}
$$

Now we have

$$
\begin{aligned}
\frac{1}{2}\left\langle F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{1}, v_{\mu}^{1}\right\rangle_{\mu} & =-\frac{1}{2}\left\langle\left(F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{1}\right)_{\mu}, v^{1}\right\rangle_{\mu} \\
& =-\frac{1}{2}\left\langle F_{v v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{1} \cdot v_{\mu}^{0}+2 F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v_{\mu}^{1}, v^{1}\right\rangle_{\mu} \\
& =-\frac{1}{2}\left\langle F_{v v v}^{0}\left(v^{0}\right)\left(v^{1}\right)^{3}, v_{\mu}^{0}\right\rangle_{\mu}-\left\langle F_{v v}^{0}\left(v^{0}\right)\left(v^{1}\right)^{2}, v_{\mu}^{1}\right\rangle_{\mu}
\end{aligned}
$$

so

$$
\begin{equation*}
\left\langle F_{v v}^{0}\left(v^{0}\right)\left(v^{1}\right)^{2}, v_{\mu}^{1}\right\rangle_{\mu}=-\frac{1}{3}\left\langle F_{v v v}^{0}\left(v^{0}\right)\left(v^{1}\right)^{3}, v_{\mu}^{0}\right\rangle_{\mu} \tag{5.108}
\end{equation*}
$$

Substituting (5.108) into (5.107), we obtain

$$
\begin{gather*}
0=\left\langle F_{v}^{0}\left(v^{0}\right) v^{2}, v_{\mu}^{1}\right\rangle_{\mu}-\frac{1}{6}\left\langle F_{v v v}^{0}\left(v^{0}\right)\left(v^{1}\right)^{3}, v_{\mu}^{0}\right\rangle_{\mu}  \tag{5.109}\\
+\left\langle F^{1} v^{1}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}
\end{gather*}
$$

Hence, by (5.106), (5.109), and the equality $\left\langle F^{1} v^{1}, v_{\mu}^{1}\right\rangle_{\mu}=0$, we have

$$
\begin{aligned}
& \left\langle F_{v v}^{0}\left(v^{0}\right) v^{1} \cdot v^{2}+\frac{1}{6} F_{v v v}^{0}\left(v^{0}\right)\left(v^{1}\right)^{3}+F^{1}(z, \mu) v^{2}+F^{2}(z, \mu) v^{1}+F^{3}(z, \mu) v^{0}, v_{\mu}^{0}\right\rangle_{\mu} \\
& =\left\langle F^{1} v^{1}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2} v^{1}, v_{\mu}^{0}\right\rangle_{\mu}+\left\langle F^{3} v^{0}, v_{\mu}^{0}\right\rangle_{\mu} \\
& =\left\langle F^{2} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2} v^{1}, v_{\mu}^{0}\right\rangle_{\mu}+\left\langle F^{3} v^{0}, v_{\mu}^{0}\right\rangle_{\mu}
\end{aligned}
$$

which completes the proof.
LEMMA 5.12. The equality

$$
\begin{equation*}
\left\langle F^{2} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2} v^{1}, v_{\mu}^{0}\right\rangle_{\mu}=M_{1} \gamma_{z z}^{1}+\frac{M_{2}\left(1+z \kappa^{+}\right)}{\left(1-z \kappa^{+}\right)^{4}} \kappa^{+} \kappa_{s}^{+} \tag{5.110}
\end{equation*}
$$

holds.

Proof. Put $F^{2} v=F^{2,1} v+F^{2,2} v$, where

$$
\begin{aligned}
F^{2,1} v & =v_{z z}-\frac{\kappa^{+}}{1-z \kappa^{+}} v_{z} \\
F^{2,2} v & =\frac{z}{\left(1-z \kappa^{+}\right)^{3}}\left(\kappa_{s s}^{+}+\frac{3 z \kappa_{s}^{+2}}{1-z \kappa^{+}}\right)\left(\mu v_{\mu}+\mu^{2} v_{\mu \mu}\right)
\end{aligned}
$$

First we note that

$$
\left\langle F^{2,2} v, w_{\mu}\right\rangle_{\mu}=-\left\langle v_{\mu}, F^{2,2} w\right\rangle_{\mu}
$$

holds in general. Therefore, we have
(5.111) $\left\langle F^{2} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2} v^{1}, v_{\mu}^{0}\right\rangle_{\mu}=\left\langle F^{2,1} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2,1} v^{1}, v_{\mu}^{0}\right\rangle_{\mu}$.

Let $\eta=\left(1-z \kappa^{+}\right)\left(\mu-\gamma^{+}\right)$. Then $F^{2,1}$ is expressed as

$$
\begin{align*}
F^{2,1} v=v_{z z} & -\frac{2 \kappa^{+}}{1-z \kappa^{+}} \eta v_{z \eta}+\left(\frac{\kappa^{+}}{1-z \kappa^{+}}\right)^{2} \eta^{2} v_{\eta \eta}  \tag{5.112}\\
& -\frac{\kappa^{+}}{1-z \kappa^{+}}\left(v_{z}-\frac{\kappa^{+}}{1-z \kappa^{+}} \eta v_{\eta}\right) \\
=v_{z z} & -\frac{2 \kappa^{+}}{1-z \kappa^{+}} \eta v_{z \eta}-\frac{\kappa^{+}}{1-z \kappa^{+}} v_{z} \\
& +\left(\frac{\kappa^{+}}{1-z \kappa^{+}}\right)^{2}\left(\eta v_{\eta}+\eta^{2} v_{\eta \eta}\right)
\end{align*}
$$

and $v^{0}$ and $v^{1}$ are already obtained as

$$
\begin{align*}
v^{0} & =\varphi(\eta)  \tag{5.113}\\
v^{1} & =V^{1}(T, z, \eta)+\gamma^{1}(T, z) \varphi_{\eta}(\eta) \tag{5.114}
\end{align*}
$$

by (5.29) and (5.50). Since $d \eta=\left(1-z \kappa^{+}\right) d \mu$ and

$$
\begin{aligned}
v_{\mu}^{0} & =\left(1-z \kappa^{+}\right) \varphi_{\eta} \\
v_{\mu}^{1} & =\left(1-z \kappa^{+}\right)\left\{V^{1}+\gamma^{1} \varphi_{\eta}\right\}_{\eta}
\end{aligned}
$$

by $(5.113)$ and $(5.114)$, the right-hand side of $(5.111)$ is written as

$$
\begin{align*}
& \left\langle F^{2,1} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2,1} v^{1}, v_{\mu}^{0}\right\rangle_{\mu}  \tag{5.115}\\
& =\left\langle F^{2,1} \varphi,\left(V^{1}+\gamma^{1} \varphi_{\eta}\right)_{\eta}\right\rangle_{\eta}+\left\langle F^{2,1}\left(V^{1}+\gamma^{1} \varphi_{\eta}\right), \varphi_{\eta}\right\rangle_{\eta}
\end{align*}
$$

Let $F^{2,1} v=F^{*} v+F^{* *} v$ with

$$
\begin{aligned}
F^{*} v & =v_{z z}-\frac{2 \kappa^{+}}{1-z \kappa^{+}} \eta v_{z \eta}-\frac{\kappa^{+}}{1-z \kappa^{+}} v_{z} \\
F^{* *} v & =\left(\frac{\kappa^{+}}{1-z \kappa^{+}}\right)^{2}\left(\eta v_{\eta}+\eta^{2} v_{\eta \eta}\right)
\end{aligned}
$$

Since $F^{* *}$ also satisfies $\left\langle F^{* *} v, w_{\eta}\right\rangle_{\eta}=-\left\langle v_{\eta}, F^{* *} w\right\rangle_{\eta}$ in general, we have

$$
\begin{align*}
& \left\langle F^{2,1} \varphi,\left(V^{1}+\gamma^{1} \varphi_{\eta}\right)_{\eta}\right\rangle_{\eta}+\left\langle F^{2,1}\left(V^{1}+\gamma^{1} \varphi_{\eta}\right), \varphi_{\eta}\right\rangle_{\eta}  \tag{5.116}\\
& =\left\langle F^{*} \varphi,\left(V^{1}+\gamma^{1} \varphi_{\eta}\right)_{\eta}\right\rangle_{\eta}+\left\langle F^{*}\left(V^{1}+\gamma^{1} \varphi_{\eta}\right), \varphi_{\eta}\right\rangle_{\eta}
\end{align*}
$$

Since $F^{*} \varphi=0$, it follows from (5.111), (5.115), and (5.116) that

$$
\begin{equation*}
\left\langle F^{2} v^{0}, v_{\mu}^{1}\right\rangle_{\mu}+\left\langle F^{2} v^{1}, v_{\mu}^{0}\right\rangle_{\mu}=\left\langle F^{*}\left(V^{1}+\gamma^{1} \varphi_{\eta}\right), \varphi_{\eta}\right\rangle_{\eta} \tag{5.117}
\end{equation*}
$$

We will show

$$
\begin{equation*}
\left\langle F^{*}\left(\gamma^{1} \varphi_{\eta}\right), \varphi_{\eta}\right\rangle_{\eta}=M_{1} \gamma_{z z}^{1} \tag{5.118}
\end{equation*}
$$

Since $\left\langle\eta \varphi_{\eta}, \varphi_{\eta \eta}\right\rangle_{\eta}=-\frac{1}{2} M_{1}$ and

$$
F^{*}\left(\gamma^{1} \varphi_{\eta}\right)=\gamma_{z z}^{1} \varphi_{\eta}-\frac{2 \kappa^{+}}{1-z \kappa^{+}} \eta \gamma_{z}^{1} \varphi_{\eta \eta}-\frac{\kappa^{+}}{1-z \kappa^{+}} \gamma_{z}^{1} \varphi_{\eta}
$$

we have

$$
\begin{aligned}
\left\langle F^{*}\left(\gamma^{1} \varphi_{\eta}\right), \varphi_{\eta}\right\rangle_{\eta} & =M_{1} \gamma_{z z}^{1}+\frac{M_{1} \kappa^{+}}{1-z \kappa^{+}} \gamma_{z}^{1}-\frac{M_{1} \kappa^{+}}{1-z \kappa^{+}} \gamma_{z}^{1} \\
& =M_{1} \gamma_{z z}^{1}
\end{aligned}
$$

This shows (5.118).
Next, we will show

$$
\begin{equation*}
\left\langle F^{*} V^{1}, \varphi_{\eta}\right\rangle_{\eta}=\frac{M_{2}\left(1+z \kappa^{+}\right)}{\left(1-z \kappa^{+}\right)^{4}} \kappa^{+} \kappa_{s}^{+} \tag{5.119}
\end{equation*}
$$

Substituting (5.77), we have

$$
F^{*} V^{1}=\sum_{j=1}^{2}\left(\zeta_{z z}^{1, j} U^{1, j}-\frac{2 \kappa^{+}}{1-z \kappa^{+}} \eta \zeta_{z}^{1, j} U_{\eta}^{1, j}-\frac{\kappa^{+}}{1-z \kappa^{+}} \zeta_{z}^{1, j} U^{1, j}\right) .
$$

Since $\left\langle U^{1, j}, \varphi_{\eta}\right\rangle_{\eta}=0(j=1,2)$, the left-hand side of (5.119) satisfies the equality

$$
\begin{equation*}
\left\langle F^{*} V^{1}, \varphi_{\eta}\right\rangle_{\eta}=-\frac{2 \kappa^{+}}{1-z \kappa^{+}} \sum_{j=1}^{2} \zeta_{z}^{1, j}\left\langle\eta U_{\eta}^{1, j}, \varphi_{\eta}\right\rangle_{\eta} \tag{5.120}
\end{equation*}
$$

Since both $U_{\eta}^{1,1}$ and $\varphi_{\eta}$ are even functions, it follows from (5.120) that

$$
\begin{align*}
\left\langle F^{*} V^{1}, \varphi_{\eta}\right\rangle_{\eta} & =-\frac{2 \kappa^{+}}{1-z \kappa^{+}} \zeta_{z}^{1,2}\left\langle\eta U_{\eta}^{1,2}, \varphi_{\eta}\right\rangle_{\eta}  \tag{5.121}\\
& =-\frac{2 \kappa^{+}}{1-z \kappa^{+}}\left(\frac{z \kappa_{s}^{+}}{\left(1-z \kappa^{+}\right)^{2}}\right)_{z}\left\langle\eta U_{\eta}^{1,2}, \varphi_{\eta}\right\rangle_{\eta} \\
& =-\frac{2\left(1+z \kappa^{+}\right)}{\left(1-z \kappa^{+}\right)^{4}} \kappa^{+} \kappa_{s}^{+}\left\langle\eta U_{\eta}^{1,2}, \varphi_{\eta}\right\rangle_{\eta}
\end{align*}
$$

Here, by Lemma 5.9, we have

$$
\begin{align*}
\left\langle\eta U_{\eta}^{1,2}, \varphi_{\eta}\right\rangle_{\eta} & =-\left\langle\eta \varphi_{\eta}+\frac{1}{2} \eta^{2} \varphi_{\eta \eta}-\frac{M_{2}}{2 M_{1}} \varphi_{\eta \eta}, \eta \varphi_{\eta}\right\rangle_{\eta}  \tag{5.122}\\
& =-M_{2}-\frac{1}{2}\left\langle\eta^{3} \varphi_{\eta \eta}, \varphi_{\eta}\right\rangle_{\eta}+\frac{M_{2}}{2 M_{1}}\left\langle\varphi_{\eta \eta}, \eta \varphi_{\eta}\right\rangle_{\eta} \\
& =-M_{2}-\frac{1}{4}\left\langle\eta^{3},\left(\varphi_{\eta}^{2}\right)_{\eta}\right\rangle_{\eta}+\frac{M_{2}}{2 M_{1}}\left(-\frac{1}{2} M_{1}\right) \\
& =-M_{2}+\frac{3}{4} M_{2}-\frac{1}{4} M_{2} \\
& =-\frac{1}{2} M_{2}
\end{align*}
$$

Thus, (5.121) and (5.122) show (5.119).
By (5.117), (5.118), and (5.119), the proof is complete.

LEMMA 5.13. The equality

$$
\begin{equation*}
\left\langle F^{3} v^{0}, v_{\mu}^{0}\right\rangle_{\mu}=\frac{M_{2}}{\left(1-z \kappa^{+}\right)^{4}} \kappa^{+} \kappa_{s}^{+} \tag{5.123}
\end{equation*}
$$

holds.
Proof. First it is easily shown that

$$
\left\langle\frac{3}{2} \mu^{2} v_{\mu}^{0}+\mu^{3} v_{\mu \mu}^{0}, v_{\mu}^{0}\right\rangle_{\mu}=0
$$

Hence

$$
\begin{equation*}
\left\langle F^{3} v^{0}, v_{\mu}^{0}\right\rangle_{\mu}=-\frac{\kappa_{s}^{+}}{\left(1-z \kappa^{+}\right)^{2}}\left\langle\mu v_{z}^{0}, v_{\mu}^{0}\right\rangle_{\mu} \tag{5.124}
\end{equation*}
$$

Since

$$
\mu v_{z}^{0}=\left(\frac{\eta}{1-z \kappa^{+}}+\gamma^{0}\right)\left(-\frac{\kappa^{+}}{1-z \kappa^{+}}\right) \eta \varphi_{\eta}
$$

by (5.29) and (5.68), we have

$$
\begin{aligned}
\left\langle\mu v_{z}^{0}, v_{\mu}^{0}\right\rangle_{\mu} & =\left\langle\mu v_{z}^{0}, \varphi_{\eta}\right\rangle_{\eta} \\
& =-\frac{\kappa^{+}}{1-z \kappa^{+}}\left(\frac{1}{1-z \kappa^{+}}\left\langle\eta^{2} \varphi_{\eta}, \varphi_{\eta}\right\rangle_{\eta}+\gamma^{0}\left\langle\eta \varphi_{\eta}, \varphi_{\eta}\right\rangle_{\eta}\right) \\
& =-\frac{\kappa^{+}}{1-z \kappa^{+}} \times \frac{1}{1-z \kappa^{+}} M_{2} \\
& =-\frac{\kappa^{+}}{\left(1-z \kappa^{+}\right)^{2}}
\end{aligned}
$$

Substituting this into (5.124), we complete the proof.
By (5.102) and Lemmas 5.11-5.13, there exists $v^{3}$ satisfying (5.25) and (5.28) if and only if

$$
\begin{align*}
0= & M_{1} \gamma_{z z}^{1}+\frac{M_{2}\left(1+z \kappa^{+}\right)}{\left(1-z \kappa^{+}\right)^{4}} \kappa^{+} \kappa_{s}^{+}+\frac{M_{2}}{\left(1-z \kappa^{+}\right)^{4}} \kappa^{+} \kappa_{s}^{+}  \tag{5.125}\\
& \quad+M_{1}\left(1-z \kappa^{+}\right) S_{T}^{+}+2 \varepsilon^{m} \\
= & M_{1} \gamma_{z z}^{1}+\frac{M_{2}\left(2+z \kappa^{+}\right)}{\left(1-z \kappa^{+}\right)^{4}} \kappa^{+} \kappa_{s}^{+}+M_{1}\left(1-z \kappa^{+}\right) S_{T}^{+}+2 \varepsilon^{m}
\end{align*}
$$

LEMMA 5.14. There exists $\gamma^{1}$ satisfying (5.125) with (5.78) and (5.100) if and only if

$$
\begin{equation*}
S_{T}^{+}=H^{+}\left(S^{+}\right) \tag{5.126}
\end{equation*}
$$

Proof. Set

$$
\begin{aligned}
K(z) & =\frac{1}{M_{1}}\left(\frac{M_{2}\left(2+z \kappa^{+}\right)}{\left(1-z \kappa^{+}\right)^{4}} \kappa^{+} \kappa_{s}^{+}+M_{1}\left(1-z \kappa^{+}\right) S_{T}^{+}+2 \varepsilon^{m}\right) \\
\omega^{ \pm} & =\frac{\kappa^{+}}{1 \mp d \kappa^{+}} \\
\lambda^{ \pm} & =\frac{M_{2} \kappa^{+}}{M_{1}\left(1 \mp d \kappa^{+}\right)} \zeta^{1,2}(T, \pm d) \\
& = \pm \frac{M_{2} d}{M_{1}\left(1 \mp d \kappa^{+}\right)^{3}} \kappa^{+} \kappa_{s}^{+}
\end{aligned}
$$

Then (5.125) with (5.100) and (5.78) is expressed as

$$
\left\{\begin{array}{l}
\gamma_{z z}^{1}+K=0, \quad-d<z<d  \tag{5.127}\\
\gamma_{z}^{1}+\omega^{ \pm} \gamma^{1}+\lambda^{ \pm}=0, \quad z= \pm d
\end{array}\right.
$$

Let $\gamma^{1, \pm}=\gamma^{1}( \pm d)$. Then by integrating (5.127) over $(-d, d)$, we have

$$
\begin{equation*}
-\omega^{+} \gamma^{1,+}-\lambda^{+}+\omega^{-} \gamma^{1,-}+\lambda^{-}+K_{1}=0 \tag{5.128}
\end{equation*}
$$

where

$$
K_{1}=\int_{-d}^{d} K(z) d z
$$

On the other hand, by integrating (5.127) over $(-d, d)$ twice, we have

$$
\begin{equation*}
\gamma^{1,+}-\gamma^{1,-}+2\left(\omega^{-} \gamma^{1,-}+\lambda^{-}\right) d+K_{2}=0 \tag{5.129}
\end{equation*}
$$

where

$$
K_{2}=\int_{-d}^{d} \int_{-d}^{z} K(t) d t d z
$$

Set

$$
D=\left(\begin{array}{cc}
-\omega^{+} & \omega^{-} \\
1 & 2 d \omega^{-}-1
\end{array}\right), \quad \boldsymbol{b}=\binom{K_{1}-\lambda^{+}+\lambda^{-}}{K_{2}+2 d \lambda^{-}}
$$

Then the equalities (5.128) and (5.129) are expressed as

$$
\begin{equation*}
D\binom{\gamma^{1,+}}{\gamma^{1,-}}+\boldsymbol{b}=\binom{0}{0} . \tag{5.130}
\end{equation*}
$$

The determinant of $D$ is computed as

$$
\begin{aligned}
\operatorname{det} D & =-\omega^{+}\left(2 d \omega^{-}-1\right)-\omega^{-} \\
& =-2 d \omega^{+} \omega^{-}+\omega^{+}-\omega^{-} \\
& =-2 d \frac{\kappa^{+}}{1-d \kappa^{+}} \times \frac{\kappa^{+}}{1+d \kappa^{+}}+\frac{\kappa^{+}}{1-d \kappa^{+}}-\frac{\kappa^{+}}{1+d \kappa^{+}} \\
& =0
\end{aligned}
$$

Hence $\boldsymbol{b}$ must be orthogonal to the eigenfunction

$$
\boldsymbol{x}=\binom{2 d \omega^{-}-1}{-\omega^{-}}
$$

of ${ }^{t} D$ (the transposed matrix of $D$ ) in order that $\left(\gamma^{1,+}, \gamma^{1,-}\right)$ exists. Namely

$$
\begin{equation*}
\left(2 d \omega^{-}-1\right)\left(K_{1}-\lambda^{+}+\lambda^{-}\right)-\omega^{-}\left(K_{2}+2 d \lambda^{-}\right)=0 \tag{5.131}
\end{equation*}
$$

must be satisfied. Here we have

$$
K_{1}=\frac{4 M_{2} d\left(1+d^{2}\left(\kappa^{+}\right)^{2}\right)}{M_{1}\left(1-d \kappa^{+}\right)^{3}\left(1+d \kappa^{+}\right)^{3}} \kappa^{+} \kappa_{s}^{+}+2 d S_{T}^{+}+\frac{4 d p}{M_{1}} \varepsilon^{m}
$$

$$
\begin{gathered}
K_{2}=\frac{M_{2} d}{M_{1}}\left(\frac{1+d^{2}\left(\kappa^{+}\right)^{2}}{\kappa^{+}\left(1-d \kappa^{+}\right)^{2}\left(1+d \kappa^{+}\right)^{2}}-\frac{1-d \kappa^{+}}{\kappa^{+}\left(1+d \kappa^{+}\right)^{3}}\right) \kappa^{+} \kappa_{s}^{+} \\
+2 d^{2}\left(\frac{1}{3} d \kappa^{+}+1\right) S_{T}^{+}+\frac{2 d^{2} p}{M_{1}} \varepsilon^{m}
\end{gathered}
$$

Substituting these into (5.131), we complete the proof.
Let $S^{+}(T)$ be the solution of $(5.126)$ defined for $T \in\left[0, T^{*}\right]$. Then we can construct $v^{0}, \ldots, v^{3}$ and $\tilde{v}^{0}, \ldots, \tilde{v}^{2}$ as we have seen so far. In quite a similar manner, we can show the existence of $\tilde{v}^{3}$ satisfying (5.39), (5.31) and (5.43), (5.44). We will roughly explain it and omit the details.

By Proposition 5.2 and Lemma 5.7, $v^{2}$ is expressed as

$$
v^{2}=V^{2}+\gamma^{2} \varphi_{\eta}
$$

for certain functions $V^{2}=V^{2}(T, z, \eta)$ and $\gamma^{2}=\gamma^{2}(T, z)$, where $\eta=\left(1-z \kappa^{+}\right)\left(\mu-\gamma^{+}\right)$. Then the solvability condition for the existence of $\tilde{v}^{3}$ gives boundary conditions of $\gamma^{2}$ at $z=-d$ as (5.41) and (5.42) give (5.52) and (5.78), respectively. On the other hand, the equation of $\gamma^{2}$ for $z \in(-d, d)$ is derived from the solvability condition of $v^{4}$ as (5.71) and (5.125) are derived from (5.24) and (5.25), respectively. However we need not consider $v^{4}$ here, because the complete properties of $\gamma^{2}$, except that $v^{2}$ satisfies (5.24), and (5.27), are not necessary. Therefore, we can give an adequate boundary value of $\gamma^{2}$ such that $\tilde{v}^{3}$ exists.
5.3. Construction of the approximate function $\boldsymbol{v}^{+}$. We will show the existence of a positive constant $n \in(m+3,4)$ such that there exists a function $v^{+}(t, z, s)$ approximating (5.10) up to $O\left(\varepsilon^{n}\right)$ uniformly in $t \in\left[0, \leq T^{*} / \varepsilon^{4}\right]$ and $(z, s) \in$ $(-d, d) \times(0, L)$. We note that $v^{j}$ and $\tilde{v}^{j}(j=0, \ldots, 3)$ are represented as functions of $\left(T, z, \eta_{z}\right)$ and $\left(T, r, \eta_{-d}\right)$, respectively, with $\eta_{z}=\left(1-z \kappa^{+}\right)\left(\mu-\gamma^{+}(T)\right)$ and $\eta_{-d}=\left(1+d \kappa^{+}\right)\left(\mu-\gamma^{+}(T)\right)$. Hence we can write $v^{j}$ and $\tilde{v}^{j}(j=0, \ldots, 3)$ as $v^{j}\left(T, z, \eta_{z}\right)$ and $\tilde{v}^{j}\left(T, r, \eta_{-d}\right)(j=0, \ldots, 3)$, respectively, and expand

$$
\begin{aligned}
v^{\varepsilon}(T, z, \eta) & =\sum_{j=0}^{3} \varepsilon^{j} v^{j}(T, z, \eta) \\
\tilde{v}^{\varepsilon}(T, r, \eta) & =\sum_{j=0}^{3} \varepsilon^{j} \tilde{v}^{j}(T, r, \eta)
\end{aligned}
$$

Also $\widetilde{W}^{j}(j=0, \ldots, 3)$ are represented as functions of $\left(T, r, \eta_{-d}\right)$. Hence we write those as $\widetilde{W}^{j}\left(T, r, \eta_{-d}\right)(j=0, \ldots, 3)$ and expand

$$
\widetilde{W}^{\varepsilon}(T, r, \eta)=\sum_{j=0}^{3} \varepsilon^{j} \widetilde{W}^{j}(T, r, \eta)
$$

Then $v^{\varepsilon}$ and $\tilde{v}^{\varepsilon}$ satisfy

$$
\begin{align*}
&\left|v^{\varepsilon}(T, z, \eta)-\left( \pm 1+M_{0} \varepsilon^{m+3}\right)\right|_{C^{5,5}(z, \eta)} \leq B e^{-\beta|\eta|}  \tag{5.132}\\
&\left|\tilde{v}^{\varepsilon}(T, r, \eta)-\widetilde{W}^{\varepsilon}(T, r, \eta)\right|_{C^{2,2}(r, \eta)} \leq B \min \left\{e^{-b r}, e^{-\beta|\eta|}\right\} \tag{5.133}
\end{align*}
$$

respectively, for $b \in\left(0, b_{1}\right), \beta \in\left(\frac{3}{4} \beta_{0}, \beta_{2}\right)$ by (5.51) and so on. Furthermore, it follows from the definition of $\widetilde{W}^{j}$ and (5.132) that

$$
\begin{align*}
\left|\widetilde{W}^{\varepsilon}\left(T, r, \eta_{-d}\right)\right|_{C^{2,2}(r, \mu)} & \leq B|\varepsilon r|_{3}\left(1+\left|\eta_{-d}\right|^{3}\right)\left|v^{\varepsilon}\left(T, z, \eta_{-d}\right)\right|_{C^{3,5}(z, \eta)}  \tag{5.134}\\
& \leq B|\varepsilon r|_{3} e^{-\beta^{\prime}\left|\eta_{-d}\right|}
\end{align*}
$$

for $r>0$ and some $\beta^{\prime} \in\left(\frac{3}{4} \beta_{0}, \beta_{0}\right)$.

Let $\rho(\eta)$ be a smooth function satisfying $0 \leq \rho(\eta) \leq 1, \rho(\eta)=0$ for $\eta \leq-1$, and $\rho(\eta)=1$ for $\eta \geq 1$, and let

$$
\hat{v}(t, z, \mu)=\left\{1-\rho\left(\frac{r-2 q|\log \varepsilon|}{q|\log \varepsilon|}\right)\right\} \tilde{v}^{\varepsilon}\left(T, r, \eta_{-d}\right)+\rho\left(\frac{r-2 q|\log \varepsilon|}{q|\log \varepsilon|}\right) v^{\varepsilon}\left(T, z, \eta_{z}\right)
$$

where $T=\varepsilon^{4} t, r=\frac{z+d}{\varepsilon}$ and $q$ is a positive constant with $b q \geq 4$.
LEMMA 5.15. For any fixed $n \in(m+3,4)$, $\hat{v}$ satisfies

$$
\begin{equation*}
\hat{v}_{z}(t,-d, \mu)=0 \tag{5.135}
\end{equation*}
$$

and

$$
\begin{equation*}
F^{\varepsilon}(\hat{v})-\hat{v}_{t}=O\left(\varepsilon^{n}\right) \tag{5.136}
\end{equation*}
$$

uniformly in $(t, z, \mu) \in\left[0, T^{*} / \varepsilon^{4}\right] \times(-d, d) \times(-\infty, \infty)$.
Proof. From the definition of $\hat{v}$, we may write it by $\hat{v}(T, z, \mu)$, and (5.135) obviously holds. Therefore, it suffices to show that

$$
\begin{equation*}
F^{\varepsilon}(\hat{v})=O\left(\varepsilon^{n}\right) \tag{5.137}
\end{equation*}
$$

uniformly in $(t, z, \mu) \in J$, where $J=\left[0, T^{*}\right] \times(-d, d) \times(-\infty, \infty)$.
First, let us consider (5.137) in the range of $0 \leq r \leq q|\log \varepsilon|$, that is, $-d \leq z \leq$ $-d+q \varepsilon|\log \varepsilon|$. In this range, $\hat{v}(T, z, \mu)=\tilde{v}^{\varepsilon}\left(T, r, \eta_{-d}\right)$ holds. Now it follows from (5.21) that

$$
\begin{equation*}
\left|\widetilde{F}^{\varepsilon}(\tilde{v})-\sum_{j=0}^{3} \varepsilon^{j} \widetilde{F}^{j}(\tilde{v})\right| \leq B \varepsilon^{4} r^{4}|\mu|_{4}|\tilde{v}(r, \mu)|_{D^{1,2}(r, \mu)} \tag{5.138}
\end{equation*}
$$

for $r>1$. Hence, by (5.133) and inequalities $m+3<n<4,0<\beta^{\prime}<\beta$, we have

$$
\begin{aligned}
& \left|\widetilde{F}^{\varepsilon}\left(\tilde{v}^{\varepsilon}\right)\right| \\
& \leq\left|\sum_{j=0}^{3} \varepsilon^{j} \widetilde{F}^{j}\left(\tilde{v}^{\varepsilon}\right)\right|+B \varepsilon^{4} r^{4}|\mu|_{4}\left|\tilde{v}^{\varepsilon}(T, r, \mu)\right|_{D^{1,2}(r, \mu)} \\
& \leq B \varepsilon^{4} r^{4}\left|\frac{\eta_{-d}}{1+d \kappa^{+}}+\gamma^{+}\right|_{4}\left|\tilde{v}^{\varepsilon}\left(T, r, \eta_{-d}\right)\right|_{C^{1,2}(r, \eta)} \\
& \leq B \varepsilon^{4} r^{4}\left|\frac{\eta_{-d}}{1+d \kappa^{+}}+\gamma^{+}\right|_{4}\left\{\left|\widetilde{W^{\varepsilon}}\left(T, r, \eta_{-d}\right)\right|_{C^{1,2}(r, \eta)}+B \min \left\{e^{-b r}, e^{\beta\left|\eta_{-d}\right|}\right\}\right\} \\
& \leq B \varepsilon^{4} r^{4}\left|\frac{\eta_{-d}}{1+d \kappa^{+}}+\gamma^{+}\right|_{4}\left\{B|\varepsilon r|_{3} e^{-\beta\left|\eta_{-d}\right|}+B \min \left\{e^{-b r}, e^{-\beta\left|\eta_{-d}\right|}\right\}\right\} \\
& \leq B \varepsilon^{4} r^{4}\left(|\varepsilon r|_{3}+1\right)\left|\frac{\eta_{-d}}{1+d \kappa^{+}}+\gamma^{+}\right|_{4} e^{\beta\left|\eta_{-d}\right|} \\
& \leq B \varepsilon^{4} r^{4} \\
& \leq B(q \varepsilon|\log \varepsilon|)^{4} \\
& \leq B \varepsilon^{n}
\end{aligned}
$$

for $1<r \leq q|\log \varepsilon|$, where $\tilde{v}^{\varepsilon}(T, r, \mu)=\tilde{v}^{\varepsilon}\left(T, r, \eta_{-d}\right)$. For $0 \leq r \leq 1$, the inequality $\left|\widetilde{F}^{\varepsilon}\left(\tilde{v}^{\varepsilon}\right)\right| \leq B \varepsilon^{n}$ obviously holds. Thus, we have

$$
\begin{equation*}
\left|\widetilde{F}^{\varepsilon}\left(\tilde{v}^{\varepsilon}\right)\right| \leq B \varepsilon^{n} \tag{5.139}
\end{equation*}
$$

uniformly in $(T, r, \mu) \in\left[0, T^{*}\right] \times[0, q|\log \varepsilon|] \times(-\infty, \infty)$.

Next, consider (5.137) in the range of $r \geq 3 q|\log \varepsilon|$, that is, $z \geq-d+3 q \varepsilon|\log \varepsilon|$. In this range of $r, \hat{v}(T, z, \mu)=v^{\varepsilon}\left(T, z, \eta_{z}\right)$ holds. By

$$
\frac{\partial}{\partial z} v\left(z, \eta_{z}\right)=v_{z}-\frac{\eta_{z}}{1-z \kappa^{+}} v_{\eta}
$$

we have

$$
\left|v\left(z, \eta_{z}\right)\right|_{D^{1,2}(z, \mu)} \leq B\left(1+\left|\eta_{z}\right|\right)\left|v\left(z, \eta_{z}\right)\right|_{D^{1,2}(z, \eta)}
$$

Hence, by (5.21) and (5.132), we have

$$
\begin{align*}
\left|F^{\varepsilon}\left(v^{\varepsilon}\right)\right| \leq & \left|\sum_{j=0}^{3} \varepsilon^{j} F^{j}\left(v^{\varepsilon}\right)\right|  \tag{5.140}\\
& \quad+B \varepsilon^{4}\left|\frac{\eta_{z}}{1-z \kappa^{+}}+\gamma^{+}\right|_{4}\left(1+\left|\eta_{z}\right|\right)\left|v^{\varepsilon}\left(T, z, \eta_{z}\right)\right|_{D^{1,2}(z, \eta)} \\
\leq & B \varepsilon^{4}\left(1+\left|\eta_{z}\right|\right)^{5} e^{-\beta\left|\eta_{z}\right|} \\
\leq & B \varepsilon^{4}
\end{align*}
$$

uniformly in $(T, z, \mu) \in J$.
Finally, consider (5.137) in the range of $q|\log \varepsilon| \leq r \leq 3 q|\log \varepsilon|$, that is, $-d+$ $q \varepsilon|\log \varepsilon| \leq z \leq-d+3 q \varepsilon|\log \varepsilon|$. In this range of $r$, we have

$$
\begin{align*}
\left|\sum_{j=0}^{3} \varepsilon^{j} F^{\varepsilon}\left(\widetilde{W^{\varepsilon}}\right)\right| & \leq B|\varepsilon r|^{4} e^{-\beta|\eta|}  \tag{5.141}\\
& \leq B(\varepsilon|\log \varepsilon|)^{4} e^{-\beta|\eta|}
\end{align*}
$$

uniformly in $(T, r, \eta) \in\left[0, T^{*}\right] \times[q|\log \varepsilon|, 3 q|\log \varepsilon|] \times(-\infty, \infty)$. Furthermore, we have

$$
\begin{align*}
\left|\tilde{v}^{\varepsilon}(T, r, \eta)-\widetilde{W}^{\varepsilon}(T, r, \eta)\right|_{C^{2,2}(r, \eta)} & \leq B \min \left\{e^{-b r}, e^{-\beta|\eta|}\right\}  \tag{5.142}\\
& \leq B \min \left\{\varepsilon^{b q}, e^{-\beta|\eta|}\right\} \\
& \leq B \min \left\{\varepsilon^{4}, e^{-\beta|\eta|}\right\}
\end{align*}
$$

by (5.133) and the inequalities $b q \geq 4, q|\log \varepsilon| \leq r \leq 3 q|\log \varepsilon|$. Then the inequalities

$$
\left\{\begin{array}{l}
\left|v^{\varepsilon}\left(T, z, \eta_{z}\right)-\sum_{j=0}^{3} \varepsilon^{j} \widetilde{W}^{j}\left(T, r, \eta_{-d}\right)\right|_{C^{0,2}(z, \mu)}  \tag{5.143}\\
\leq B|z+d|^{4}\left(e^{-\beta\left|\eta_{z}\right|}+e^{-\beta\left|\eta_{-d}\right|}\right) \\
\left|\begin{array}{c}
v^{\varepsilon}\left(T, z, \eta_{z}\right)-\sum_{j=0}^{3} \varepsilon^{j} \widetilde{W}^{j}\left(T, r, \eta_{-d}\right)
\end{array}\right|_{C^{2,2}(z, \mu)} \\
\leq B|z+d|^{2}\left(\left(1+\left|\eta_{z}\right|^{2}\right) e^{-\beta\left|\eta_{z}\right|}+e^{-\beta\left|\eta_{-d}\right|}\right) \\
\leq B|z+d|^{2}\left(e^{-\beta^{\prime}\left|\eta_{z}\right|}+e^{-\beta\left|\eta_{-d}\right|}\right)
\end{array}\right.
$$

hold for $(T, z, \mu) \in J$ and $\beta^{\prime} \in\left(\frac{3}{4} \beta_{0}, \beta\right)$. Therefore, by (5.142) and (5.143), $\hat{v}(T, z, \mu)$ is expressed as

$$
\begin{align*}
& \hat{v}(T, z, \mu)  \tag{5.144}\\
& =(1-\rho) \cdot\left(\widetilde{W^{\varepsilon}}+a\left(T, r, \eta_{-d}\right)\right)+\rho \cdot\left(\widetilde{W}^{\varepsilon}+b\left(T, z, \eta_{z}, \eta_{-d}\right)\right) \\
& =\widetilde{W}^{\varepsilon}+c\left(T, z, \eta_{z}, \eta_{-d}\right)
\end{align*}
$$

where

$$
\begin{aligned}
\widetilde{W}^{\varepsilon} & =\widetilde{W}^{\varepsilon}\left(T, r, \eta_{-d}\right) \\
\rho & =\rho\left(\frac{r-2 q|\log \varepsilon|}{q|\log \varepsilon|}\right) \\
c\left(T, z, \eta_{z}, \eta_{-d}\right) & =(1-\rho) a\left(T, \frac{z+d}{\varepsilon}, \eta_{-d}\right)+\rho \cdot b\left(T, z, \eta_{z}, \eta_{-d}\right),
\end{aligned}
$$

and $a\left(T, r, \eta_{-d}\right), b\left(T, z, \eta_{z}, \eta_{-d}\right)$ satisfy

$$
\begin{gathered}
\left|a\left(T, r, \eta_{-d}\right)\right|_{C^{2,2}(r, \mu)},\left|b\left(T, z, \eta_{z}, \eta_{-d}\right)\right|_{C^{0,2}(z, \mu)} \leq B\left(|z+d|^{4}+\varepsilon^{4}\right)\left(e^{-\beta^{\prime}\left|\eta_{z}\right|}+e^{-\beta\left|\eta_{-d}\right|}\right) \\
\left|b\left(T, z, \eta_{z}, \eta_{-d}\right)\right|_{C^{2,2}(z, \mu)} \leq B\left(|z+d|^{2}+\varepsilon^{4}\right)\left(e^{-\beta^{\prime}\left|\eta_{z}\right|}+e^{-\beta\left|\eta_{-d}\right|}\right)
\end{gathered}
$$

Since $q \varepsilon|\log \varepsilon| \leq z+d \leq 3 q \varepsilon|\log \varepsilon|$,

$$
\begin{align*}
& \left|c\left(T, z, \eta_{z}, \eta_{-d}\right)\right|_{C^{2,2}(z, \mu)} \leq B(\varepsilon|\log \varepsilon|)^{2}\left(e^{-\beta\left|\eta_{z}\right|}+e^{-\beta\left|\eta_{-d}\right|}\right) \\
& \left|c\left(T, z, \eta_{z}, \eta_{-d}\right)\right|_{C^{0,2}(z, \mu)} \leq B(\varepsilon|\log \varepsilon|)^{4}\left(e^{-\beta\left|\eta_{z}\right|}+e^{-\beta\left|\eta_{-d}\right|}\right) \tag{5.145}
\end{align*}
$$

hold. Therefore, by $(5.21),(5.134),(5.141)$ and $(5.142),(5.144),(5.145)$, we have

$$
\begin{align*}
& \left|F^{\varepsilon}(\hat{v})\right| \leq\left|\sum_{j=0}^{3} \varepsilon^{j} F^{j}(\hat{v})\right|+B \varepsilon^{4}|\mu|_{4}|\hat{v}|_{D^{1,2}(z, \mu)}  \tag{5.146}\\
& \leq\left|\sum_{j=0}^{3} \varepsilon^{j} F^{j}\left(\widetilde{W}^{\varepsilon}+c\right)\right| \\
& +B \varepsilon^{4}|\mu|_{4}\left(\left|\widetilde{W}^{\varepsilon}\right|_{D^{1,2}(z, \mu)}+\left|c\left(T, z, \eta_{z}, \eta_{-d}\right)\right|_{D^{1,2}(z, \mu)}\right) \\
& \leq\left|\sum_{j=0}^{3} \varepsilon^{j} F^{j}\left(\widetilde{W^{\varepsilon}}\right)\right|+B\left|c\left(T, z, \eta_{z}, \eta_{-d}\right)\right|+\left|\sum_{j=1}^{3} \varepsilon^{j} F^{j} c\right| \\
& +B \varepsilon^{4}|\mu|_{4}\left(|\varepsilon r|_{3}+(\varepsilon|\log \varepsilon|)^{2}\right)\left(e^{-\beta^{\prime}\left|\eta_{z}\right|}+e^{-\beta^{\prime}\left|\eta_{-d}\right|}\right) \\
& \leq B(\varepsilon|\log \varepsilon|)^{4} e^{-\beta^{\prime}\left|\eta_{-d}\right|}+B(\varepsilon|\log \varepsilon|)^{4}\left(e^{-\beta^{\prime}\left|\eta_{z}\right|}+e^{-\beta^{\prime}\left|\eta_{-d}\right|}\right) \\
& +\varepsilon\left|F^{1} c\right|+\left|\sum_{j=2}^{3} \varepsilon^{j} F^{j} c\right|+B \varepsilon^{4}|\mu|_{4}\left(e^{-\beta^{\prime}\left|\eta_{z}\right|}+e^{-\beta^{\prime}\left|\eta_{-d}\right|}\right) \\
& \leq B \varepsilon^{n}|\mu|_{4}\left(e^{-\beta^{\prime}\left|\eta_{z}\right|}+e^{-\beta^{\prime}\left|\eta_{-d}\right|}\right)+B \varepsilon\left|c\left(T, z, \eta_{z}, \eta_{-d}\right)\right|_{C^{0,2}(z, \mu)} \\
& +B \varepsilon^{2}\left|c\left(T, z, \eta_{z}, \eta_{-d}\right)\right|_{C^{2,2}(z, \mu)} \\
& \leq B \varepsilon^{n}+B \varepsilon(\varepsilon|\log \varepsilon|)^{4}\left(e^{-\beta^{\prime}\left|\eta_{z}\right|}+e^{-\beta^{\prime}\left|\eta_{-d}\right|}\right) \\
& +B \varepsilon^{2}(\varepsilon|\log \varepsilon|)^{2}\left(e^{-\beta^{\prime}\left|\eta_{z}\right|}+e^{-\beta^{\prime}\left|\eta_{-d}\right|}\right) \\
& \leq B \varepsilon^{n}
\end{align*}
$$

uniformly in $(T, z, \mu) \in\left[0, T^{*}\right] \times[q|\log \varepsilon|, 3 q|\log \varepsilon|] \times(-\infty, \infty)$. Here we note that $F^{1}$ does not contain any terms differentiated with respect to $z$.

Thus, it follows from (5.139), (5.140), and (5.146) that

$$
\begin{equation*}
F^{\varepsilon}(\hat{v}) \leq B \varepsilon^{n} \tag{5.147}
\end{equation*}
$$

uniformly in $(T, z, \mu) \in J$.

In the vicinity of $z=d$, we can treat it by quite a similar way, and consequently we can construct $\hat{v}(t, z, \mu)$ satisfying (5.136), (5.135),

$$
\begin{equation*}
\hat{v}_{z}(t, d, \mu)=0 \tag{5.148}
\end{equation*}
$$

and the inequality

$$
\left|\hat{v}(T, z, \mu)-\left(1+M_{0} \varepsilon^{m}\right)\right|_{C^{2,2}(z, \mu)} \leq B e^{-\beta\left|\eta_{z}\right|}
$$

for some $\beta>0$. Now, we may assume $q$ is sufficiently large so that $b q, \beta q \geq 4$.
Let $\bar{\gamma}=\max _{0 \leq T \leq T^{*}}\left|\gamma^{+}(T)\right|$ and $\bar{q}=\frac{q}{1-\delta}+\bar{\gamma}$. Define

$$
v^{+}(t, z, s)= \begin{cases}(1-\rho) \hat{v}(t, z, \mu)+\left(1+M_{0} \varepsilon^{m+3}\right) \rho, & \mu>\bar{q}|\log \varepsilon| \\ \hat{v}(t, z, \mu) & -\bar{q}|\log \varepsilon| \leq \mu \leq \bar{q}|\log \varepsilon| \\ \rho \hat{v}(t, z, \mu)+(1-\rho)\left(-1+M_{0} \varepsilon^{m+3}\right), & \mu<-\bar{q}|\log \varepsilon|\end{cases}
$$

where

$$
\rho=\rho\left(\frac{\mu-2 \bar{q}|\log \varepsilon|}{\bar{q}|\log \varepsilon|}\right), \quad \mu=\frac{s-S^{+}(T)}{\varepsilon}
$$

It is obvious from the manner of construction of $v^{+}$that $v^{+}(t, z, s)=u^{+}(t, C(s)+$ $z \nu(s))$ satisfies (5.3) and (5.4).

LEMMA 5.16. $v^{+}(t, z, s)$ satisfies (5.11) and

$$
\begin{array}{r}
\varepsilon^{2}\left\{v_{z z}-\frac{\kappa}{1-\kappa z} v_{z}+\frac{1}{1-\kappa z}\left(\frac{1}{1-\kappa z} v_{s}\right)_{s}\right\}  \tag{5.149}\\
+f(v)+\varepsilon^{m+3}-v_{t}=O\left(\varepsilon^{n}\right)
\end{array}
$$

uniformly in $(t, z, s) \in\left[0, T^{*} / \varepsilon^{4}\right] \times(-d, d) \times(0, L)$.
Proof. It suffices to consider only the case $\mu>\bar{q}|\log \varepsilon|$.
Since $\mu>\bar{q}|\log \varepsilon|$ implies

$$
\begin{aligned}
\eta_{z} & \geq(1-\delta)(\bar{q}|\log \varepsilon|-\bar{\gamma}) \\
& \geq(1-\delta)(\bar{q}-\bar{\gamma})|\log \varepsilon| \\
& =q|\log \varepsilon|
\end{aligned}
$$

$\hat{v}$ satisfies

$$
\begin{align*}
\left|\hat{v}(T, z, \mu)-\left(1+M_{0} \varepsilon^{m+3}\right)\right|_{C^{2,2}(z, \mu)} & \leq B e^{-\beta\left|\eta_{z}\right|}  \tag{5.150}\\
& \leq B e^{-\beta q|\log \varepsilon|} \\
& \leq B \varepsilon^{4}
\end{align*}
$$

by (5.132). Hence $v^{+}$is represented as

$$
\begin{aligned}
v^{+}(t, z, s) & =(1-\rho)\left(1+M_{0} \varepsilon^{m+3}+d(T, z, \mu)\right)+\rho\left(1+M_{0} \varepsilon^{m+3}\right) \\
& =\left(1+M_{0} \varepsilon^{m+3}\right)+(1-\rho) d(T, z, \mu)
\end{aligned}
$$

Here (5.150) implies

$$
\begin{align*}
|d(T, z, \mu)|_{C^{2,2}(z, \mu)} & \leq B \varepsilon^{4}  \tag{5.151}\\
|(1-\rho) d(T, z, \mu)|_{C^{2,2}(z, \mu)} & \leq B \varepsilon^{4} \tag{5.152}
\end{align*}
$$

Hence, by (5.151), (5.152), and Proposition 3.3, we obtain

$$
\begin{aligned}
\left|F^{\varepsilon}\left(v^{+}\right)-v_{t}^{+}\right| & \leq B \varepsilon^{4}+\left|f\left(1+M_{0} \varepsilon^{m+3}\right)+\varepsilon^{m+3}\right|+\varepsilon^{4}\left|v_{T}^{+}\right| \\
& \leq B \varepsilon^{4}+O\left(\varepsilon^{2(m+3)}\right) \\
& \leq B \varepsilon^{4}
\end{aligned}
$$

This completes the proof.
Quite similarly, we can construct $v^{-}$satisfying (5.3), (5.4), and (5.11), and

$$
\begin{array}{r}
\left.\varepsilon^{2}\left\{v_{z z}-\frac{\kappa}{1-\kappa z} v_{z}+\frac{1}{1-\kappa z}\left(\frac{1}{1-\kappa z} v_{s}\right)_{s}\right\}\right\}^{+f(v)-\varepsilon^{m+3}-v_{t}}=O\left(\varepsilon^{n}\right) \tag{5.153}
\end{array}
$$

uniformly in $(t, z, s) \in\left[0, T^{*} / \varepsilon^{4}\right] \times(-d, d) \times(0, L)$ if $S^{-}(T)$ is a solution of

$$
\begin{equation*}
S_{T}^{-}=H^{-}\left(S^{-}\right) \tag{5.154}
\end{equation*}
$$

6. Proof of Proposition 5.3. Suppose $|g(r, \eta)| \leq \min \left\{e^{-b r}, e^{-\beta|\eta|}\right\}$ for certain $b>0$ and $\beta \in\left(\frac{3}{4} \beta_{0}, \beta_{0}\right)$. Let

$$
\begin{aligned}
\theta(r) & =\left\langle v, \varphi_{\eta}\right\rangle_{\eta} \\
\psi(r, \eta) & =v-\left\langle v, \varphi_{\eta}\right\rangle_{\eta} \varphi_{\eta}
\end{aligned}
$$

and

$$
\begin{aligned}
g^{\theta}(r) & =\left\langle g, \varphi_{\eta}\right\rangle_{\eta}, \\
g^{\psi}(r, \eta) & =g-\left\langle g, \varphi_{\eta}\right\rangle_{\eta} \varphi_{\eta} .
\end{aligned}
$$

Then (5.9) is equivalent to the equations

$$
\begin{align*}
\theta_{r r} & =g^{\theta}  \tag{6.1}\\
\psi_{r r}+E \psi & =g^{\psi} \tag{6.2}
\end{align*}
$$

with $|\theta(r)|,|\psi(r, \eta)| \rightarrow 0$ as $r,|\eta| \rightarrow+\infty$, where

$$
E \psi=\psi_{\eta \eta}+f^{\prime}(\varphi) \psi
$$

for

$$
\psi \in D(E)=\left\{\psi \in H^{2}\left(\boldsymbol{R}^{1}\right) ;\left\langle\psi, \varphi_{\eta}\right\rangle_{\eta}=0\right\}
$$

Let $\|v\|_{\eta}=\sqrt{\langle v, v\rangle_{\eta}}$. First, we obtain $\theta$ from (6.1) as

$$
\theta(r)=\int_{0}^{r} \int_{0}^{q} g^{\theta}(s) d s d q-\int_{0}^{\infty} \int_{0}^{r} g^{\theta}(q) d q d r
$$

LEMMA 6.1. The inequality

$$
\begin{equation*}
|\theta(r)|_{C^{2}(r)} \leq B e^{-b^{\prime} r} \tag{6.3}
\end{equation*}
$$

holds for $b^{\prime} \in(0, b)$.

Proof. Since $\left\|\varphi_{\eta}\right\|_{\eta}^{2}=M_{1}$ and

$$
\begin{align*}
\left|g^{\theta}(r)\right| & \leq\|g(r, \cdot)\|_{\eta} \cdot\left\|\varphi_{\eta}\right\|_{\eta}  \tag{6.4}\\
& \leq \sqrt{M_{1}}\left(\int_{-\infty}^{\infty}\left(\min \left\{e^{-b r}, e^{-\beta|\eta|}\right\}\right)^{2} d \eta\right)^{\frac{1}{2}} \\
& =\sqrt{M_{1}}\left(\frac{2 b r+1}{\beta}\right)^{\frac{1}{2}} e^{-b r} \\
& \leq B e^{-b^{\prime} r}
\end{align*}
$$

for $b^{\prime} \in(0, b)$, we have the inequality

$$
\begin{equation*}
\left|\theta_{r r}(r)\right| \leq B e^{-b^{\prime} r} \tag{6.5}
\end{equation*}
$$

directly from (6.1) and (6.4).
On the other hand, $\theta_{r}$ is estimated as

$$
\begin{align*}
\left|\theta_{r}(r)\right| & =\left|\int_{0}^{r} g^{\theta}(r) d r\right|  \tag{6.6}\\
& =\left|\int_{r}^{\infty} g^{\theta}(r) d r\right| \\
& \leq \int_{r}^{\infty}\left|g^{\theta}(r)\right| d r \\
& \leq B e^{-b^{\prime} r}
\end{align*}
$$

by using (5.8) and (6.4). Therefore, by (6.6), we have

$$
\begin{align*}
|\theta(r)| & =\left|\int_{0}^{r} \theta_{r}(r) d r+\theta(0)\right|  \tag{6.7}\\
& =\left|\int_{0}^{r} \theta_{r}(r) d r-\int_{0}^{\infty} \theta_{r}(r) d r\right| \\
& \leq \int_{r}^{\infty}\left|\theta_{r}(r)\right| d r \\
& \leq B e^{-b^{\prime} r}
\end{align*}
$$

Inequalities (6.5), (6.6), and (6.7) complete the proof.
Next, consider the equation (6.2). Let $\beta^{\prime} \in\left(\frac{3}{4} \beta_{0}, \beta\right)$, and let $\omega(\eta)$ be a positive smooth function satisfying

$$
\begin{aligned}
& \omega(\eta)=e^{\beta^{\prime}|\eta|},|\eta| \geq A_{4} \\
& \omega(\eta) \geq A_{5}, \eta \in \boldsymbol{R}^{1}
\end{aligned}
$$

for some positive constants $A_{4}$ and $A_{5}$. Define the Banach space $X$ with a weighted sup-norm by

$$
X=\left\{\psi \in C^{0}\left(\boldsymbol{R}^{1}\right) \cap D(E) ;\|\psi\|_{\infty}=\sup _{\eta}|\psi(\eta) \omega(\eta)|<\infty\right\}
$$

Let $\mathcal{F}$ be the Fourier transformation on $(0, \infty)$ defined by

$$
(\mathcal{F} \psi)(\xi)=\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} \cos \xi r \psi(r) d r
$$

LEMMA 6.2. The equation (6.2) has a solution $\psi(r, \eta)$ satisfying

$$
\begin{equation*}
|\psi(r, \eta)|_{C^{0,2}(r, \eta)} \leq B e^{-\beta^{\prime}|\eta|} \tag{6.8}
\end{equation*}
$$

Proof. Operating $\mathcal{F}$ on both sides of (6.2), we have

$$
\begin{equation*}
\left(E-\xi^{2}\right)(\mathcal{F} \psi)=\mathcal{F} g^{\psi} \tag{6.9}
\end{equation*}
$$

Since

$$
\begin{align*}
\left|g^{\psi}(r, \eta)\right| & \leq|g(r, \eta)|+\left|g^{\theta}(r)\right|\left|\varphi_{\eta}(\eta)\right|  \tag{6.10}\\
& \leq \min \left\{e^{-b r}, e^{-\beta|\eta|}\right\}+B e^{-b^{\prime} r} e^{-\beta_{0}|\eta|}
\end{align*}
$$

by (6.4), we have

$$
\begin{aligned}
\left|\left(\mathcal{F} g^{\psi}(\xi, \cdot)\right)(\eta)\right| & \leq \int_{0}^{\infty}\left|g^{\psi}(r, \eta)\right| d r \\
& \leq \int_{0}^{\infty}\left(\min \left\{e^{-b r}, e^{-\beta|\eta|}\right\}+B e^{-b^{\prime} r} e^{-\beta_{0}|\eta|}\right) d r \\
& \leq \frac{\beta|\eta|+1}{b} e^{-\beta|\eta|}+B e^{-\beta_{0}|\eta|} \\
& \leq B e^{-\beta^{\prime}|\eta|}
\end{aligned}
$$

Hence $\mathcal{F} g^{\psi}(\xi, \cdot) \in X$ and the equation (6.9) is solvable with respect to $\mathcal{F} \psi(\xi, \cdot)$ in $X$ with $\left\|\frac{\partial^{j}}{\partial \eta^{j}} \mathcal{F} \psi(\xi, \cdot)\right\|_{\infty} \leq \frac{B}{1+\xi^{2}}(j=0,1,2)$. This implies the existence of $\psi$ satisfying

$$
\begin{equation*}
|\psi(r, \eta)|_{C^{0,2}(r, \eta)} \leq B e^{-\beta^{\prime}|\eta|} \tag{6.11}
\end{equation*}
$$

because $\mathcal{F}(\mathcal{F} \psi)=\psi$.
Let

$$
L_{\varphi_{\eta}}^{2}=\left\{\psi \in L^{2}\left(\boldsymbol{R}^{1}\right) ;\left\langle\psi, \varphi_{\eta}\right\rangle_{\eta}=0\right\}
$$

with the norm $\|\psi\|_{\eta}=\sqrt{\langle\psi, \psi\rangle_{\eta}}$. Then $E$ is self-adjoint in $L_{\varphi_{\eta}}^{2}$ and there exists $\underline{\lambda}>0$ such that the spectrum of $-E$ is contained in $[\underline{\lambda}, \infty)$. Therefore, there exists a partition of unity $\{E(\lambda)\}$ with respect to $-E$ such that $E$ is represented as

$$
E=-\int_{\underline{\lambda}}^{\infty} \lambda d E(\lambda)
$$

Let

$$
g(\lambda ; r)(\cdot)=E(\lambda) g^{\psi}(r, \cdot)
$$

and let

$$
\begin{align*}
& \psi(\lambda ; r)=\frac{1}{2} e^{-\Lambda r} \psi^{0}(\lambda)-\frac{1}{2 \Lambda} e^{\Lambda r} \int_{r}^{\infty} e^{-\Lambda s} g(\lambda ; s) d s  \tag{6.12}\\
& \quad-\frac{1}{2 \Lambda} e^{-\Lambda r} \int_{0}^{r} e^{\Lambda s} g(\lambda ; s) d s \\
& \psi(r, \cdot)=\int_{\underline{\lambda}}^{\infty} d \psi(\lambda ; r) \tag{6.13}
\end{align*}
$$

for $\lambda \geq \underline{\lambda}$, where

$$
\psi^{0}(\lambda)=-\frac{1}{\Lambda} \int_{0}^{\infty} e^{-\Lambda s} g(\lambda ; s) d s
$$

and $\Lambda=\sqrt{\lambda}$. Then $\psi$ defined in (6.13) satisfies $(6.2)$ because $g^{\psi}(r)(\cdot)=\int_{\underline{\lambda}}^{\infty} d g(\lambda ; r)$ and the equation

$$
\begin{equation*}
\frac{d^{2}}{d r^{2}} \psi(\lambda ; r)-\lambda \psi(\lambda ; r)=g(\lambda ; r) \quad(\lambda \geq \underline{\lambda}) \tag{6.14}
\end{equation*}
$$

are satisfied.
In the following, we will estimate $\psi(r, \eta)$ given in (6.13). Note that

$$
\begin{equation*}
\left|g^{\psi}(r, \eta)\right|^{2} \leq B(1+r) e^{-2 b r} \tag{6.15}
\end{equation*}
$$

by (6.4) and (6.10). Since the inequality $b^{\prime}<b$ holds, it follows from (6.15) that

$$
\begin{aligned}
\left\langle e^{b^{\prime} r} g^{\psi}(r, \cdot), e^{b^{\prime} r} g^{\psi}(r, \cdot)\right\rangle_{\eta} & =e^{2 b^{\prime} r}\left\langle g^{\psi}(r, \cdot), g^{\psi}(r, \cdot)\right\rangle_{\eta} \\
& =e^{2 b^{\prime} r} B(1+r) e^{-2 b r} \\
& \leq B e^{-2\left(b^{\prime \prime}-b^{\prime}\right) r}
\end{aligned}
$$

for some $b^{\prime \prime} \in\left(b^{\prime}, b\right)$. Hence

$$
\begin{align*}
\left\langle e^{b^{\prime} r} g^{\psi}(r, \cdot), e^{b^{\prime} r} g^{\psi}(r, \cdot)\right\rangle_{\eta} & =\|\bar{g}(r)\|_{\eta}^{2}  \tag{6.16}\\
& =\int_{\underline{\lambda}}^{\infty} d\langle E(\lambda) \bar{g}, \bar{g}\rangle_{\eta} \\
& =\int_{\underline{\lambda}}^{\infty} d\|\bar{g}(\lambda ; r)\|_{\eta}^{2} \\
& \leq B e^{-2\left(b^{\prime \prime}-b^{\prime}\right) r}
\end{align*}
$$

where $\bar{g}(r)(\cdot)=e^{b^{\prime} r} g^{\psi}(r, \cdot)$ and $\bar{g}(\lambda ; r)=E(\lambda) \bar{g}(r)(\cdot)$. Here we fix a constant $b_{0}$ with

$$
0<b_{0}<\underline{\Lambda}
$$

where $\underline{\Lambda}=\sqrt{\bar{\lambda}}$, and suppose the inequalities $0<b^{\prime}<b<b_{0}$.
LEMMA 6.3. The inequality

$$
\begin{equation*}
\|\psi(r, \cdot)\|_{H^{1}\left(\boldsymbol{R}^{1}\right)} \leq B e^{-b^{\prime} r} \tag{6.17}
\end{equation*}
$$

holds.
Proof. By (6.12) and (6.16) $d \psi(\lambda ; r)$ is estimated as

$$
\begin{aligned}
& d\langle E(\lambda) \psi, \psi\rangle_{\eta}=d\|\psi(\lambda ; r)\|_{\eta}^{2} \\
& \leq B\left\{e^{-2 \Lambda r} d\left\|\psi^{0}(\lambda ; r)\right\|_{\eta}^{2}+\frac{1}{\Lambda^{2}} e^{2 \Lambda r}\left(\int_{r}^{\infty} e^{-\Lambda s} d\|g(\lambda ; s)\|_{\eta} d s\right)^{2}\right. \\
& \left.+\frac{1}{\Lambda^{2}} e^{-2 \Lambda r}\left(\int_{0}^{r} e^{\Lambda s} d\|g(\lambda ; s)\|_{\eta} d s\right)^{2}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \leq B\left\{e^{-2 \Lambda r} \cdot \frac{1}{\Lambda^{2}} \int_{0}^{\infty} e^{-2 \Lambda s} d s \int_{0}^{\infty} d\|g(\lambda ; s)\|_{\eta}^{2} d s\right. \\
& \\
& \quad+\frac{1}{\Lambda^{2}} e^{2 \Lambda r} \int_{r}^{\infty} e^{-2 \Lambda s} d s \int_{r}^{\infty} d\|g(\lambda ; s)\|_{\eta}^{2} d s \\
& \\
& \left.\quad+\frac{1}{\Lambda^{2}} e^{-2 \Lambda r} \int_{0}^{r} e^{2\left(\Lambda-b^{\prime}\right) s} d s \int_{0}^{r} d\|\bar{g}(\lambda ; s)\|_{\eta}^{2} d s\right\} \\
& =\frac{B}{\Lambda^{2}}\left\{\frac{1}{2 \Lambda} e^{-2 \Lambda r} \int_{0}^{\infty} d\|g(\lambda ; s)\|_{\eta}^{2} d r+\frac{1}{2 \Lambda} \int_{r}^{\infty} d\|g(\lambda ; s)\|_{\eta}^{2} d s\right. \\
& \\
& \left.\quad+\frac{1}{2\left(\Lambda-b^{\prime}\right)}\left(e^{-2 b^{\prime} r}-e^{-2 \Lambda r}\right) \int_{0}^{r} d\|\bar{g}(\lambda ; s)\|_{\eta}^{2} d s\right\} \\
& \leq \frac{B}{\lambda}\left\{\frac{1}{2 \underline{\Lambda}} e^{-2 \underline{\Lambda} r} \int_{0}^{\infty} d\|g(\lambda ; s)\|_{\eta}^{2} d s+\frac{1}{2 \underline{\Lambda}} \int_{r}^{\infty} d\|g(\lambda ; s)\|_{\eta}^{2} d s\right. \\
& \left.\quad+\frac{1}{2\left(\underline{\Lambda}-b^{\prime}\right)} e^{-2 b^{\prime} r} \int_{0}^{r} d\|\bar{g}(\lambda ; s)\|_{\eta}^{2} d s\right\}
\end{aligned}
$$

for some $B$, where we used the relation $g^{\psi}(r)=e^{-b^{\prime} r} \bar{g}(r)$. Thus, by (6.16), we have

$$
\begin{aligned}
& \langle-E \psi(r, \cdot), \psi(r, \cdot)\rangle_{\eta} \\
& =\int_{\underline{\lambda}}^{\infty} \lambda d\langle E(\lambda) \psi, \psi\rangle_{\eta} \\
& =\int_{\underline{\lambda}}^{\infty} \lambda d\|\psi(\lambda ; r)\|_{\eta}^{2} \\
& \leq B\left\{e^{-2 \underline{\Lambda} r} \int_{0}^{\infty} \int_{\underline{\lambda}}^{\infty} d\|g(\lambda ; s)\|_{\eta}^{2} d s+\int_{r}^{\infty} \int_{\underline{\lambda}}^{\infty} d\|g(\lambda ; s)\|_{\eta}^{2} d s\right. \\
& \leq B\left(e^{-2 \underline{\Lambda} r} \int_{0}^{\infty}\left\|g^{\psi}(s)\right\|_{\eta}^{2} d s+\int_{r}^{\infty}\left\|g^{\psi}(s)\right\|_{\eta}^{2} d s+e^{-2 b^{\prime} r} \int_{0}^{r} \int_{\underline{\lambda}}^{\infty} d\|\bar{g}(\lambda ; s)\|_{\eta}^{r}\|\bar{g}(s)\|_{\eta}^{2} d s\right) \\
& \leq B\left(e^{-2 \underline{\Lambda} r} \int_{0}^{\infty} e^{-2 b^{\prime \prime} s} d s+\int_{r}^{\infty} e^{-2 b^{\prime \prime} s} d s+e^{-2 b^{\prime} r} \int_{0}^{r} e^{-2\left(b^{\prime \prime}-b^{\prime}\right) s} d s\right) \\
& \leq B\left(e^{-2 \underline{\Lambda} r}+e^{-2 b^{\prime \prime} r}+e^{-2 b^{\prime} r}\right) \\
& \leq B e^{-2 b^{\prime} r} .
\end{aligned}
$$

Since

$$
\langle-E \psi(r, \cdot), \psi(r, \cdot)\rangle_{\eta} \geq \underline{\lambda}\|\psi(r, \cdot)\|_{\eta}^{2}
$$

the above inequality yields (6.17).
It follows from Lemma 6.3 that

$$
|\psi(r, \eta)| \leq B e^{-b^{\prime} r}
$$

Hence, by Lemma 6.2, we get

$$
|\psi(r, \eta)| \leq B \min \left\{e^{-b^{\prime} r}, e^{-\beta^{\prime}|\eta|}\right\}
$$

for some $B$. Thus the inequalities (6.3) and (6.8) imply that a solution $v(r, \eta)=$ $\theta \varphi_{\eta}+\psi$ of (5.9) satisfies

$$
\begin{equation*}
|v(r, \eta)| \leq B \min \left\{e^{-b^{\prime} r}, e^{-\beta^{\prime}|\eta|}\right\} \tag{6.18}
\end{equation*}
$$

By using the inequalities (6.18) and (6.8) again, we get

$$
\begin{equation*}
\left|v_{r r}(r, \eta)\right| \leq B e^{-\beta^{\prime}|\eta|} \tag{6.19}
\end{equation*}
$$

by using (5.9).
On the other hand, equation (5.9) is rewritten as

$$
\begin{equation*}
v_{r r}+v_{\eta \eta}+f^{\prime}(\varphi(r)) v=h(r, \eta) \tag{6.20}
\end{equation*}
$$

where

$$
h(r, \eta)=f^{\prime}(\varphi(r)) v(r, \eta)-f^{\prime}(\varphi(\eta)) v(r, \eta)+g(r, \eta)
$$

We can estimate $h$ as

$$
\begin{equation*}
|h(r, \eta)| \leq B \min \left\{e^{-b^{\prime} r}, e^{-\beta^{\prime}|\eta|}\right\} \tag{6.21}
\end{equation*}
$$

by (6.18). Hence we can apply the same argument as above to (6.20) by exchanging the role of $r$ and $\eta$. Consequently, we obtain

$$
\begin{align*}
|v(r, \eta)|_{C^{2,0}(r, \eta)} & \leq B e^{-b^{\prime \prime \prime} r}  \tag{6.22}\\
\left|v_{\eta \eta}(r, \eta)\right| & \leq B e^{-b^{\prime \prime \prime} r}
\end{align*}
$$

for some $b^{\prime \prime \prime} \in\left(0, b^{\prime}\right)$.
Thus, we have

$$
\begin{align*}
&|v(r, \eta)|_{C^{2,0}(r, \eta)} \leq B \min \left\{e^{-b^{\prime \prime \prime} r} r\right.  \tag{6.23}\\
& \mid v(r, \eta) e_{C^{0,2}(r, \eta)} \leq B \min \left\{e^{-\beta^{\prime \prime}|\eta|} r, e^{-\beta^{\prime \prime}|\eta|}\right\} \\
& \mid v
\end{align*}
$$

for some $\beta^{\prime \prime} \in\left(\frac{3}{4} \beta_{0}, \beta^{\prime}\right)$ by using (6.3), (6.8), (6.18) and (6.19), (6.22) and the same argument as (6.6). The rest of the proof is easily obtained by using the Poisson Kernel on the upper half-plane.
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#### Abstract

We observe that C. Marchioro's cubic-root bound in time on the growth of the diameter of a patch of vorticity [Comm. Math. Phys, 164 (1994), pp. 507-524] can be extended to incompressible two-dimensional Euler flows with compactly supported initial vorticity in $L^{p}, p>2$, and with a distinguished sign.
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Let $\omega_{0} \in L_{c}^{p}\left(\mathbb{R}^{2}\right), p \geq 1$, be a compactly supported function. It was first shown by A. Majda (see [2] and references therein) that a weak solution to the two-dimensional inviscid, incompressible vorticity equation with $\omega_{0}$ as initial data exists if $p>4 / 3$. An extension of this result to all $p \geq 1$ is a consequence of the work of J.-M. Delort in [1], as was observed by S. Schochet in [4]. There are, however, very few results on weak solutions to two-dimensional Euler beyond existence.

The purpose of this note is to extend to a nonnegative initial vorticity $\omega_{0}$ in $L_{c}^{p}$, $p>2$, the $\mathcal{O}\left(t^{1 / 3}\right)$ bound on the diameter of the support of $\omega(\cdot, t)$ obtained previously by C. Marchioro [3] for $\omega_{0} \in L^{\infty}$. The exponent $p=2$ is precisely the exponent for which velocity is no longer a priori bounded.

Our strategy is as follows. Fix $p>2$ and $\omega_{0} \in L_{c}^{p}$ a nonnegative, compactly supported function. Assume that $\operatorname{supp}\left(\omega_{0}\right) \subset \subset B_{R_{0}}$, the ball of radius $R_{0}$, centered at the origin. Let $\omega_{0}^{\varepsilon} \in C_{c}^{\infty}$ be a sequence of nonnegative functions, obtained by regularizing $\omega_{0}$, so that $\operatorname{supp}\left(\omega_{0}^{\varepsilon}\right) \subset \subset B_{R_{0}}$. Let $\omega^{\varepsilon}=\omega^{\varepsilon}(x, t)$ be the sequence of smooth solutions of the two-dimensional vorticity equation, with initial data $\omega_{0}^{\varepsilon}$. By the results proven in [1], [2], [4] there exists a subsequence of $\omega^{\varepsilon}$ converging weakly to a weak solution. Let $\omega=\omega(x, t)$ be a global weak solution obtained as the weak limit of such a subsequence. We will show that the support of $\omega^{\varepsilon}$ is contained in the disk of radius $r_{t}=\left(R_{0}^{3}+b_{1} t\right)^{1 / 3}$ for some positive constant $b_{1}$, independent of $\varepsilon$, thereby implying that the support of $\omega$ is contained in the same disk. Our result has the nature of an a priori estimate on any weak solution obtained by the process of regularization of initial data as described above. Hereafter we will omit the superscript $\varepsilon$.

Let $u=u(x, t)$ be the incompressible velocity field induced by the vorticity $\omega$, given by $u=K * \omega$, the Biot-Savart law. We show below that, although the velocity field is only locally $W^{1, p}$, a simple estimate gives a global $L^{\infty}$ bound. We will denote $p^{\prime}=p /(p-1)$, the conjugate Lebesgue exponent, throughout.

Lemma 1. We have $\|u\|_{L^{\infty}} \leq C_{p}\left\|\omega_{0}\right\|_{L^{p}}+(2 \pi)^{-1} \int \omega_{0}$.
Proof. We estimate directly

$$
|u(x, t)| \leq \int_{|x-y| \leq 1}(2 \pi)^{-1}|x-y|^{-1} \omega(y, t) d y+\int_{|x-y|>1}(2 \pi)^{-1}|x-y|^{-1} \omega(y, t) d y
$$

[^35]$$
\leq\|\omega(\cdot, t)\|_{L^{p}\left(B_{1}(x)\right)}\left\||y|^{-1}\right\|_{L^{p^{\prime}}\left(B_{1}(0)\right)}+(2 \pi)^{-1} \int \omega_{0}
$$

Take $C_{p}=\left\||y|^{-1}\right\|_{L^{p^{\prime}\left(B_{1}(0)\right)}}<\infty$, since $p>2$. The estimate follows, since the $L^{p}$-norm of vorticity is conserved.

Before we state and prove our theorem, some comments on Marchioro's proof of the $L^{\infty}$ result are in order. The basic issue in the proof of Theorem 2.1 in [3] is to carefully estimate the radial velocity field at a point far from the center of motion. This is performed by decomposing velocity into the portions generated by neighboring vorticity, referred to as near-field velocity, and by vorticity remaining near the center of motion, the far-field velocity. The difficult part of this problem is to estimate the near-field.

The heart of Marchioro's argument is to obtain exponential decay of the mass of vorticity relevant for the near-field estimate; this is encoded in [3, eq. (2.64)]. Nevertheless, this estimate is still a far-field calculation, which means that it is insensitive to the unboundedness of vorticity. Finally, the near-field estimate is performed using the technique in [3, eq. (2.29)]. It is this final step that needs modification in order to extend Marchioro's result to unbounded vorticities. We will use Lemma 2 to estimate the near-field. As in [3], $m_{t}(r)$ denotes the mass of vorticity outside the disk of radius $r$ at time $t$.

Lemma 2. Let $\beta \in\left(p^{\prime} / 2,1\right)$. Then there exists a constant $C$ such that

$$
\left|\int_{|y| \geq R} K(x-y) \omega(y, t) d y\right| \leq C\left(m_{t}(R)\right)^{1-\beta}\left\|\omega_{0}\right\|_{L^{p}}^{\beta}
$$

Moreover, $C$ depends only on $\beta$, $p$, and the Lebesgue measure of the support of the initial vorticity, $\left|\operatorname{supp}\left(\omega_{0}\right)\right|$. In addition, $C=\mathcal{O}(1 /(p-2))$ as $p$ approaches 2 .

Proof. Let $B_{R}^{c}$ denote the set $\{|y| \geq R\}$. Write $\omega=\omega^{1-\beta} \omega^{\beta}$ and estimate directly

$$
\begin{gathered}
\left|\int_{B_{R}^{c}} K(x-y) \omega(y, t) d y\right| \leq\left(m_{t}(R)\right)^{1-\beta}\left(\int_{B_{R}^{c}}|K(x-y)|^{1 / \beta} \omega(y, t) d y\right)^{\beta} \\
\quad \leq\left(m_{t}(R)\right)^{1-\beta}\left\|\omega_{0}\right\|_{L^{p}}^{\beta}\left(\int_{\operatorname{Supp}(\omega(\cdot, t))}|K(x-y)|^{p^{\prime} / \beta} d y\right)^{\beta / p^{\prime}}
\end{gathered}
$$

Above, we have used Hölder's inequality twice and the conservation of the $L^{p}$-norm of vorticity.

The proof is concluded once we find an upper bound for

$$
\begin{equation*}
\left(\int_{\operatorname{Supp}(\omega(\cdot, t))}|K(x-y)|^{p^{\prime} / \beta} d y\right)^{\beta / p^{\prime}} \tag{1}
\end{equation*}
$$

The condition $p^{\prime} / 2<\beta<1$ is used to guarantee that (1) is finite.
By incompressibility, $|\operatorname{supp}(\omega(\cdot, t))|$ is constant and equal to $\left|\operatorname{supp}\left(\omega_{0}\right)\right|$. We adapt the idea in $[3$, eqs. $(2.29),(2.30)]$ to obtain

$$
(1) \leq\left(\frac{1}{2 \pi} \int_{B_{\eta}}\left(\frac{1}{|z|}\right)^{p^{\prime} / \beta} d z\right)^{\beta / p^{\prime}}
$$

The radius $\eta$ is chosen so that $\pi \eta^{2}=\left|\operatorname{supp}\left(\omega_{0}\right)\right|$. Denote $q=2 \beta(p-1)-p$.
Hence, (1) is bounded above by

$$
\eta^{q / p}\left(\frac{\beta(p-1)}{q}\right)^{\beta / p^{\prime}} \equiv C\left(\beta, p,\left|\operatorname{supp}\left(\omega_{0}\right)\right|\right)
$$

and, clearly, this constant $C$ is $\mathcal{O}(1 /(p-2))$ as $p \rightarrow 2$, as we wanted.
THEOREM 3. There exists a constant $b_{1}=b_{1}\left(p, R_{0},\left\|\omega_{0}\right\|_{L^{p}}\right)>0$ such that the diameter of the support of $\omega(\cdot, t)$ is at most $2\left(R_{0}^{3}+b_{1} t\right)^{1 / 3}$ for $t \geq 0$.

Proof. In this proof we will mention only those portions of the proof of Theorem 2.1 in [3] which need to be changed.

We begin by using Lemma 1 to ensure the existence of $t^{*}>0$ so that the support of vorticity is contained in the disk of radius $r_{t}=\left(R_{0}^{3}+b_{1} t\right)^{1 / 3}$, for $0 \leq t \leq t^{*}$, for some positive $b_{1}$.

All subsequent arguments and estimates in Marchioro's proof are far-field estimates up to [3, eq. (2.64)] and can be adapted to the $L^{p}$ case in a straightforward manner: simply substitute $K(x-y)$ by $K(x-y) \omega(y, t)$ whenever it appears.

Marchioro's argument consists of estimating the radial velocity at a point $x$, with $|x|=r_{t}$. This is done by decomposing the disk of radius $r_{t}$ into a union of annuli: $\left\{a_{k-1} \leq|y|<a_{k}\right\}, 1 \leq k \leq k^{*}$, and $\left\{a_{k^{*}} \leq|y|<r_{t}\right\}$. Here, $a_{0}=0, a_{1}=R_{0}$, $a_{k}=2 a_{k-1}$, and $k^{*}$ is chosen so that $a_{k^{*}+1} \leq r_{t}<a_{k^{*}+2}$. We restrict our attention to the near-field velocity, generated by vorticity outside the disk of radius $a_{k^{*}}$. Recall that $n=2^{k^{*}-1}-1$ and fix $\beta \in\left(p^{\prime} / 2,1\right)$.

Substitute estimate [3, eq. (2.65)] by the following:

$$
\begin{equation*}
m_{t}\left(a_{k^{*}}\right)<C^{n} b_{1}^{-n}<\bar{C} n^{-2 M} \tag{2}
\end{equation*}
$$

where $M=(1-\beta)^{-1}$. This is possible by choosing $b_{1}$ sufficiently large. Observe that $b_{1}$ blows up exponentially as $p \rightarrow 2$. Thus,

$$
\begin{equation*}
m_{t}\left(a_{k^{*}}\right) \leq C a_{k^{*}}^{-2 M} \leq C r_{t}^{-2 M} \tag{3}
\end{equation*}
$$

Finally, consider estimate [3, eq. (2.66)]. This is Marchioro's near-field estimate, which we substitute by Lemma 2 , at $R=a_{k^{*}}$ :

$$
\left|\int_{|y| \geq a_{k^{*}}} K(x-y) \omega(y, t) d y\right| \leq C\left(m_{t}\left(a_{k^{*}}\right)\right)^{1-\beta}\left\|\omega_{0}\right\|_{L^{p}}^{\beta} \leq \tilde{C} r_{t}^{-2 M(1-\beta)}=\tilde{C} r_{t}^{-2}
$$

This concludes the proof.
This result raises the question of what happens with more singular vorticity, such as $L^{p}$-vorticity, $1 \leq p \leq 2$ or even vortex sheets, keeping the distinguished sign restriction. Since velocity is no longer bounded, it could happen that the support of vorticity escapes to infinity instantly. This will be the object of forthcoming work.
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#### Abstract

A sufficient condition is derived for the nonlinear instability of a rotating body with a fluid-filled cavity. This condition is given in terms of quantities completely determined by the shape of the body/cavity and the relative density of the fluid and the body. It is shown, for example, that such a system with a prolate ellipsoidal cavity of appropriate ellipticity is nonlinearly unstable.
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Introduction. We consider the stability of a rigid body with a cavity completely filled with an inviscid, incompressible fluid. The entire system initially rotates with constant angular velocity about an axis through its center of mass. The angular velocity of the rigid body is free to vary with time (i.e., the body may precess) and the fluid moves under the constraints of incompressibility and is subject to the condition that there are no velocity components normal to the boundary of the cavity. Such a system gives a model for an astronomical body with a rigid crust surrounding a liquid core, and there is a long history of examining the mathematics of such fluid-body systems (eg., $[6,5,12]$ ). More recent studies have been inspired by the question of stability of projectiles with fuel-filled cavities and the mathematical theory of rotating fluids (eg., $[14,15,4]$ ). In this present paper we give a sufficient condition for nonlinear instability of such a fluid-body system.

Recently Friedlander, Strauss, and Vishik [3] proved the following theorem for rather general nonlinear evolution partial differential equations (PDEs). It is shown that, under appropriate conditions, instability of the linearized operator implies nonlinear instability. The crucial idea underlying this theorem is to use two Banach spaces: a large space $Z$ where the spectrum of the linearized operator is studied and a "small" space $X \hookrightarrow Z$ where a local existence theorem for the nonlinear equation can be proved. The method of proof of this theorem utilizes a projection onto the subspaces of growing and decaying modes. Such a decomposition requires the existence of a suitable "gap" in the spectrum of the linearized operator. This spectral gap condition may be hard to verify for a PDE where the unstable spectrum of the linearized operator has both continuous and discrete parts (eg., the Euler equations for an ideal fluid perturbed about an arbitrary steady state). However, any problem for which the unstable spectrum is nonempty and purely discrete automatically satisfies the spectral gap condition.

For the equations governing the motion of a precessing body with a fluid-filled cavity $\Omega$, we verify the conditions of the nonlinear instability theorem of [3]. We prove

[^36]a local existence theorem with the functional space $X$ being $X_{s} \times \mathbb{R}^{3}$, where $X_{s}$ is the space of divergence-free vectors, tangential to the boundary of $\Omega$ with components in the Sobolev space $H^{s}, s>5 / 2$. We note that the "infinite dimensional" contribution to the nonlinearity comes from the nonlinearity in the fluid equation and the method of proof of local existence follows the lines of well-known proofs of local existence for the Euler equation (see, for example, [16]). We consider the spectrum in a space $Z$ of the operator obtained from the equations linearized about a state of uniform rotation. The space $Z$ is taken to be $J_{0}(\Omega) \times \mathbb{R}^{3}$, where $J_{0}(\Omega)$ is the space of divergence-free square integrable vectors tangential to the boundary of $\Omega$. We study the unstable spectrum under the simplifying assumption that the body and the cavity have 4 -fold symmetry about the axis of rotation (see $[14,10]$ ). We obtain an explicit formula for the unstable eigenvalues of the linearized operator in terms of the zeros of an analytic function. It follows from this formula that
(1) all the unstable eigenvalues are discrete and for any $\epsilon>0$ there exist at most a finite number of spectral points $\lambda$ satisfying $|\operatorname{Re} \lambda| \geq \epsilon ;$
(2) we have a necessary and sufficient condition for linear instability and a bound on $|\lambda|$ explicitly given in terms of the geometry of the configuration and the relative densities of the liquid and the body.
Since the unstable spectrum is purely discrete, it is straightforward to apply the nonlinear instability theorem. Hence we obtain the result that any fluid-body configuration for which the sufficient condition for linear instability holds is nonlinearly unstable in $X$. To our knowledge this is the first nonlinear instability result for this system.

We note that the property of discreteness of the unstable spectrum follows from the nature of the linearized operator and is valid independent of any geometrical symmetry constraints. Hence the nonlinear instability theorem of [3] can be invoked to show that any configuration that is linearly unstable is also nonlinearly unstable. The constraint of 4 -fold symmetry is used to obtain the explicit formulas for the unstable eigenvalues. As a particular example, in the final section we use these formulas to compute necessary and sufficient conditions for linear instability for the case of an ellipsoidal cavity. We show, for example, that a spinning body with a prolate ellipsoidal cavity of appropriate ellipticity is nonlinearly unstable.

1. Equations of motion. We consider a rigid body $G$ with a cavity $\Omega$ entirely filled with a homogeneous incompressible inviscid fluid. It is assumed that the boundary $\partial \Omega$ is smooth and that $G$ and $\Omega$ satisfy a condition of 4 -fold symmetry (following [14], a domain is said to satisfy a condition of k-fold symmetry if it is symmetric with respect to turning through an angle of $2 \pi / k$ about the axis of symmetry). Let $O$ be the center of mass of the entire "body+fluid" system and let $O x_{1}, x_{2}, x_{3}$ be an orthogonal system rigidly connected with the body ( $O x_{3}$ is the axis of 4 -fold symmetry). With respect to the center of mass $O$, the motion of the system is completely described by seven scalar functions: the fluid velocity,

$$
\mathbf{u}(\mathbf{r}, t)=\left(u_{1}(\mathbf{r}, t), u_{2}(\mathbf{r}, t), u_{3}(\mathbf{r}, t)\right), \quad \mathbf{r} \in \Omega, t \geq 0
$$

the fluid "pressure" term,

$$
p(\mathbf{r}, t), \quad \mathbf{r} \in \Omega, t \geq 0
$$

and the angular velocity of the body,

$$
\mathbf{W}(t)=\left(W_{1}(t), W_{2}(t), W_{3}(t)\right), \quad t \geq 0
$$

The position vector $\mathbf{r}$ of a fluid particle in $\Omega$ has components $\left(x_{1}, x_{2}, x_{3}\right)$. By the "pressure" we consider the scalar potential for the conservative forces acting on the fluid.

The motion is governed by the coupled system of equations: the Euler equations for the motion of the fluid in $\Omega$ and the equations for conservation of angular momentum of the entire "body+fluid" system. Following [7, 10], the equations of motion are written in the form

$$
\begin{align*}
& \frac{\partial \mathbf{u}}{\partial t}+(\mathbf{u} \cdot \nabla) \mathbf{u}+2 \mathbf{W} \times \mathbf{u}+\frac{d \mathbf{W}}{d t} \times \mathbf{r}=-\nabla p  \tag{1.1}\\
& \frac{d}{d t}\left(J \mathbf{W}+\int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega\right)+\mathbf{W} \times\left(J \mathbf{W}+\int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega\right)=0  \tag{1.2}\\
& \nabla \cdot \mathbf{u}=0  \tag{1.3}\\
&\left.\mathbf{u} \cdot \mathbf{n}\right|_{\partial \Omega}=0 \tag{1.4}
\end{align*}
$$

where

$$
\left\{\begin{align*}
J & =\operatorname{Diag}(a, a, b)  \tag{1.5}\\
a & =\int_{\Omega}\left(x_{1}^{2}+x_{3}^{2}\right) d \Omega+\mu \int_{G}\left(x_{1}^{2}+x_{3}^{2}\right) d G \\
b & =2 \int_{\Omega} x_{1}^{2} d \Omega+2 \mu \int_{G} x_{1}^{2} d G
\end{align*}\right.
$$

and $\mu$ is the ratio of the body density to the fluid density.
The solenoidality condition of (1.3) can be replaced by writing (1.1) in operator form:

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial t}+B(\mathbf{u}, \mathbf{u})+2 P_{0}(\mathbf{W} \times \mathbf{u})+P_{0}\left(\frac{d \mathbf{W}}{d t} \times \mathbf{r}\right)=0 \tag{1.6}
\end{equation*}
$$

where $P_{0}: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is the Weyl orthogonal projection onto the subspace $J_{0}(\Omega)$ of solenoidal vectors satisfying $\left.\mathbf{u} \cdot \mathbf{n}\right|_{\partial \Omega}=0$ and $B(\mathbf{u}, \mathbf{v})=P_{0}(\mathbf{u} \cdot \nabla) \mathbf{v}$.

We consider perturbations of the steady state of rigid body rotation about the axis $O x_{3}$ with angular velocity $\omega_{0}>0$ :

$$
\mathbf{u}_{0}=\mathbf{0}, \quad \mathbf{W}_{0}=\omega_{0} \mathbf{e}_{3} ; \quad \mathbf{W}=\mathbf{w}+\omega_{0} \mathbf{e}_{3},
$$

where $\mathbf{e}_{3}=(0,0,1)$. The system (1.2), (1.6) is then written as follows:

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\mathbf{u}+P_{0}(\mathbf{w} \times \mathbf{r})\right)+2 i \omega_{0} T \mathbf{u}+B(\mathbf{u}, \mathbf{u})+2 P_{0}(\mathbf{w} \times \mathbf{u})=0  \tag{1.7}\\
& \frac{d}{d t}\left(J \mathbf{w}+\int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega\right)+\omega_{0} \mathbf{e}_{3} \times J \mathbf{w}+\omega_{0} b \mathbf{w} \times \mathbf{e}_{3}+\omega_{0} \mathbf{e}_{3} \times \int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega \\
& \quad+\mathbf{w} \times J \mathbf{w}+\mathbf{w} \times \int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega=0
\end{align*}
$$

where $T \mathbf{u}=i P_{0}\left(\mathbf{u} \times \mathbf{e}_{3}\right)$ is a self-adjoint operator with spectrum $\sigma(T)=[-1,1]$. Equations (1.7), (1.8) can be written in the form

$$
\begin{equation*}
\frac{\partial}{\partial t} K \mathbf{V}+\omega_{0} L \mathbf{V}+N(\mathbf{V})=0 \tag{1.9}
\end{equation*}
$$

where $\mathbf{V}=\binom{\mathbf{u}}{\mathbf{w}}$,

$$
\begin{equation*}
N(\mathbf{V})=\binom{B(\mathbf{u}, \mathbf{u})+2 P_{0}(\mathbf{w} \times \mathbf{u})}{\mathbf{w} \times J \mathbf{w}+\mathbf{w} \times \int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega} \tag{1.12}
\end{equation*}
$$

In the Hilbert space $Z=J_{0}(\Omega) \times \mathbb{R}^{3}$ with the inner product

$$
\begin{equation*}
\left(\mathbf{V}_{1}, \mathbf{V}_{2}\right)_{Z}=\int_{\Omega} \mathbf{u}_{1} \cdot \mathbf{u}_{2} d \Omega+\mathbf{w}_{1} \cdot \mathbf{w}_{2} \tag{1.13}
\end{equation*}
$$

the operator $K$ is self-adjoint and satisfies

$$
\begin{equation*}
c_{1}\|\mathbf{V}\|_{Z}^{2} \leq(K \mathbf{V}, \mathbf{V})_{Z} \leq c_{2}\|\mathbf{V}\|_{Z}^{2} \tag{1.14}
\end{equation*}
$$

for some positive constants $c_{1}, c_{2}>0$ (see [7]). Hence the operator $K$ is bounded and $K^{-1}$ exists. Therefore (1.9) can be written in the form

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{V}+\omega_{0} K^{-1} L \mathbf{V}+K^{-1} N(\mathbf{V})=0 \tag{1.15}
\end{equation*}
$$

We will prove that, under appropriate conditions on $\Omega$ and $\mu$, the steady state $\mathbf{V}_{0}=\mathbf{0}$ (i.e., rigid body rotation $\mathbf{u}_{0}=0, \mathbf{W}_{0}=\omega_{0} \mathbf{e}_{3}$ ) is nonlinearly unstable.
2. General nonlinear instability theorem. Let us fix a pair of Banach spaces $X \hookrightarrow Z$ with a dense embedding. Consider a nonlinear evolution equation of the form

$$
\begin{equation*}
\frac{d}{d t} \mathbf{v}=L \mathbf{v}+N(\mathbf{v}), \quad \mathbf{v}(0)=\mathbf{v}_{0} \tag{2.1}
\end{equation*}
$$

where $L$ is the generator of a $C_{0}$-group of operators $\mathcal{L}(Z), e^{L t}$ leaves $X$ invariant for $t \in \mathbb{R}, X \subset D(L)$, and $N$ is a nonlinear operator

$$
\begin{equation*}
N: X \rightarrow Z \tag{2.2}
\end{equation*}
$$

We assume that the nonlinear term $N$ satisfies the inequality

$$
\begin{align*}
\|N(\mathbf{v})\|_{Z} & \leq c_{0}\|\mathbf{v}\|_{X}\|\mathbf{v}\|_{Z} \quad \text { for } \mathbf{v} \in X \text { with }  \tag{2.3}\\
\|\mathbf{v}\|_{X} & <\rho \text { for some } \rho>0
\end{align*}
$$

We assume that a local existence theorem holds for the nonlinear equation (2.1). This means that for any $\mathbf{v}_{0} \in X$ there exists $T>0$ and a unique

$$
\begin{equation*}
\mathbf{v}(t) \in L^{\infty}((0, T) ; X) \cap C([0, T] ; Z) \tag{2.4}
\end{equation*}
$$

which is a solution to (2.1) in the following sense: for any $\phi \in D(0, T)$

$$
\begin{equation*}
\int_{0}^{T}\left\{\mathbf{v}(\tau) \phi^{\prime}(\tau)+[L \mathbf{v}(\tau)+N(\mathbf{v}(\tau))] \phi(\tau)\right\} d \tau=0 \tag{2.5}
\end{equation*}
$$

The initial condition is assumed in the sense of strong convergence in $Z$ :

$$
\lim _{t \rightarrow 0^{+}}\left\|\mathbf{v}(t)-\mathbf{v}_{0}\right\|_{Z}=0
$$

We consider the following definition of nonlinear stability/instability. The trivial solution $\mathbf{v}_{0}=0$ of equation (1.1) is called nonlinearly stable in $X$ (i.e., Lyapunov stable) if no matter how small $\epsilon>0$ is, there exists a $\delta>0$ such that $\|\mathbf{v}(0)\|_{X}<\delta$ implies
(a) we can choose $T=\infty$ in (2.4) and
(b) $\|\mathbf{v}(t)\|_{X}<\epsilon$ for a.e. $t \in[0, \infty)$.

The trivial solution $\mathbf{v}_{0}=0$ is called nonlinearly unstable if it is not nonlinearly stable.

Remark. By this definition we regard a "blowing up" solution (i.e., there exists a maximal finite $T>0$ in (2.4)) as a particular case of nonlinear instability.

The following theorem is proved by Friedlander, Strauss, and Vïshik [3].
ThEOREM 2.1. Let the nonlinear equation (2.1) admit a local existence theorem as described above with $N$ satisfying (2.3). Let the spectrum $\sigma$ of $e^{L t} \in \mathcal{L}(Z)$ be of the following structure:

$$
\sigma=\sigma\left(e^{L t}\right)=\sigma_{+} \cup \sigma_{-}, \quad \sigma_{+} \neq \emptyset
$$

where

$$
\begin{aligned}
& \sigma_{+} \subset\left\{z \in \mathbb{C}\left|e^{M t}<|z|<e^{\Lambda t}\right\}\right. \\
& \sigma_{-} \subset\left\{z \in \mathbb{C}\left|e^{\lambda t}<|z|<e^{\mu t}\right\}\right.
\end{aligned}
$$

with $-\infty<\lambda<\mu<M<\Lambda<\infty$ and $M>0$. Then the trivial solution $\mathbf{v}_{0}=0$ to equation (2.1) is nonlinearly unstable in $X$.

We remark that any operator $L$ for which the unstable spectrum is nonempty and purely discrete automatically satisfies the "spectral gap" condition stated above which is utilized in the proof of Theorem 2.1.

We will apply Theorem 2.1 to the nonlinear equation for the coupled fluid-body system given by (1.15). We choose the following spaces for $X$ and $Z$ :

$$
\begin{aligned}
& X=X_{s} \times \mathbb{R}^{3}, \text { where } X_{s}=\left\{\mathbf{u} \in\left(H^{s}(\Omega)\right)^{3} \mid \operatorname{div} \mathbf{u}=0 \text { in } \Omega ;\left.\mathbf{u} \cdot \mathbf{n}\right|_{\partial \Omega}=0\right\} \\
& Z=J_{0}(\Omega) \times \mathbb{R}^{3}, \text { where } J_{0}(\Omega)=\left\{\mathbf{u} \in\left(L^{2}(\Omega)\right)^{3} \mid \operatorname{div} \mathbf{u}=0 \text { in } \Omega ;\left.\mathbf{u} \cdot \mathbf{n}\right|_{\partial \Omega}=0\right\}
\end{aligned}
$$

In section 3 we will show that the nonlinear equation (1.15) admits a local existence theorem in $X$ and that the operator $\left(K^{-1} N\right)$ given by (1.10), (1.12) satisfies the inequality (2.3). In section 4 we study the spectrum of the linear operator $\left(K^{-1} L\right)$ given by (1.10), (1.11). We prove that the unstable spectrum is purely discrete and we obtain a necessary and sufficient condition for the existence of an unstable eigenvalue. It therefore follows from Theorem 2.1 that geometries for which this condition holds are nonlinearly unstable.
3. General conditions. Let $s$ be an integer with $s>5 / 2$ and consider the pair of Hilbert spaces

$$
\begin{aligned}
& Z=J_{0}(\Omega) \times \mathbb{R}^{3}, \quad\left(\mathbf{V}_{1}, \mathbf{V}_{2}\right)_{Z}=\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right)_{\mathbf{L}^{2}}+\mathbf{w}_{1} \cdot \mathbf{w}_{2} \\
& X=X_{s} \times \mathbb{R}^{3}, \quad\left(\mathbf{V}_{1}, \mathbf{V}_{2}\right)_{X}=\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right)_{\mathbf{H}^{s}}+\mathbf{w}_{1} \cdot \mathbf{w}_{2}
\end{aligned}
$$

where from now on we use the notations $\mathbf{L}^{2}=\left(L^{2}(\Omega)\right)^{3}$ and $\mathbf{H}^{s}=\left(H^{s}(\Omega)\right)^{3}$.
Proposition 3.1. The operator $K^{-1} N$ given by (1.10) and (1.12) satisfies

$$
\left\|K^{-1} N(\mathbf{V})\right\|_{Z} \leq \mathrm{const}\|\mathbf{V}\|_{X}\|\mathbf{V}\|_{Z} \quad \text { for all } \mathbf{V} \in X
$$

Proof. Because of (1.10), (1.12), and (1.14),

$$
\begin{aligned}
& \left\|K^{-1} N(\mathbf{V})\right\|_{Z}^{2} \leq \mathrm{const}\|N(\mathbf{V})\|_{Z}^{2} \\
& \quad=\mathrm{const}\left(\left\|P_{0}(\mathbf{u} \cdot \nabla) \mathbf{u}+2 P_{0}(\mathbf{w} \times \mathbf{u})\right\|_{\mathbf{L}^{2}}^{2}+\left|\mathbf{w} \times J \mathbf{w}+\mathbf{w} \times \int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega\right|^{2}\right) \\
& \quad \leq \operatorname{const}\left(\|(\mathbf{u} \cdot \nabla) \mathbf{u}\|_{\mathbf{L}^{2}}^{2}+\|\mathbf{V}\|_{Z}^{4}\right) \leq \mathrm{const}\|\mathbf{V}\|_{X}^{2}\|\mathbf{V}\|_{Z}^{2}
\end{aligned}
$$

due to the Sobolev embedding theorem $(s>1+3 / 2)$.
In the proof of the following local existence theorem we follow the lines of Temam (see [16]).

Theorem 3.1. For any $\mathbf{V}_{0} \in X$ there exist $T>0$ and unique $\mathbf{V}(t) \in L^{\infty}((0, T) ; X) \cap$ $C([0, T] ; Z)$ satisfying (1.15) and $V(0)=V_{0}$.

Proof. It suffices to prove this local existence result for the original problem (1.1)(1.4). Following Temam [16] we first derive a priori estimates. Assume that $\mathbf{u}, p$, and $\mathbf{W}$ are sufficiently regular real-valued solutions to (1.1)-(1.4). Taking the $\mathbf{L}^{2}$-scalar product of (1.1) with $\mathbf{u}$ and adding it to the $\mathbb{R}^{3}$-scalar product of (1.2) with $\mathbf{W}$ we obtain

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{1}{2}\|\mathbf{u}(t)\|_{\mathbf{L}^{2}}^{2}+\frac{1}{2} J \mathbf{W}(t) \times \mathbf{W}(t)+\left(\int_{\Omega} \mathbf{r} \times \mathbf{u}(t) d \Omega\right) \cdot \mathbf{W}(t)\right)=0 \tag{3.1}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\|\mathbf{u}\|_{\mathbf{L}^{2}}^{2}+J \mathbf{W} \times \mathbf{W}+2\left(\int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega\right) \cdot \mathbf{W}=(K \mathbf{V}, \mathbf{V})_{Z}, \quad \mathbf{V}=\binom{\mathbf{u}}{\mathbf{W}} \in Z \tag{3.2}
\end{equation*}
$$

Thus (3.1) and (3.2) imply

$$
\begin{equation*}
\frac{d}{d t}(K \mathbf{V}(t), \mathbf{V}(t))_{Z}=0 \tag{3.3}
\end{equation*}
$$

It follows from (1.14) and (3.3) that

$$
\begin{equation*}
\|\mathbf{V}(t)\|_{Z}^{2} \leq \frac{1}{c_{1}}(K \mathbf{V}(t), \mathbf{V}(t))_{Z}=\frac{1}{c_{1}}\left(K \mathbf{V}_{0}, \mathbf{V}_{0}\right)_{Z} \leq \frac{c_{2}}{c_{1}}\left\|\mathbf{V}_{0}\right\|_{Z}^{2} \tag{3.4}
\end{equation*}
$$

We apply $D_{\mathbf{r}}^{\alpha}$ to (1.1), take the $\mathbf{L}^{2}$-scalar product with $D_{\mathbf{r}}^{\alpha} \mathbf{u}$, and sum for $|\alpha|=\alpha_{1}+\alpha_{2}+\alpha_{3}=s$. Since $s$ is an integer satisfying $s>5 / 2$, we obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\|\mathbf{u}(t)\|_{s}^{2} & =-[\nabla p, \mathbf{u}]_{s}-\sum_{|\alpha|=s}\left(D_{\mathbf{r}}^{\alpha}((\mathbf{u} \cdot \nabla) \mathbf{u}), D_{\mathbf{r}}^{\alpha} \mathbf{u}\right)_{\mathbf{L}^{2}} \\
& =-[\nabla p, \mathbf{u}]_{s}-\sum_{|\alpha|=s}\left(D_{\mathbf{r}}^{\alpha}((\mathbf{u} \cdot \nabla) \mathbf{u})-(\mathbf{u} \cdot \nabla) D_{\mathbf{r}}^{\alpha} \mathbf{u}, D_{\mathbf{r}}^{\alpha} \mathbf{u}\right)_{\mathbf{L}^{2}}
\end{aligned}
$$

where

$$
\|\mathbf{u}\|_{s}^{2}=\sum_{|\alpha|=s}\left\|D_{\mathbf{r}}^{\alpha} \mathbf{u}\right\|_{\mathbf{L}^{2}}^{2}, \quad[\mathbf{u}, \mathbf{v}]_{s}=\sum_{|\alpha|=s}\left(D_{\mathbf{r}}^{\alpha} \mathbf{u}, D_{\mathbf{r}}^{\alpha} \mathbf{v}\right)_{\mathbf{L}^{2}}
$$

Therefore, by (1.14) of [16],

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\mathbf{u}(t)\|_{s}^{2} \leq\|\nabla p(t)\|_{\mathbf{H}^{s}}\|\mathbf{u}(t)\|_{s}+\text { const }\|\mathbf{u}(t)\|_{s}^{3} \tag{3.5}
\end{equation*}
$$

In order to estimate $\|\nabla p(t)\|_{\mathbf{H}^{s}}$ we use (1.1). Applying div to (1.1), we obtain

$$
\Delta p=-\sum_{i, j=1}^{3} D_{x_{i}} u_{j} D_{x_{j}} u_{i}+2(\nabla \times \mathbf{u}) \cdot \mathbf{W}
$$

Taking the $\mathbb{R}^{3}$-inner product of the trace of (1.1) with the normal vector $\mathbf{n}$ we obtain

$$
\begin{aligned}
& \frac{\partial p}{\partial \mathbf{n}}=-2 \mathbf{W} \cdot(\mathbf{u} \times \mathbf{n})-\frac{d \mathbf{W}}{d t} \cdot(\mathbf{r} \times \mathbf{n})-((\mathbf{u} \cdot \nabla) \mathbf{u}) \cdot \mathbf{n} \\
& =-2 \mathbf{W} \cdot(\mathbf{u} \times \mathbf{n})-\frac{d \mathbf{W}}{d t} \cdot(\mathbf{r} \times \mathbf{n})+\sum_{i, j=1}^{3} u_{i} u_{j} \frac{D_{x_{i} x_{j} \phi}}{|\nabla \phi|}
\end{aligned}
$$

where locally $\partial \Omega=\left\{\phi\left(x_{1}, x_{2}, x_{3}\right)=0\right\}$. By the results of Agmon, Douglis, and Nirenberg [1],

$$
\begin{aligned}
& \|\nabla p\|_{\mathbf{H}^{s}} \leq\|p\|_{H^{s+1}(\Omega)} \leq \mathrm{const}\left(\|\Delta p\|_{H^{s-1}(\Omega)}+\left\|\frac{\partial p}{\partial \mathbf{n}}\right\|_{H^{s-1 / 2}(\partial \Omega)}\right) \\
& \leq \mathrm{const}\left[\sum_{i, j=1}^{3}\left(\left\|D_{x_{i}} u_{j} D_{x_{j}} u_{i}\right\|_{H^{s-1}}+\left\|u_{j} u_{i}\right\|_{H^{s}}\right)+|\mathbf{W}|\|\mathbf{u}\|_{\mathbf{H}^{s}}+\left|\frac{d \mathbf{W}}{d t}\right|\right] \\
& \leq(\text { by }(1.13) \text { of }[16]) \\
& \leq \text { const }\left(\|\mathbf{u}\|_{\mathbf{H}^{s}}^{2}+|\mathbf{W}|^{2}+\left|\frac{d \mathbf{W}}{d t}\right|\right)
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\|\nabla p(t)\|_{\mathbf{H}^{s}} \leq \operatorname{const}\left(\|\mathbf{V}(t)\|_{X}^{2}+\left|\frac{d \mathbf{W}}{d t}(t)\right|\right) \tag{3.6}
\end{equation*}
$$

Denote

$$
\mathbf{a}_{j}=P_{0}\left(\mathbf{e}_{j} \times \mathbf{r}\right), \quad j=1,2,3
$$

It is shown in Lyashenko [11] that

$$
\left\{\begin{array}{l}
\left(\mathbf{a}_{j}, \mathbf{a}_{i}\right)_{\mathbf{L}^{2}}=0, \quad i \neq j ; \quad\left\|\mathbf{a}_{1}\right\|_{\mathbf{L}^{2}}=\left\|\mathbf{a}_{2}\right\|_{\mathbf{L}^{2}}  \tag{3.7}\\
\int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega=\left(\left(\mathbf{u}, \mathbf{a}_{1}\right)_{\mathbf{L}^{2}},\left(\mathbf{u}, \mathbf{a}_{2}\right)_{\mathbf{L}^{2}},\left(\mathbf{u}, \mathbf{a}_{3}\right)_{\mathbf{L}^{2}}\right), \quad \mathbf{u} \in J_{0}(\Omega)
\end{array}\right.
$$

We have

$$
\begin{gathered}
\left\|\mathbf{a}_{1}\right\|_{\mathbf{L}^{2}}^{2}=\left\|\mathbf{a}_{2}\right\|_{\mathbf{L}^{2}}^{2} \leq\left\|\mathbf{e}_{1} \times \mathbf{r}\right\|_{\mathbf{L}^{2}}^{2}=\int_{\Omega} x_{1}^{2}+x_{3}^{2} d \Omega<\int_{\Omega} x_{1}^{2}+x_{3}^{2} d \Omega+\mu \int_{G} x_{1}^{2}+x_{3}^{2} d G=a \\
\left\|\mathbf{a}_{3}\right\|_{\mathbf{L}^{2}}^{2} \leq\left\|\mathbf{e}_{3} \times \mathbf{r}\right\|_{\mathbf{L}^{2}}^{2}=2 \int_{\Omega} x_{1}^{2} d \Omega<2 \int_{\Omega} x_{1}^{2} d \Omega+2 \mu \int_{G} x_{1}^{2} d G=b
\end{gathered}
$$

Therefore

$$
\begin{equation*}
\left\|\mathbf{a}_{1}\right\|_{\mathbf{L}^{2}}^{2}=\left\|\mathbf{a}_{2}\right\|_{\mathbf{L}^{2}}^{2}<a, \quad\left\|\mathbf{a}_{3}\right\|_{\mathbf{L}^{2}}^{2}<b \tag{3.8}
\end{equation*}
$$

Denote

$$
\mathbf{U}(t)=\left(U_{1}(t), U_{2}(t), U_{3}(t)\right)=\left(\left(\mathbf{u}(t), \mathbf{a}_{1}\right)_{\mathbf{L}^{2}},\left(\mathbf{u}(t), \mathbf{a}_{2}\right)_{\mathbf{L}^{2}},\left(\mathbf{u}(t), \mathbf{a}_{3}\right)_{\mathbf{L}^{2}}\right)
$$

Because of (1.5) and (3.7), equation (1.2) can be written as follows:

$$
\left\{\begin{array}{l}
\frac{d}{d t}\left(a W_{1}+U_{1}\right)+(b-a) W_{3} W_{2}+W_{2} U_{3}-W_{3} U_{2}=0  \tag{3.9}\\
\frac{d}{d t}\left(a W_{2}+U_{2}\right)-(b-a) W_{3} W_{1}+W_{3} U_{1}-W_{1} U_{3}=0 \\
\frac{d}{d t}\left(b W_{3}+U_{3}\right)+W_{1} U_{2}-W_{2} U_{1}=0
\end{array}\right.
$$

Taking the $\mathbf{L}^{2}$-inner product of (1.1) with $\mathbf{a}_{j}, j=1,2,3$ and using

$$
\left(\frac{d \mathbf{W}}{d t} \times \mathbf{r}, \mathbf{a}_{j}\right)_{\mathbf{L}^{2}}=\sum_{k=1}^{3} \frac{d W_{k}}{d t}\left(\mathbf{e}_{k} \times \mathbf{r}, \mathbf{a}_{j}\right)_{\mathbf{L}^{2}}=\sum_{k=1}^{3} \frac{d W_{k}}{d t}\left(\mathbf{a}_{k}, \mathbf{a}_{j}\right)_{\mathbf{L}^{2}}=\frac{d W_{j}}{d t}\left\|\mathbf{a}_{j}\right\|_{\mathbf{L}^{2}}^{2}
$$

we obtain

$$
\begin{equation*}
\frac{d}{d t}\left(\left\|\mathbf{a}_{j}\right\|_{\mathbf{L}^{2}}^{2} W_{j}+U_{j}\right)=\left(\mathbf{u},(\mathbf{u} \cdot \nabla) \mathbf{a}_{j}\right)_{\mathbf{L}^{2}}-2\left(\mathbf{W} \times \mathbf{u}, \mathbf{a}_{j}\right)_{\mathbf{L}^{2}}, \quad j=1,2,3 \tag{3.10}
\end{equation*}
$$

Because of (3.8), equations (3.9) and (3.10) imply

$$
\begin{equation*}
\left|\frac{d \mathbf{W}}{d t}(t)\right| \leq \operatorname{const}\left(\|\mathbf{u}(t)\|_{\mathbf{L}^{2}}^{2}+|\mathbf{W}(t)|^{2}\right)=\mathrm{const}\|\mathbf{V}(t)\|_{Z}^{2} \tag{3.11}
\end{equation*}
$$

Estimates (3.5), (3.6), and (3.11) yield

$$
\begin{equation*}
\frac{d}{d t}\|\mathbf{u}(t)\|_{s} \leq \mathrm{const}\|\mathbf{V}(t)\|_{X}^{2} \tag{3.12}
\end{equation*}
$$

Taking the $\mathbf{L}^{2}$-inner product of (1.1) with $\mathbf{u}$ we obtain

$$
\frac{1}{2} \frac{d}{d t}\|\mathbf{u}(t)\|_{\mathbf{L}^{2}}^{2}=-\left(\frac{d \mathbf{W}}{d t}(t) \times \mathbf{r}, \mathbf{u}(t)\right)_{\mathbf{L}^{2}}
$$

which implies

$$
\begin{equation*}
\frac{d}{d t}\|\mathbf{u}(t)\|_{\mathbf{L}^{2}} \leq \mathrm{const}\|\mathbf{V}(t)\|_{Z}^{2} \tag{3.13}
\end{equation*}
$$

Thus estimates (3.11)-(3.13) yield

$$
\begin{equation*}
\frac{d}{d t}\|\mathbf{V}(t)\|_{X} \leq \text { const }\|\mathbf{V}(t)\|_{X}^{2} \tag{3.14}
\end{equation*}
$$

where the constant does not depend on $t$.
Following Temam [16], we consider the following singular perturbation to the system (1.1)-(1.4):

$$
\begin{gather*}
\frac{\partial \mathbf{u}}{\partial t}+\epsilon\left[(-\Delta)^{s} \mathbf{u}+\mathbf{u}\right]+(\mathbf{u} \cdot \nabla) \mathbf{u}+2 \mathbf{W} \times \mathbf{u}+\frac{d \mathbf{W}}{d t} \times \mathbf{r}=-\nabla p  \tag{3.15}\\
\frac{d}{d t}\left(J \mathbf{W}+\int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega\right)+\mathbf{W} \times\left(J \mathbf{W}+\int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega\right)=0  \tag{3.16}\\
\nabla \cdot \mathbf{u}=0,  \tag{3.17}\\
\left.\mathbf{u} \cdot \mathbf{n}\right|_{\partial \Omega}=0,  \tag{3.18}\\
\frac{\left.\Delta^{j} \mathbf{u}\right|_{\partial \Omega}=0, \quad \frac{s}{2} \leq j \leq s-1, \quad s \text { even; } \quad \frac{s+1}{2} \leq j \leq s-1, \quad s \text { odd }}{\left.\frac{\partial \Delta^{j} \mathbf{u}}{\partial \mathbf{n}}\right|_{\partial \Omega}=0, \quad \frac{s}{2} \leq j \leq s-2, \quad s \text { even; } \quad \frac{s-1}{2} \leq j \leq s-2, \quad s \text { odd }} \begin{array}{c}
\frac{\partial \Delta^{s-1} \mathbf{u}}{\partial \mathbf{n}}=\left(\frac{\partial \Delta^{s-1} \mathbf{u}}{\partial \mathbf{n}} \cdot \mathbf{n}\right) \mathbf{n} .
\end{array} \tag{3.19}
\end{gather*}
$$

It is easy to see (cf. $[9,17]$ ) that for any $\epsilon>0$ fixed there exists $T>0$ and unique $\mathbf{u}_{\epsilon}(t) \in L^{2}\left((0, T) ; X_{s}\right) \cap L^{\infty}\left((0, T) ; J_{0}(\Omega)\right), \mathbf{W}_{\epsilon}(t) \in\left(L^{\infty}(0, T)\right)^{3}$ satisfying (3.15)(3.21) and $\mathbf{u}_{\epsilon}(0)=\mathbf{u}_{0}, \mathbf{W}(0)=\mathbf{W}_{0}$. Applying the same arguments as in deriving (3.14) and using the additional boundary conditions (3.19)-(3.21), we obtain the following a priori estimates:

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\left\|\mathbf{u}_{\epsilon}(t)\right\|_{\mathbf{H}^{s}}^{2}+\epsilon\left\|(-\Delta)^{s} \mathbf{u}_{\epsilon}(t)+\mathbf{u}_{\epsilon}(t)\right\|_{\mathbf{L}^{2}}^{2} \leq \mathrm{const}\left\|\mathbf{u}_{\epsilon}(t)\right\|_{\mathbf{H}^{s}}\left\|\mathbf{V}_{\epsilon}(t)\right\|_{X}^{2}  \tag{3.22}\\
\left|\frac{d \mathbf{W}}{d t}(t)\right| \leq \mathrm{const}\left(\left\|\mathbf{V}_{\epsilon}(t)\right\|_{Z}^{2}+\epsilon\left\|\mathbf{u}_{\epsilon}(t)\right\|_{\mathbf{H}^{s}}\right) \tag{3.23}
\end{gather*}
$$

which imply

$$
\begin{equation*}
\frac{d}{d t}\left\|\mathbf{V}_{\epsilon}(t)\right\|_{X} \leq \mathrm{const}\left\|\mathbf{V}_{\epsilon}(t)\right\|_{X}^{2} \tag{3.24}
\end{equation*}
$$

Standard passage to the limit $\epsilon \rightarrow 0$ (cf. [16]) proves existence of a solution to the system (1.1)-(1.4). Uniqueness follows from (3.4). The inclusion $\mathbf{V}(t) \in C([0, T] ; Z)$ follows from (3.11) and (3.13).
4. The unstable spectrum of the linearized operator. In the present section we study the spectrum of the linear part $\omega_{0} K^{-1} L$ of equation (1.15). We show that the unstable spectrum is purely discrete and we obtain a necessary and sufficient condition for the existence of an unstable eigenvalue. Thus, for configurations where this condition is satisfied, the general theorem described in section 2 implies nonlinear instability of the uniform rotation of the fluid+body system. Since $\omega_{0}$ is a positive constant, it is sufficient to discuss the spectral properties of the operator $K^{-1} L$.

Proposition 4.1. If $\lambda \in \mathbb{C}$ is a spectral point of $K^{-1} L$ satisfying $\operatorname{Re} \lambda \neq 0$ then $\lambda$ is an eigenvalue of finite multiplicity.

Proof. Let Re $\lambda \neq 0$. Using (1.14) and the self-adjointness of $K$ we obtain

$$
\begin{aligned}
\left(K^{-1} L-\lambda I\right)= & K^{-1 / 2}\left(i K^{-1 / 2} L_{1} K^{-1 / 2}+K^{-1 / 2} L_{2} K^{-1 / 2}-\lambda I\right) K^{1 / 2} \\
= & K^{-1 / 2}\left(i K^{-1 / 2} L_{1} K^{-1 / 2}-\lambda I\right) \\
& \quad \cdot\left(I+\left(i K^{-1 / 2} L_{1} K^{-1 / 2}-\lambda I\right)^{-1} K^{-1 / 2} L_{2} K^{-1 / 2}\right) K^{1 / 2}
\end{aligned}
$$

where

$$
L_{1} \mathbf{V}=\binom{2 T \mathbf{u}}{0}, \quad \mathbf{V}=\binom{\mathbf{u}}{\mathbf{w}}
$$

and

$$
L_{2}=L-i L_{1}
$$

is a finite-dimensional operator. Since $K^{-1 / 2} L_{1} K^{-1 / 2}$ is a self-adjoint operator then $\lambda$ is a spectral point of $K^{-1} L$ if and only if $(-1)$ is an eigenvalue of the finite-dimensional operator

$$
\left(i K^{-1 / 2} L_{1} K^{-1 / 2}-\lambda I\right)^{-1} K^{-1 / 2} L_{2} K^{-1 / 2}
$$

Therefore any spectral point $\lambda$ of $K^{-1} L$ satisfying $\operatorname{Re} \lambda \neq 0$ is an eigenvalue of finite multiplicity.

Remark. We note that the above arguments do not make use of the condition of 4 -fold symmetry. Therefore Proposition 4.1 is valid independent of any geometrical symmetry constraints.

Consider the spectral problem

$$
\begin{equation*}
K^{-1} L \mathbf{V}=\lambda \mathbf{V}, \quad \mathbf{V} \in Z \tag{4.1}
\end{equation*}
$$

Because of (1.5), (1.10), and (1.11) it can be written as follows:

$$
\mathbf{e}_{3} \times\left((a-b) \mathbf{w}+\int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega\right)=\lambda\left(J \mathbf{w}+\int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega\right)
$$

It is easy to see that $\lambda=0$ is always an eigenvalue of (4.2), (4.3). Henceforth we assume that $\lambda \neq 0$. Then (4.3) can be solved for $\mathbf{w}$ (cf. [11]):

$$
\begin{equation*}
\mathbf{w}=C(\lambda) \int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega \tag{4.4}
\end{equation*}
$$

where

$$
C(\lambda)=\left(\begin{array}{ccc}
\frac{(b-a)-\lambda^{2} a}{(b-a)^{2}+\lambda^{2} a^{2}} & -\lambda b & 0 \\
\lambda b & \frac{(b-a)-\lambda^{2} a}{(b-a)^{2}+\lambda^{2} a^{2}} & 0 \\
0 & 0 & -\frac{1}{b}
\end{array}\right)
$$

Using the notation of section 3

$$
\mathbf{a}_{j}=P_{0}\left(\mathbf{e}_{j} \times \mathbf{r}\right), \quad j=1,2,3
$$

and formulas (3.7) one can verify that (cf. [11])

$$
\begin{equation*}
P_{0}\left(\left(C(\lambda) \int_{\Omega} \mathbf{r} \times \mathbf{u} d \Omega\right) \times \mathbf{r}\right)=-m\left[\frac{\lambda+i}{\lambda+i k} P_{\mathbf{c}_{1}} \mathbf{u}+\frac{\lambda-i}{\lambda-i k} P_{\mathbf{c}_{2}} \mathbf{u}+d P_{\mathbf{c}_{3}} \mathbf{u}\right] \tag{4.5}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
m=\frac{\left\|\mathbf{a}_{1}\right\|_{\mathbf{L}^{2}}^{2}}{a}, \quad k=\frac{a-b}{a}, \quad d=\frac{a}{b} \frac{\left\|\mathbf{a}_{3}\right\|_{\mathbf{L}^{2}}^{2}}{\left\|\mathbf{a}_{1}\right\|_{\mathbf{L}^{2}}^{2}}  \tag{4.6}\\
P_{\mathbf{c}_{j}} \mathbf{u}=\frac{\left(\mathbf{u}, \mathbf{c}_{j}\right)_{\mathbf{L}^{2}}}{\left\|\mathbf{c}_{j}\right\|_{\mathbf{L}^{2}}^{2}} \mathbf{c}_{j}, \quad j=1,2,3 \\
\mathbf{c}_{1}=\mathbf{a}_{1}+i \mathbf{a}_{2}, \quad \mathbf{c}_{2}=\mathbf{a}_{1}-i \mathbf{a}_{2}, \quad \mathbf{c}_{3}=\mathbf{a}_{3}
\end{array}\right.
$$

Thus (4.4), (4.5) imply that for $\lambda \neq 0$ system (4.2), (4.3) is equivalent to the following spectral problem:

$$
\begin{equation*}
2 i T \mathbf{u}+m \lambda D(\lambda, k, d) \mathbf{u}=\lambda \mathbf{u} \tag{4.7}
\end{equation*}
$$

where

$$
D(\lambda, k, d)=\frac{\lambda+i}{\lambda+i k} P_{\mathbf{c}_{1}}+\frac{\lambda-i}{\lambda-i k} P_{\mathbf{c}_{2}}+d P_{\mathbf{c}_{3}}
$$

is a three-dimensional operator in $J_{0}(\Omega)$. It follows from $(3.7),(4.6)$ that

$$
\begin{equation*}
\left(\mathbf{c}_{j}, \mathbf{c}_{n}\right)_{\mathbf{L}^{2}}=0, \quad j \neq n ; \quad\left\|\mathbf{c}_{1}\right\|_{\mathbf{L}^{2}}=\left\|\mathbf{c}_{2}\right\|_{\mathbf{L}^{2}} \tag{4.8}
\end{equation*}
$$

Therefore $P_{\mathbf{c}_{j}}, j=1,2,3$ are pair-wise orthogonal one-dimensional projections. It is easy to see that (1.5), (4.6), and (3.8) imply

$$
\begin{equation*}
0<m<1, \quad 0<m d<1, \quad-1<k<1 \tag{4.9}
\end{equation*}
$$

Since $T$ is a self-adjoint operator then for any $\lambda$ with $\operatorname{Re} \lambda \neq 0$ spectral problem (4.1) is equivalent to

$$
\begin{equation*}
\mathbf{u}+m \lambda(2 i T-\lambda I)^{-1} D(\lambda, k, d) \mathbf{u}=0 \tag{4.10}
\end{equation*}
$$

Proposition 4.2. If there exists an eigenvalue $\lambda$ of $K^{-1} L$ satisfying $\operatorname{Re} \lambda \neq 0$ then $k=(a-b) / a>0$.

Proof. Let $\lambda \in \mathbb{C}, \operatorname{Re} \lambda \neq 0$ be an eigenvalue of $K^{-1} L$ and $\mathbf{u}$ be a corresponding eigenfunction. Taking the real part of the $\mathbf{L}^{2}$-inner product of (4.7) with $\mathbf{u}$ we obtain

$$
\begin{align*}
\operatorname{Re} \lambda k(1-k) & m\left[\frac{\left\|P_{\mathbf{c}_{1}} \mathbf{u}\right\|_{\mathbf{L}^{2}}^{2}}{|\lambda+i k|^{2}}+\frac{\left\|P_{\mathbf{c}_{2}} \mathbf{u}\right\|_{\mathbf{L}^{2}}^{2}}{|\lambda-i k|^{2}}\right]  \tag{4.11}\\
& =\operatorname{Re} \lambda\left(\|\mathbf{u}\|_{\mathbf{L}^{2}}^{2}-m\left\|P_{\mathbf{c}_{1}} \mathbf{u}\right\|_{\mathbf{L}^{2}}^{2}-m\left\|P_{\mathbf{c}_{2}} \mathbf{u}\right\|_{\mathbf{L}^{2}}^{2}-m d\left\|P_{\mathbf{c}_{3}} \mathbf{u}\right\|_{\mathbf{L}^{2}}^{2}\right)
\end{align*}
$$

Because of (4.8),(4.9) and $\operatorname{Re} \lambda \neq 0$, equality (4.11) implies $k>0$.
Corollary. Condition

$$
\begin{equation*}
a-b=\int_{\Omega} x_{3}^{2}-x_{1}^{2} d \Omega+\mu \int_{G} x_{3}^{2}-x_{1}^{2} d G>0 \tag{4.12}
\end{equation*}
$$

is a necessary condition for $K^{-1} L$ to have an eigenvalue $\lambda$ satisfying $\operatorname{Re} \lambda<0$.
Remark. The physical meaning of (4.12) is that the axis of rotation is the axis of the least moment of inertia of the entire system body+liquid. This necessary condition for the linear instability is known in the literature (cf. [14]).

Denote

$$
P_{3}=P_{\mathbf{c}_{1}}+P_{\mathbf{c}_{2}}+P_{\mathbf{c}_{3}}
$$

an orthogonal projection onto $\operatorname{span}\left\{\mathbf{c}_{1}, \mathbf{c}_{2}, \mathbf{c}_{3}\right\}$ by virtue of (4.8). Since $D(\lambda, k, d) P_{3}=$ $D(\lambda, k, d)$ then (4.10) is equivalent to the following system:

$$
\begin{gather*}
P_{3} \mathbf{u}+m \lambda P_{3}(2 i T-\lambda I)^{-1} D(\lambda, k, d) P_{3} \mathbf{u}=0  \tag{4.13}\\
\left(I-P_{3}\right) \mathbf{u}+m \lambda\left(I-P_{3}\right)(2 i T-\lambda)^{-1} D(\lambda, k, d) P_{3} \mathbf{u}=0 \tag{4.14}
\end{gather*}
$$

Thus $\left(I-P_{3}\right) \mathbf{u}$ is uniquely determined by $P_{3} \mathbf{u}$. Hence $\lambda \in \mathbb{C}, \operatorname{Re} \lambda \neq 0$ is an eigenvalue of $K^{-1} L$ if and only if (4.13) admits a nontrivial solution. Since

$$
P_{3}+m \lambda P_{3}(2 i T-\lambda I)^{-1} D(\lambda, k, d) P_{3}
$$

is a three-dimensional linear operator in $P_{3} J_{0}(\Omega)=\operatorname{span}\left\{\mathbf{c}_{1}, \mathbf{c}_{2}, \mathbf{c}_{3}\right\}$ then (4.13) admits a nontrivial solution if and only if

$$
\begin{equation*}
\operatorname{det}\left[\left(\mathbf{c}_{j}, \mathbf{c}_{n}\right)_{\mathbf{L}^{2}}+m \lambda\left((2 i T-\lambda I)^{-1} D(\lambda, k, d) \mathbf{c}_{j}, \mathbf{c}_{n}\right)_{\mathbf{L}^{2}}\right]=0 \tag{4.15}
\end{equation*}
$$

It was shown in [11] that

$$
\begin{equation*}
\left((2 i T-\lambda I)^{-1} \mathbf{c}_{j}, \mathbf{c}_{n}\right)_{\mathbf{L}^{2}}=0, \quad j \neq n, \operatorname{Re} \lambda \neq 0 \tag{4.16}
\end{equation*}
$$

Because of (4.16), equation (4.15) can be written as follows:

$$
\begin{equation*}
f_{1}(\lambda, m, k) \cdot f_{2}(\lambda, m, k) \cdot f_{3}(\lambda, m d, k)=0 \tag{4.17}
\end{equation*}
$$

where

$$
\begin{aligned}
f_{1}(\lambda, m, k) & =\left\|\mathbf{c}_{1}\right\|_{\mathbf{L}^{2}}^{2}+m \lambda \frac{\lambda+i}{\lambda+i k}\left((2 i T-\lambda I)^{-1} \mathbf{c}_{1}, \mathbf{c}_{1}\right)_{\mathbf{L}^{2}} \\
f_{2}(\lambda, m, k) & =\left\|\mathbf{c}_{2}\right\|_{\mathbf{L}^{2}}^{2}+m \lambda \frac{\lambda-i}{\lambda-i k}\left((2 i T-\lambda I)^{-1} \mathbf{c}_{2}, \mathbf{c}_{2}\right)_{\mathbf{L}^{2}} \\
f_{3}(\lambda, m, k) & =\left\|\mathbf{c}_{3}\right\|_{\mathbf{L}^{2}}^{2}+m \lambda\left((2 i T-\lambda I)^{-1} \mathbf{c}_{3}, \mathbf{c}_{3}\right)_{\mathbf{L}^{2}}
\end{aligned}
$$

are functions that are analytic in $\lambda \in \mathbb{C} \backslash\{\alpha i \mid \alpha \in[-2,2]\}$. Thus we have verified the following criterion.

Theorem 4.1. $\lambda \in \mathbb{C}, \operatorname{Re} \lambda \neq 0$ is an eigenvalue of $K^{-1} L$ if and only if (4.17) holds.

Corollary. For any $\epsilon>0$ there exist at most a finite number of spectral points $\lambda$ of $K^{-1} L$ satisfying $|\operatorname{Re} \lambda| \geq \epsilon$.

Proof. It is easy to see that

$$
\lim _{\lambda \rightarrow \infty} f_{j}(\lambda, m, k)=\left\|\mathbf{c}_{j}\right\|_{\mathbf{L}^{2}}^{2}(1-m) \neq 0, \quad j=1,2,3
$$

Therefore there exist $R_{j}(m, k)>0, j=1,2,3$ such that

$$
f_{j}(\lambda, m, k) \neq 0, \quad|\lambda|>R_{j}(m, k), j=1,2,3
$$

Then the statement of the corollary follows from Proposition 4.1, Theorem 4.1, and the analyticity of $f_{j}(\lambda, m, k), j=1,2,3$.

Now we are going to simplify the criterion presented in Theorem 4.1 by showing that $f_{3}(\lambda, m d, k) \neq 0, \operatorname{Re} \lambda \neq 0$, and $\overline{f_{1}(\lambda, m, k)}=f_{2}(\bar{\lambda}, m, k)$.

Lemma 4.1. For any $\mathbf{a} \in J_{0}(\Omega), \mathbf{a} \neq 0, m \in(0,1), \lambda \in \mathbb{C}, \operatorname{Re} \lambda \neq 0$ we have

$$
\|\mathbf{a}\|_{\mathbf{L}^{2}}^{2}+m \lambda\left((2 i T-\lambda I)^{-1} \mathbf{a}, \mathbf{a}\right)_{\mathbf{L}^{2}} \neq 0
$$

Proof. Let $E_{\gamma}$ be the resolution of identity corresponding to the self-adjoint operator $T$. Since $\sigma(T)=[-1,1]$, then for any $\epsilon>0$

$$
\begin{aligned}
\|\mathbf{a}\|_{\mathbf{L}^{2}}^{2} & +m \lambda\left((2 i T-\lambda I)^{-1} \mathbf{a}, \mathbf{a}\right)_{\mathbf{L}^{2}}=\int_{-1}^{1+\epsilon}\left(1+\frac{m \lambda}{2 i \gamma-\lambda}\right) d\left(E_{\gamma} \mathbf{a}, \mathbf{a}\right)_{\mathbf{L}^{2}} \\
& =\int_{-1}^{1+\epsilon} \frac{|2 i \gamma-\lambda|^{2}-m|\lambda|^{2}}{|2 i \gamma-\lambda|^{2}} d\left(E_{\gamma} \mathbf{a}, \mathbf{a}\right)_{\mathbf{L}^{2}}-2 m \lambda i \int_{-1}^{1+\epsilon} \frac{\gamma}{|2 i \gamma-\lambda|^{2}} d\left(E_{\gamma} \mathbf{a}, \mathbf{a}\right)_{\mathbf{L}^{2}}
\end{aligned}
$$

Assume there exists $\lambda \in \mathbb{C}, \operatorname{Re} \lambda \neq 0$ such that $\|\mathbf{a}\|_{\mathbf{L}^{2}}^{2}+m \lambda\left((2 i T-\lambda I)^{-1} \mathbf{a}, \mathbf{a}\right)_{\mathbf{L}^{2}}=0$. Then from the formula above it follows that

$$
\begin{gathered}
\int_{-1}^{1+\epsilon} \frac{\gamma}{|2 i \gamma-\lambda|^{2}} d\left(E_{\gamma} \mathbf{a}, \mathbf{a}\right)_{\mathbf{L}^{2}}=0 \\
0=\int_{-1}^{1+\epsilon} \frac{|2 i \gamma-\lambda|^{2}-m|\lambda|^{2}}{|2 i \gamma-\lambda|^{2}} d\left(E_{\gamma} \mathbf{a}, \mathbf{a}\right)_{\mathbf{L}^{2}}=\int_{-1}^{1+\epsilon} \frac{4 \gamma^{2}+(1-m)|\lambda|^{2}}{|2 i \gamma-\lambda|^{2}} d\left(E_{\gamma} \mathbf{a}, \mathbf{a}\right)_{\mathbf{L}^{2}} \\
>\frac{(1-m)|\lambda|^{2}}{(\operatorname{Re} \lambda)^{2}} \int_{-1}^{1+\epsilon} d\left(E_{\gamma} \mathbf{a}, \mathbf{a}\right)_{\mathbf{L}^{2}}=\frac{(1-m)|\lambda|^{2}}{(\operatorname{Re} \lambda)^{2}}\|\mathbf{a}\|_{\mathbf{L}^{2}}^{2}>0
\end{gathered}
$$

The obtained contradiction proves the lemma. $\quad$ ]
Corollary. From Lemma 4.1 and $\mathbf{c}_{3}=P_{0}\left(-x_{2}, x_{1}, 0\right) \neq 0$ it follows that

$$
f_{3}(\lambda, m, k) \neq 0, \quad \operatorname{Re} \lambda \neq 0, m \in(0,1)
$$

Let $\mathbf{v} \in J_{0}(\Omega) \cap \mathbf{H}^{1}, \lambda \in \mathbb{C}, \operatorname{Re} \lambda \neq 0$, and

$$
\begin{equation*}
\mathbf{u}=(2 i T-\lambda I)^{-1} \mathbf{v} \tag{4.18}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbf{v}=(2 i T-\lambda I) \mathbf{u}=2 P_{0}\left(\mathbf{e}_{3} \times \mathbf{u}\right)-\lambda \mathbf{u}=2\left(-u_{2}, u_{1}, 0\right)-\lambda\left(u_{1}, u_{2}, u_{3}\right)-\nabla p \tag{4.19}
\end{equation*}
$$

for some $p(x) \in H^{1}(\Omega)$. Therefore

$$
\left\{\begin{array}{l}
u_{1}=\frac{2 v_{2}-\lambda v_{1}+2 p_{x_{2}}-\lambda p_{x_{1}}}{\lambda^{2}+4}  \tag{4.20}\\
u_{2}=-\frac{2 v_{1}+\lambda v_{2}+2 p_{x_{1}}+\lambda p_{x_{2}}}{\lambda^{2}+4} \\
u_{3}=-\frac{v_{3}+p_{x_{3}}}{\lambda}
\end{array}\right.
$$

Since $\mathbf{u}, \mathbf{v} \in J_{0}(\Omega)$ then

$$
\begin{gathered}
0=\operatorname{div} \mathbf{u}=\frac{1}{\lambda\left(\lambda^{2}+4\right)}\left(-\lambda^{2} \Delta p-4 p_{x_{3} x_{3}}+2 \lambda\left(v_{2_{x_{1}}}-v_{1_{x_{2}}}\right)-4 v_{3 x_{3}}\right) \\
0=\mathbf{u} \cdot \mathbf{n}=\frac{-\lambda^{2} \nabla p \cdot \mathbf{n}+2 \lambda\left(p_{x_{2}} n_{1}-p_{x_{1}} n_{2}\right)-4 p_{x_{3}} n_{3}+2 \lambda\left(v_{2} n_{1}-v_{1} n_{2}\right)-4 v_{3} n_{3}}{\lambda\left(\lambda^{2}+4\right)}
\end{gathered}
$$

Hence $p(x)$ satisfies

$$
\begin{align*}
&\left(-\frac{\lambda}{2}\right)^{2} \Delta p+p_{x_{3} x_{3}}=-\left(-\frac{\lambda}{2}\right)\left(v_{2 x_{1}}-v_{1 x_{2}}\right)-v_{3 x_{3}}  \tag{4.21}\\
&\left(-\frac{\lambda}{2}\right)^{2} \nabla p \cdot \mathbf{n}+\left(-\frac{\lambda}{2}\right)\left(p_{x_{2}} n_{1}\right.\left.-p_{x_{1}} n_{2}\right)+\left.p_{x_{3}} n_{3}\right|_{\partial \Omega}  \tag{4.22}\\
&=-\left(-\frac{\lambda}{2}\right)\left(v_{2} n_{1}-v_{1} n_{2}\right)-\left.v_{3} n_{3}\right|_{\partial \Omega}
\end{align*}
$$

Remark. If $\mathbf{v}=0$ then (4.21), (4.22) is the spectral problem corresponding to the second mixed problem for the Poincaré-Sobolev equation (cf. [18]).

Applying the standard arguments (cf. $[13,2]$ ), one obtains the following result.
Lemma 4.2 (see [10]). Let $\lambda \in \mathbb{C}, \operatorname{Re} \lambda \neq 0, s \in \mathbb{N} \cup\{0\}, \mathbf{v} \in X_{s+1}, \partial \Omega \in C^{4+s}$. Then there exists unique $p \in H^{s+2}(\Omega)$ satisfying (4.21), (4.22), and $\int_{\Omega} p d \Omega=0$.

Denote by $p(x, \lambda, \mathbf{v})$ the unique solution of (4.21), (4.22) satisfying $\int_{\Omega} p d \Omega=0$. From (4.21), (4.22) it follows that

$$
\begin{equation*}
\overline{p(x, \lambda, \mathbf{v})}=p(x, \bar{\lambda}, \overline{\mathbf{v}}) \tag{4.23}
\end{equation*}
$$

Let $\operatorname{Re} \lambda \neq 0, \mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right) \in J_{0}(\Omega) \cap \mathbf{H}^{1}$. Then using (4.18), (4.19) we obtain

$$
\begin{align*}
& g(\mathbf{v}, \lambda) \stackrel{\text { def }}{=}\left((2 i T-\lambda I)^{-1} \mathbf{v}, \mathbf{v}\right)_{\mathbf{L}^{2}}  \tag{4.24}\\
& =\frac{1}{\lambda\left(\lambda^{2}+4\right)} \int_{\Omega}\left(2 \lambda\left(v_{2} \bar{v}_{1}-v_{1} \bar{v}_{2}\right)-\lambda^{2}|\mathbf{v}|^{2}-4\left|v_{3}\right|^{2}+2 \lambda\left(p_{x_{2}} \bar{v}_{1}-p_{x_{1}} \bar{v}_{2}\right)-4 p_{x_{3}} \bar{v}_{3}\right) d \Omega
\end{align*}
$$

where $p=p(x, \lambda, \mathbf{v})$. Since $\overline{\mathbf{c}_{1}}=\mathbf{c}_{2}$ then (4.23), (4.24) imply

$$
\overline{\left((2 i T-\lambda I)^{-1} \mathbf{c}_{1}, \mathbf{c}_{1}\right)_{\mathbf{L}^{2}}=\left((2 i T-\bar{\lambda} I)^{-1} \mathbf{c}_{2}, \mathbf{c}_{2}\right)_{\mathbf{L}^{2}} . . . . . . . .}
$$

Hence

$$
\overline{f_{1}(\lambda, m, k)}=f_{2}(\bar{\lambda}, m, k)
$$

Thus, Theorem 4.1 can be rewritten as follows.
ThEOREM 4.2. $\lambda \in \mathbb{C}$, $\operatorname{Re} \lambda \neq 0$ is an eigenvalue of $K^{-1} L$ if and only if

$$
\begin{equation*}
\left[\left\|\mathbf{c}_{1}\right\|_{\mathbf{L}^{2}}^{2}+m \lambda \frac{\lambda+i}{\lambda+i k} g\left(\mathbf{c}_{1}, \lambda\right)\right] \cdot\left[\left\|\mathbf{c}_{1}\right\|_{\mathbf{L}^{2}}^{2}+m \bar{\lambda} \frac{\bar{\lambda}+i}{\bar{\lambda}+i k} g\left(\mathbf{c}_{1}, \bar{\lambda}\right)\right]=0 \tag{4.25}
\end{equation*}
$$

where $g(\mathbf{v}, \lambda)$ is defined by (4.24).
To conclude this section we derive a representation of $p(x, \lambda, \mathbf{v})$ in the form of a power series in $1 / \lambda$. It follows from (4.18), (4.19) that

$$
\nabla p(x, \lambda, \mathbf{v})=\left(I-P_{0}\right) 2\left(-u_{2}, u_{1}, 0\right)=2\left(I-P_{0}\right)\left(\mathbf{e}_{3} \times(2 i T-\lambda I)^{-1} \mathbf{v}\right)
$$

Since $\|T\|=1$ then for any $\lambda \in \mathbb{C},|\lambda|>2$ we have

$$
(2 i T-\lambda I)^{-1} \mathbf{v}=-\frac{1}{\lambda} \sum_{j=0}^{\infty}\left(\frac{2}{\lambda}\right)^{j}(i T)^{j} \mathbf{v}
$$

Therefore

$$
\nabla p(x, \lambda, \mathbf{v})=\sum_{j=1}^{\infty} \frac{1}{\lambda^{j}}\left[-2^{j}\left(I-P_{0}\right)\left(\mathbf{e}_{3} \times(i T)^{j-1} \mathbf{v}\right)\right]
$$

Due to the Weyl decomposition of $\mathbf{L}^{2}$, for any $j \in \mathbb{N}$ there exists a unique $p_{j}(x, \mathbf{v}) \in$ $H^{1}(\Omega)$ such that $\int_{\Omega} p_{j} d \Omega=0$ and

$$
\nabla p_{j}(x, \mathbf{v})=-2^{j}\left(I-P_{0}\right)\left(\mathbf{e}_{3} \times(i T)^{j-1} \mathbf{v}\right)
$$

Hence we have

$$
\begin{equation*}
p(x, \lambda, \mathbf{v})=\sum_{j=1}^{\infty} \frac{1}{\lambda^{j}} p_{j}(x, \mathbf{v}), \quad \lambda \in \mathbb{C} \backslash\{i \alpha \mid \alpha \in[-2,2]\} \tag{4.26}
\end{equation*}
$$

Substituting (4.26) into (4.21), (4.22) we obtain that $p_{j}(x, \mathbf{v}), j \in \mathbb{N}$ satisfy the following system:

$$
\begin{cases}\Delta p_{1}=2\left(v_{2 x_{1}}-v_{1 x_{2}}\right), & \left.\nabla p_{1} \cdot \mathbf{n}\right|_{\partial \Omega}=\left.2\left(v_{2} n_{1}-v_{1} n_{2}\right)\right|_{\partial \Omega}  \tag{4.27}\\ \Delta p_{2}=-4 v_{3 x_{3}}, & \left.\nabla p_{2} \cdot \mathbf{n}\right|_{\partial \Omega}=2\left(p_{1_{x_{2}}} n_{1}-p_{1_{x_{1}}} n_{2}\right)-\left.4 v_{3} n_{3}\right|_{\partial \Omega} \\ \Delta p_{j+2}=-4 p_{j_{x_{3} x_{3}}}, & \left.\nabla p_{j+2} \cdot \mathbf{n}\right|_{\partial \Omega}=2\left(p_{j+1_{x_{2}}} n_{1}-p_{j+1_{x_{1}}} n_{2}\right)-\left.4 p_{j_{x_{3}}} n_{3}\right|_{\partial \Omega}\end{cases}
$$

It is easy to see that the system of Neumann problems (4.27) is compatible and the functions $p_{j}(x, \mathbf{v}), j \in \mathbb{N}$ are uniquely determined by (4.27) and the condition $\int_{\Omega} p_{j} d \Omega=0$.

The following theorem summarizes the obtained results regarding the spectrum of the operator $K^{-1} L$.

Theorem 4.3.
(1) All the spectral points $\lambda$ of $K^{-1} L$ satisfying $\operatorname{Re} \lambda \neq 0$ are eigenvalues of finite multiplicity;
(2) For any $\epsilon>0$ there exist at most a finite number of spectral points $\lambda$ of $K^{-1} L$ satisfying $|\operatorname{Re} \lambda| \geq \epsilon ;$
(3) $\lambda \in \mathbb{C}, \operatorname{Re} \lambda \neq 0$ is an eigenvalue of $K^{-1} L$ if and only if (4.25) holds, where $g(\mathbf{v}, \lambda)$ is defined by (4.24) and $p=p(x, \lambda, \mathbf{v})$ is given by (4.26), (4.27).
Thus the spectral gap condition of Theorem 2.1 holds whenever there exists a $\lambda \in \mathbb{C}, \operatorname{Re} \lambda<0$ satisfying (4.25) and the linear instability of uniform rotation of the entire body+liquid system implies nonlinear instability.
5. Ellipsoidal cavity. To demonstrate that Theorem 4.3 gives an effective condition for nonlinear instability, we consider the example of a body with an ellipsoidal cavity $\Omega$. We calculate the geometric quantities occuring in equation (4.25). We obtain an explicit quadratic equation for the spectral parameter $\lambda$ and demonstrate that for cavities of appropriate ellipticity there exists an eigenvalue with $\operatorname{Re} \lambda<0$. In fact either the unstable spectrum is empty or there exist exactly two pairs of eigenvalues $\pm \operatorname{Re} \lambda+i \operatorname{Im} \lambda$ and $\pm \operatorname{Re} \lambda-i \operatorname{Im} \lambda$ (the volume preserving nature of the fluid motion dictates that a growing mode is matched by a decaying mode). The growth rate $|\operatorname{Re} \lambda|$ of the instability is given by an explicit function of the geometry and the relative fluid/body density.

For any $r, R \in(0, \infty)$ we consider the following ellipsoid of revolution:

$$
\Omega=\Omega_{r, R}=\left\{x \in \mathbb{R}^{3} \mid r^{2}\left(x_{1}^{2}+x_{2}^{2}\right)+x_{3}^{2}<R^{2}\right\}
$$

Then

$$
\mathbf{n}(x)=\frac{\left(r^{2} x_{1}, r^{2} x_{2}, x_{3}\right)}{\sqrt{r^{2}\left(R^{2}-x_{3}^{2}\right)+x_{3}^{2}}}
$$

is the outer normal to $\Omega_{r, R}$. Denote

$$
\tilde{\mathbf{n}}(x)=\left(r^{2} x_{1}, r^{2} x_{2}, x_{3}\right)
$$

Consider $\mathbf{a}_{k}=P_{0}\left(\mathbf{e}_{k} \times \mathbf{r}\right), k=1,2,3, \mathbf{r}=\left(x_{1}, x_{2}, x_{3}\right)$. We have

$$
\begin{gathered}
\mathbf{a}_{1}=\left(0,-x_{3}, x_{2}\right)-\nabla p^{1},\left.\quad \nabla p^{1} \cdot \tilde{\mathbf{n}}\right|_{\partial \Omega}=-x_{3} \tilde{n}_{2}+\left.x_{2} \tilde{n}_{3}\right|_{\partial \Omega}=\left(1-r^{2}\right) x_{2} x_{3} \\
\mathbf{a}_{2}=\left(x_{3}, 0,-x_{1}\right)-\nabla p^{2},\left.\quad \nabla p^{2} \cdot \tilde{\mathbf{n}}\right|_{\partial \Omega}=x_{3} \tilde{n}_{1}-\left.x_{1} \tilde{n}_{3}\right|_{\partial \Omega}=\left(r^{2}-1\right) x_{1} x_{3} \\
\mathbf{a}_{3}=\left(-x_{2}, x_{1}, 0\right)-\nabla p^{3},\left.\quad \nabla p^{3} \cdot \tilde{\mathbf{n}}\right|_{\partial \Omega}=-x_{2} \tilde{n}_{1}+\left.x_{1} \tilde{n}_{2}\right|_{\partial \Omega}=0 \\
\Delta p^{j}(x)=0, \quad j=1,2,3
\end{gathered}
$$

Assuming $\int_{\Omega} p^{j} d \Omega=0$ we obtain

$$
p^{1}(x)=\frac{1-r^{2}}{1+r^{2}} x_{2} x_{3}, \quad p^{2}(x)=\frac{r^{2}-1}{1+r^{2}} x_{1} x_{3}, \quad p^{3}(x)=0
$$

Therefore

$$
\mathbf{a}_{1}=\frac{2}{1+r^{2}}\left(0,-x_{3}, r^{2} x_{2}\right), \quad \mathbf{a}_{2}=\frac{2}{1+r^{2}}\left(x_{3}, 0,-r^{2} x_{1}\right), \quad \mathbf{a}_{3}=\left(-x_{2}, x_{1}, 0\right)
$$

According to (4.6),

$$
\begin{aligned}
& \mathbf{c}_{1}=\mathbf{a}_{1}+i \mathbf{a}_{2}=\frac{2}{1+r^{2}}\left(i x_{3},-x_{3}, r^{2}\left(x_{2}-i x_{1}\right)\right) \\
& \mathbf{c}_{2}=\mathbf{a}_{1}-i \mathbf{a}_{2}=\frac{2}{1+r^{2}}\left(-i x_{3},-x_{3}, r^{2}\left(x_{2}+i x_{1}\right)\right), \\
& \mathbf{c}_{3}=\mathbf{a}_{3}=\left(-x_{2}, x_{1}, 0\right)
\end{aligned}
$$

By (4.26), (4.27),

$$
p\left(x, \lambda, \mathbf{c}_{1}\right)=\sum_{j=1}^{\infty} \frac{1}{\lambda^{j}} p_{j}\left(x, \mathbf{c}_{1}\right)
$$

where $p_{j}\left(x, \mathbf{c}_{1}\right), j \in \mathbb{N}$ satisfy

$$
\begin{array}{ll}
\Delta p_{1}=0, & \left.\nabla p_{1} \cdot \tilde{\mathbf{n}}\right|_{\partial \Omega}=-4 i \frac{r^{2}}{1+r^{2}} x_{3}\left(x_{2}-i x_{1}\right), \\
\Delta p_{2}=0, & \left.\nabla p_{2} \cdot \tilde{\mathbf{n}}\right|_{\partial \Omega}=2\left(p_{1_{x_{2}}} \tilde{n}_{1}-p_{1_{x_{1}}} \tilde{n}_{2}\right)-8 \frac{r^{2}}{1+r^{2}} x_{3}\left(x_{2}-i x_{1}\right), \\
\Delta p_{j+2}=-4 p_{j_{x_{3} x_{3}}}, & \left.\nabla p_{j+2} \cdot \tilde{\mathbf{n}}\right|_{\partial \Omega}=2\left(p_{j+1_{x_{2}}} \tilde{n}_{1}-p_{j+1_{x_{1}}} \tilde{n}_{2}\right)-4 p_{j_{x_{3}}} \tilde{n}_{3} .
\end{array}
$$

Since $\nabla\left(x_{3}\left(x_{2}-i x_{1}\right)\right) \cdot \tilde{\mathbf{n}}(x)=\left(r^{2}+1\right) x_{3}\left(x_{2}-i x_{1}\right)$ then one can easily verify that

$$
\begin{gathered}
p_{1}\left(x, \mathbf{c}_{1}\right)=-4 i \frac{r^{2}}{\left(1+r^{2}\right)^{2}} x_{3}\left(x_{2}-i x_{1}\right) \\
p_{j+1}\left(x, \mathbf{c}_{1}\right)=-\frac{2 i}{1+r^{2}} p_{j}\left(x, \mathbf{c}_{1}\right), \quad j \in \mathbb{N} .
\end{gathered}
$$

Therefore

$$
p\left(x, \lambda, \mathbf{c}_{1}\right)=\sum_{j=1}^{\infty} \frac{1}{\lambda^{j}} p_{j}\left(x, \mathbf{c}_{1}\right)=-4 i \frac{r^{2}}{1+r^{2}} \cdot \frac{x_{3}\left(x_{2}-i x_{1}\right)}{\lambda\left(1+r^{2}\right)+2 i}
$$

According to (4.24) we have

$$
\begin{aligned}
g\left(\mathbf{c}_{1}, \lambda\right)= & \frac{1}{\lambda\left(\lambda^{2}+4\right)\left(1+r^{2}\right)^{2}}\left[16 i \lambda \int_{\Omega} x_{3}^{2} d \Omega-8 \lambda^{2} \int_{\Omega}\left(x_{3}^{2}+r^{4} x_{1}^{2}\right) d \Omega\right. \\
& \left.-32 r^{4} \int_{\Omega} x_{1}^{2} d \Omega+\frac{32 i r^{2}}{\lambda\left(1+r^{2}\right)+2 i}\left(i \lambda \int_{\Omega} x_{3}^{2} d \Omega+2 r^{2} \int_{\Omega} x_{1}^{2} d \Omega\right)\right] .
\end{aligned}
$$

Since

$$
\int_{\Omega_{r, R}} x_{3}^{2} d \Omega=\frac{4 \pi}{15} R^{5} \frac{1}{r^{2}}, \quad \int_{\Omega_{r, R}} x_{1}^{2} d \Omega=\frac{4 \pi}{15} R^{5} \frac{1}{r^{4}}
$$

we obtain

$$
g\left(\mathbf{c}_{1}, \lambda\right)=-\frac{32 \pi}{15} R^{5} \frac{1}{r^{2}\left(\lambda\left(1+r^{2}\right)+2 i\right)}
$$

Therefore

$$
\begin{aligned}
& f_{1}(\lambda, m, k)=\left\|\mathbf{c}_{1}\right\|_{\mathbf{L}^{2}}^{2}+m \lambda \frac{\lambda+i}{\lambda+i k} g\left(\mathbf{c}_{1}, \lambda\right) \\
& \quad=2\left(\frac{2}{1+r^{2}}\right)^{2} \int_{\Omega}\left(x_{3}^{2}+r^{4} x_{1}^{2}\right) d \Omega-\frac{32 \pi}{15} R^{5} m \lambda \frac{\lambda+i}{\lambda+i k} \cdot \frac{1}{r^{2}\left(\lambda\left(1+r^{2}\right)+2 i\right)} \\
& \quad=\frac{32 \pi}{15} R^{5} \frac{\left(1+r^{2}\right)(1-m) \lambda^{2}+\left(\left(1+r^{2}\right)(k-m)+2\right) i \lambda-2 k}{r^{2}\left(r^{2}+1\right)(\lambda+i k)\left(\lambda\left(1+r^{2}\right)+2 i\right)}
\end{aligned}
$$

Thus, from Theorem 4.2 it follows that $K^{-1} L$ has an unstable eigenvalue $\lambda$ if and only if the roots of the numerator have the form

$$
\lambda=\frac{ \pm \sqrt{\Delta}-i\left(\left(1+r^{2}\right)(k-m)+2\right)}{2\left(1+r^{2}\right)(1-m)}
$$

with

$$
\begin{equation*}
\Delta(r, m, k)=8\left(1+r^{2}\right)(1-m) k-\left(\left(1+r^{2}\right)(k-m)+2\right)^{2}>0 \tag{5.1}
\end{equation*}
$$

The quantities $m$ and $k$ occurring in the instability condition (5.1) are defined in (4.6) and (1.5) and involve only the shape of the body/cavity and the relative density $\mu$ of the body/fluid. For configurations such that $\Delta>0$ the linearized operator has an eigenfunction whose growth rate is given by $\sqrt{\Delta}$ and such a configuration is nonlinearly unstable.

Remark. Condition (5.1) reproduces the linear instability condition obtained by Sobolev [14] using a different approach.

Consider the limit case of the weightless body. Then the ratio $\mu$ of the body density to the fluid density is zero and we have

$$
m=\frac{4 r^{2}}{\left(1+r^{2}\right)^{2}}, \quad k=\frac{r^{2}-1}{r^{2}+1}
$$

Therefore, in this case

$$
\Delta=\frac{\left(r^{2}-1\right)^{3}}{\left(1+r^{2}\right)^{2}}\left(9-r^{2}\right)
$$

Thus we have verified the following result: in the case of weightless body with ellipsoidal cavity $\Omega_{r, R}$ the uniform rotation is linearly unstable if and only if $r \in(1,3)$. This is a classical result known to Kelvin (see, for example, [8]).

Since $m, k$ depend continuously on $\mu \in[0, \infty)$ and $\Delta(r, m, k)$ depends continuously on $m, k$ then from the above arguments it follows that for any $r \in(1,3)$, $R \in(0, \infty)$ there exists $\mu_{0}>0$ such that for any $\mu \in\left(0, \mu_{0}\right)$ uniform rotation of the entire system body+liquid is unstable in the case $\Omega=\Omega_{r, R}$.

Remark. For general geometries the two separate problems,
(i) free oscillations of a uniformly rotating fluid in a bounded domain (the socalled inertial modes of the Poincaré problem for rotating fluids),
(ii) free oscillations of a solid spinning body with no cavity,
both give rise to purely stable spectrum. (This is easily seen by setting (i) $\mathbf{W}=\omega_{0} \mathbf{e}_{3}$ or (ii) $\mathbf{u}(\mathbf{r}, t)=0)$. However, as we have proved, under certain conditions on shape and relative density the coupled fluid-body system is (nonlinearly) unstable.
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#### Abstract

We study the limiting behavior of solutions to a simple model for combustion waves when the reaction rate tends to infinity. First we establish strong convergence for locally uniformly bounded sequences of solutions. Next we show the uniform boundedness with respect to the reaction rate of piecewise smooth solutions, both for detonation and for deflagration waves.


Key words. small combustion, detonation, deflagration, Chapman-Jouguet limit, conservation laws with source, shock waves

AMS subject classifications. Primary, 35L60, 35L67; Secondary, 76L05, 80A25
PII. S0036141096299351

1. Introduction. In this paper we investigate the qualitative behavior of solutions to the following simple model for combustion waves:

$$
\begin{array}{ll}
\partial_{t}(u+v)+\partial_{x} f(u)= & 0 \\
\partial_{t} v=-k \varphi(u) v \quad & (k>0) \tag{1.2}
\end{array}
$$

for $(x, t) \in \mathbb{R} \times(0, \infty)$, with initial conditions

$$
\begin{equation*}
u(x, 0)=u_{0}(x), \quad v(x, 0)=v_{0}(x) \quad(x \in \mathbb{R}) \tag{1.3}
\end{equation*}
$$

Throughout the paper the functions $f$ and $\varphi$ are smooth given functions. We also assume that

$$
\begin{equation*}
\varphi \text { is monotone increasing, } \varphi(u) \equiv 0 \text { for } u \leq 0 \tag{1.4}
\end{equation*}
$$

The model (1.1)-(1.2) has been proposed independently by Fickett [Fi] and Majda [Ma1] as a simple mathematical analogous for the equations describing onedimensional compressible flows in a chemically reacting fluid. Existence, uniqueness, and stability of the (entropy) solutions to the Cauchy problem (1.1)-(1.3) have been first established in [TY1]; further results can be found in [TY2], [Le], [HN]. A slightly different model, yet with the same viscous travelling waves of model (1.1)-(1.2), was considered in [MR] and [L1], [L2].

The main purpose of this paper is to investigate the limit of solutions to (1.1)-(1.3) as the reaction rate $k$ diverges. Our approach can be described as follows. Denote by $\left(u^{k}, v^{k}\right)$ the solution of (1.1)-(1.3) for any fixed $k>0$. Consider the following Chapman-Enskog-type expansion with respect to the small parameter $1 / k$ :

$$
\begin{equation*}
u^{k}=u^{\infty}+\frac{1}{k} \tilde{u}+0\left(\frac{1}{k}\right), v^{k}=v^{\infty}+\frac{1}{k} \tilde{v}+0\left(\frac{1}{k}\right) . \tag{1.5}
\end{equation*}
$$

[^37]Introducing (1.5) into the system (1.1)-(1.2) gives, up to terms of order $\frac{1}{k}$,

$$
\begin{gather*}
\partial_{t}\left(u^{\infty}+v^{\infty}\right)+\partial_{x} f\left(u^{\infty}\right)=0  \tag{1.6}\\
\partial_{t} v^{\infty} \leq 0, \quad v^{\infty} \geq 0  \tag{1.7}\\
\varphi\left(u^{\infty}\right) v^{\infty}=0 \tag{1.8}
\end{gather*}
$$

It is natural to try to give a rigorous justification of the above formal argument. This is made in section 3 , assuming that the sequence $\left\{u^{k}\right\}$ is locally uniformly bounded in the supremum norm. Under this assumption, by compensated compactness arguments we prove that any sequence $\left\{\left(u^{k}, v^{k}\right)\right\}$ of entropy solutions of (1.1)(1.3) contains a subsequence that converges to a weak solution $\left(u^{\infty}, v^{\infty}\right)$ of problem (1.6)-(1.8) (see Theorem 3.1). Let us observe that this convergence result is far from obvious, since no stability condition-as, for example, the subcharacteristic condition in the case of relaxation problems; see [CLL], [Na]-is satisfied in the present case. In fact, the technical tools of [CLL] have partially inspired our convergence proof; however, an important difference is given by the intrinsic instability of the present problem (see [LZ]).

The remainder of the paper is devoted to investigating the uniform boundedness of the sequence $\left\{u^{k}\right\}$, at least for some classes of initial data.

In section 4 we deal with simple detonation waves; these waves are in general nonmonotone, so usual comparison arguments (like those used, e.g., for relaxation phenomena) are not expedient in this case. On the other hand, using energy methods seems cumbersome for the present problem, due to the lack of regularity of solutions. In our approach, the crucial remark is that the dissipative character of the shock wave affects the reaction mechanism in equation (1.1); hence the absorption effect of equation (1.2) is able to make the solution uniformly bounded. In this connection, let us observe that the uniform boundedness depends in an essential way on the nonlinear character of the flux function $f=f(u)$ (see section 4 for a counterexample when the flux function is linear). A careful study of propagation along characteristics of the above mechanism allows us to extend elementary arguments of the space clamp situation to the general detonation case.

Finally, in section 5 we study deflagration waves using a fixed-point approach. Then we generalize previous results in [TY1], both for more general data and for unbounded reaction rates.

Before proceeding, it is important to motivate our interest in the present problem. Let us recall that two different mathematical theories are widely used to describe the propagation of combustion waves in reacting flows: the Chapman-Jouguet (CJ) theory and the Zeldovich-Von Neumann-Döring (ZND) theory (see [CF], [Wi], [Ma2]). The CJ theory assumes that the reaction rate is infinitely large or, equivalently, that the reaction region is infinitely thin; on the contrary, the ZND theory makes the assumption that the reaction rate is finite. Both theories disregard the effects of viscosity and heat conduction; in fact, they are formulated starting from the classical Euler equations for gas dynamics, which in Lagrangian coordinates for the one-dimensional case read

$$
\left\{\begin{array}{l}
\partial_{t} \tau-\partial_{x} w=0  \tag{1.9}\\
\partial_{t} w+\partial_{x} P=0 \\
\partial_{t}(E)+\partial_{x}(w P)=0
\end{array}\right.
$$

Here $\tau$ is the specific volume, $w$ is the fluid velocity, $P$ is the pressure, and $E$ is the total specific energy - namely, $E=e+q_{0} z+\frac{1}{2} w^{2}$, the quantity $e$ being the specific internal energy, while $q_{0}$ denotes the amount of heat released by the chemical reaction and $z$ is the mass fraction of the reactant. The internal energy $e$ and the temperature $T$ are given through state equations $e=e(\tau, P), T=T(\tau, P)$, which depend on the gas mixture under consideration.

To make the above system well defined, an equation for the mass fraction $z$ must be provided. This is where the difference between the theories occurs. To specify the variable $z$, the CJ theory introduces the following relation:

$$
z(x, t)= \begin{cases}0 & \text { if } \sup _{0 \leq s \leq t} T(x, s)>T_{i}  \tag{1.10}\\ z(x, 0) & \text { if } \sup _{0 \leq s \leq t} T(x, s) \leq T_{i}\end{cases}
$$

where $T_{i}$ is a given ignition temperature. On the contrary, in the ZND theory the Ansatz (1.10) is replaced by the following:

$$
\begin{equation*}
\partial_{t} z=-k \varphi(T) z \tag{1.11}
\end{equation*}
$$

where the rate function $\varphi(T)$ has the form

$$
\varphi(T)= \begin{cases}0 & \text { if } T<T_{i}  \tag{1.12}\\ T^{\alpha} \exp \left\{-\frac{A}{T-T_{i}}\right\} & \text { if } T \geq T_{i}\end{cases}
$$

Here $T_{i}$ is again the ignition temperature, $A$ is the activation energy, and $k$ is the reaction rate $\left(T_{i}, A, k>0\right)$; as for $\alpha$, this is a dimensionless parameter in the range (-1, 2].

It is natural to ask whether the CJ system (1.9)-(1.10) is in some sense the limit as $k \rightarrow \infty$ of the ZND system (1.9), (1.11) (with $\varphi(T)$ as in (1.12)). Observe that this is formally the case, as it is apparent from the equality

$$
z(x, t)=z(x, 0) e^{-k \int_{0}^{t} \varphi(T(x, s)) d s}
$$

This remark led some authors (see [LZ]) to investigate the equation (1.1) supplemented by the equalities

$$
v(x, t)= \begin{cases}0 & \text { if } \sup _{0 \leq s \leq t} u(x, s)>0  \tag{1.13}\\ v(x, 0) & \text { if } \sup _{0 \leq s \leq t} u(x, s) \leq 0\end{cases}
$$

Then the system (1.1), (1.13) can be regarded as a simplified version of the CJ model (1.9)-(1.10), while the system (1.1)-(1.2) is the counterpart of the ZND system (1.9), (1.11). The unknown $u$ plays a role similar to that of density, velocity, and temperature in (1.9), while $v$ represents the mass fraction of the unburnt gas. The function $\varphi$ can be chosen as in (1.12), with $T=u$ and $T_{i}=0$.

The reason to consider these simpler models is apparent, due to the complexity, e.g., of (1.9), (1.11). Let us mention that local existence of solutions to the Cauchy problem for this system was proved in $[\mathrm{DH}]$ for initial data of small bounded variation (see also [YW]); however, global existence even for the Riemann problem-seems to be still an open problem.

The Riemann problem for system (1.1), (1.13) was investigated in [LZ] (see also [Zh], where an interesting survey on the whole theory is given). In particular, in [LZ] the authors found up to four distinct configurations for some given initial data to exist. Therefore they proposed to consider as physically eligible those (piecewise smooth, self-similar) solutions for which the number of combustion waves is as small as possible. It was proved in [TY1] that these admissible solutions are the limit of solutions to the Riemann problem (1.1)-(1.3) as the reaction rate $k$ diverges, the limit as $k \rightarrow \infty$ was taken by using the explicit structure of the combustion waves (both for detonation and for deflagration) of the Riemann problem, under suitable assumptions on the function $\varphi$.

Although the above results are very interesting in themselves, it can be observed that the very mathematical formulation of the limiting problem $(1.1),(1.13)$ is meaningless for generic discontinuous solutions. This seems a strong argument to advocate the use of (1.6)-(1.8) instead of (1.1), (1.13) as the limit of (1.1)-(1.2) when $k \rightarrow \infty$. Observe that the solutions of $(1.1),(1.13)$ considered in [LZ] satisfy almost everywhere equation (1.8) (with $\varphi$ as in (1.12)).
2. Preliminaries. In this section we shall recall some basic definitions and results concerning entropy solutions of the Cauchy problem (1.1)-(1.3). First let us fix some notation. Throughout the paper $\Sigma_{T}$ denotes the strip $\mathbb{R} \times(0, T)(T>0)$, $\Sigma=\Sigma_{\infty}$. Let us recast the problem (1.1)-(1.2) in a more general way. Consider the weakly coupled first-order quasilinear hyperbolic $2 \times 2$ system

$$
\begin{gather*}
\partial_{t} u_{i}+\partial_{x} f_{i}\left(u_{i}\right)=g_{i}(U), \quad i=1,2  \tag{2.1}\\
U(x, 0)=U^{0}(x) \tag{2.2}
\end{gather*}
$$

where $U=\left(u_{1}, u_{2}\right)$ and $U^{0}=\left(u_{1}^{0}, u_{2}^{0}\right)$. Here $F(U)=\left(f_{1}\left(u_{1}\right), f_{2}\left(u_{2}\right)\right), G(U)=$ $\left(g_{1}(U), g_{2}(U)\right)$ are given smooth functions.

Let us define the entropy solutions of (2.1)-(2.2) as follows (see [HN]; see also [ Kr$]$ for the scalar case).

DEFINITION 2.1. A vector-valued function $U \in L^{\infty}\left(\Sigma_{T}\right)^{2}$ is said to be an entropy solution of (2.1)-(2.2) in $\Sigma_{T}$ if, for any $\Psi \in C_{0}^{\infty}\left(\Sigma_{T}\right)^{2}, \Psi=\left(\psi_{1}, \psi_{2}\right), \psi_{i} \geq 0(i=$ $1,2)$, and any $l_{1}, l_{2} \in \mathbb{R}$, we have

$$
\begin{array}{r}
\sum_{i=1}^{2} \iint_{\Sigma_{T}}\left\{\left|u_{i}-l_{i}\right| \partial_{t} \psi_{i}+\operatorname{sgn}\left(u_{i}-l_{i}\right)\left(f\left(u_{i}\right)-f\left(l_{i}\right)\right) \partial_{x} \psi_{i}\right.  \tag{2.3}\\
\left.+g_{i}(U) \psi\right\} d x d t \geq 0
\end{array}
$$

and, for any interval I,

$$
\begin{equation*}
\lim _{T \rightarrow 0^{+}} \frac{1}{T} \int_{0}^{T} \int_{I}\left|u_{i}(x, t)-u^{0}(x)\right| d x=0 \tag{2.4}
\end{equation*}
$$

Remark 2.2. Observe that $U$ verifies the condition (2.3) if and only if for any convex function $\eta$, setting $q_{i}:=\int^{u} \eta^{\prime}(s) f_{i}^{\prime}(s) d s$, we have

$$
\partial_{t} \eta\left(u^{i}\right)+\partial_{x} q_{i}\left(u^{i}\right) \leq \eta^{\prime}\left(u^{i}\right) g_{i}(U)
$$

in $\mathcal{D}^{\prime}$. The pair $\left(\eta, q_{i}\right)$ is called an entropy pair for the $i$ th equation in $(2.1)(i=1,2)$.

The following results were proved in [HN].
THEOREM 2.3. (a) For any $U^{\circ} \in L^{\infty}(\mathbb{R})^{2}$ and $T>0$ there exists at most one entropy solution $U$ to the Cauchy problem (2.1)-(2.2) in $\Sigma_{T}$.
(b) For any $U^{0} \in L^{\infty}(\mathbb{R})^{2}$ there is $T>0$ (depending only on $\left\|U_{0}\right\|_{\infty}$ ) such that in $\Sigma_{T}$ there exists an entropy solution $U$ of (2.1)-(2.2) and $U \in C\left([0, T], L_{l o c}^{1}(\mathbb{R})^{2}\right)$. Moreover, only two possibilities occur: either $U \in L^{\infty}\left(\Sigma_{T}\right)^{2}$ for all $T>0$, or there exists $T^{*}<+\infty$ such that $U$ is defined for all $T<T^{*}$ and

$$
\lim _{T \rightarrow T_{-}^{*}}\|U\|_{L^{\infty}\left(\Sigma_{T}\right)^{2}}=+\infty
$$

Concerning our problem (1.1)-(1.2), the following statement can be proved by using the comparison tools in [HN] (see also [TY1], [TY2], [Le]).

THEOREM 2.4. Let $\varphi$ verify (1.4); assume that $\varphi$ is Lipschitz continuous and sublinear; namely, there is a constant $C>0$ such that

$$
\begin{equation*}
0 \leq \varphi(u) \leq C u \quad \text { for all } u \geq 0 \tag{2.5}
\end{equation*}
$$

Then for any $u_{0}, v_{0} \in L^{\infty}(\mathbb{R}), v_{0} \geq 0$, there is a unique entropy solution $(u, v)$ to the Cauchy problem (1.1)-(1.2). Moreover, the following global estimates hold true for almost every $(x, t) \in \Sigma$ :

$$
\begin{gather*}
0 \leq v(x, t) \leq v_{0}(x)  \tag{2.6}\\
-\left\|u_{0}\right\|_{\infty} \leq u(x, t) \leq\left\|u_{0}\right\|_{\infty} e^{C k\left\|v_{0}\right\|_{\infty} t} \tag{2.7}
\end{gather*}
$$

3. The Chapman-Jouguet limit. In this section we are dealing with the limit as $k \rightarrow \infty$ of globally defined entropy solutions $\left(u^{k}, v^{k}\right)$ to problem (1.1)-(1.2) (see Theorem 2.4).

We assume the sequence $\left\{u^{k}\right\}$ to be uniformly locally bounded in $L^{\infty}$; namely,

$$
\left\{\begin{array}{l}
\text { for any compact set } B \subseteq \bar{\Sigma} \text { there exists }  \tag{3.1}\\
\text { a constant } C_{B}>0 \text { such that, for any } k>0 \\
\qquad\left\|u^{k}\right\|_{L^{\infty}(B)} \leq C_{B}
\end{array}\right.
$$

Then we have the following result.
THEOREM 3.1. Assume that the function $f$ is not affine on any interval. Let the hypotheses of Theorem 2.4 and (3.1) hold. Then there exist a subsequence (also denoted $\left.\left\{\left(u^{k}, v^{k}\right)\right\}\right)$ of solutions to (1.1)-(1.2) and a couple $(\bar{u}, \bar{v}) \in L_{\text {loc }}^{\infty}(\Sigma)$ such that

$$
\begin{align*}
u^{k} \longrightarrow \bar{u} & \text { in } L_{l o c}^{p}(\Sigma) \quad(1 \leq p<+\infty)  \tag{3.2}\\
v^{k} \rightharpoonup \bar{v} & \text { in } L^{\infty} \text {-weak } \tag{3.3}
\end{align*}
$$

Moreover, for any $\psi \in C_{0}^{\infty}(\bar{\Sigma})$ the following holds:

$$
\begin{gather*}
\iint(\bar{u}+\bar{v}) \partial_{t} \psi+f(\bar{u}) \partial_{x} \psi d x d t  \tag{3.4}\\
+\int\left(u_{0}(x)+v_{0}(x)\right) \psi(x, 0) d x=0 \\
\bar{v} \geq 0 \tag{3.5}
\end{gather*}
$$

$$
\begin{gather*}
\varphi(\bar{u}) \bar{v}=0 \quad \text { for almost every }(x, t) \in \Sigma ;  \tag{3.6}\\
\partial_{t} \bar{v} \leq 0 \quad \text { in } \mathcal{D}^{\prime} . \tag{3.7}
\end{gather*}
$$

To prove the above theorem we shall use the following results.
Proposition 3.2 (see [Ta]). Let $f \in C^{1}$ and $\Omega \subseteq \mathbb{R}^{n}$ be a bounded open set. Let $\left\{u^{k}\right\}$ be a sequence of functions satisfying $u^{k} \rightharpoonup u$ in $L^{\infty}(\Omega)-w e a k^{*}$. Suppose that for any convex function $\eta$

$$
\begin{equation*}
\partial_{t} \eta\left(u^{k}\right)+\partial_{x} q\left(u^{k}\right) \in\left(\text { compact set of } H^{-1}(\Omega)\right), \tag{3.8}
\end{equation*}
$$

where $q^{\prime}=\eta^{\prime} f^{\prime}$. Then, if no interval exists on which $f$ is affine,

$$
\begin{equation*}
u^{k} \longrightarrow u \quad \text { in } L^{p}(\Omega) \tag{3.9}
\end{equation*}
$$

for any $p \in[1, \infty)$.
Lemma 3.3 (see $[\mathrm{Mu}]$ ). Let $\Omega$ be a bounded open set of $\mathbb{R}^{n}$ and $p \in(1, \infty)$. Let $\left\{u^{k}\right\}$ be any sequence such that $\left\{u^{k}\right\} \in$ (bounded set of $W^{-1, p}(\Omega)$ ) and $u^{k} \geq 0$. Then $\left\{u^{k}\right\} \in$ (compact set of $\left.W^{-1, q}(\Omega)\right)$ for all $1<q<p$.

Lemma 3.4 (see [DCL]). Let $\Omega$ be a bounded open set of $\mathbb{R}^{n}$ and $1<p \leq q<r<$ $+\infty$. Let $\left\{u^{k}\right\}$ be a sequence such that $\left\{u^{k}\right\} \in$ (compact set of $W^{-1, p}(\Omega) \cap$ (bounded set of $W^{-1, r}(\Omega)$. Then $\left\{u^{k}\right\} \in$ (compact set of $\left.W^{-1, q}(\Omega)\right)$.

Proof of Theorem 3.1. Let $\psi \in C_{0}^{\infty}(\mathbb{R}), \psi \geq 0$. From the second equation in (1.1) we have, for all $t \geq 0$ and $k>0$,

$$
\partial_{t} \int v^{k}(x, t) \psi(x) d x+k \int \varphi\left(u^{k}(x, t)\right) v^{k}(x, t) \psi(x) d x=0
$$

Then, for any $T>0$,

$$
\begin{equation*}
0 \leq \int_{0}^{T} \int \varphi\left(u^{k}(x, t)\right) v^{k}(x, t) \psi(x) d x d t \leq \frac{\left\|v_{0}\right\|_{\infty}\|\psi\|_{L^{1}}}{k} \tag{3.10}
\end{equation*}
$$

Now let $(\eta, q)$ be an entropy pair; namely, $\eta$ is convex and $q^{\prime}=\eta^{\prime} f^{\prime}$. Then, in view of Remark 2.2, we have, for all $k>0$,

$$
\partial_{t} \eta\left(u^{k}\right)+\partial_{x} q\left(u^{k}\right) \leq k \eta^{\prime}\left(u^{k}\right) \varphi\left(u^{k}\right) v^{k} \quad \text { in } \mathcal{D}^{\prime}
$$

Setting

$$
I^{k}:=k \eta^{\prime}\left(u^{k}\right) \varphi\left(u^{k}\right) v^{k}
$$

we have, by (3.1) and (3.10),

$$
\left\|I^{k} \psi\right\|_{L^{1}\left(\Sigma_{T}\right)} \leq C \sup _{(0, T) \times(\operatorname{supp} \psi)}\left|\eta^{\prime}\left(u^{k}\right)\right| \leq \bar{C}
$$

where $\bar{C}$ depends only on $\left\|v_{0}\right\|_{\infty}, \eta, \psi$, and $T$.
Then the function $I^{k}$ is in a bounded set of $L_{l o c}^{1}$ for any $k>0$. Hence by the Sobolev embedding lemma

$$
\begin{equation*}
I^{k} \in\left(\text { compact set in } W_{l o c}^{-1, p_{1}}\right) \tag{3.11}
\end{equation*}
$$

with $p_{1}<2$. Moreover,

$$
\Lambda^{k}:=\partial_{t} \eta\left(u^{k}\right)+\partial_{x} q\left(u^{k}\right)-I^{k} \leq 0
$$

$\Lambda^{k}$ being in a bounded subset in $W_{l o c}^{-1, p_{1}}$. In view of Lemma 3.3 we have

$$
\begin{equation*}
\Lambda^{k} \in\left(\text { compact set in } W_{l o c}^{-1, p}\right) \tag{3.12}
\end{equation*}
$$

for all $1 \leq p<p_{1}$. Hence by (3.11)-(3.12), there holds

$$
\begin{equation*}
\partial_{t} \eta\left(u^{k}\right)+\partial_{x} q\left(u^{k}\right) \in\left(\text { compact set of } W_{l o c}^{-1, p}\right) \tag{3.13}
\end{equation*}
$$

which by assumption (3.1) implies

$$
\partial_{t} \eta\left(u^{k}\right)+\partial_{x} q\left(u^{k}\right) \in\left(\text { bounded set of } W_{l o c}^{-1, \infty}\right)
$$

Then, using Lemma 3.4, we get

$$
\partial_{t} \eta\left(u^{k}\right)+\partial_{x} q\left(u^{k}\right) \in\left(\text { compact set of } H_{l o c}^{-1}\right) .
$$

By Proposition 3.2 there exists $\bar{u} \in L_{\text {loc }}^{\infty}(\Sigma)$ and a subsequence (also denoted $u^{k}$ ) such that

$$
u^{k} \longrightarrow \bar{u} \quad \text { in } L_{l o c}^{p}(\Sigma)
$$

Moreover, there exists $\bar{v} \in L^{\infty}(\Omega)$ and a further subsequence $v^{k}$ such that

$$
v^{k} \rightharpoonup \bar{v}, \varphi\left(u^{k}\right) v^{k} \rightharpoonup \varphi(\bar{u}) \bar{v}
$$

both convergences being in the $L^{\infty}$-weak* sense. On the other hand, using (3.10), we obtain

$$
\varphi\left(u^{k}\right) v^{k} \longrightarrow 0 \quad \text { in } L_{l o c}^{1}
$$

which implies (3.6). The proof of (3.4), (3.5), and (3.7) is now easy. Hence the conclusion follows.
4. Simple detonations. In this section we establish a uniform bound in the supremum norm for the solutions of (1.1)-(1.2) in the case where the flow is piecewise smooth with finitely many noninteracting detonation waves. According to the results of section 3 , this estimate is of fundamental importance to prove the convergence of the sequence $\left\{u^{k}, v^{k}\right\}$ as $k \rightarrow \infty$.

For simplicity we concentrate on the case where the solution contains only a single detonation; the general case easily follows by similar arguments.

Let us make the following definition.
DEFINITION 4.1. An entropy solution $(u, v)$ of problem (1.1)-(1.2) is a simple detonation if:
(i) the initial data $\left(u_{0}, v_{0}\right) \in L^{\infty}(\mathbb{R}) \cap C^{1}(\mathbb{R} \backslash\{0\})$;
(ii) $v \in C^{1}(\mathbb{R} \backslash\{0\})$;
(iii) $u$ is a $C^{1}$ function away from a shock curve $t=\theta(x)$, which has the following properties: $\theta$ is defined for $x>0$ and is monotonically increasing; $\theta(0)=0$, $\lim _{x \rightarrow \infty} \theta(x)=+\infty$;
(iv) for $x<0$ and any $t>0, u$ is bounded, uniformly with respect to $k$. For $x \geq 0, t \geq \theta(x), u$ is decreasing in time and is nonnegative. For $x>0$, $0<t<\theta(x), u$ is nonpositive.
Notice that, due to the entropy conditions, the function $\theta$ satisfies both the Rankine-Hugoniot condition and the Oleinik entropy condition.

Examples of simple detonations which exhibit the above structure are given in [TY1, Theorem 3] (see also [Le]); there the function $\varphi$ is increasing such that $\varphi(u) \equiv 1$ if $u \geq \beta>0$.

Let us assume the following:
$\left(\mathrm{H}_{1}\right)$ the function $f$ is $C^{2}$ and convex, with $f(0)=f^{\prime}(0)=0$. Moreover, there exist $\delta \in(1 / 2,1)$ and $M>0$ such that

$$
\begin{equation*}
\frac{u f^{\prime}(\delta u)}{f(u)} \geq M+1 \quad \text { for all } u>0 \tag{4.1}
\end{equation*}
$$

If $f(u)=A u^{\beta}$ for $u>0(A>0, \beta>1)$, assumption $\left(\mathrm{H}_{1}\right)$ is satisfied with $\delta^{\beta-1} \geq$ $\frac{M+1}{\beta}$;
$\left(\mathrm{H}_{2}\right)$ the function $\varphi$ is Lipschitz continuous, satisfies (1.4), and there holds $\varphi(u)>$ 0 for $u>0$. Moreover, there exists $\alpha \geq 0$ such that

$$
\varphi(u)=0\left(u^{\alpha}\right) \quad \text { as } u \rightarrow+\infty
$$

Among the above assumptions the convexity of $f$ is important, as the following example shows.

Example 4.2. Consider the following semilinear problem $(f(u) \equiv u$ in (1.1)):

$$
\left\{\begin{array}{l}
\partial_{t} u+\partial_{x} u=k \varphi(u) v \\
\partial_{t} v=-k \varphi(u) v
\end{array}\right.
$$

with $u_{0}(x)=H(-x)$ and $v_{0}(x)=H(x)$, where $H$ is the Heaviside function. It is easily seen that

$$
v(x, t)=v_{0}(x) e^{-k \int_{0}^{t} \varphi(u(x, \tau)) d \tau}
$$

in particular,

$$
v(x, t) \equiv 1 \quad \text { for } 0 \leq t \leq x
$$

On the other hand, on the characteristic $x=t$ the function $u$ verifies

$$
u\left(t^{-}, t\right)=k \int_{0}^{t} \varphi\left(u\left(\tau^{-}, \tau\right)\right) v d \tau+1 \geq k \varphi(1) t+1
$$

It is clear from the above inequality that condition (3.1) is not satisfied in the present case.

Let us prove the following result.
THEOREM 4.3. Let $\left(u^{k}, v^{k}\right)$ be a simple detonation; let assumptions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{2}\right)$ be satisfied. Then there exists a constant $C>0$ (only depending on $f, \varphi,\left\|u_{0}\right\|_{\infty}$, $\left.\left\|v_{0}\right\|_{\infty}\right)$ such that

$$
u^{k}(x, t) \leq C
$$

for all $x>0, t>\theta^{k}(x)$.

Proof. By the change of variable $\tilde{x}=\frac{x}{k}, \tilde{t}=\frac{t}{k}$ it suffices to consider the case $k=1$, since all the involved quantities do not depend on the scaling; hence we omit the index $k$ in the following. Assume $x \geq 0, t \geq \theta(x)$. Fix $x_{0}>0$ and $t_{0}=\theta\left(x_{0}\right)$; also set

$$
\bar{u}=\max _{x \in\left[0, x_{0}\right]} u\left(x^{-}, \theta(x)\right)
$$

Let $\bar{x}$ be such that $\bar{u}=u\left(\bar{x}^{-}, \theta(\bar{x})\right)$; set $\bar{t}=\theta(\bar{x})$.
Observe that by Definition 4.1 (iv) we have

$$
\bar{u}=\max _{\theta(x) \leq t \leq t_{0}} u(x, t) .
$$

Consider now the backward characteristic $(X(t), U(t))$ issued from the point $(\bar{x}, \bar{t})$. There holds

$$
\left\{\begin{array}{l}
\dot{X}=f^{\prime}(U)  \tag{4.2}\\
\dot{U}=v_{0}(X(t)) \varphi(U) e^{-\int_{\theta(X(t))}^{t} \varphi(u(X(t), \tau)) d \tau}
\end{array}\right.
$$

with $x(\bar{t})=\bar{x}, U(\bar{t})=\bar{u}$. Let $\bar{\gamma} \in[0, \bar{t}]$ be such that $x(\bar{\gamma})=0, \bar{\alpha}:=u(0, \bar{\gamma})$; set

$$
\begin{equation*}
I(t):=\int_{t}^{\bar{t}} v_{0}(x(s)) \varphi(u(s)) e^{-\int_{\theta(x(s))}^{s} \varphi(u(x(s), \tau)) d \tau} d s \tag{4.3}
\end{equation*}
$$

for all $t \in[\bar{\gamma}, \bar{t}]$. Then

$$
\begin{equation*}
U(t)+I(t)=\bar{u} \tag{4.4}
\end{equation*}
$$

for all $t \in[\bar{\gamma}, \bar{t}]$. In particular,

$$
\begin{equation*}
\bar{\alpha}+I(\bar{\gamma})=\bar{u} \tag{4.5}
\end{equation*}
$$

If $I(\bar{\gamma}) \leq \frac{1}{2} \bar{u}$, then $\bar{u} \leq 2 \bar{\alpha}$. Otherwise we have $\bar{u}>2 u(0, \bar{\gamma})$. For any fixed $\delta \in\left(\frac{1}{2}, 1\right)$ there exists $t_{\delta} \in(\bar{\gamma}, \bar{t})$ such that $U\left(t_{\delta}\right)=\delta \bar{u}$, from which $I\left(t_{\delta}\right)=(1-\delta) \bar{u}$. Therefore the following estimate holds:

$$
\begin{equation*}
\bar{u} \leq \frac{1}{1-\delta}\left\|v_{0}\right\|_{\infty} \varphi(\bar{u}) \int_{t_{\delta}}^{\bar{t}} e^{-\int_{\theta(x(s))}^{s} \varphi(u(x(s), \tau)) d \tau} d s \tag{4.6}
\end{equation*}
$$

To estimate the integral on the right-hand side we observe that, since $u_{t} \leq 0$ for $t \geq \theta(x)$, there holds

$$
\varphi(u(x(s), \tau)) \geq \varphi(U(s)) \geq \varphi\left(U\left(t_{\delta}\right)\right)=\varphi(\delta \bar{u})
$$

Then

$$
\begin{equation*}
-\int_{\theta(x(s))}^{s} \varphi(u(x(s), \tau)) d \tau \leq-\varphi(\delta \bar{u})(s-\theta(x(s))) \tag{4.7}
\end{equation*}
$$

for $s \in\left[t_{\delta}, \bar{t}\right]$.
Due to the mean value theorem, there exists $\xi \in(x(s), \bar{x})$ and $\tau \in(s, \bar{t})$ such that

$$
\begin{equation*}
s-\theta(x(s))=(s-\bar{t})\left(1-\frac{d \theta}{d x}(\xi) f^{\prime}(U(\tau))\right) \tag{4.8}
\end{equation*}
$$

On the other hand, by the Rankine-Hugoniot condition we have

$$
\frac{d \theta}{d x}(\xi)=\frac{u\left(\xi^{-}, \theta(\xi)\right)-u\left(\xi^{+}, \theta(\xi)\right)}{f\left(u\left(\xi^{-}, \theta(\xi)\right)\right)-f\left(u\left(\xi^{+}, \theta(\xi)\right)\right)}
$$

where $u\left(\xi^{-}, \theta(\xi)\right)$ and $u\left(\xi^{+}, \theta(\xi)\right)$ are the left, respectively, the right, limit of $u$ on the shock curve. Since $\theta$ is monotone increasing, we have $\frac{d \theta}{d x} \geq 0$. Moreover, the function $f$ is convex, $f(0)=f^{\prime}(0)=0$, and

$$
u\left(\xi^{+}, \theta(\xi)\right) \leq 0 \leq u\left(\xi^{-}, \theta(\xi)\right) \leq \bar{u}
$$

It follows that

$$
\frac{d \theta}{d x}(\xi) \geq \frac{\bar{u}}{f(\bar{u})}
$$

for all $\xi \geq 0$.
On the other hand $U(\tau) \geq \delta \bar{u}$. Combined with (4.8), this gives

$$
\begin{align*}
s-\theta(x(s)) & \geq(\bar{t}-s)\left(\frac{\bar{u}}{f(\bar{u})} f^{\prime}(\delta \bar{u})-1\right)  \tag{4.9}\\
& \geq(\bar{t}-s) M
\end{align*}
$$

by assumption $\left(\mathrm{H}_{1}\right)$. Now the inequality (4.6) yields

$$
\begin{align*}
\bar{u} & \leq \frac{1}{1-\delta}\left\|v_{0}\right\|_{\infty} \varphi(\bar{u}) \int_{t_{\delta}}^{\bar{t}} e^{-\varphi(\delta \bar{u}) M(\bar{t}-s)} d s  \tag{4.10}\\
& \leq \frac{1}{1-\delta}\left\|v_{0}\right\|_{\infty} \frac{\varphi(\bar{u})}{\varphi(\delta \bar{u}) M} .
\end{align*}
$$

Then by assumption $\left(\mathrm{H}_{2}\right)$ there exist $\alpha \geq 0, \tilde{C}>0$ such that

$$
\bar{u} \leq \tilde{C} \frac{\delta^{-\alpha}}{1-\delta}\left\|v_{0}\right\|_{\infty}
$$

where $\tilde{C}$ depends only on $\varphi, f$. Hence the conclusion follows choosing

$$
C \geq \max \left(2 \bar{\alpha}, \tilde{C} \frac{\delta^{-\alpha}}{1-\delta}\left\|v_{0}\right\|_{\infty}\right)
$$

5. Deflagrations. Deflagration waves are analogous to the rarefaction waves of the nonreactive case. This section is devoted to a detailed investigation of their structure.

Let $(u, v)$ be a solution of problem (1.1)-(1.3) with initial data

$$
\left(u_{0}(x), v_{0}(x)\right)= \begin{cases}\left(\alpha_{1}, 0\right) & \text { if } x<0  \tag{5.1}\\ \left(\alpha_{2}, \beta_{2}\right) & \text { if } x>0\end{cases}
$$

As usual the function $\varphi$ satisfies condition (1.4), while concerning the function $f$ we make the following assumption:
$\left(\mathrm{H}_{3}\right) f(0)=f^{\prime}(0)=0$; there exists a constant $\nu>0$ such that $f^{\prime \prime}(u) \geq \nu>0$ for all $u \geq 0$.

Due to the convexity of $f$, we say that a deflagration wave is generated if

$$
\begin{equation*}
0<\alpha_{1}<\alpha_{2}, \quad \beta_{2}>0 \tag{5.2}
\end{equation*}
$$

Even in this case it is enough to consider the case $k=1$. The main result of this section is given in the following theorem, which provides a (global) uniform $L^{\infty}$ bound for the solution $(u, v)$, as required by Theorem 3.1.

THEOREM 5.1. Let the assumption $\left(\mathrm{H}_{3}\right)$ hold and the initial data satisfy (5.1)(5.2). Then the problem (1.1)-(1.3) has a unique global entropy solution ( $u, v$ ) such that

$$
\begin{gather*}
\alpha_{1} \leq u(x, t) \leq \alpha_{2}+\beta_{2}  \tag{5.3}\\
0 \leq v(x, t) \leq \beta_{2} \tag{5.4}
\end{gather*}
$$

for almost every $(x, t) \in \mathbb{R} \times(0, \infty)$.
Observe that, by contrast with Theorem 2.4, no growth assumption is made here on the function $\varphi$. In fact, we shall assume, without loss of generality,

$$
\begin{equation*}
\varphi(u)=\varphi\left(\alpha_{2}+\beta_{2}\right) \quad \text { for } u \geq \alpha_{2}+\beta_{2} \tag{4}
\end{equation*}
$$

Let us introduce for any $\alpha, \beta \geq 0$ the solution $(\tilde{u}, \tilde{v})=(\tilde{u}, \tilde{v})(\alpha, \beta)$ of the ordinary differential system

$$
\left\{\begin{array}{l}
\dot{\tilde{u}}=\varphi(\tilde{u}) \tilde{v}  \tag{5.5}\\
\dot{\tilde{v}}=-\varphi(\tilde{u}) \tilde{v}
\end{array}\right.
$$

with Cauchy data $\tilde{u}(0)=\alpha, \tilde{v}(0)=\beta$. It is easily seen that

$$
\tilde{u}+\tilde{v}=\alpha+\beta, \quad 0 \leq \tilde{v} \leq \beta, \quad \alpha \leq \tilde{u} \leq \alpha+\beta
$$

Set

$$
\begin{equation*}
\tilde{x}(t)=\int_{0}^{t} f^{\prime}(\tilde{u}(\tau)) d \tau \quad(t>0) ; \tag{5.6}
\end{equation*}
$$

then the half-plane $\Sigma$ is the union of the following regions:

$$
\begin{aligned}
I & :=\{(x, t) \mid x \leq 0, t>0\} \\
I I & :=\{(x, t) \mid 0<x \leq \tilde{x}(t), t>0\} ; \\
I I I & :=\{(x, t) \mid x>\tilde{x}(t), t>0\} .
\end{aligned}
$$

Since $\dot{\tilde{x}}=f^{\prime}(\tilde{u}) \geq 0$ and $\ddot{\tilde{x}}=f^{\prime \prime}(\tilde{u}) \dot{\tilde{u}}=f^{\prime \prime}(\tilde{u}) \varphi(\tilde{u}) \tilde{v} \geq 0$, the curve $x=\tilde{x}(t)$ is strictly increasing and convex for $t>0$.

Now we can state the following result, which completely describes the structure of deflagration waves.

THEOREM 5.2. Let the assumption $\left(\mathrm{H}_{3}\right)-\left(\mathrm{H}_{4}\right)$ hold and the initial data satisfy (5.1)-(5.2). Then there exists a unique global entropy solution ( $u, v$ ) to problem (1.1)(1.3) such that $u \in \operatorname{Lip}_{l o c}(\bar{\Sigma} \backslash(0,0))$. Moreover,

$$
\begin{gather*}
(u, v)=\left(\alpha_{1}, 0\right) \quad \text { in region } I  \tag{5.7}\\
(u, v)=(\tilde{u}, \tilde{v})\left(\alpha_{2}, \beta_{2}\right) \quad \text { in region } I I I \tag{5.8}
\end{gather*}
$$

and there exists $\bar{M}>0$ such that

$$
\begin{gather*}
0 \leq \partial_{x} u \leq \bar{M} \max \left(\frac{1}{t}, 1\right)  \tag{5.9}\\
-\frac{\bar{M}}{t} \leq \partial_{t} u \leq 0 \quad \text { in region } I I \tag{5.10}
\end{gather*}
$$

It is easily seen that Theorem 5.1 follows from the above result; hence the remainder of the paper is devoted to the proof of the latter.

For this purpose, observe that (1.2)-(1.3) (with $k=1$ ) entail

$$
\begin{equation*}
v(x, t)=v_{0}(x) e^{-\int_{0}^{t} \varphi(u(x, s)) d s} \tag{5.11}
\end{equation*}
$$

Then it is natural to investigate the integro-differential problem

$$
\begin{gather*}
\partial_{t} u+\partial_{x} f(u)=\varphi(u) v_{0}(x) e^{-\int_{0}^{t} \varphi(u(x, s)) d s}  \tag{5.12}\\
u(x, 0)=u_{0}(x) \tag{5.13}
\end{gather*}
$$

Let us introduce the space $\mathcal{A}^{M}(\Sigma)$, as the space of $w \in \operatorname{Lip}_{l o c}(\bar{\Sigma} \backslash(0,0))$ such that

$$
\begin{equation*}
\alpha_{1} \leq w \leq \alpha_{2}+\beta_{2} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
w=\alpha_{1} \quad \text { in region } I \tag{2}
\end{equation*}
$$

$\left(\mathrm{P}_{3}\right)$

$$
w=\tilde{u}\left(\alpha_{2}, \beta_{2}\right) \quad \text { in region } I I I
$$

$\left(\mathrm{P}_{4}\right)$ there exists $M>0$ such that

$$
0 \leq \partial_{x} w \leq M \max \left(\frac{1}{t}, 1\right) \quad \text { in } \Sigma
$$

$\left(\mathrm{P}_{5}\right)$ there exists $M>0$ such that

$$
-\frac{M}{t} \leq \partial_{t} w \leq 0 \quad \text { in region } I I
$$

For any $w \in \mathcal{A}^{M}(\Sigma)$ we define a map $u=\Lambda(w)$ by considering the (unique) entropy solution of the problem

$$
\begin{gather*}
\partial_{t} u+\partial_{x} f(u)=\varphi(u) v_{0}(x) e^{-\int_{0}^{t} \varphi(w(x, s)) d s}  \tag{5.14}\\
u(x, 0)=u_{0}(x) \tag{5.15}
\end{gather*}
$$

This solution exists by classical results (see section 2), in view of the assumption $\left(\mathrm{H}_{4}\right)$.
The first step in the proof of Theorem 5.2 is given in the following proposition.
Proposition 5.3. There exists $M>0$ such that, for any $w \in \mathcal{A}^{M}(\Sigma)$, there holds $\Lambda(w) \in \mathcal{A}^{M}(\Sigma)$.

The proof of Proposition 5.3 will be given after two preliminary lemmas (see Lemmas 5.4-5.5 below). Set

$$
\begin{equation*}
v(x, t)=v_{0}(x) e^{-\int_{0}^{t} \varphi(w(x, s)) d s} \tag{5.16}
\end{equation*}
$$

where $v_{0} \equiv 0$ for $x \leq 0, v_{0} \equiv \beta_{2}$ for $x>0$. Then $u \equiv \alpha_{1}$ for $x \leq 0$. To deal with the case $x>0$ we solve the system for the characteristics of equation (5.14), namely,

$$
\begin{equation*}
\dot{X}=f^{\prime}(U), \dot{U}=\varphi(U) V \tag{5.17}
\end{equation*}
$$

where $X=X(t), U=U(t), V(t)=v(X(t), t)$. Since $\dot{X}>0$, the function $X$ is invertible; denote by $T=T(x)$ its inverse function for $x>0$. Then the system (5.17) is equivalent to

$$
\begin{equation*}
\frac{d T}{d x}=\frac{1}{f^{\prime}(U)}, \quad \frac{d U}{d x}=\frac{\varphi(U)}{f^{\prime}(U)} V \tag{5.18}
\end{equation*}
$$

where $U(x)=U(T(x))$ and $V(x)=V(T(x))$.
We supplement (5.18) with two different sets of initial data, namely,

$$
\begin{equation*}
(T(0), U(0))=\left(\gamma, \alpha_{1}\right) \quad \text { for } \gamma \geq 0 \tag{5.19}
\end{equation*}
$$

or, respectively,

$$
\begin{equation*}
(T(0), U(0))=(0, \alpha) \quad \text { for } \alpha \in\left[\alpha_{1}, \alpha_{2}\right] \tag{5.20}
\end{equation*}
$$

Due to the above assumptions (in particular $\left(\mathrm{H}_{4}\right)$ ), it is easily seen that the solutions of system (5.18) with initial conditions (5.19) or (5.20) are globally defined for $x>0$. The following holds.

LEMMA 5.4. Characteristic curves $(T, U)$ corresponding to different values of the parameter $\gamma$ or $\alpha$ do not intersect themselves for $x>0$. The following inequalities hold:
(i) $\frac{\partial U}{\partial \gamma}(x, \gamma)<0, \frac{\partial T}{\partial \gamma}(x, \gamma) \geq 1(x>0, \gamma \geq 0)$;
(ii) $\frac{\partial U}{\partial \alpha}(x, \alpha)>0, \frac{\partial T}{\partial \alpha}(x, \alpha)<0\left(x>0, \alpha \in\left[\alpha_{1}, \alpha_{2}\right]\right)$.

Moreover, the families $\{T(x, \gamma), \gamma \geq 0\}$ and $\left\{T(x, \alpha), \alpha \in\left[\alpha_{1}, \alpha_{2}\right]\right\}$ cover the entire region $I I$.

Proof. Let us only consider (5.18)-(5.19), since problem (5.18), (5.20) can be dealt with by similar arguments. Let $0 \leq \gamma_{1}<\gamma_{2}$; set

$$
\tilde{T}(x)=T_{2}(x)-T_{1}(x), \tilde{U}(x)=U_{2}(x)-U_{1}(x)
$$

with obvious meaning of the symbols. An elementary calculation shows that

$$
\begin{gather*}
\tilde{T}(0)>0, \quad \frac{d \tilde{T}}{d x}(0)=0, \quad \frac{d^{2} \tilde{T}}{d x^{2}}(0)>0  \tag{5.21}\\
\frac{d \tilde{T}}{d x}=-\frac{\left(\int_{0}^{1} f^{\prime \prime}\left(\theta U_{1}+(1-\theta) U_{2}\right) d \theta\right) \tilde{U}}{f^{\prime}\left(U_{1}\right) f^{\prime}\left(U_{2}\right)}  \tag{5.22}\\
\frac{d \tilde{U}}{d x}=\frac{\varphi\left(U_{2}\right) V\left(x, \gamma_{2}\right)}{f^{\prime}\left(U_{2}\right)}-\frac{\varphi\left(U_{1}\right) V\left(x, \gamma_{1}\right)}{f^{\prime}\left(U_{1}\right)} \quad(x>0) \tag{5.23}
\end{gather*}
$$

By (5.22) there is a right neighborhood of $x=0$ where $\tilde{T}>0, \frac{d \tilde{T}}{d x}>0$. Let $x_{1}>0$ exist such that $\tilde{T}(x)>0$ for $x \in\left(0, x_{1}\right), \tilde{T}\left(x_{1}\right)=0$. Then there is $x_{0} \in\left(0, x_{1}\right)$ such that $\frac{d \tilde{T}}{d x}>0 \quad$ in $\left(0, x_{0}\right)$ and $\frac{d \tilde{T}}{d x}\left(x_{0}\right)=0$. Hence by (5.22), $\tilde{U}<0$ in $\left(0, x_{0}\right), \tilde{U}\left(x_{0}\right)=0$, which gives $\frac{d \tilde{U}}{d x}\left(x_{0}\right) \geq 0$. On the other hand, since $\tilde{T}\left(x_{0}\right)>0$ we have

$$
\begin{aligned}
& V\left(x_{0}, \gamma_{2}\right)-V\left(x_{0}, \gamma_{1}\right) \\
& \quad=\beta_{2}\left\{e^{-\int_{0}^{T\left(x, \gamma_{2}\right)} \varphi\left(w\left(x_{0}, s\right)\right) d s}-e^{-\int_{0}^{T\left(x, \gamma_{1}\right)} \varphi\left(w\left(x_{0}, s\right)\right) d s}\right\}<0
\end{aligned}
$$

It follows from (5.23) that $\frac{d \tilde{U}}{d x}\left(x_{0}\right)<0$; the contradiction proves the claim.
Inequalities (i) and (ii) are proved by similar arguments. To prove the last claim it suffices to show that $T\left(x, \alpha_{2}\right)=\tilde{t}(x)(x \geq 0)$, where $\tilde{t}(\cdot)$ denotes the inverse function of $\tilde{x}(\cdot)$. Observe first that $\left(X\left(t, \alpha_{2}\right), U\left(t, \alpha_{2}\right)\right)$ satisfies the equations

$$
\dot{X}=U, \dot{U}=\varphi(U) V
$$

with $X(0)=0, U(0)=\alpha_{2}$, and $V(t)=\beta_{2} e^{-\int_{0}^{t} \varphi(w(X(t), s)) d s}$. On the other hand, setting $X(t)=\tilde{x}(t)$ in the expression for $V(t)$ gives $V(t)=\tilde{v}(t)$. Since the couple $(\tilde{u}, \tilde{v})=(\tilde{u}, \tilde{v})\left(\alpha_{2}, \beta_{2}\right)$ verifies

$$
\dot{\tilde{x}}=\tilde{u}, \dot{\tilde{u}}=\varphi(\tilde{u}) \tilde{v}=\varphi(\tilde{u}) V,
$$

and $\tilde{x}(0)=0, \tilde{u}(0)=\alpha_{2}$, the conclusion follows by the uniqueness theorem for ordinary differential equations.

Set

$$
\begin{aligned}
& I I_{a}=\left\{(x, t) \in I I \mid t>T\left(x, \alpha_{1}\right)\right\} \\
& I I_{b}=\left\{(x, t) \in I I \mid T\left(x, \alpha_{2}\right)<t \leq T\left(x, \alpha_{1}\right)\right\}
\end{aligned}
$$

For any $(x, t) \in I I_{a}$, there exists a unique value $\gamma=\gamma(x, t)>0$ such that $t=T(x, \gamma)$. In the same way, for any $(x, t) \in I I_{b}$, there exists a unique $\alpha=\alpha(x, t) \in\left[\alpha_{1}, \alpha_{2}\right)$ such that $t=T(x, \alpha)$. Hence we can define, in region $I I$,

$$
\lambda(x, t)= \begin{cases}\gamma(x, t) & \text { if }(x, t) \in I I_{a}  \tag{5.24}\\ \alpha(x, t) & \text { if }(x, t) \in I I_{b}\end{cases}
$$

The function $\lambda$ is invertible and differentiable. Define a function $u: \Sigma \rightarrow\left[\alpha_{1}, \infty\right)$ as follows:

$$
u(x, t)= \begin{cases}\alpha_{1} & \text { in region } I \backslash(0,0)  \tag{5.25}\\ U(x, \lambda,(x, t)) & \text { in region } I I \\ \tilde{u}(t) & \text { in region } I I I\end{cases}
$$

The elementary proof of the following result is omitted.
LEMMA 5.5. The function $u$ given by (5.25) is in $C^{1}(\bar{\Sigma} \backslash\{(0,0)\})$ and solves problem (5.12)-(5.13).

Proof of Proposition 5.3. Let $u=\Lambda w$ as defined by (5.25). First let us show that

$$
\partial_{x} u \geq 0 \quad \text { in } \Sigma, \partial_{t} u<0 \quad \text { in region } I I .
$$

In region $I$ or region $I I I, \partial_{x} u \equiv 0$. On the other hand $u(x, t)=U(x, \lambda(x, t))$ in region $I I$; hence $\partial_{t} u<0$ by Lemma 5.4. Also, $f^{\prime}(u) \partial_{x} u=-\partial_{t} u+\varphi(u) v>0$. Since $\tilde{u}(t) \leq \alpha_{2}+\beta_{2}$ in region $I I I$ and $\partial_{t} u<0$ in region $I I$, we have

$$
u(x, t) \leq \alpha_{2}+\beta_{2} \quad \text { in region } I I
$$

Hence properties $\left(\mathrm{P}_{1}\right),\left(\mathrm{P}_{2}\right),\left(\mathrm{P}_{3}\right)$ of the space $\mathcal{A}^{M}(\Sigma)$ are satisfied. We must check that there exists $M>0$ such that, if $w \in \mathcal{A}^{M}(\Sigma),\left(\mathrm{P}_{4}\right)$ and $\left(\mathrm{P}_{5}\right)$ are verified for $u$. Set $p=\partial_{x} u$ and differentiate equation (5.12). We have

$$
\begin{equation*}
\partial_{t} p+f^{\prime}(u) \partial_{x} p+p^{2}=\varphi^{\prime}(u) v p+\varphi(u) \partial_{x} v \tag{5.26}
\end{equation*}
$$

For $x=0$, it follows from the equation that

$$
\begin{equation*}
p(0, \gamma)=\left(\partial_{x} u\right)(0, \gamma)=\frac{\varphi\left(\alpha_{1}\right)}{\alpha_{1}} \beta_{2} e^{-\varphi\left(\alpha_{1}\right) \gamma} \tag{5.27}
\end{equation*}
$$

Let $M_{1}=\beta_{2} \max \left(\sup _{u \in\left(\alpha_{1}, \alpha_{2}+\beta_{2}\right)} \varphi^{\prime}(u), \frac{\varphi\left(\alpha_{1}\right)}{\alpha_{1}}\right)$. Then $\bar{p}:=M_{1}$ is a supersolution for problem (5.26)-(5.27) in region $I I_{a}$. By standard comparison arguments on the characteristic curves we have

$$
\begin{equation*}
0 \leq \partial_{x} u \leq M_{1} \tag{5.28}
\end{equation*}
$$

and

$$
\begin{align*}
0 \leq-\partial_{t} u & =u \partial_{x} u-\varphi(u) v  \tag{5.29}\\
& \leq\left(\alpha_{2}+\beta_{2}\right) M_{1} \quad \text { for all }(x, t) \in I I_{a}
\end{align*}
$$

To estimate the derivatives of $u$ in region $I I_{b}$ we set

$$
P(t, \alpha)=p(X(t, \alpha), t)=\left(\partial_{x} u\right)(X(t, \alpha), t)
$$

Using (5.18), (5.20), this yields

$$
P(t, \alpha)=\frac{\varphi(U)}{f^{\prime}(U)} V-\frac{1}{f^{\prime}(U)} \frac{\partial U / \partial \alpha}{\partial T / \partial \alpha}
$$

Then

$$
\lim _{t \rightarrow 0^{+}} t P(t, \alpha)=-\lim _{t \rightarrow 0^{+}} \frac{1}{f^{\prime}(U)} \frac{\partial U}{\partial \alpha} \frac{t}{\frac{\partial T}{\partial \alpha}(X(t, \alpha), \alpha)}
$$

By elementary arguments it easy to show that

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} t P(t, \alpha)=\frac{1}{f^{\prime \prime}(\alpha)} \tag{5.30}
\end{equation*}
$$

Observe now that $P$ is a solution of the ordinary differential equation

$$
\begin{equation*}
\dot{P}=P^{2}+\varphi^{\prime}(U) V P+\varphi(U) v_{x}(X(t, \alpha), t) \tag{5.31}
\end{equation*}
$$

Then

$$
P(t, \alpha) \leq \frac{M_{2}}{t}
$$

where

$$
M_{2}=\max \left(\frac{1}{f^{\prime \prime}(\alpha)}, 1+\left[\sup _{\alpha_{1} \leq u \leq \alpha_{2}+\beta_{2}} \varphi^{\prime}(U)\right] \frac{\beta_{2}}{\varphi\left(\alpha_{1}\right)}\right)
$$

since $\bar{P}=\frac{M_{2}}{t}$ is a supersolution of (5.31)-(5.30). Choosing $M=\max \left(M_{1}, M_{2}\right)$, the conclusion follows easily.

The second step in the proof of Theorem 5.2 is given by the following fixed point result.

Proposition 5.6. Let $M$ be given by Proposition 5.3. Then the map $\Lambda$ : $\mathcal{A}^{M}(\Sigma) \rightarrow \mathcal{A}^{M}(\Sigma)$ has a fixed point.

Proof. We shall use the Schauder theorem in the space

$$
\mathcal{A}(Q)=\left.\mathcal{A}^{M}(\Sigma)\right|_{Q}
$$

where $Q=[0, T] \times[-R, R](T>0, R>0)$. Set also

$$
B(\Sigma)=t \mathcal{A}^{M}(\Sigma), \quad B(Q)=t \mathcal{A}(Q)
$$

Step 1 . For any fixed $R, T$, the set $B(Q)$ is obviously a convex, bounded subset of $L^{1}(Q)$. Moreover, due to the properties $\left(\mathrm{P}_{4}\right)-\left(\mathrm{P}_{5}\right)$ of the space $\mathcal{A}^{M}$, for any $z \in B(Q)$, $\partial_{t} z, \partial_{x} z \in L^{\infty}(Q)$. Next we claim that $B(Q)$ is a closed subset of $L^{1}(Q)$. In fact, let $\left\{z_{n}\right\} \subset B(Q)$ such that

$$
z_{n} \longrightarrow z \quad \text { in } L^{1}(Q)
$$

Then for any multi-index $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$,

$$
D^{\alpha} z_{n} \rightharpoonup D^{\alpha} x \quad \text { in } \mathcal{D}(Q)
$$

where $D^{\alpha}$ denotes any partial derivative with respect to the $(x, t)$-variables. Since $D^{\alpha} z_{n}$ is in a bounded set of $L^{\infty}(Q)$ for any $\alpha$ with $|\alpha|=1$, there exist $\xi^{\alpha} \in L^{\infty}(Q)$ and a subsequence of $\left\{z_{n}\right\}$, say $\left\{z_{n_{k}}\right\}$, such that

$$
D^{\alpha} z_{n_{k}} \rightharpoonup \xi^{\alpha} \quad \text { in } L^{\infty}-\text { weak }^{*}
$$

Hence $D^{\alpha} z=\xi^{\alpha} \in L^{\infty}(Q)$ and the claim follows. Then the compact embedding of $B(Q)$ in $L^{1}(Q)$ follows, since $B(Q) \subseteq W^{1, \infty}(Q)$.

Step 2. To define a continuous map from $B(Q)$ in itself, fix $t \leq T$ and $R>\tilde{x}(T)$. For $w_{1}, w_{2} \in \mathcal{A}(Q)$, let $u_{1}=\Lambda w_{1}$ and $u_{2}=\Lambda w_{2}$. By the Gauss-Green formula applied to equation (5.12) we have

$$
\begin{align*}
\int_{-R}^{R} & \left|u_{2}(x, t)-u_{1}(x, t)\right| d x \\
& =-\int_{0}^{t}\left[f\left(u_{2}\right)-f\left(u_{1}\right)\right](\tau, R) d \tau+\int_{0}^{t}\left[f\left(u_{2}\right)-f\left(u_{1}\right)\right](\tau,-R) d \tau \\
& +\int_{0}^{t} \int_{-R}^{R}\left|\varphi\left(u_{2}\right) v_{2}-\varphi\left(u_{1}\right) v_{1}\right| d \tau d x  \tag{5.32}\\
& \leq \int_{0}^{t} \int_{-R}^{R}\left|\varphi\left(u_{2}\right) v_{2}-\varphi\left(u_{1}\right) v_{1}\right| d \tau d x
\end{align*}
$$

Since $v_{i}$ is bounded, $\varphi$ is Lipschitz continuous and by (5.16)

$$
\begin{aligned}
& \int_{0}^{t}\left|v_{2}(x, \tau)-v_{1}(x, \tau)\right| d \tau \\
& \quad=\beta_{2} \int_{0}^{t}\left|e^{-\int_{0}^{\tau} \varphi\left(w_{2}(x, s)\right) d s}-e^{-\int_{0}^{\tau} \varphi\left(w_{1}(x, s)\right) d s}\right| d \tau \\
& \quad \leq \bar{C}_{1} \int_{0}^{t}\left|w_{2}(x, \tau)-w_{1}(x, \tau)\right| d \tau
\end{aligned}
$$

there exists a constant $\bar{C}>0$ (depending only on $\left.T, \varphi, \alpha_{1}, \alpha_{2}, \beta_{2}, M\right)$ such that

$$
\begin{align*}
\int_{0}^{t} & \int_{-R}^{R}\left|\varphi\left(u_{1}\right) v_{1}-\varphi\left(u_{2}\right) v_{2}\right| d x d \tau \\
& \leq \bar{C} \int_{0}^{t} \int_{-R}^{R}\left[\left|u_{1}(x, \tau)-u_{2}(x, \tau)\right|\right.  \tag{5.33}\\
& \left.+\left|w_{1}(x, \tau)-w_{2}(x, \tau)\right|\right] d x d \tau
\end{align*}
$$

Due to (5.32)-(5.33), by the Gronwall inequality there exists a constant $C>0$ (which depends on $\left.T, \varphi, \alpha_{1}, \alpha_{2}, \beta_{2}, M\right)$ such that

$$
\begin{equation*}
\int_{-R}^{R}\left|u_{2}(x, t)-u_{1}(x, t)\right| d x \leq C \int_{0}^{t} \int_{-R}^{R}\left|w_{2}(x, \tau)-w_{1}(x, \tau)\right| d x d \tau \tag{5.34}
\end{equation*}
$$

Now define a map $\mathcal{T}: B(Q) \rightarrow B(Q)$ setting

$$
\begin{equation*}
\mathcal{T}(z)=t \Lambda\left(\frac{1}{t} z\right) \quad \text { for all } z \in B(Q) \tag{5.35}
\end{equation*}
$$

Step 3. Let us prove that the map $\mathcal{T}$ defined in (5.35) is continuous in the $L^{1}$ topology. Set $z_{i}=t w_{i}(i=1,2)$. Then (5.34) yields

$$
\begin{aligned}
& \left\|\mathcal{T} z_{1}-\mathcal{T} z_{2}\right\|_{L^{1}(Q)}=\int_{0}^{T} \int_{-R}^{R} t \mid u_{1}(x, \tau)-u_{2}(x, \tau) d x d \tau \\
& \quad \leq T \int_{0}^{T} \int_{-R}^{R}\left|u_{1}(x, \tau)-u_{2}(x, \tau)\right| d x d \tau \\
& \quad \leq C T \int_{0}^{T} d t \int_{0}^{t} \int_{-R}^{R} \frac{1}{\tau}\left|z_{1}(x, \tau)-z_{2}(x, \tau)\right| d x d \tau \\
& \quad \leq C^{\prime} \int_{0}^{T} \int_{-R}^{R} \frac{1}{\tau}\left|z_{1}(x, \tau)-z_{1}(x, \tau)\right| d x d \tau
\end{aligned}
$$

Fix $\varepsilon>0$. Since $z_{i}=t w_{i}$ and $\alpha_{1} \leq w_{i} \leq \alpha_{2}+\beta_{2}(1=1,2)$, there exists $t_{\varepsilon}>0$ such that

$$
\int_{0}^{t_{\varepsilon}} \int_{-R}^{R} \frac{1}{\tau}\left|z_{1}(x, \tau)-z_{2}(x, \tau)\right| d x d \tau \leq \varepsilon
$$

On the other hand,

$$
\int_{t_{\varepsilon}}^{T} \int_{-R}^{R} \frac{1}{\tau}\left|z_{1}(x, \tau)-z_{2}(x, \tau)\right| d x d \tau \leq \frac{1}{t_{\varepsilon}}\left\|z_{1}-z_{2}\right\|_{L^{1}(Q)}
$$

Therefore, for any $\varepsilon>0$ there is $\delta>0$ such that if $\left\|z_{1}-z_{2}\right\|_{L^{1}(Q)}<\delta$, then $\| \mathcal{T} z_{1}-$ $\mathcal{T} z_{2} \|_{L^{1}(Q)}<\varepsilon$. Hence the continuity of the map $\mathcal{T}$ is proved.

Due to Steps 1-3 above, for any fixed rectangle $Q$ there is a fixed point of the $\operatorname{map} \mathcal{T}$ in $B(Q)$. Let $\bar{z}$ be this fixed point. Then, the function $\bar{u}=\frac{1}{z} \bar{z}$ is a fixed point of $\Lambda$ in $B(Q)$ and the conclusion follows.

Proof of Theorem 5.2. It follows by Propositions 5.3 and 5.6.
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#### Abstract

This paper deals with Maxwell's equations coupled with a nonlinear heat equation. The system models an induction heating process for a conductive material in which the electrical conductivity strongly depends on the temperature. It is shown that the evolution system has a global weak solution if the electrical conductivity is bounded. For the case of one space dimension, the existence of a global classical solution is established. Moreover, for a quasi-stationary state field it is proved that the temperature will blow up in finite time if the electric conductivity satisfies certain growth conditions.
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1. Introduction. Induction heating is commonly used in industrial operations such as metal hardening and preheating for forging operations (see [5, 14]). The investigation of an induction heating system usually relies upon a series of expensive, long, and complicated experiments. The mathematical analysis and numerical simulation for induction heating play an important role in the designing process. In this paper we shall investigate how a conductive material is heated up by using electromagnetic waves.

The mathematical model of induction heating consists of Maxwell's equations coupled with a nonlinear heat equation (see section 2). The analysis of this full system is quite complicated. The common method in the previous study of induction heating is to assume that the electric field $\mathbf{E}$ is given by certain special time-harmonic form. With this assumption for $\mathbf{E}$, one can decouple Maxwell's equations from the nonlinear heat equation and then study the heat equation alone (see $[4,5,8,9,10,14,16]$ for example). This method is a good approximation of the full system when the electrical conductivity of the targeted material is not sensitive with respect to the change of the temperature. The microwave cooking is partly based on this approximation (see [14]), since the electric conductivity of most water-like foodstuffs has only a small change with respect to the change of temperature. However, the electric field $\mathbf{E}$ is much more complicated than the guessed form if the electric conductivity strongly depends on the temperature. One must take into account the effect of the temperature and investigate the full Maxwell equations along with the nonlinear heat equation.

This paper is devoted to the investigation of the full Maxwell equations coupled with a nonlinear heat equation. We show that the full evolution system has a global solution in some weak sense. The existence proof is based on a standard fixed point argument. The technical difficulty is to show that the mapping is continuous in applying Schauder's fixed point theorem. This difficulty is resolved from the help of the boundedness assumption on the electric conductivity. For a special case where an electrical field depends only one space variable, Maxwell's equation becomes a wave equation with a nonlinear damping which depends on the temperature. For the

[^38]damped wave equation, we are able to derive the a priori $L^{\infty}$-bound of the electric field. With this a priori bound, we establish the existence of a global solution in the classical sense.

The paper is organized as follows. In section 2, we formulate the mathematical model for completeness. The existence of a global weak solution is established in section 3 . In section 4, we consider a special case where the electrical field depends only on one space variable and show that the full system has a unique global solution in the classical sense. In section 5, we present a blowup result for temperature in a quasi-stationary field.
2. The mathematical model. For completeness, we shall formulate the mathematical model of an induction heating process. Let a certain conductive material occupy a bounded domain $\Omega \subset R^{3}$. Let $\mathbf{E}(x, t)$ and $\mathbf{H}(x, t)$ denote the electric and magnetic fields in $\Omega$ (hereafter, a bold letter means a vector in $R^{3}$ ). Let $\mathbf{D}(x, t)$ and $\mathbf{B}(x, t)$ be the electric displacement and magnetic induction in $\Omega$, respectively.

Then the classical Maxwell equations hold in $\Omega$ (see [11]):

$$
\begin{array}{ll}
\nabla \times \mathbf{E}+\mathbf{B}_{t}=0 & \text { (Faraday's law) } \\
\nabla \times \mathbf{H}=\mathbf{J}+\mathbf{D}_{t} & \text { (generalized Ampere's law) }
\end{array}
$$

where $\mathbf{J}$ represents the electric current and $\nabla=\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right)$.
Moreover, we will assume the following constitutive relations [11]:

$$
\mathbf{D}=\varepsilon \mathbf{E}, \quad \mathbf{B}=\mu \mathbf{H}, \quad \mathbf{J}=\sigma \mathbf{E} \quad \text { (Omh's law) }
$$

where $\varepsilon, \mu$, and $\sigma$ are electric permittivity, the magnetic permeability, and the electric conductivity of the medium, respectively.

Let $u(x, t)$ denote the temperature in $\Omega$. Due to the complexity of the dynamical process, we shall only study how the temperature through the electric conductivity, $\sigma=\sigma(u)$, affects the electromagnetic field in the conductive material. Therefore, we shall normalize the physical constants $\varepsilon$ and $\mu$ and set $\varepsilon=\mu=1$.

Note that the local Joule heat generated by the current equals

$$
\mathbf{E} \cdot \mathbf{J}=\mathbf{E} \cdot[\sigma(u) \mathbf{E}]=\sigma(u)|\mathbf{E}|^{2} .
$$

Eliminating $\mathbf{D}$ and $\mathbf{B}$ and applying Fourier's law and the conservation of energy for the temperature $u(x, t)$, we obtain the following evolution system for $\mathbf{E}(\mathrm{x}, \mathrm{t})$, $\mathbf{H}(x, t)$, and $u(x, t)$ :

$$
\begin{array}{lr}
\mathbf{E}_{t}+\sigma(u) \mathbf{E}=\nabla \times \mathbf{H}, & (x, t) \in Q_{T} \\
\mathbf{H}_{t}+\nabla \times \mathbf{E}=0, & (x, t) \in Q_{T} \\
u_{t}-\nabla[k(u) \nabla u]=\sigma(u)|\mathbf{E}|^{2}, & (x, t) \in Q_{T} \tag{2.3}
\end{array}
$$

where $Q_{T}=\Omega \times(0, T]$ with $T>0, \sigma(u)$ and $k(u)$ denote the electrical and the thermal conductivity, respectively, and other physical parameters have been normalized.

When a conductive material is heated up by using induction heating, the mechanism in the material for the electric field $\mathbf{E}$, the magnetic field $\mathbf{H}$, and the temperature $u$ will be determined by the coupled system (2.1)-(2.3) subject to appropriate initial and boundary values.

The system (2.1)-(2.3) has certain similarity to the well-known Maxwell-Vlasov system which has been studied by many authors (see $[6,7]$ and the references therein). However, to the best of the author's knowledge, little is known about the evolution
system (2.1)-(2.3). This paper is the first attempt to answer some mathematical questions such as the well-posedness of the system (2.1)-(2.3) subject to appropriate initial and boundary conditions. We shall prescribe the following initial-boundary conditions:

$$
\begin{align*}
& \nu \times \mathbf{E}=0, u=0, \quad(x, t) \in \partial \Omega, \quad t>0 \\
& \mathbf{E}(x, 0)=\mathbf{E}_{0}(x), \quad \mathbf{H}(x, 0)=\mathbf{H}_{0}(x), \quad u(x, 0)=u_{0}(x), \quad x \in \Omega \tag{2.5}
\end{align*}
$$

In some industrial applications (see [3] for example), the electrical displacement $\mathbf{D}$ is negligible. This field is often referred to as quasi-stationary in physics. Since $\mathbf{D}=\varepsilon \mathbf{E}$, we see that $\mathbf{E}_{t}=0$. In this case, Maxwell's equations (2.1)-(2.2) reduce to

$$
\mathbf{H}_{t}+\nabla \times[r(u) \nabla \times \mathbf{H}]=0
$$

where $r(u)=\frac{1}{\sigma(u)}$ is the resistivity of the material. This system was studied in [19]. A global weak solution was obtained in [19], and regularity of the weak solution was studied in [20]. In this paper we shall show that the certain growth condition $r(u)$ is necessary in order to avoid the thermal runaway phenomenon.
3. Global existence of weak solutions. For the reader's convenience, we recall some standard notation.

Let $B$ be a Banach space and $1 \leq p<\infty$, and let

$$
L^{p}(0, T ; B)=\left\{f \mid f:[0, T] \rightarrow B \text { with the norm }\|f\|_{L^{p}(0, T ; B)}<\infty\right\}
$$

where

$$
\|f\|_{L^{p}(0, T ; B)}=\left[\int_{0}^{T}\|f\|_{B}^{p} d t\right]^{\frac{1}{p}}
$$

The spaces $W^{m, p}(\Omega), H_{0}^{1}(\Omega), W_{p}^{2,1}\left(Q_{T}\right)$, and $C^{1+\alpha, \frac{1+\alpha}{2}}\left(\bar{Q}_{T}\right), C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$, etc. are the usual Sobolev and classical spaces.

Let

$$
\begin{aligned}
& C_{c u r l}^{\infty}\left(\bar{\Omega}, R^{3}\right)=\left\{\mathbf{F}(x): \Omega \rightarrow R^{3} \text { is smooth, } \nu \times \mathbf{F}=0 \text { on } \partial \Omega\right\} \\
& H_{*}(\Omega)=\left\{\mathbf{F}(x) \in H^{1}\left(\Omega ; R^{3}\right): \nabla \times \mathbf{F} \in L^{2}\left(\Omega ; R^{3}\right), \nu \times \mathbf{F}=0 \text { a.e. on } \partial \Omega\right\}
\end{aligned}
$$

DEFINITION 3.1. A bounded domain $\Omega \subset R^{3}$ is said to be cylindrical if $\Omega=$ $\left(l_{1}, l_{2}\right) \times \Omega_{1}$ for some $l_{1}, l_{2}$ and a bounded domain $\Omega_{1}$ in $R^{2}$.

PROPOSITION 3.2 (see [13]). Let $\Omega$ be a cylinder-type domain in $R^{3}$; then $H_{*}(\Omega)$ is a separable Hilbert space. Moreover, $C_{\text {curl }}^{\infty}\left(\bar{\Omega} ; R^{3}\right)$ is dense in $H_{*}(\Omega)$. Hence, the trace operator

$$
\operatorname{Tr}: \mathbf{F}(x) \in H_{*}(\Omega) \rightarrow H^{1 / 2}(\partial \Omega)
$$

is well defined.
From now on, we shall always assume that the domain $\Omega$ is a cylinder-type one in $R^{3}$.

Consider the following linear Maxwell's equations:

$$
\begin{array}{lr}
\mathbf{E}_{t}+\sigma(x, t) \mathbf{E}=\nabla \times \mathbf{H}, & (x, t) \in Q_{T}, \\
\mathbf{H}_{t}+\nabla \times \mathbf{E}=0, & (x, t) \in Q_{T}, \\
\nu \times \mathbf{E}=0, & (x, t) \in \partial \Omega \times(0, T] \\
\mathbf{E}(x, 0)=\mathbf{E}_{0}(x), \quad \mathbf{H}(x, 0)=\mathbf{H}_{0}(x), \quad x \in \Omega \tag{3.4}
\end{array}
$$

$\mathbf{H}(3.1)$. Assume that $\mathbf{E}_{0}(x)$ and $\mathbf{H}_{0}(x)$ are in $L^{2}\left(\Omega ; R^{3}\right)$.
LEMMA 3.3. Let the assumption (3.1) hold and let the function $\sigma(x, t)$ be measurable, nonnegative, and bounded. Then the problem (3.1)-(3.4) has a unique weak solution $(\mathbf{E}, \mathbf{H}) \in L^{\infty}\left(0, T ; L^{2}\left(\Omega ; R^{3}\right)\right)^{2}$ in the following sense:

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega}\left[-\mathbf{E} \cdot \mathbf{\Phi}_{t}+\sigma \mathbf{E} \cdot \mathbf{\Phi}-\mathbf{H} \cdot(\nabla \times \mathbf{\Phi})\right] d x d t=\int_{\Omega} E_{0}(x) \cdot \mathbf{\Phi}(x, 0) d x  \tag{3.5}\\
& \int_{0}^{T} \int_{\Omega}\left[-\mathbf{H} \cdot \mathbf{\Psi}_{t}+\mathbf{H} \cdot(\nabla \times \mathbf{\Psi})\right] d x d t=\int_{\Omega} \mathbf{H}_{0}(x) \cdot \mathbf{\Psi}(x, 0) d x \tag{3.6}
\end{align*}
$$

for any vector test functions $\mathbf{\Phi}, \mathbf{\Psi} \in H^{1}\left(0, T ; H_{*}^{1}\left(\Omega ; R^{3}\right)\right)$.
Moreover, the following energy estimate holds:

$$
\begin{equation*}
\int_{\Omega}\left[|\mathbf{E}|^{2}+|\mathbf{H}|^{2}\right] d x+\int_{0}^{t} \int_{\Omega} \sigma|\mathbf{E}|^{2} d x d t=\int_{\Omega}\left[\left|\mathbf{E}_{0}\right|^{2}+\left|\mathbf{H}_{0}\right|^{2}\right] d x \tag{3.7}
\end{equation*}
$$

Proof. Since the domain $\Omega$ is a cylinder-type one in $R^{3}$, the Hilbert space $H_{*}(\Omega)$ is separable. We can use the finite element method to prove the existence when $\sigma(x, t)$ is only a function of the space variables and belongs to $W^{1, \infty}(\Omega)$; this was done in [13, Theorem 3.1]. For the current case, one can follow the same argument to establish the existence. However, we must clarify how a weak solution takes the initial and boundary value since $(\mathbf{E}, \mathbf{H})$ only belongs to $L^{\infty}\left(0, T ; L^{2}\left(\Omega ; R^{3}\right)\right)^{2}$. Introduce a new function

$$
\mathbf{W}(x, t)=\int_{0}^{t} \mathbf{E}(x, \tau) d \tau
$$

Then the system (3.1)-(3.2) becomes

$$
\begin{align*}
& \mathbf{W}_{t t}+\sigma(x, t) \mathbf{W}_{t}=\nabla \times\left[\mathbf{H}_{0}-\nabla \times \mathbf{W}\right], \quad(x, t) \in Q_{T}  \tag{3.8}\\
& \nu \times \mathbf{W}_{\mathbf{t}}=0, \quad(x, t) \in \partial \Omega \times(0, T]  \tag{3.9}\\
& \mathbf{W}(x, 0)=0, \mathbf{W}_{t}(x, 0)=\mathbf{E}_{0}(x), \quad x \in \Omega \tag{3.10}
\end{align*}
$$

Now we can easily show that $\mathbf{W} \in H^{1}\left(0, T ; L^{2}\left(\Omega ; R^{3}\right)\right) \bigcap L^{2}\left(0 ; T ; H_{*}(\Omega)\right)$ by using the energy method. Moreover, by Lemma 4.1 in Chapter 3 of [12] $\mathbf{W}_{t}$ is strongly continuous in $t$ in the norm of $L^{2}\left(\Omega ; R^{3}\right)$. It follows that the initial condition (3.10) for $\mathbf{W}$ makes sense. On the other hand, by Proposition 2.1 of [12], the trace of $\mathbf{W}$ on $\partial \Omega$ makes sense. Consequently we can uniquely define the value of $\mathbf{W}_{t}$ on the boundary $\partial \Omega$ as follows:

$$
\nu \times \mathbf{W}_{t}=0 \text { if and only if } \quad \nu \times \mathbf{W}=0 \quad \text { on } \partial \Omega \times(0, T]
$$

To derive the energy estimate, we note that, for any smooth vector fields $\mathbf{E}(x, t)$ and $\mathbf{H}(x, t)$ with $\nu \times \mathbf{E}=0$ on $\partial \Omega \times(0, T]$,

$$
\int_{\Omega}(\nabla \times \mathbf{H}) \cdot \mathbf{E} d x=\int_{\Omega} \mathbf{H} \cdot(\nabla \times \mathbf{E}) d x
$$

By taking the inner production to (2.1) with $\mathbf{E}$ and to (2.2) with $\mathbf{H}$, respectively, we obtain

$$
\frac{d}{d t} \int_{\Omega} \frac{1}{2}\left[|\mathbf{E}|^{2}+|\mathbf{H}|^{2}\right] d x+\int_{\Omega} \sigma|\mathbf{E}|^{2} d x=0
$$

Integration over $[0, t]$ yields the desired identity (3.7). The uniqueness of the solution is obvious from the identity (3.7).

The following lemma is elementary, but important, in the proof of the main result.
LEMMA 3.4. Assume that a uniformly bounded sequence $\left\{\sigma_{n}(x, t)\right\}$ converges to $\sigma(x, t)$ in $L^{2}\left(Q_{T}\right)$. Let $\left(\mathbf{E}_{n}, \mathbf{H}_{n}\right)$ and $(\mathbf{E}, \mathbf{H})$ be the corresponding solutions to the system (3.1)-(3.4). Then $\mathbf{E}_{n}$ and $\mathbf{H}_{n}$ converge to $\mathbf{E}$ and $\mathbf{H}$, respectively, in $L^{2}\left(Q_{T}\right)$ as $n \rightarrow \infty$.

Proof. To prove the convergence, we define

$$
\hat{\mathbf{E}}_{n}=\mathbf{E}_{n}-\mathbf{E}, \quad \hat{\mathbf{H}}_{n}=\mathbf{H}_{n}-\mathbf{H}
$$

Then, we have

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega}\left[-\hat{\mathbf{E}}_{n} \cdot \mathbf{\Phi}_{t}-\hat{\mathbf{H}}_{n} \cdot(\nabla \times \boldsymbol{\Phi})\right] d x d t=\iint_{Q_{T}}\left[\sigma_{n} \mathbf{E}_{n}-\sigma \mathbf{E}\right] \cdot \boldsymbol{\Phi} d x d t \\
& \int_{0}^{T} \int_{\Omega}\left[-\hat{\mathbf{H}}_{n} \cdot \mathbf{\Psi}_{t}+\hat{\mathbf{E}}_{n} \cdot(\nabla \times \boldsymbol{\Psi})\right] d x d t=0
\end{aligned}
$$

By using Steklov averaging and standard approximation if necessary, we may choose $\boldsymbol{\Phi}=\hat{\mathbf{E}}_{n}(x, t), \mathbf{\Psi}=\hat{\mathbf{H}}_{n}(x, t)$ as test functions to obtain

$$
\begin{aligned}
& \sup _{0 \leq t \leq T} \int_{\Omega}\left[\left|\hat{\mathbf{E}}_{n}\right|^{2}+\left|\hat{\mathbf{H}}_{n}\right|^{2}\right] d x \\
& \leq \iint_{Q_{T}}\left[\sigma_{n}\left|\hat{\mathbf{E}}_{n}\right|^{2}+\left|\sigma_{n}-\sigma\right| \cdot|\mathbf{E}| \cdot\left|\hat{\mathbf{E}}_{n}\right|\right] d x d t \\
& \leq C \iint_{Q_{T}}\left|\hat{\mathbf{E}}_{n}\right|^{2} d x d t+\iint_{Q_{T}}\left|\sigma_{n}-\sigma\right|^{2} \cdot|\mathbf{E}|^{2} d x d t
\end{aligned}
$$

since $0 \leq \sigma(s) \leq \sigma_{0}$.
Gronwall's inequality implies

$$
\sup _{0 \leq t \leq T} \int_{\Omega}\left[\left|\hat{\mathbf{E}}_{n}\right|^{2}+\left|\hat{\mathbf{H}}_{n}\right|^{2}\right] d x \leq C \iint_{Q_{T}}\left|\sigma_{n}-\sigma\right|^{2} \cdot|\mathbf{E}|^{2} d x d t
$$

Since $\sigma_{n}$ converges to $\sigma$ in $L^{2}\left(Q_{T}\right)$, there exists a subsequence, say, $\sigma_{n_{k}}$ which converges to $\sigma$ a.e. on $Q_{T}$. By Lebesgue's dominated convergence theorem, it follows that

$$
\iint_{Q_{T}}\left|\sigma_{n_{k}}-\sigma\right|^{2} \cdot|\mathbf{E}|^{2} d x d t \rightarrow 0
$$

as $n_{k} \rightarrow \infty$. Consequently, we have

$$
\sup _{0 \leq t \leq T} \int_{\Omega}\left[\left|\hat{\mathbf{E}}_{n_{k}}\right|^{2}+\left|\hat{\mathbf{H}}_{n_{k}}\right|^{2}\right] d x \rightarrow 0
$$

as $n_{k} \rightarrow \infty$.
On the other hand, since the solution to the problem (3.1)-(3.4) is unique, the whole sequence $\left(\mathbf{E}_{n}, \mathbf{H}_{n}\right)$ must converge to $(\mathbf{E}, \mathbf{H})$ in $L^{2}\left(Q_{T}\right)$.

Without essential difference, we shall assume that $k(u)=1$ in (2.3) for simplicity.
DEFINITION 3.5. We say a triple of functions $\mathbf{E}(x, t), \mathbf{H}(x, t)$, and $u(x, t)$ is a weak solution of the system (2.1)-(2.5) if
$\mathbf{E}, \mathbf{H} \in L^{\infty}\left(0, T ; L^{2}\left(Q_{T}\right)\right)$ and $u(x, t) \in L^{q}\left(0, T ; W_{0}^{1, q}(\Omega)\right)$ for some $q \in\left(1, \frac{5}{4}\right)$,
which satisfy

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega}\left[-\mathbf{E} \cdot \mathbf{\Phi}_{t}+\sigma \mathbf{E} \cdot \mathbf{\Phi}-\mathbf{H} \cdot(\nabla \times \mathbf{\Phi})\right] d x d t=\int_{\Omega} \mathbf{E}_{0}(x) \cdot \mathbf{\Phi}(x, 0) d x \\
& \int_{0}^{T} \int_{\Omega}\left[-\mathbf{H} \cdot \mathbf{\Psi}_{t}+\mathbf{H} \cdot(\nabla \times \mathbf{\Psi})\right] d x d t=\int_{\Omega} \mathbf{H}_{0}(x) \cdot \mathbf{\Psi}(x, 0) d x \\
& \int_{0}^{T} \int_{\Omega} u\left[\phi_{t}+\Delta \phi\right] d x d t=\int_{0}^{T} \int_{\Omega} \sigma(u)|\mathbf{E}|^{2} \phi d x d t
\end{aligned}
$$

for any vector functions $\mathbf{\Phi}, \mathbf{\Psi} \in H^{1}\left(0, T ; H_{*}\left(\Omega, R^{3}\right)\right)$ and for any $\phi(x, t) \in C_{0}^{\infty}\left(Q_{T}\right)$.
Moreover, the limit of $u(x, t)$ as tends to 0 is $u_{0}(x)$ in the sense of Lebesgue measure.
Now we study the full evolution system (2.1)-(2.5).
$\mathbf{H}(3.2)$. (a) Let $\sigma(s)$ be bounded and uniformly Lipschitz continuous in $[0, \infty)$.
(b) $u_{0}(x) \in L^{2}(\Omega)$ with $u_{0}(x) \geq 0$.

THEOREM 3.6. Under the assumptions $\mathbf{H}(3.1)-\mathbf{H}(3.2)$, the problem (2.1)-(2.5) has a global weak solution.

Proof. We shall use Schauder's fixed point theorem to prove the desired result. Let $T$ be an arbitrary fixed number. Let

$$
K=\left\{u(x, t) \in L^{1+\varepsilon_{0}}\left(Q_{T}\right):\|u\|_{L^{1+\varepsilon_{0}}\left(Q_{T}\right)} \leq K_{0}\right\}
$$

where $\varepsilon_{0} \in\left(0, \frac{1}{4}\right)$ is a fixed number and $K_{0}$ will be determined later.
For any $v(x, t) \in K$, we solve Maxwell's equations:

$$
\begin{array}{lc}
\mathbf{E}_{t}+\sigma(v) \mathbf{E}=\nabla \times \mathbf{H}, & (x, t) \in Q_{T}, \\
\mathbf{H}_{t}+\nabla \times \mathbf{E}=0, & (x, t) \in Q_{T}, \\
\nu \times \mathbf{E}=0, & (x, t) \in \partial \Omega \times(0, T], \\
\mathbf{E}(x, 0)=\mathbf{E}_{0}(x), \mathbf{H}(x, 0)=\mathbf{H}_{0}(x), \quad x \in \Omega \tag{3.14}
\end{array}
$$

By Lemma 3.3, the system (3.11)-(3.14) has a unique weak solution $(\mathbf{E}, \mathbf{H}) \in$ $L^{\infty}\left(0, T ; L^{2}\left(\Omega ; R^{3}\right)\right)^{2}$ with

$$
\sup _{0 \leq t \leq T} \int_{\Omega}\left[|\mathbf{E}|^{2}+|\mathbf{H}|^{2}\right] d x+\int_{0}^{T} \int_{\Omega} \sigma(v)|\mathbf{E}|^{2} d x d t \leq C_{0}
$$

where $C_{0}$ depends only on known data and the bound of $\sigma(s)$, but not on $K_{0}$.
Now we define a mapping $\mathcal{M}: v \in K \rightarrow u(x, t)=M[v] \in L^{1+\varepsilon_{0}}\left(Q_{T}\right)$ as follows. For any $v(x, t) \in K$, we define $\mathcal{M}[v]=u(x, t)$ to be the weak solution of the parabolic problem

$$
\begin{array}{lc}
u_{t}-\Delta u=\sigma(v)|\mathbf{E}|^{2}, & (x, t) \in Q_{T}, \\
u(x, t)=0, & (x, t) \in \partial \Omega \times(0, T], \\
u(x, 0)=u_{0}(x), & x \in \Omega, \tag{3.17}
\end{array}
$$

where $\mathbf{E}(x, t)$ is the solution of the system (3.11)-(3.14).
Since $\sigma(v)|\mathbf{E}|^{2} \in L^{1}\left(Q_{T}\right)$, the result of Theorem 4 in [2] implies that the parabolic problem (3.15)-(3.17) has a weak solution:

$$
u(x, t) \in L^{\infty}\left(0, T ; L^{1}(\Omega)\right) \bigcap L^{q}\left(0, T ; W_{0}^{1, q}(\Omega)\right)
$$

for any $q \in\left(0, \frac{5}{4}\right)$ (recall the space dimension of $\Omega$ is 3 ). Moreover, there exists a constant $C_{1}$ such that for any $q \in\left(1, \frac{5}{4}\right)$

$$
\sup _{0 \leq t \leq T} \int_{\Omega}|u| d x d t+\iint_{Q_{T}}|\nabla u|^{q} d x d t \leq C_{1}
$$

where $C_{1}$ depends only on known data and the bound of $\sigma(s)$, but not on $K_{0}$.
Hence, the mapping $\mathcal{M}$ is well defined if we choose $q \in\left(1+\varepsilon_{0}, \frac{5}{4}\right)$ and from $K$ to itself if we choose $K_{0}=C_{1}$.

Next we show that $\mathcal{M}$ is continuous. Let $\left\{v_{n}(x, t)\right\} \subset K \subset L^{1+\varepsilon_{0}}\left(Q_{T}\right)$ be a sequence which converges to $v(x, t)$ in $L^{1+\varepsilon_{0}}\left(Q_{T}\right)$. Let $\left(\mathbf{E}_{n}, \mathbf{H}_{n}\right)$ and $(\mathbf{E}, \mathbf{H})$ be the weak solutions of the system (3.11)-(3.14) corresponding to $v_{n}(x, t)$ and $v(x, t)$, respectively. It is clear by using the same argument that the following energy estimates hold:

$$
\begin{aligned}
& \sup _{0 \leq t \leq T} \int_{\Omega}\left[\left|\mathbf{E}_{n}\right|^{2}+\left|\mathbf{H}_{n}\right|^{2}\right] d x+\int_{0}^{T} \int_{\Omega} \sigma\left(v_{n}\right)\left|\mathbf{E}_{n}\right|^{2} d x d t \leq C_{0} \\
& \sup _{0 \leq t \leq T} \int_{\Omega}\left[|\mathbf{E}|^{2}+|\mathbf{H}|^{2}\right] d x+\int_{0}^{T} \int_{\Omega} \sigma(v)|\mathbf{E}|^{2} d x d t \leq C_{0}
\end{aligned}
$$

We claim that $\mathbf{E}_{n} \rightarrow \mathbf{E}$ and $\mathbf{H}_{n}(x, t) \rightarrow \mathbf{H}$ in $L^{2}\left(Q_{T}\right)$ as $n \rightarrow \infty$. Indeed, since $v_{n} \rightarrow v$ in $L^{1+\varepsilon_{0}}\left(Q_{T}\right)$ and $\sigma(s)$ is bounded and uniformly Lipschitz continuous, then
$\int_{Q_{T}}\left|\sigma\left(v_{n}\right)-\sigma(v)\right|^{2} d x \leq C \int_{Q_{T}}\left|\sigma\left(v_{n}\right)-\sigma(v)\right|^{1+\varepsilon_{0}} d x d t \leq C \int_{Q_{T}}\left|v_{n}-v\right|^{1+\varepsilon_{0}} d x d t \rightarrow 0$, as $n \rightarrow \infty$. The claim follows from Lemma 3.3.

Since the $L^{1}$-bound of $\sigma\left(u_{n}\right)|\mathbf{E}|^{2}$ is independent of $n$, we have by [2] that, for any $q \in\left(1, \frac{5}{4}\right)$,

$$
\left\|u_{n}\right\|_{L^{q}\left(0, T ; W_{0}^{1, q}(\Omega)\right)} \leq C_{1},
$$

where $C_{1}$ depends only on $C_{0}$ and known data, but not on $n$.
From a compactness result of [15], we see that there exists a subsequence of $u_{n}$ (still denoted by $\left.u_{n}(x, t)\right)$ such that, for any $q \in\left(1+\varepsilon_{0}, \frac{5}{4}\right)$,

$$
\begin{array}{ll}
u_{n} \rightarrow u(x, t), & \text { weakly in } L^{q}\left(0, T ; W_{0}^{1, q}(\Omega)\right) ; \\
u_{n} \rightarrow u(x, t), & \text { strongly in } L^{q}\left(Q_{T}\right) .
\end{array}
$$

Now we show that $u(x, t)$ is the only limit point of the sequence $\left\{u_{n}(x, t)\right\}$ in $L^{q}\left(Q_{T}\right)$. Assume that $u^{*}(x, t)$ is a limit point of $\left\{u_{n}(x, t)\right\}$ in $L^{q}\left(Q_{T}\right)$. Then we can extract a subsequence, denoted by $v_{n_{k}}(x, t)$, of $\left\{v_{n}(x, t)\right\}$ such that $v_{n_{k}}(x, t) \rightarrow v(x, t)$ a.e. in $Q_{T}$.

Now, by Green's representation,

$$
u_{n_{k}}(x, t)=\int_{\Omega} G(x, y, t, 0) u_{0}(y) d y+\int_{0}^{t} \int_{\Omega} G(x, y ; t, \tau) f_{n_{k}}(y, \tau) d y d \tau
$$

where

$$
f_{n_{k}}(x, t)=\sigma\left(v_{n_{k}}\right)\left|\mathbf{E}_{n_{k}}\right|^{2}
$$

and $G(x, y ; t, \tau)$ is Green's function of the heat operator with homogeneous Dirichlet boundary conditions. It follows (see [19]) that

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \int_{\Omega}\left|u_{n_{k}}-u\right| d x+\int_{0}^{T} \int_{\Omega}\left|\nabla u_{n_{k}}-\nabla u\right| d x d t \leq C| | f_{n_{k}}-f \|_{L^{1}\left(Q_{T}\right)} \tag{3.18}
\end{equation*}
$$

Since $\mathbf{E}_{n_{k}}$ converges to $\mathbf{E}$ in $L^{2}\left(Q_{T}\right)$, it follows that $\left|\mathbf{E}_{n_{k}}\right|^{2}$ converges to $|\mathbf{E}|^{2}$ in $L^{1}\left(Q_{T}\right)$. On the other hand, since $\sigma(s)$ is bounded and $v_{n_{k}}$ converges to $v$ a.e. in $Q_{T}$, it follows that $f_{n_{k}}(x, t)$ converges to $f(x, t)$ in $L^{1}\left(Q_{T}\right)$.

Consequently, taking the limit in (3.18), we obtain

$$
\sup _{0 \leq t \leq T} \int_{\Omega}\left|u^{*}-u\right| d x+\int_{0}^{T} \int_{\Omega}\left|\nabla u^{*}-\nabla u\right| d x d t \leq 0
$$

i.e., $u^{*}(x, t)=u(x, t)$ a.e. in $Q_{T}$. Therefore, the mapping $\mathcal{M}$ is continuous.

In order to apply Schauder's fixed point theorem, we need to show that the mapping $\mathcal{M}$ is compact. It is clear that $W^{1,1}(\Omega) \subset B V(\Omega)$, where $B V(\Omega)$ denotes the space of functions with bounded total variations in $\Omega$. On the other hand, the embedding from $B V(\Omega)$ to $L^{q}(\Omega)$ with $q \in\left(1, \frac{3}{2}\right)$ (recall the space dimension of $\Omega$ is 3 ) is compact. Moreover, since $\nabla u \in L^{q}\left(Q_{T}\right)$ for any $q \in(1,5 / 4)$ and $\sigma(v)|\mathbf{E}|^{2} \in L^{1}\left(Q_{T}\right)$, it follows that from the equation (3.15),

$$
u_{t} \in L^{1}\left(Q_{T}\right)+L^{1}\left(0, T ; W^{-1, q^{\prime}}(\Omega)\right)
$$

where $q^{\prime}=\frac{q}{q-1}$.
It follows by [15] that the mapping $\mathcal{M}$ is also compact. Finally, by Schauder's fixed point theorem, we know that the mapping $\mathcal{M}$ has a fixed point, denoted by $u(x, t)$. This fixed point $u(x, t)$ along with the solution $(\mathbf{E}, \mathbf{H})$ of (3.11)-(3.14) consists of a weak solution of (2.1)-(2.5).

The temperature $u(x, t)$ satisfied (2.3) only in the sense of distribution. However, we can improve the regularity of $u(x, t)$ if some additional condition is imposed on $\sigma(u)$.

COROLLARY 3.7. In addition to the assumptions $\mathbf{H}(3.1)-\mathbf{H}(3.2)$, assume that there exists a constant $\sigma_{1}$ such that

$$
s^{p} \sigma(s) \leq \sigma_{1} \quad \text { for } s \geq 0 \text { and some } p>0
$$

then $v(x, t)=u(x, t)^{\frac{p}{2}} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \bigcap L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$.
Proof. By choosing $\psi=u^{p}$ as a test function,

$$
\iint_{Q_{T}} u^{p} \sigma(u)|\mathbf{E}|^{2} d x d t \leq C_{0} \iint_{Q_{T}}|\mathbf{E}|^{2} d x d t \leq C
$$

where $C$ is a constant depending only upon the known constants.
Set $v(x, t)=u^{p / 2}(x, t)$. Then from (2.3) we easily derive

$$
\int_{\Omega} v^{2} d x+\iint_{Q_{T}}|\nabla v|^{2} d x d t \leq C
$$

where $C$ depends only on the known data and $p$. We can choose the set $K$ as a subset of the space such that

$$
u(x, t)^{\frac{p}{2}} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \bigcap L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)
$$

By the same argument as in the proof of Theorem 3.6, we can obtain the desired result.
4. One-dimension problem. In this section we consider a special case where the electrical field is parallel to the $y$-axis; that is, $\mathbf{E}(x, t)=\{0, g(x, t), 0\}$. Then $\mathbf{H}$ must have the form $\mathbf{H}=\{0,0, h(x, t)\}$. For this special case, the system (2.1)-(2.5) becomes

$$
\begin{align*}
& g_{t}+\sigma(u) g=-h_{x}, \quad 0<x<1, \quad t>0,  \tag{4.1}\\
& h_{t}+g_{x}=0, \quad 0<x<1, \quad t>0,  \tag{4.2}\\
& u_{t}-\left(k(u) u_{x}\right)_{x}=\sigma(u) g^{2}, \quad 0<x<1, \quad t>0,  \tag{4.3}\\
& g(i, t)=u(i, t)=0, \quad t>0, \quad i=0,1,  \tag{4.4}\\
& g(x, 0)=g_{0}(x), h(x, 0)=h_{0}(x), u(x, 0)=u_{0}(x) \geq 0, \quad 0 \leq x \leq 1 .
\end{align*}
$$

$\mathbf{H}(4.1)$. (a) Let $\sigma(s)$ and $k(s)$ be $C^{2}$ functions and

$$
0 \leq \sigma(s) \leq \sigma_{0}, \quad 0<k_{0} \leq k(s) \leq k_{1}<\infty .
$$

(b) Let $g_{0}(x)$ and $h_{0}(x)$ be $C^{3}[0,1]$. Moreover, $g_{0}(x)$ and $h_{0 x}(x)$ can be extended as odd functions about $x=0$ and $x=1$, and the extended functions are in $C^{2}(R)$. Furthermore, the following consistency conditions hold:

$$
\begin{aligned}
& \sigma(0) g_{0}(0)=h_{0}^{\prime}(0), \sigma(0) g_{0}(1)=h_{0}^{\prime}(1), g_{0}^{\prime \prime}(0)=g_{0}^{\prime \prime}(1)=0, \\
& u_{0}(0)=u_{0}(1)=0, \\
& -\left[k(0) u_{0}^{\prime \prime}(0)+k^{\prime}(0) u_{0}^{\prime}(0)^{2}\right]=\sigma(0) g_{0}(0)^{2}, \\
& -\left[k(0) u_{0}^{\prime \prime}(1)+k^{\prime}(0) u_{0}^{\prime}(1)^{2}\right]=\sigma(0) g_{0}(1)^{2} .
\end{aligned}
$$

Theorem 4.1. Under the assumption $\mathbf{H}(4.1)$, the problem (4.1)-(4.5) has a unique global solution in the classical sense: $g, h \in C^{1+1,1+1}\left(\mathbf{Q}_{T}\right)$ and $u(x, t) \in$ $C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$.

Proof. Introduce

$$
w(x, t)=\int_{0}^{t} g(x, \tau) d \tau, \quad(x, t) \in Q_{T}
$$

Then it is easy to see that $w(x, t)$ satisfies

$$
\begin{array}{ll}
w_{t t}-w_{x x}+\sigma(u) w_{t}=h_{0 x}, & (x, t) \in Q_{T}, \\
u_{t}-\left(k(u) u_{x}\right)_{x}=\sigma(u) w_{t}^{2}, & 0<x<1, t>0, \\
w(i, t)=u(i, t)=0, & 0 \leq t \leq T, i=0,1, \\
w(x, 0)=0, w_{t}(x, 0)=g_{0}(x), u(x, 0)=u_{0}(x), \quad 0 \leq x \leq 1 . \tag{4.9}
\end{array}
$$

By the assumption $\mathbf{H}(4.1)$, we see that a classical solution $g(x, t), h(x, t)$, and $u(x, t)$ exists in $Q_{T_{0}}$ for a small $T_{0}>0$, which can be done by a standard argument (see [17] for example). To extend the local solution to an arbitrary interval $[0, T]$, we only need to derive an a priori estimate in the classical space.

Since we are deriving a priori estimates, we can always assume that $h, g$, and $u$ are smooth. We will use $C$ to denote a generic constant which depends only on known data.

By the assumption, we extend the function $g_{0}(x)$ as an odd function about $x=0$ and $x=1$ and the extended function $g_{0}(x) \in C^{2}(R)$. By considering $F(x, t)=$ $h_{0 x}(x)-\sigma(u) w_{t}$ as an inhomogeneous term in (4.6), the solution $w(x, t)$ will be an odd function as long as the inhomogeneous term $h_{0 x}(x)-\sigma(u) w_{t}$ is an odd function.

Note that $\sigma(u(x, t)) \geq 0$ is an even function if $u(x, t)$ is an even function about $x=0$ and $x=1$. If we extend $u_{0}(x)$ as an even function about $x=0$ or $x=1$, then $u(x, t)$ will be an even function since $\sigma(u) w_{t}^{2} \geq 0$. Now it is clear that $w(x, t)$ and $w_{t}(x, t)$ have the same sign when the space variable $x$ is replaced by $-x$ or $1-x$; it follows that the solution $w(x, t)$ can be represented by the following formula (see [18]):

$$
\begin{align*}
w(x, t)= & \frac{1}{2} \int_{x-t}^{x+t} g_{0}(\xi) d \xi+\frac{1}{2} \int_{0}^{t} \int_{x-(t-\tau)}^{x+(t-\tau)}\left[h_{0 y}(y)-\sigma(u(y, \tau)) w_{\tau}(y, \tau)\right] d y d \tau \\
= & \frac{1}{2} \int_{x-t}^{x+t} g_{0}(\xi) d \xi+\frac{1}{2} \int_{0}^{t}\left[h_{0}(x+t-\tau)-h_{0}(x-t+\tau)\right] d \tau \\
0) & -\frac{1}{2} \int_{0}^{t} \int_{x-(t-\tau)}^{x+t-\tau} \sigma(u(y, \tau)) w_{\tau}(y, \tau) d y d \tau . \tag{4.10}
\end{align*}
$$

Then

$$
\begin{align*}
w_{t}(x, t)= & \left.\frac{1}{2}\left[g_{0}(x+t)-g_{0}(x-t)\right]+\frac{1}{2} \int_{0}^{t} h_{0}^{\prime}(x+t-\tau)+h_{0}^{\prime}(x-t+\tau)\right] d \tau \\
& -\left.\frac{1}{2} \int_{0}^{t} \sigma(u(y, \tau)) w_{\tau}(y, \tau)\right|_{\substack{y=x+t-\tau \\
y=x-t+\tau}} d \tau \tag{4.11}
\end{align*}
$$

Since $\sigma(s)$ is bounded by $\sigma_{0}$, we have

$$
\left\|w_{t}(\cdot, t)\right\|_{L^{\infty}(0,1)} \leq\left\|g_{0}\right\|_{L^{\infty}(0,1)}+T\left\|h_{0}^{\prime}\right\|_{L^{\infty}(0,1)}+\sigma_{0} \int_{0}^{t}\left\|w_{\tau}\right\|_{L^{\infty}(0,1)} d \tau
$$

Gronwall's inequality yields

$$
\left\|w_{t}\right\|_{L^{\infty}(0,1)} \leq C
$$

where $C$ depends only on $\sigma_{0}, T$, and $\left\|g_{0}\right\|_{L^{\infty}(0,1)}+\left\|h_{0}\right\|_{L^{\infty}(0,1)}$.
From the classical theory of parabolic equations, we know from (4.7) that for any $p>1$,

$$
\|u\|_{W_{p}^{2,1}\left(Q_{T}\right)} \leq C\left\|\sigma(u) w_{t}^{2}\right\|_{L^{p}\left(Q_{T}\right)} \leq C
$$

where $C$ depends only on $p, \sigma_{0}$, and known data.
Sobolev's embedding implies that for any $\alpha \in(0,1)$,

$$
\|u\|_{C^{1+\alpha, \frac{1+\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C .
$$

Note that

$$
\begin{aligned}
& \frac{d}{d x} \int_{0}^{t} \sigma\left(u(x+t-\tau, \tau) w_{\tau}(x+t-\tau, \tau)\right) d \tau \\
& =\int_{0}^{t}\left[\sigma^{\prime}(u(y, \tau)) u_{x}(y, \tau) w_{\tau}(y, \tau)+\sigma(u(y, \tau)) w_{\tau y}(y, \tau)\right]_{y=x+t-\tau} d \tau
\end{aligned}
$$

We can differentiate (4.11) with respect to $x$ and use the boundedness of $u_{x}$ and $w_{t}$ to obtain

$$
\left\|w_{t x}\right\|_{L^{\infty}(0,1)} \leq C+C \int_{0}^{t}\left\|w_{\tau x}\right\|_{L^{\infty}(0,1)} d \tau
$$

which gives the $L^{\infty}(0,1)$-bound of $w_{t x}$ by Gronwall's inequality. Moreover, the $L^{\infty}(0,1)$-bound of $w_{t x}$ depends only on known data.

Next, we differentiate (4.11) with respect to $t$ again, after some routine calculations, to obtain

$$
\left\|w_{t t}\right\|_{L^{\infty}(0,1)} \leq C+C \int_{0}^{t}\left\|w_{t x}\right\|_{L^{\infty}(0,1)} d \tau \leq C
$$

Set $v(x, t)=u_{t}(x, t)$. Then it is easy to see that $v(x, t)$ solves the following initial-boundary value problem:

$$
\begin{array}{lc}
v_{t}-k(u) v_{x x}-k^{\prime \prime}(u) u_{x}^{2} v-2 k^{\prime}(u) v_{x} u_{x}-k^{\prime}(u) u_{x x} v \\
=\sigma^{\prime}(u) v w_{t}^{2}+2 \sigma(u) w_{t} w_{t t}, & (x, t) \in Q_{T} \\
v(0, t)=v(1, t)=0, & 0 \leq t \leq T \\
v(x, 0)=v_{0}(x), & 0 \leq x \leq 1 \tag{4.14}
\end{array}
$$

where

$$
v_{0}(x)=k\left(u_{0}\right) u_{0}^{\prime \prime}(x)+k^{\prime}\left(u_{0}\right) u_{0}^{\prime}(x)^{2}+\sigma\left(u_{0}\right) g_{0}(x)^{2}
$$

By the $W_{p}^{2,1}\left(Q_{T}\right)$-estimate for parabolic equations, we see

$$
\|v\|_{W_{p}^{2,1}\left(Q_{T}\right)} \leq C+\|v\|_{L^{2 p}\left(Q_{T}\right)}+\left\|u_{x x}\right\|_{L^{2 p}\left(Q_{T}\right)}+C\left\|w_{t t}\right\|_{L^{p}\left(Q_{T}\right)} \leq C
$$

where $C$ depends only on known data.
Again, Sobolev's embedding theorem implies that for any $\alpha \in(0,1)$

$$
\left\|u_{t}\right\|_{C^{1+\alpha, \frac{1+\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C
$$

Similarly, by differentiating the equation (4.7) with respect to $x$ we can easily derive that

$$
\left\|u_{x}\right\|_{C^{1+\alpha, \frac{1+\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C
$$

Now we take the derivative with respect to $x$ twice in (4.11) and then use the boundedness of $u_{x x}$ and $w_{t}$ to deduce

$$
\left\|w_{t x x}\right\|_{L^{\infty}(0,1)} \leq C+C \int_{0}^{t}\left\|w_{\tau x x}\right\|_{L^{\infty}(0,1)} d \tau
$$

which yields an a priori bound of $\left\|w_{t x x}\right\|_{L^{\infty}(0,1)}$. Finally, from the definition of $w$ and the system (4.1)-(4.2) we see

$$
g(x, t), h(x, t) \in C^{1+1,1+1}\left(\bar{Q}_{T}\right), \quad u(x, t) \in C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)
$$

and

$$
\|g\|_{C^{1+1,1+1}\left(\bar{Q}_{T}\right)}+\|h\|_{C^{1+1,1+1}\left(\bar{Q}_{T}\right)}+\|u\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C
$$

where $\alpha \in(0,1)$ is arbitrary and $C$ depends only on known data.
With the above a priori estimate, we can use the method of continuity to extend a local solution to an arbitrary interval $[0, T]$.
5. Maxwell's equations in quasi-stationary fields. In this section we study an electromagnetic field with a negligible electric displacement $\mathbf{D}$. When $\mathbf{D}_{t}=0$, then $\mathbf{E}_{t}=0$. It follows that the system (2.1)-(2.3) becomes

$$
\begin{align*}
& \mathbf{H}_{t}+\nabla \times[r(u) \nabla \times \mathbf{H}]=0, \quad(x, t) \in Q_{T}  \tag{5.1}\\
& u_{t}-\nabla[k(u) \nabla u]=r(u)|\nabla \times \mathbf{H}|^{2},  \tag{5.2}\\
& (x, t) \in Q_{T}
\end{align*}
$$

where $r(u)=\frac{1}{\sigma(u)}$.
We shall prescribe the following initial-boundary conditions for $\mathbf{H}$ and $u(x, t)$ :

$$
\begin{array}{lc}
\mathbf{H}(x, t)=\mathbf{F}(x, t), u_{\nu}(x, t)=0, & (x, t) \in S_{T}=\partial \Omega \times(0, T] \\
\mathbf{H}(x, 0)=\mathbf{H}_{0}(x), u(x, 0)=u_{0}(x), & x \in \Omega, \tag{5.4}
\end{array}
$$

where $u_{\nu}$ denotes the outward normal derivative to $\partial \Omega$.
$\mathbf{H}(5.1)$. (a) Let $r(u)$ and $k(u)$ be $C^{1+\alpha}(R)$ functions. There exists a constant $a_{0}>0$ such that

$$
r(u) \geq a_{0}, k(u) \geq a_{0}
$$

(b) Let $u_{0}(x) \geq 0, u_{0}(x) \in C^{2+\alpha}(\bar{\Omega})$, and $\mathbf{H}_{0} \in C^{2+\alpha}(\bar{\Omega})^{3}, \mathbf{F}(x, t) \in C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)^{3}$. The following consistency conditions hold:

$$
\begin{aligned}
& \nabla \cdot \mathbf{H}_{0}(x)=0, \quad x \in \Omega, \\
& u_{0 \nu}(x)=0, \mathbf{F}(x, 0)=\mathbf{H}_{0}(x), \quad \text { on } \partial \Omega, \\
& \mathbf{F}_{t}(x, 0)+\nabla \times\left[r\left(u_{0}(x)\right) \nabla \times \mathbf{H}_{0}\right]=0, \quad \text { on } \partial \Omega
\end{aligned}
$$

LEMMA 5.1. Under the assumption $\mathbf{H}(5.1)$ the evolution system (5.1)-(5.4) has a classical solution $\mathbf{H}(x, t) \in C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)^{3}, u(x, t) \in C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$ for some $T>0$.

Proof. The proof is quite standard. We shall only outline the main steps. For simplicity, we take $k(u)=1$. It will be seen that the general case can be handled similarly. We also assume that $T \leq 1$ since we are only concerned with the local existence.

Let

$$
K=\left\{u(x, t) \in C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right): u(x, t) \geq 0,\|u\|_{C^{1+\alpha, \frac{1+\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq K_{0}\right\}
$$

where $K_{0}$ is a constant to be specified later. It is clear that $K$ is a bounded convex subset of $C^{2,1}\left(\bar{Q}_{T}\right)$. Given $u^{*}(x, t) \in K$, we consider the following evolution system:

$$
\begin{align*}
& \mathbf{H}_{t}+\nabla \times\left[r\left(u^{*}\right) \nabla \times \mathbf{H}\right]=0, \quad(x, t) \in Q_{T},  \tag{5.5}\\
& \mathbf{H}(x, t)=\mathbf{F}(x, t), \quad(x, t) \in \partial \Omega \times(0, T] ;  \tag{5.6}\\
& \mathbf{H}(x, 0)=\mathbf{H}_{0}(x), \quad x \in \Omega . \tag{5.7}
\end{align*}
$$

Observe that

$$
\nabla \times\left[r\left(u^{*}\right) \nabla \times \mathbf{H}\right]=-r\left(u^{*}\right) \Delta \mathbf{H}+r^{\prime}\left(u^{*}\right) \nabla u^{*} \times(\nabla \times \mathbf{H})
$$

By the results of parabolic systems (see [12]), there exists a unique classical solution $\mathbf{H}(x, t)$ for some $T>0$. Moreover, there exists a constant $C\left(K_{0}\right)$ such that

$$
\|\mathbf{H}\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C\left(K_{0}\right)
$$

where $C\left(K_{0}\right)$ depends only on $K_{0}$ and the known data but is independent of the lower bound of $T$.

Now we define a mapping as follows:

$$
M: u^{*}(x, t) \in K \rightarrow u(x, t)=M\left[u^{*}\right]
$$

where $u(x, t)$ is the solution to the following problem:

$$
\begin{align*}
& u_{t}-\Delta u=r\left(u^{*}\right)|\nabla \times \mathbf{H}|^{2}, \quad(x, t) \in Q_{T},  \tag{5.8}\\
& u_{\nu}=0,  \tag{5.9}\\
& u(x, 0)=u_{0}(x), \quad(x, t) \in \partial \Omega \times(0, T],  \tag{5.10}\\
&
\end{align*}
$$

where $\mathbf{H}$ is the solution to the system (5.5)-(5.7).
The classical theory of parabolic equations ensures that the above parabolic problem has a unique classical solution on $[0, T]$. Moreover,

$$
\|u\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C\left(K_{0}\right)
$$

where $C\left(K_{0}\right)$ depends on known data and $K_{0}$, but not on the lower bound of $T$. We know that the mapping $M$ is well defined. The continuity of the mapping $M$ is quite standard since $u^{*} \in C^{1+\alpha, \frac{1+\alpha}{2}}\left(\bar{Q}_{T}\right)$. The compactness of the mapping $M$ is clear since $u(x, t)=M\left[u^{*}\right] \in C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$ and the embedding operator from $C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$ to $C^{2,1}\left(\bar{Q}_{T}\right)$ is compact.

Now we show that the mapping $M$ is from $K$ into $K$. Indeed,

$$
\begin{aligned}
\|u\|_{C^{1+\alpha, \frac{1+\alpha}{2}}\left(\bar{Q}_{T}\right)} & \leq \sum_{|k| \leq 2} \sup _{Q_{T}}\left|D^{k} u\right|+\sup _{Q_{T}}\left|u_{t}\right| \\
& \leq\left[T^{\alpha}+T^{\alpha / 2}\right] C\left(K_{0}\right)+\left\|u_{0}\right\|_{C^{2}(\bar{\Omega})} \\
& \leq 1+\left\|u_{0}\right\|_{C^{2}(\bar{\Omega})}
\end{aligned}
$$

provided that we restrict $T$ such that $T C\left(K_{0}\right) \leq 1$.
By Schauder's fixed point theorem, the mapping $M$ has a fixed point. This fixed point $u(x, t)$ along $\mathbf{H}$ obtained from (5.5)-(5.8) consists of a solution to the system (5.1)-(5.4). The uniqueness is clear since the solution is classical.
$\mathbf{H}(5.2)$. (a) The function $r(s)$ satisfies

$$
\int_{a_{0}}^{\infty} \frac{1}{r(s)} d s<\infty
$$

for some constant $a_{0}>0$.
(b) The initial and boundary data $u_{0}(x)$ and $\mathbf{F}=\left(F_{1}, F_{2}, F_{3}\right)$ satisfy the following inequality:

$$
u_{0}(x) \geq a_{0}, \int_{\Omega} \int_{u_{0}(x)}^{\infty} \frac{1}{r(s)} d s d x<\frac{1}{C_{0}} \sum_{i=1}^{3} \int_{0}^{\infty} \int_{S}\left|F_{i}-\left(F_{i}\right)_{s}\right|^{2} d s d t
$$

where $C_{0}$ is the best constant from the trace inequality

$$
\begin{aligned}
\sum_{i=1}^{3} \int_{S}\left|F_{i}-\left(F_{i}\right)_{s}\right|^{2} d s & \leq C_{0} \sum_{i, j=1}^{3} \int_{\Omega}\left|H_{i x_{j}}\right|^{2} d x \\
\mathbf{H}=\left(H_{1}, H_{2}, H_{3}\right),\left(F_{i}\right)_{s} & =\frac{1}{|S|} \int_{S} F_{i} d s, i=1,2,3
\end{aligned}
$$

while $d s$ represents the surface element and $|S|$ denotes the $(n-1)$-dimension Lebesgue measure.

Now we can state the following blowup result.
THEOREM 5.2. Let the assumptions $\mathbf{H}(5.1)-\mathbf{H}(5.2)$ hold. Then $u(x, t)$ will blow up in finite time.

Proof. The argument below follows the idea from [1]. It is clear from the assumption and the maximum principle that $u(x, t) \geq a_{0}$ whenever the solution exists. Suppose the problem (5.1)-(5.4) has a smooth solution for any $T>0$. Define

$$
A(t)=\int_{\Omega} \int_{u(x, t)}^{\infty} \frac{1}{r(s)} d s d x
$$

Then $A(t)$ is well defined for all $t<\infty$. By using (5.2) and performing the integration by parts, we see

$$
\begin{aligned}
A^{\prime}(t) & =-\int_{\Omega} \frac{u_{t}}{r(u)} d x \\
& =-\int_{\Omega} \frac{\nabla[k(u) \nabla u]}{r(u)} d x-\int_{\Omega}|\nabla \times \mathbf{H}|^{2} d x \\
& =-\int_{\Omega} \frac{r^{\prime}(u) k(u)|\nabla u|^{2}}{r(u)^{2}} d x-\int_{\Omega}|\nabla \times \mathbf{H}|^{2} d x \\
& \leq-\int_{\Omega}|\nabla \times \mathbf{H}|^{2} d x
\end{aligned}
$$

It follows that

$$
0 \leq A(t) \leq A(0)-\int_{0}^{t} \int_{\Omega}|\nabla \times \mathbf{H}|^{2} d x d t
$$

Since $\nabla \cdot \mathbf{H}_{t}(x, t)=0$ from (5.1), it follows that

$$
\nabla \cdot \mathbf{H}(x, t)=\nabla \cdot \mathbf{H}_{0}(x)=0
$$

Performing integration by parts, we obtain

$$
\begin{aligned}
& \int_{\Omega}|\nabla \times \mathbf{H}|^{2} d x \equiv \int_{\Omega}\left[|\nabla \cdot \mathbf{H}|^{2}+|\nabla \times \mathbf{H}|^{2}\right] d x \\
& =\sum_{i, j=1}^{3} \int_{\Omega}\left|H_{i x_{j}}\right|^{2} d x
\end{aligned}
$$

It follows that

$$
0 \leq A(t) \leq A(0)-\sum_{i, j=1}^{3} \int_{0}^{t} \int_{\Omega}\left|H_{i x_{j}}\right|^{2} d x d t
$$

Now the trace inequality implies

$$
\sum_{i=1}^{3} \int_{S}\left|F_{i}-\left(F_{i}\right)_{s}\right|^{2} d s \leq C_{0} \sum_{i, j=1}^{3} \int_{\Omega}\left|H_{i x_{j}}\right|^{2} d x
$$

where $C_{0}$ is a constant depending only upon the space dimension $n$ and the boundary $S=\partial \Omega$. In particular, $C_{0}$ does not depend on $t$. Consequently,

$$
0 \leq A(t) \leq A(0)-\frac{1}{C_{0}} \int_{0}^{t} \int_{S}\left|F-(F)_{s}\right|^{2} d s
$$

will become negative for large $t$ by the assumption $\mathbf{H}(5.2)$, a contradiction.
It follows that $u(x, t)$ will become unbounded in finite time.
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#### Abstract

In two space dimensions and under periodic boundary conditions, the solution of the incompressible Navier-Stokes equations is known to remain smooth for all time. In this paper we consider the system of equations describing isentropic, compressible flow and show a similar result if the Mach number is sufficiently small and the initial data are almost incompressible. It is not assumed that the initial data are small. To the leading order, the solution consists of the corresponding incompressible flow plus a highly oscillatory part describing sound waves.
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1. Introduction. In this paper we consider the Navier-Stokes equations for isentropic, compressible flows of a polytropic gas:

$$
\begin{align*}
u_{t}+ & (u \cdot \nabla) u+\left(1+\varepsilon^{2} \rho\right)^{\gamma-2} \nabla \rho \\
& =\left(1+\varepsilon^{2} \rho\right)^{-1}(\nu \Delta u+\eta \nabla \nabla \cdot u), \quad \nu>0, \quad \eta+\nu>0  \tag{1.1}\\
& \quad \varepsilon^{2}\left(\rho_{t}+(u \cdot \nabla) \rho\right)+\left(1+\varepsilon^{2} \rho\right) \nabla \cdot u=0 \tag{1.2}
\end{align*}
$$

The scalings and assumptions leading to these equations are given in the Appendix, where it also is explained that $\rho$ describes the scaled fluctuations of the density. If the parameter $\varepsilon$, which represents the Mach number, is formally set to zero, we obtain the equations for incompressible flow,

$$
\begin{align*}
U_{t}+(U \cdot \nabla) U+\nabla P & =\nu \Delta U, \quad \nu>0  \tag{1.3}\\
\nabla \cdot U & =0 \tag{1.4}
\end{align*}
$$

We restrict the discussion to two space variables

$$
(x, y) \in(\mathbb{R} \bmod 2 \pi)^{2}=: T^{2}
$$

i.e., we assume that the functions

$$
u(x, y, t), \rho(x, y, t), U(x, y, t), P(x, y, t)
$$

are $2 \pi$-periodic in $x$ and in $y$. (We comment below on the three-dimensional case.)

[^39]For $\varepsilon>0$, the equations (1.1), (1.2) form a coupled parabolic-hyperbolic system, for which we give initial conditions

$$
\begin{equation*}
u=u_{0}(x, y), \quad \rho=\rho_{0}(x, y) \quad \text { at } \quad t=0 \tag{1.5}
\end{equation*}
$$

For simplicity, ${ }^{1}$ we assume that $u_{0}, \rho_{0} \in C^{\infty}\left(T^{2}\right)$ and that they have mean zero:

$$
\begin{equation*}
\int_{T^{2}} u_{0} d x d y, \quad \int_{T^{2}} \rho_{0} d x d y=0 \tag{1.6}
\end{equation*}
$$

(Note that these assumptions on the mean are without essential loss of generality, as they may be imposed by a Galilean transformation and by choosing the reference density to be the mean initial density.) For the incompressible equations (1.3), (1.4), one can only prescribe an initial velocity field $U_{0}(x, y)$, which must be divergence-free, to obtain a classical solution,

$$
\begin{equation*}
U=U_{0}(x, y) \quad \text { at } \quad t=0 \tag{1.7}
\end{equation*}
$$

Here we assume $U_{0} \in C^{\infty}, \quad \int_{T^{2}} U_{0}=0, \quad \nabla \cdot U_{0}=0$. To eliminate the free (timedependent) constant in the incompressible pressure, we impose the side condition

$$
\begin{equation*}
\int_{T^{2}} P(x, y, t) d x d y=0, \quad t \geq 0 \tag{1.8}
\end{equation*}
$$

It is well known that the incompressible problem (1.3), (1.4), (1.7), (1.8) has a unique classical solution $(U, P) \in C^{\infty}\left(T^{2} \times[0, \infty)\right)$, and this solution-together with all its derivatives-tends to zero at an exponential rate as $t \rightarrow \infty$. (See, e.g., [5, Chap. 9] and extensions of the arguments therein.)

The aim of this paper is to show all-time existence also for the compressible problem (1.1), (1.2), (1.5) provided that $\varepsilon>0$ is sufficiently small and the initial data $u_{0}, \rho_{0}$ are almost incompressible. A precise statement is given in the next section.

Under the assumptions of our theorem, the compressible solution $u=u^{\varepsilon}, \rho=\rho^{\varepsilon}$ consists of leading order of the incompressible flow $U, P$, and it is essential for our proof that $U, P$ decays to zero as $t \rightarrow \infty$. Thus, at present it is not clear if our result generalizes to Euler flow $(\nu=\eta=0)$ or to the forced equation

$$
\begin{gathered}
u_{t}+(u \cdot \nabla) u+\left(1+\varepsilon^{2} \rho\right)^{\gamma-2} \nabla \rho=\left(1+\varepsilon^{2} \rho\right)^{-1}(\nu \Delta u+\eta \nabla \nabla \cdot u+F(x, y, t)) \\
\varepsilon^{2}\left(\rho_{t}+(u \cdot \nabla) \rho\right)+\left(1+\varepsilon^{2} \rho\right) \nabla \cdot u=0
\end{gathered}
$$

with $F \in C^{\infty}$. In both cases, the solution $U, P$ is $C^{\infty}$ for $0 \leq t<\infty$, but generally does not tend to zero.

A generalization of our result to three-dimensional flow is straightforward, however, if we assume that the initial incompressible velocity field $U_{0}(x, y, z)$ leads to a classical solution $U, P$ for $0 \leq t<\infty$, which-together with all its derivatives-tends to zero as $t \rightarrow \infty$.

Our approach can also be used to establish an asymptotic expansion result for $u^{\varepsilon}, \rho^{\varepsilon}$. Leading order corrections to $U, P$ consist of fast oscillations of the pressure and the dilatation, $\nabla \cdot u^{\varepsilon}$. These corrections are solutions of the damped wave equation

$$
w_{t t}=\frac{1}{\varepsilon^{2}} \Delta w+(\nu+\eta) \Delta w_{t}
$$

[^40]We will not elaborate on this here, however, since corresponding asymptotic expansions in finite time intervals have already been derived in $[3,4,6]$.

There has been much recent work on weak solutions of the equations of compressible flow. Hoff (see [2] and references therein) has considered discontinuous initial data in one space dimension. Lions $[7,8,9]$ has developed a multidimensional theory of weak solutions for the isentropic system we consider and has established connections with the theory of weak solutions for the incompressible case. Results on classical solutions for small data are also known. See [1] for a proof using the techniques of this paper and for references to earlier work.
2. Notations and statement of main theorem. The Euclidean inner product and norm on $\mathbb{C}^{n}\left(\right.$ and $\left.\mathbb{R}^{n}\right)$ are denoted by

$$
\langle u, v\rangle=\sum_{j=1}^{n} \bar{u}_{j} v_{j}, \quad|u|=\langle u, u\rangle^{1 / 2}
$$

Also, if $A \in \mathbb{C}^{n \times n}$ is an $n \times n$ matrix, then $|A|$ denotes the corresponding matrix norm. If $H_{1}, H_{2} \in \mathbb{C}^{n \times n}$ are Hermitian matrices, then we write $H_{1} \leq H_{2}$ iff $u^{*} H_{1} u \leq u^{*} H_{2} u$ for all $u \in \mathbb{C}^{n}$. For functions $u, v \in L_{2}=L_{2}\left(T^{2}, \mathbb{R}^{n}\right)$, the $L_{2}$-inner product and norm are defined by

$$
(u, v)=\int_{T^{2}}\langle u(x, y), v(x, y)\rangle d x d y, \quad\|u\|=(u, u)^{1 / 2}
$$

We recall Parseval's relation,

$$
(u, v)=\sum_{k \in \mathbb{Z}^{2}}\langle\hat{u}(k), \hat{v}(k)\rangle
$$

where

$$
\hat{u}(k)=\frac{1}{2 \pi} \int_{T^{2}} e^{-i\left(k_{1} x+k_{2} y\right)} u(x, y) d x d y
$$

For spatial differential expressions we use multi-index notation,

$$
D^{\alpha}=\frac{\partial^{|\alpha|}}{\partial x^{\alpha_{1}} \partial y^{\alpha_{2}}}, \quad|\alpha|=\alpha_{1}+\alpha_{2} .
$$

We partially order multi-indices by

$$
\beta<\alpha \Longleftrightarrow \beta_{1} \leq \alpha_{1}, \quad \beta_{2} \leq \alpha_{2}, \quad \beta \neq \alpha
$$

The Sobolev inner products and norms, based on $L_{2}$, are

$$
(u, v)_{j}=\sum_{|\alpha| \leq j}\left(D^{\alpha} u, D^{\alpha} v\right), \quad\|u\|_{j}=(u, u)_{j}^{1 / 2}, \quad j=1,2, \ldots
$$

We write $H^{j}=H^{j}\left(T^{2}, \mathbb{R}^{n}\right)$ for the corresponding Sobolev space. The sup-norm of any bounded function $u$ is denoted by $|u|_{\infty}$.

In our main theorem formulated next, let $U_{0} \in C^{\infty}\left(T^{2}\right)$ denote an incompressible velocity field and let $P_{0}=P_{0}(x, y)$ denote the corresponding pressure at $t=0$; i.e., if $U, P$ is the solution of $(1.3),(1.4),(1.7),(1.8)$, then $P_{0}(x, y)=P(x, y, 0)$.

THEOREM 2.1. Consider the compressible problem, (1.1), (1.2), (1.5), (1.6), with $u_{0}, \rho_{0} \in C^{\infty}\left(T^{2}\right), \nu>0, \varepsilon>0, \eta+\nu>0$. There is $\varepsilon_{0}=\varepsilon_{0}\left(U_{0}, \nu, \eta\right)>0$ and $\delta_{0}=\delta_{0}\left(U_{0}, \nu, \eta\right)>0$ so that the following holds. If $0<\varepsilon \leq \varepsilon_{0}$ and

$$
\begin{equation*}
\left\|u_{0}-U_{0}\right\|_{3}^{2}+\varepsilon^{2}\left\|\rho_{0}-P_{0}\right\|_{3}^{2} \leq \delta_{0}^{2} \tag{2.1}
\end{equation*}
$$

then the solution $u, \rho$ is in $C^{\infty}\left(T^{2} \times[0, \infty)\right)$ and approaches a uniform state $\left(\bar{u}_{\infty}^{\prime}, 0\right)$ as $t \rightarrow \infty$.

A main point of the theorem is that the radius, given by $\delta_{0}$, of the ball about incompressible data can be chosen independently of the singular perturbation parameter $0<\varepsilon<\varepsilon_{0}$. We note that the bounded derivative principle (in finite time intervals) is valid for the system (1.1), (1.2); see [6]. Thus, a highly oscillatory part of the solution could be suppressed by proper initialization. We emphasize that our theorem does not require such an initialization; i.e., a highly oscillatory part (sound waves) is generally present in the solution. The amplitude of the sound waves is initially controlled by $\delta_{0}$.

An outline of the proof follows. If we subtract the incompressible solution $U, P$ from $u, \rho$, then we obtain equations for the differences $u^{\prime}=u-U, \rho^{\prime}=\rho-P$ with a forcing term of order $\mathcal{O}\left(\varepsilon^{2}\right)$. The details are carried out in section 3. The 3 -vector

$$
w=\left(u^{\prime}, \varepsilon \rho^{\prime}\right)^{T}
$$

satisfies a coupled parabolic-hyperbolic system, where the large hyperbolic part is symmetrized. This symmetrization is the reason for multiplying $\rho^{\prime}$ by $\varepsilon$. The system satisfied by $w$ is central for our discussion.

General results on coupled parabolic-hyperbolic systems (see, for example, [1]) imply that $w$ is $C^{\infty}$ in some maximal interval $0 \leq t<t_{\varepsilon}$, and if $t_{\varepsilon}$ is finite, then

$$
\sup _{0 \leq t<t_{\varepsilon}}\|w(\cdot, t)\|_{3}=\infty
$$

(In $N$ space dimensions, the crucial degree of smoothness is given by the smallest integer $s>\frac{N}{2}+1$. For $N=2$ we have $s=3$.) Thus it suffices to show that $\|w(\cdot, t)\|_{3}$ remains bounded in order to obtain all-time existence and $C^{\infty}$ smoothness.

Standard $L_{2}$-estimates for $w$ and its space derivatives are not good enough to imply all-time existence. A crucial step is the construction of a new norm $\|\cdot\|_{H}$, in which the solution of the linearized constant coefficient problem decays exponentially. The construction of this new norm is carried out in section 4. A main technical difficulty is to obtain $\varepsilon$-independent bounds for the related symmetrizer.
3. Equations for the perturbed variables. The solution $u, \rho$ of (1.1), (1.2), (1.5) consists of a slow part and a part which is highly oscillatory in time. Following [6], we first subtract the slow part of the solution in order to obtain an equation with small initial data for the remainder.

If $U, P$ denotes the solution of the incompressible problem (1.3), (1.4), (1.7), (1.8), then we define new variables $u^{\prime}, \rho^{\prime}$ by

$$
u=U+u^{\prime}, \quad \rho=P+\rho^{\prime}
$$

A lengthy but straightforward computation yields

$$
\begin{align*}
& u_{t}^{\prime}+(U \cdot \nabla) u^{\prime}+\left(u^{\prime} \cdot \nabla\right) U+\left(u^{\prime} \cdot \nabla\right) u^{\prime}+\nabla \rho^{\prime}+\varepsilon^{2}\left(P+\rho^{\prime}\right) \Pi\left(0, \varepsilon^{2}\left(P+\rho^{\prime}\right)\right) \nabla \rho^{\prime} \\
& +\varepsilon^{2} \rho^{\prime} F\left(P, U, \rho^{\prime}, \varepsilon\right)=\left(1+\varepsilon^{2} P+\varepsilon^{2} \rho^{\prime}\right)^{-1}\left(\nu \Delta u^{\prime}+\eta \nabla \nabla \cdot u^{\prime}\right)+\varepsilon^{2} g_{1},  \tag{3.1}\\
& \varepsilon^{2}\left(\rho_{t}^{\prime}+(U \cdot \nabla) \rho^{\prime}+\left(u^{\prime} \cdot \nabla\right) P+\left(u^{\prime} \cdot \nabla\right) \rho^{\prime}\right)+\left(1+\varepsilon^{2} P+\varepsilon^{2} \rho^{\prime}\right) \nabla \cdot u^{\prime}=\varepsilon^{2} g_{2} \tag{3.2}
\end{align*}
$$

with

$$
\begin{gathered}
\Pi(a, b)=(\gamma-2) \int_{0}^{1}(1+a+b z)^{\gamma-3} d z \\
F=\Pi\left(\varepsilon^{2} P, \varepsilon^{2} \rho^{\prime}\right) \nabla P+\nu\left(1+\varepsilon^{2} P\right)^{-1}\left(1+\varepsilon^{2} P+\varepsilon^{2} \rho^{\prime}\right)^{-1} \Delta U \\
g_{1}=-P \Pi\left(0, \varepsilon^{2} P\right) \nabla P-\nu P\left(1+\varepsilon^{2} P\right)^{-1} \Delta U \\
g_{2}=-\left(P_{t}+(U \cdot \nabla) P\right)
\end{gathered}
$$

The variables $u^{\prime}, \rho^{\prime}$ satisfy initial conditions

$$
\begin{equation*}
u^{\prime}=u_{0}^{\prime}(x, y), \quad \rho^{\prime}=\rho_{0}^{\prime}(x, y) \quad \text { at } \quad t=0 \tag{3.3}
\end{equation*}
$$

where $u_{0}^{\prime}=u_{0}-U_{0}, \rho_{0}^{\prime}=\rho_{0}-P_{0}$, and therefore

$$
\begin{equation*}
\left\|u_{0}^{\prime}\right\|_{3}^{2}+\varepsilon^{2}\left\|\rho_{0}^{\prime}\right\|_{3}^{2} \leq \delta_{0}^{2} \tag{3.4}
\end{equation*}
$$

by assumption (2.1). We note that the incompressible solution satisfies estimates

$$
\begin{equation*}
\|U(\cdot, t)\|_{j}+\|P(\cdot, t)\|_{j} \leq C_{j} e^{-c_{j} t}, \quad t \geq 0, \quad j=0,1, \ldots \tag{3.5}
\end{equation*}
$$

with $C_{j}>0$ and $c_{j}>0$ independent of $t$. Corresponding estimates for time derivatives follow from the differential equation. (We will use the following convention: $C, C_{j}$, etc. denote sufficiently large constants which may depend on $U_{0}$ and the viscosities $\nu, \eta$. Similarly, $c, c_{j}$, etc. denote sufficiently small positive constants which may depend on $U_{0}$ and $\nu, \eta$. All constants are independent of $u_{0}, \rho_{0}, t, \varepsilon$, and the wave vector $k$ used below. At different appearances, the constants may have different meanings.)

The inhomogeneous terms $\varepsilon^{2} g_{1}, \varepsilon^{2} g_{2}$ in (3.1), (3.2) can be reduced to higher order by constructing additional terms in the expansion of the "slow" part of the solution [6], but this is unnecessary for our purposes.

We also note that the nonlinearities in (3.1), (3.2) are smooth only under some restrictions on the arguments. To be specific, we must have $\left(1+\varepsilon^{2} P\right),\left(1+\varepsilon^{2} \rho^{\prime}\right),(1+$ $\left.\varepsilon^{2} P+\varepsilon^{2} \rho^{\prime}\right)>0$. As we derive time-uniform bounds on the solution valid for all $\varepsilon$ sufficiently small, we can guarantee that the arguments remain in the appropriate domains by further restricting $\varepsilon_{0}$ if necessary.

To motivate a scaling that we use below, we first consider the linear constant coefficient system obtained from (3.1), (3.2) by setting the incompressible solution, $(U, P)$ to zero and ignoring nonlinearities:

$$
\begin{gather*}
u_{t}^{\prime}+\nabla \rho^{\prime}=\nu \Delta u^{\prime}+\eta \nabla \nabla \cdot u^{\prime}  \tag{3.6}\\
\varepsilon^{2} \rho_{t}^{\prime}+\nabla \cdot u^{\prime}=0 \tag{3.7}
\end{gather*}
$$

For $\nu=\eta=0$ this system is hyperbolic, but unsymmetric, and in fact strongly unbalanced for $0<\varepsilon \ll 1$. To symmetrize this underlying hyperbolic system, we use the variable $\varepsilon \rho^{\prime}$ instead of $\rho^{\prime}$. Thus we introduce the 3 -vector

$$
w=\binom{u^{\prime}}{\varepsilon \rho^{\prime}}
$$

Returning to the full system (3.1), (3.2) and dividing (3.2) by $\varepsilon$, we obtain the following system for $w$ :

$$
\begin{equation*}
w_{t}+\left(\left(U+u^{\prime}\right) \cdot \nabla\right) w=A_{\varepsilon} w+\varepsilon G+Q \tag{3.8}
\end{equation*}
$$

Here $A_{\varepsilon}$ is the constant coefficient operator (compare with (3.6), (3.7))

$$
A_{\varepsilon}=-\frac{1}{\varepsilon}\left(\begin{array}{ccc}
0 & 0 & \partial_{x}  \tag{3.9}\\
0 & 0 & \partial_{y} \\
\partial_{x} & \partial_{y} & 0
\end{array}\right)+\left(\begin{array}{ccc}
\nu \Delta+\eta \frac{\partial^{2}}{\partial x^{2}} & \eta \frac{\partial^{2}}{\partial x \partial y} & 0 \\
\eta \frac{\partial^{2}}{\partial x \partial y} & \nu \Delta+\eta \frac{\partial^{2}}{\partial y^{2}} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

$G$ is the inhomogeneous term

$$
\begin{equation*}
G=\binom{\varepsilon g_{1}}{g_{2}} \tag{3.10}
\end{equation*}
$$

and the remaining terms $Q$ are given by

$$
\begin{equation*}
Q=Q_{1}+Q_{2} \tag{3.11}
\end{equation*}
$$

$Q_{1}=\binom{\frac{\left(\varepsilon w^{(3)}+\varepsilon^{2} P\right)}{\left(1+\varepsilon w^{(3)}+\varepsilon^{2} P\right)}\left(\nu \Delta u^{\prime}+\eta \nabla \nabla \cdot u^{\prime}\right)-\left(w^{(3)}+\varepsilon P\right) \Pi\left(0, \varepsilon w^{(3)}+\varepsilon^{2} P\right) \nabla w^{(3)}}{0}$,

$$
\begin{equation*}
Q_{2}=\binom{-\left(u^{\prime} \cdot \nabla\right) U-\varepsilon w^{(3)} F}{-\varepsilon\left(u^{\prime} \cdot \nabla\right) P-\left(w^{(3)}+\varepsilon P\right) \nabla \cdot u^{\prime}} \tag{3.12}
\end{equation*}
$$

The initial condition for $w$ is

$$
w=w_{0}(x, y):=\binom{u_{0}^{\prime}}{\varepsilon \rho_{0}^{\prime}} \quad \text { at } \quad t=0
$$

thus

$$
\begin{equation*}
\left\|w_{0}\right\|_{3} \leq \delta_{0} \tag{3.14}
\end{equation*}
$$

In the next section we consider the constant coefficient system $w_{t}=A_{\varepsilon} w$.
4. Decay estimates for $\boldsymbol{w}_{\boldsymbol{t}}=\boldsymbol{A}_{\boldsymbol{\varepsilon}} \boldsymbol{w}$. Let $w=w(x, y, t)$ denote a solution of the linear constant coefficient system $w_{t}=A_{\varepsilon} w$ with $A_{\varepsilon}$ given by (3.9). The standard $L_{2}$-estimate reads

$$
\begin{aligned}
\frac{d}{d t}\|w\|^{2} & =2\left(w, w_{t}\right) \\
& =-2 \nu \sum_{j=1}^{2}\left\|D w^{(j)}\right\|^{2}-2 \eta\left\|\nabla \cdot u^{\prime}\right\|^{2} \leq 0
\end{aligned}
$$

Here, $\|D v\|^{2}=\left\|v_{x}\right\|^{2}+\left\|v_{y}\right\|^{2}$. Clearly, the third component of $w$ does not appear on the right side (since the third component of (3.9) does not contain the viscosity terms), and therefore we cannot obtain exponential decay of $w$ in the $L_{2}$-norm. This is the fundamental reason for the difficulty in proving our main theorem. We will, however, construct a new norm, which is equivalent to the $L_{2}$ norm, in which we have exponential decay, except for the spatial averages of $w$. (The spatial averages of the solutions of $w_{t}=A_{\varepsilon} w$ remain constant in time. For the full system (3.8), they will require a separate consideration, with bounds following from the conservation of mass and momentum.)

To construct the new norm, we use Fourier expansion in space. The Fourier representation of $w$ is

$$
w(x, y, t)=\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}^{2}} e^{i k_{1} x+i k_{2} y} \hat{w}(k, t)
$$

with

$$
\hat{w}(k, t)=\frac{1}{2 \pi} \int_{T^{2}} e^{-i k_{1} x-i k_{2} y} w(x, y, t) d x d y
$$

and the system $w_{t}=A_{\varepsilon} w$ transforms to

$$
\begin{equation*}
\hat{w}_{t}(k, t)=\hat{A}_{\varepsilon}(k) \hat{w}(k, t), \quad k \in \mathbb{Z}^{2} \tag{4.1}
\end{equation*}
$$

Here

$$
\hat{A}_{\varepsilon}(k)=-\frac{i}{\varepsilon}\left(\begin{array}{ccc}
0 & 0 & k_{1}  \tag{4.2}\\
0 & 0 & k_{2} \\
k_{1} & k_{2} & 0
\end{array}\right)-\left(\begin{array}{ccc}
\nu|k|^{2}+\eta k_{1}^{2} & \eta k_{1} k_{2} & 0 \\
\eta k_{1} k_{2} & \nu|k|^{2}+\eta k_{2}^{2} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

is the symbol of $A_{\varepsilon}$; see (3.9). We first show that the eigenvalues of $\hat{A}_{\varepsilon}(k)$ have negative real parts for all $k \neq 0$.

Lemma 4.1. Let $\lambda_{j}=\lambda_{j}(\nu, \eta, \varepsilon, k)$ denote the eigenvalues of $\hat{A}_{\varepsilon}(k)$. Then we have

$$
\operatorname{Re} \lambda_{j} \leq \max \left\{-\nu,-\frac{\nu+\eta}{2},-\frac{1}{(\nu+\eta) \varepsilon^{2}}\right\}<0, \quad j=1,2,3
$$

for all $\nu>0, \nu+\eta>0, \varepsilon>0, k \in \mathbb{Z}^{2}, k \neq 0$.
Proof. For

$$
\phi_{1}=\frac{1}{|k|}\left(\begin{array}{c}
-k_{2} \\
k_{1} \\
0
\end{array}\right)
$$

we have

$$
\hat{A}_{\varepsilon}(k) \phi_{1}=-\nu|k|^{2} \phi_{1}
$$

thus $\lambda_{1}=-\nu|k|^{2}$. Next let $\phi_{2}, \phi_{3}$, which span the subspace of $\mathbb{R}^{3}$ orthogonal to $\phi_{1}$, be given by

$$
\phi_{2}=\frac{1}{|k|}\left(\begin{array}{c}
k_{1} \\
k_{2} \\
0
\end{array}\right), \quad \phi_{3}=\left(\begin{array}{c}
0 \\
0 \\
1
\end{array}\right)
$$

Then we have

$$
\begin{aligned}
& \hat{A}_{\varepsilon}(k) \phi_{2}=-(\nu+\eta)|k|^{2} \phi_{2}-\frac{i}{\varepsilon}|k| \phi_{3} \\
& \hat{A}_{\varepsilon}(k) \phi_{3}=-\frac{i}{\varepsilon}|k| \phi_{2}
\end{aligned}
$$

This implies that the eigenvalues $\lambda_{2,3}$ of $\hat{A}_{\varepsilon}(k)$ are the eigenvalues of

$$
B=\left(\begin{array}{cc}
-(\nu+\eta)|k|^{2} & -\frac{i}{\varepsilon}|k|  \tag{4.3}\\
-\frac{i}{\varepsilon}|k| & 0
\end{array}\right)
$$

and we obtain that

$$
\begin{equation*}
\lambda_{2,3}=-\frac{(\nu+\eta)|k|^{2}}{2}\left\{1 \pm \sqrt{1-\frac{4}{(\nu+\eta)^{2} \varepsilon^{2}|k|^{2}}}\right\} \tag{4.4}
\end{equation*}
$$

If $4>(\nu+\eta)^{2} \varepsilon^{2}|k|^{2}$, then the root is purely imaginary; thus

$$
\operatorname{Re} \lambda_{2,3}=-\frac{(\nu+\eta)|k|^{2}}{2} \leq-\frac{\nu+\eta}{2}
$$

If $(\nu+\eta)^{2} \varepsilon^{2}|k|^{2} \geq 4$, then $\lambda_{2,3}$ are real, and we have

$$
\begin{equation*}
\lambda_{2} \leq \lambda_{3}=-\frac{r}{2}+\frac{r}{2} \sqrt{1-\frac{4}{(\nu+\eta) \varepsilon^{2} r}} \tag{4.5}
\end{equation*}
$$

with $r=(\nu+\eta)|k|^{2}$. Clearly, $\lambda_{3} \rightarrow-\frac{1}{(\nu+\eta) \varepsilon^{2}}$ as $r \rightarrow \infty$. Furthermore, the function of $r$ on the right side of (4.5) is monotonically increasing. Therefore,

$$
\lambda_{2} \leq \lambda_{3} \leq-\frac{1}{(\nu+\eta) \varepsilon^{2}}
$$

and the lemma is proved.
Remarks. 1. Let $S$ denote the orthogonal matrix containing as columns the vectors $\phi_{j}$ defined in the proof of the previous lemma,

$$
S=\frac{1}{|k|}\left(\begin{array}{ccc}
-k_{2} & k_{1} & 0  \tag{4.6}\\
k_{1} & k_{2} & 0 \\
0 & 0 & |k|
\end{array}\right)
$$

Then the proof shows that

$$
\hat{A}_{\varepsilon}(k) S=S\left(\begin{array}{ccc}
-\nu|k|^{2} & 0 & 0  \tag{4.7}\\
0 & b_{11} & b_{12} \\
0 & b_{21} & b_{22}
\end{array}\right),
$$

where $B$ is given in (4.3).
2. In the three-dimensional case, let $\psi_{1}, \psi_{2} \in \mathbb{R}^{3}$ denote vectors so that $\psi_{1}, \psi_{2}$, $k /|k|$ form an orthonormal system of $\mathbb{R}^{3}$. Setting $\phi_{j}=\left(\psi_{j}, 0\right)^{T}$, we obtain

$$
\hat{A}_{\varepsilon}(k) \phi_{j}=-\nu|k|^{2} \phi_{j}, \quad j=1,2
$$

Furthermore, let

$$
\phi_{3}=\frac{1}{|k|}\left(k_{1}, k_{2}, k_{3}, 0\right)^{T}, \quad \phi_{4}=(0,0,0,1)^{T}
$$

Computation of $\hat{A}_{\varepsilon}(k) \phi_{j}, j=3,4$, shows that the same matrix $B$ as given in (4.3) determines the eigenvalues $\lambda_{3,4}$ of $\hat{A}_{\varepsilon}(k)$. Thus, Lemma 4.1 generalizes directly to the three-dimensional case.

Since the matrices $\hat{A}_{\varepsilon}(k)$ in (4.1) all have their eigenvalues in the left half-plane, all solutions $\hat{w}(k, t), k \neq 0$, tend to zero as $t \rightarrow \infty$. We need to quantify this decay. For clarity, consider first any ODE system

$$
\begin{equation*}
\frac{d y}{d t}=A y, \quad y(t) \in \mathbb{C}^{n}, \tag{4.8}
\end{equation*}
$$

where $A$ is a constant $n \times n$ matrix with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}, \operatorname{Re} \lambda_{j} \leq-c_{0}<0$. One can construct a norm, based on an inner product, in which all solutions of (4.8) decay exponentially. In particular, we can construct a positive definite Hermitian matrix $H$ satisfying

$$
\begin{equation*}
H A+A^{*} H \leq-c_{0} H \tag{4.9}
\end{equation*}
$$

The positive definite Hermitian matrix $H$ defines an inner product and a norm on $\mathbb{C}^{n}$,

$$
\langle u, v\rangle_{H}=u^{*} H v, \quad|u|_{H}=\langle u, u\rangle_{H}^{1 / 2}
$$

For any solution $y(t)$ of (4.8) we have

$$
\begin{aligned}
\frac{d}{d t}|y|_{H}^{2} & =\left\langle y, y^{\prime}\right\rangle_{H}+\left\langle y^{\prime}, y\right\rangle_{H} \\
& =\langle y, A y\rangle_{H}+\langle A y, y\rangle_{H} \\
& =\langle y, H A y\rangle+\left\langle y, A^{*} H y\right\rangle \\
& \leq-c_{0}|y|_{H}^{2}
\end{aligned}
$$

The last inequality follows from the crucial property $H A+A^{*} H \leq-c_{0} H$ of the matrix $H$. Therefore, for all solutions $y(t)$ of (4.8), the expression $|y(t)|_{H}$ decays exponentially. The matrix $H=H^{*}>0$ is called a symmetrizer for the system (4.8) since - in $|\cdot|_{H}-A$ acts like a matrix with negative definite symmetric part.

For the family of systems (4.1) we need additional properties of the symmetrizer $H=H(\nu, \eta, \varepsilon, k)$, namely some uniform estimates. As we will see, it suffices to consider the matrices $B$ given in (4.3). Recall that, by Lemma 4.1, the eigenvalues $\lambda_{2,3}$ of $B$ satisfy

$$
\begin{equation*}
\operatorname{Re} \lambda_{2,3} \leq-c_{0}<0, \quad c_{0}=c_{0}(\nu+\eta) \tag{4.10}
\end{equation*}
$$

for all $0<\varepsilon \leq 1, k \in \mathbb{Z}^{2}, k \neq 0$, and any fixed $\nu+\eta>0$.
Lemma 4.2. For fixed $\nu+\eta>0$, consider the family of matrices $B$ given in (4.3) for $k \in \mathbb{Z}^{2}, k \neq 0$. There are positive constants $c_{0}, c_{1}, C_{1}, C_{2}, \varepsilon_{0}$, depending only on $\nu+\eta$, and there are Hermitian matrices $H=H(\nu+\eta, \varepsilon, k) \in \mathbb{C}^{2 \times 2}$ for $0<\varepsilon \leq \varepsilon_{0}$ with the following properties:

$$
\begin{gather*}
0<\left(1-C_{1} \varepsilon\right) I \leq H \leq\left(1+C_{1} \varepsilon\right) I  \tag{4.11}\\
q^{*}\left(H B+B^{*} H\right) q \leq-c_{0} q^{*} H q-c_{1}|k|^{2}\left|q_{1}\right|^{2} \quad \forall q \in \mathbb{C}^{2}  \tag{4.12}\\
|H-I| \leq C_{2} \frac{\varepsilon}{|k|} \tag{4.13}
\end{gather*}
$$

Proof. We seek $H$ in the form

$$
H=\left(\begin{array}{rr}
1 & i \frac{\varepsilon \mu}{|k|}  \tag{4.14}\\
-i \frac{\varepsilon \mu}{|k|} & 1
\end{array}\right)
$$

which, for fixed $\mu>0$, clearly satisfies (4.11) and (4.13). To check (4.12) we directly compute $H B+B^{*} H$ and obtain

$$
\begin{align*}
H B+B^{*} H & =\left(\begin{array}{cc}
-2(\nu+\eta)|k|^{2}+2 \mu & -i \mu \varepsilon(\nu+\eta)|k| \\
i \mu \varepsilon(\nu+\eta)|k| & -2 \mu
\end{array}\right)  \tag{4.15}\\
& =\left(\begin{array}{cc}
-c_{1}|k|^{2} & 0 \\
0 & 0
\end{array}\right)+R
\end{align*}
$$

where we choose $c_{1}=\nu+\eta$. We must only show that $R$ is negative definite and that its largest eigenvalue is bounded above by $-\bar{c}_{0}<0$ independent of $|k|$ and $\varepsilon$ sufficiently small. Then (4.15) combined with (4.11) will imply (4.12). To that end we compute

$$
\begin{gather*}
\operatorname{det}(R)=\mu(\nu+\eta)|k|^{2}\left(2-\mu(\nu+\eta) \varepsilon^{2}-4 \frac{\mu}{(\nu+\eta)|k|^{2}}\right)  \tag{4.16}\\
\operatorname{tr}(R)=-(\nu+\eta)|k|^{2} \tag{4.17}
\end{gather*}
$$

Clearly, the trace is negative and the determinant positive for $\varepsilon, \mu$ sufficiently small. For $2 \times 2$ Hermitian matrices this implies negative definiteness. Choosing, for example,

$$
\begin{equation*}
\mu=\frac{\nu+\eta}{8}, \quad \varepsilon_{0}<\frac{2}{\nu+\eta} \tag{4.18}
\end{equation*}
$$

we also have the bound

$$
\begin{equation*}
\bar{c}_{0} \geq-\frac{\operatorname{det}(R)}{\operatorname{tr}(R)}>\frac{\nu+\eta}{8} \tag{4.19}
\end{equation*}
$$

This completes the proof.
Combining this lemma with Remark 1 above we obtain the following result for the systems (4.1).

LEMMA 4.3. For fixed $\nu>0, \nu+\eta>0$, and $\varepsilon_{0}$ sufficiently small consider the family of matrices $\hat{A}_{\varepsilon}(k)$ given by (4.2) for $0<\varepsilon \leq \varepsilon_{0}, k \in \mathbb{Z}^{2}, k \neq 0$. There are positive constants $c_{0}, c_{1}, C_{1}, C_{2}$, depending only on $\nu, \eta$, and there are Hermitian matrices $H=H(\nu, \eta, \varepsilon, k) \in \mathbb{C}^{3 \times 3}$ with the following properties:

$$
\begin{gather*}
0<\left(1-C_{1} \varepsilon\right) I \leq H \leq\left(1+C_{1} \varepsilon\right) I  \tag{4.20}\\
q^{*}\left(H \hat{A}_{\varepsilon}+\hat{A}_{\varepsilon}^{*} H\right) q \leq-c_{0} q^{*} H q-c_{1}|k|^{2}\left(\left|q_{1}\right|^{2}+\left|q_{2}\right|^{2}\right) \quad \forall q \in \mathbb{C}^{3}  \tag{4.21}\\
|H-I| \leq \frac{C_{2} \varepsilon}{|k|} \tag{4.22}
\end{gather*}
$$

Proof. Let $\tilde{H} \in \mathbb{C}^{2 \times 2}$ denote the symmetrizer constructed in the proof of Lemma 4.2 for the matrices $B$. We set

$$
H=S\left(\begin{array}{cc}
1 & 0 \\
0 & \tilde{H}
\end{array}\right) S^{*}
$$

where the orthogonal matrix $S$ is given in (4.6). Then $H$ clearly satisfies (4.20) and (4.22). Setting $p=S^{*} q$ we find

$$
q^{*}\left(H \hat{A}_{\varepsilon}+\hat{A}_{\varepsilon}^{*} H\right) q=p^{*}\left(\begin{array}{cc}
-\nu|k|^{2} & 0 \\
0 & \tilde{H} B+B^{*} \tilde{H}
\end{array}\right) p \leq-c_{0} p^{*} H p-c_{1}|k|^{2}\left(\left|p_{1}\right|^{2}+\left|p_{2}\right|^{2}\right)
$$

Inequality (4.21) follows from the orthogonality of $S$ and its block structure, completing the proof.

By the previous lemma, the symmetrizer $H=H(\nu, \eta, \varepsilon, k)$ of (4.1) is constructed for $\nu>0, \nu+\eta>0,0<\varepsilon \leq \varepsilon_{0}, k \in \mathbb{Z}^{2}, k \neq 0$. For $k=0$ we set $H=I$. Then we define a new inner product on $L_{2}=L_{2}\left(T^{2}, \mathbb{R}^{3}\right)$ by

$$
\left(w_{1}, w_{2}\right)_{H}=\sum_{k \in \mathbb{Z}^{2}} \hat{w}_{1}(k)^{*} H(\nu, \eta, \varepsilon, k) \hat{w}_{2}(k)
$$

The corresponding norm is denoted by $\|\cdot\|_{H}$, where the dependency on $\nu, \eta$, and $\varepsilon$ is suppressed in our notation. The following result is an easy consequence of Lemma 4.3 and Parseval's relation.

Lemma 4.4 .
(a) For all $w=\left(u^{\prime}, w^{(3)}\right)^{T} \in L_{2}$,

$$
\left(1-C_{1} \varepsilon\right)\|w\|^{2} \leq\|w\|_{H}^{2} \leq\left(1+C_{1} \varepsilon\right)\|w\|^{2}
$$

i.e., the norms $\|\cdot\|_{H}$ are equivalent to the $L_{2}$-norm, and in fact are $\varepsilon$-close to it.
(b) If $w=w(x, y)$ is sufficiently regular (e.g., $w \in H^{2}$ ) and $\hat{w}(0)=0$ (i.e., the spatial averages of the components of $w$ are zero), then

$$
\left(w, A_{\varepsilon} w\right)_{H}+\left(A_{\varepsilon} w, w\right)_{H} \leq-c_{0}\|w\|_{H}^{2}-c_{1}\left\|D u^{\prime}\right\|^{2}
$$

In this sense, $A_{\varepsilon}$ is negative definite, uniformly in $\varepsilon$, with "parabolic" estimates on the velocities.
(c) If $w_{1} \in L_{2}, w_{2} \in H^{1}$, then

$$
\left|\left(w_{1}, D w_{2}\right)_{H}-\left(w_{1}, D w_{2}\right)\right| \leq \varepsilon C_{2}\left\|w_{1}\right\|\left\|w_{2}\right\|
$$

Here $D=\partial_{x}$ or $D=\partial_{y}$. In this sense, we "gain" one derivative when comparing the $H$-inner product and the $L_{2}$-inner product, and the constant in the estimate is proportional to $\varepsilon$.
(d) If $w_{1}, w_{2} \in H^{1}$ then

$$
\left(w_{1}, D w_{2}\right)_{H}=-\left(D w_{1}, w_{2}\right)_{H} \quad \text { for } \quad D=\partial_{x} \text { or } D=\partial_{y}
$$

i.e., the rule of integration by parts, $\left(w_{1}, D w_{2}\right)=-\left(D w_{1}, w_{2}\right)$, is valid in the $H$-inner product.

As a consequence of (b) we note the following: if $w=w(x, y, t)$ solves

$$
w_{t}=A_{\varepsilon} w, \quad w=w_{0}(x, y) \quad \text { at } \quad t=0
$$

and $\hat{w}_{0}(0)=0$, then

$$
\begin{aligned}
\frac{d}{d t}\|w\|_{H}^{2} & =\left(w, A_{\varepsilon} w\right)_{H}+\left(A_{\varepsilon} w, w\right)_{H} \\
& \leq-c_{0}\|w\|_{H}^{2}-c_{1}\left\|D u^{\prime}\right\|_{H}^{2}
\end{aligned}
$$

Therefore, $\|w(\cdot, t)\|_{H}$ decays exponentially in time. The rate of decay is independent of $0<\varepsilon \leq \varepsilon_{0}$.

The following result will be useful when we estimate derivative terms in the sections below. We first show the result for the $L_{2}$-inner product, then for the $H$-inner product.

LEMMA 4.5. Let $w \in H^{1}\left(T^{2}, \mathbb{R}^{3}\right)$ and let $v \in C^{1}\left(T^{2}\right)$ be a real valued function. Then we have

$$
\begin{equation*}
|(w, v D w)| \leq \frac{1}{2}|D v|_{\infty}\|w\|^{2} \tag{4.23}
\end{equation*}
$$

for $D=\partial_{x}$ or $D=\partial_{y}$. The crucial point is that no derivative of $w$ appears on the right side.

Proof. Integration by parts yields

$$
\begin{align*}
(w, v D w) & =(v w, D w)  \tag{4.24}\\
& =-((D v) w, w)-(v D w, w) .
\end{align*}
$$

Therefore,

$$
(w, v D w)=-\frac{1}{2}((D v) w, w)
$$

and (4.23) follows.
Equation (4.24) is valid if $v$ takes Hermitian matrices as values; the estimate corresponding to (4.23) is a standard tool for symmetric hyperbolic systems; see, e.g., [5]. Equation (4.24) is not valid, however, if the $L_{2}$-inner product is replaced by the $H$-inner product. For this case, we obtain the following slightly weaker result.

Lemma 4.6. Under the assumptions of Lemma 4.5 we have

$$
\begin{equation*}
\left|(w, v D w)_{H}\right| \leq C\left(\varepsilon|v|_{\infty}+|D v|_{\infty}\right)\|w\|^{2} . \tag{4.25}
\end{equation*}
$$

Proof. We have

$$
(w, v D w)_{H}=(w, D(v w))_{H}-T_{1}
$$

with $T_{1}=(w,(D v) w)_{H}$; thus $\left|T_{1}\right| \leq C|D v|_{\infty}\|w\|^{2}$. By Lemma 4.4 it follows that

$$
(w, D(v w))_{H}=(w, D(v w))+T_{2}
$$

with

$$
\left|T_{2}\right| \leq \varepsilon C\|w\|\|v w\| \leq \varepsilon C|v|_{\infty}\|w\|^{2} .
$$

Finally,

$$
(w, D(v w))=(w, v D w)+T_{3}
$$

with $T_{3}=(w,(D v) w)$; thus $\left|T_{3}\right| \leq|D v|_{\infty}\|w\|^{2}$. Using the estimate of the previous lemma for $(w, v D w)$, estimate (4.25) follows.
5. Conservation laws and estimates of the mean. The results of the preceding section cannot be used directly to estimate the spatial averages of the perturbed quantities, $\hat{w}(0, t)$, as these are invariant for the linearized evolution. However, we can bound them using the basic conservation laws of mass and linear momentum.

First recall that $u^{\prime}=u-U, \rho^{\prime}=\rho-P, w=\left(u^{\prime}, \varepsilon \rho^{\prime}\right)^{T}$, and that total mass

$$
s=\int_{T^{2}}\left(1+\varepsilon^{2} \rho\right) d x d y
$$

and total momentum

$$
m=\int_{T^{2}}\left(1+\varepsilon^{2} \rho\right) u d x d y
$$

are constant in time, as follows directly from (1.2) and (1.1). Moreover, we have assumed (see (1.6), (1.8)) that

$$
\begin{equation*}
\int_{T^{2}} u_{0} d x d y=\int_{T^{2}} U_{0} d x d y=0, \quad \int_{T^{2}} \rho_{0} d x d y=\int_{T^{2}} P d x d y=0 \tag{5.1}
\end{equation*}
$$

where $u_{0}, U_{0}$, and $\rho_{0}$ are the initial data for $u, U$, and $\rho$, respectively. Combining these we have the following lemma.

LEMMA 5.1. If the initial data satisfy (5.1) and $w$ is a solution of (3.8), we have, $\forall t \geq 0$,

$$
\begin{equation*}
\hat{w}^{(3)}(0, t)=\varepsilon \hat{\rho}^{\prime}(0, t)=0 \tag{5.2}
\end{equation*}
$$

Proof. By conservation of mass and (5.1),

$$
0=\int_{T^{2}}\left(\rho^{\prime}+P\right) d x d y
$$

which implies, using (1.8),

$$
\int_{T^{2}} \rho^{\prime} d x d y=-\int_{T^{2}} P d x d y=0
$$

completing the proof.
We now consider conservation of momentum. Note that by (1.6) the momentum satisfies

$$
\begin{equation*}
m=\int_{T^{2}}\left(1+\varepsilon^{2} \rho_{0}\right) u_{0} d x d y=\varepsilon^{2} \int_{T^{2}} \rho_{0} u_{0} d x d y \tag{5.3}
\end{equation*}
$$

We then have the following lemma.
LEMMA 5.2. Suppose the initial data satisfy (5.1) and that $w$ is a solution of (3.8). Let

$$
\bar{u}^{\prime}=(2 \pi)^{-2} \int_{T^{2}} u^{\prime} d x d y
$$

and let ${ }^{2}$

$$
w^{c}=w-\left(\bar{u}^{\prime}, 0\right)^{T}
$$

Then, for some constants $C, c$ depending on $U_{0}$ and $\nu$ but independent of $u_{0}, \rho_{0}, \varepsilon$, and $\forall t \geq 0$ we have

$$
\begin{equation*}
\left|\bar{u}^{\prime}\right| \leq \varepsilon C\left(\delta_{0}+\varepsilon+\left\|w^{c}\right\|_{H}\left(e^{-c t}+\left\|w^{c}\right\|_{H}\right)\right) \tag{5.4}
\end{equation*}
$$

Proof. We have

$$
m=\int_{T^{2}}\left(1+\varepsilon^{2} \rho^{\prime}+\varepsilon^{2} P\right)\left(u^{\prime}+U\right) d x d y=\varepsilon^{2} \int_{T^{2}} \rho_{0} u_{0} d x d y
$$

Recalling that $\rho^{\prime}, U$, and $P$ all have mean zero and solving for $\bar{u}^{\prime}$, we obtain

$$
\bar{u}^{\prime}=\varepsilon^{2}(2 \pi)^{-2} \int_{T^{2}}\left(\rho_{0} u_{0}-P U\right) d x d y-\varepsilon(2 \pi)^{-2} \int_{T^{2}}\left(\varepsilon\left(\rho^{\prime}+P\right)\left(u^{\prime}-\bar{u}^{\prime}\right)+\varepsilon \rho^{\prime} U\right) d x d y
$$

From (3.14) we conclude
$\varepsilon \int_{T^{2}}\left|\rho_{0} u_{0}-P U\right| d x d y \leq \varepsilon \int_{T^{2}}\left|\rho_{0} u_{0}-P_{0} U_{0}\right| d x d y+\varepsilon \int_{T^{2}}\left|P_{0} U_{0}-P U\right| d x d y \leq C \delta_{0}+C \varepsilon$.

[^41]Using the Cauchy-Schwarz inequality on the remaining terms, the estimate readily follows.

Noting that the decomposition into spatially constant and spatially centered components is orthogonal with respect to the $H$ inner product we have, as an immediate corollary of these lemmas,

$$
\begin{equation*}
\left\|w^{c}\right\|_{H}^{2} \geq\|w\|_{H}^{2}-\varepsilon^{2} C\left(\varepsilon^{2}+\delta_{0}^{2}+\left\|w^{c}\right\|_{H}^{2}\left(e^{-c t}+\left\|w^{c}\right\|_{H}^{2}\right)\right) \tag{5.5}
\end{equation*}
$$

6. Proof of Theorem 2.1. We begin by estimating time derivatives of the $H$-norm of the solution, $w$, to (3.8) along with its first three space derivatives. Set

$$
\begin{equation*}
\phi^{2}(t)=\frac{1}{2} \sum_{|\alpha| \leq 3}\left\|D^{\alpha} w(\cdot, t)\right\|_{H}^{2}, \quad h^{2}(t)=\sum_{|\alpha|=4}\left\|D^{\alpha} u^{\prime}(\cdot, t)\right\|^{2} \tag{6.1}
\end{equation*}
$$

Note that short-time existence of a solution is guaranteed by the standard theory of parabolic-hyperbolic systems [5]. Moreover, we assume a bound on $\phi, \phi(t) \leq 1$, so that the various nonlinear functions appearing in the equations remain smooth and so that higher powers of $\phi$ can be bounded by lower ones. We then have the fundamental estimate.

LEMMA 6.1. Under the assumptions of Theorem 2.1 and in an interval $0 \leq t<t_{\varepsilon}$ of existence of a smooth solution, $w$, with $\phi(t) \leq 1$, the function $\phi^{2}(t)$ satisfies

$$
\begin{gather*}
\frac{d}{d t} \phi^{2}(t) \leq\left(C e^{-c t}-2 \tilde{c}_{0}\right) \phi^{2}(t)+\left(\varepsilon^{2} C e^{-c t}-\frac{1}{2} c_{1}\right) h^{2}(t) \\
+\varepsilon^{2} C e^{-c t}+\varepsilon^{4} C+\varepsilon^{2} \delta_{0}^{2} C+C \phi^{3}(t)+\varepsilon C \phi(t) h^{2}(t)  \tag{6.2}\\
\phi^{2}(0) \leq \frac{1}{2}\left(1+C_{1} \varepsilon\right) \delta_{0}^{2} \tag{6.3}
\end{gather*}
$$

(Here and throughout constants depend on $\nu, \eta, U_{0}$ but are independent of $\varepsilon$ for $\left.0<\varepsilon \leq \varepsilon_{0}\left(\nu, \eta, U_{0}\right).\right)$

Proof. We have

$$
\begin{equation*}
\frac{d}{d t} \phi^{2}(t)=\operatorname{Re} \sum_{|\alpha| \leq 3}\left(D^{\alpha} w, D^{\alpha} w_{t}\right)_{H} \tag{6.4}
\end{equation*}
$$

where

$$
\begin{equation*}
D^{\alpha} w_{t}=-D^{\alpha}\left(\left(\left(U+u^{\prime}\right) \cdot \nabla\right) w\right)+A_{\varepsilon} D^{\alpha} w+\varepsilon D^{\alpha} G+D^{\alpha} Q_{1}+D^{\alpha} Q_{2} \tag{6.5}
\end{equation*}
$$

We bound the right-hand side of (6.4) term-by-term in a sequence of lemmas. We recall first some standard general results, specialized here to two space dimensions. Proofs of some can be found in the Appendix of [1]. See also [3]. We assume throughout that $f, g$ are (possibly vector-valued) functions in the Sobolev space indicated, and for the chain rule we assume that $\Phi$ is in $C^{3}$. All constants are independent of $f$, $g$ but may depend on $\Phi$. The multi-index, $\alpha$, satisfies $1 \leq|\alpha| \leq 3$.

Sobolev's inequality:

$$
\begin{equation*}
|f|_{\infty} \leq C\|f\|_{3}, \quad|D f|_{\infty} \leq C\|f\|_{3}, \quad\left|D^{2} f\right|_{\infty} \leq C\|f\|_{4} \tag{6.6}
\end{equation*}
$$

Estimate based on the chain rule:

$$
\begin{equation*}
\left\|D^{\alpha}(\Phi \circ f)\right\| \leq C\left(1+|f|_{\infty}\right)^{|\alpha|-1}\|f\|_{|\alpha|} \tag{6.7}
\end{equation*}
$$

Estimates based on Leibniz' rule:

$$
\begin{gather*}
\left\|D^{\alpha}(f g)\right\| \leq C\left(|f|_{\infty}\|g\|_{|\alpha|}+|g|_{\infty}\|f\|_{|\alpha|}\right)  \tag{6.8}\\
\left\|D^{\alpha}(f g)-f D^{\alpha} g\right\| \leq C\left(|D f|_{\infty}\|g\|_{|\alpha|-1}+|g|_{\infty}\|f\|_{|\alpha|}\right) \tag{6.9}
\end{gather*}
$$

We remark that by Lemma 4.4 (a) the $L_{2}$-norms in the inequalities above can be replaced by $H$-norms.

LEMMA 6.2. Under the assumptions of Lemma 6.1 and for $|\alpha| \leq 3$ we have

$$
\begin{equation*}
\left|\left(D^{\alpha} w, D^{\alpha}\left(\left(\left(U+u^{\prime}\right) \cdot \nabla\right) w\right)\right)_{H}\right| \leq C e^{-c t} \phi^{2}(t)+C \phi^{3}(t) \tag{6.10}
\end{equation*}
$$

Proof. We have

$$
\begin{gathered}
\left(D^{\alpha} w, D^{\alpha}\left(\left(\left(U+u^{\prime}\right) \cdot \nabla\right) w\right)\right)_{H}=\left(D^{\alpha} w,\left(\left(U+u^{\prime}\right) \cdot \nabla\right) D^{\alpha} w\right)_{H}+T \\
T=\sum_{\beta<\alpha} c_{\alpha \beta}\left(D^{\alpha} w,\left(\left(\left(D^{\alpha-\beta}\left(U+u^{\prime}\right)\right) \cdot \nabla\right) D^{\beta} w\right)\right)_{H}
\end{gathered}
$$

We estimate the first term using (4.25), (3.5), and Sobolev's inequality to conclude

$$
\left|\left(D^{\alpha} w,\left(\left(U+u^{\prime}\right) \cdot \nabla\right) D^{\alpha} w\right)_{H}\right| \leq C\left(\varepsilon\left|U+u^{\prime}\right|_{\infty}+\left|D\left(U+u^{\prime}\right)\right|_{\infty}\right) \phi^{2} \leq C e^{-c t} \phi^{2}+C \phi^{3}
$$

To estimate $T$, we use the Cauchy-Schwarz inequality, (3.5), and (6.9) to conclude

$$
\begin{aligned}
|T| & \leq C \phi\left(\left|D\left(U+u^{\prime}\right)\right|_{\infty}\|w\|_{3}+|D w|_{\infty}\left\|U+u^{\prime}\right\|_{3}\right) \\
& \leq C e^{-c t} \phi^{2}+C \phi^{3}
\end{aligned}
$$

completing the proof.
LEMMA 6.3. Under the assumptions of Lemma 6.1 we have

$$
\begin{align*}
& \operatorname{Re} \sum_{|\alpha| \leq 3}\left(D^{\alpha} w, A_{\varepsilon} D^{\alpha} w\right)_{H}  \tag{6.11}\\
& \quad \leq-2 \tilde{c}_{0} \phi^{2}(t)-c_{1} h^{2}(t)+\varepsilon^{4} C+\varepsilon^{2} \delta_{0}^{2} C+\varepsilon^{2} C e^{-c t} \phi^{2}(t)+C \varepsilon^{2} \phi^{4}(t)
\end{align*}
$$

Proof. Since $\hat{A}_{\varepsilon}(0)=0$, Lemma 4.4(b) implies

$$
\operatorname{Re} \sum_{|\alpha| \leq 3}\left(D^{\alpha} w, A_{\varepsilon} D^{\alpha} w\right)_{H} \leq-2 \tilde{c}_{0}\left(\left\|w^{c}\right\|_{H}^{2}+\sum_{1 \leq|\alpha| \leq 3}\left\|D^{\alpha} w\right\|_{H}^{2}\right)-c_{1} h^{2}
$$

Using (5.5) to replace $\left\|w^{c}\right\|_{H}^{2}$ by $\|w\|_{H}^{2}$, we obtain the desired estimate.
LEMMA 6.4. Under the assumptions of Lemma 6.1 we have

$$
\begin{equation*}
\left|\left(D^{\alpha} w, \varepsilon D^{\alpha} G\right)_{H}\right| \leq C e^{-c t} \phi^{2}(t)+\varepsilon^{2} C e^{-c t} \tag{6.12}
\end{equation*}
$$

Proof. The lemma follows directly from the Cauchy-Schwarz and Cauchy inequalities combined with (3.5).

LEMMA 6.5. Under the assumptions of Lemma 6.1 we have

$$
\begin{equation*}
\sum_{|\alpha| \leq 3}\left|\left(D^{\alpha} w, D^{\alpha} Q_{1}\right)_{H}\right| \leq C e^{-c t}\left(\phi^{2}(t)+\varepsilon^{2} h^{2}(t)\right)+C \phi^{3}(t)+C \phi^{2}(t) h(t)+\varepsilon C \phi(t) h^{2}(t) \tag{6.13}
\end{equation*}
$$

Proof. Recall that

$$
\begin{gathered}
Q_{1}=\binom{\tilde{Q}_{1}}{0} \\
\tilde{Q}_{1}=\frac{\varepsilon w^{(3)}+\varepsilon^{2} P}{1+\varepsilon w^{(3)}+\varepsilon^{2} P}\left(\nu \Delta u^{\prime}+\eta \nabla \nabla \cdot u^{\prime}\right)-\left(w^{(3)}+\varepsilon P\right) \Pi\left(0, \varepsilon w^{(3)}+\varepsilon^{2} P\right) \nabla w^{(3)}
\end{gathered}
$$

We split the quantity to be estimated into three parts:

$$
\begin{gathered}
\sum_{|\alpha| \leq 3}\left(D^{\alpha} w, D^{\alpha} Q_{1}\right)_{H}=T_{1}+T_{2}+T_{3} \\
T_{1}=\sum_{|\alpha|=3}\left(D^{\alpha} u^{\prime}, D^{\alpha} \tilde{Q}_{1}\right) \\
T_{2}=\sum_{|\alpha| \leq 2}^{\mid}\left(D^{\alpha} u^{\prime}, D^{\alpha} \tilde{Q}_{1}\right) \\
T_{3}=\sum_{|\alpha| \leq 3}\left(D^{\alpha} w, D^{\alpha} Q_{1}\right)_{H}-\left(D^{\alpha} w, D^{\alpha} Q_{1}\right)
\end{gathered}
$$

Integrating once by parts and applying the Cauchy-Schwarz inequality, we find

$$
\left|T_{1}\right| \leq C h\left\|\tilde{Q}_{1}\right\|_{2}
$$

Estimating directly by Cauchy-Schwarz, we obtain

$$
\left|T_{2}\right| \leq C \phi\left\|\tilde{Q}_{1}\right\|_{2}
$$

Finally, from Lemma 4.4(c) we conclude

$$
\left|T_{3}\right| \leq \varepsilon C \phi\left\|\tilde{Q}_{1}\right\|_{2}
$$

It remains then to estimate $\left\|\tilde{Q}_{1}\right\|_{2}$. By first applying (6.8) we have

$$
\begin{aligned}
\left\|\tilde{Q}_{1}\right\|_{2} \leq & C\left|\varepsilon w^{(3)}+\varepsilon^{2} P\right|_{\infty} h+C\left|D^{2} u^{\prime}\right|_{\infty}\left\|\frac{\varepsilon w^{(3)}+\varepsilon^{2} P}{1+\varepsilon w^{(3)}+\varepsilon^{2} P}\right\|_{2} \\
& +C\left|\left(w^{(3)}+\varepsilon P\right) \Pi\right|_{\infty} \phi+C\left|D w^{(3)}\right|_{\infty}\left\|\left(w^{(3)}+\varepsilon P\right) \Pi\right\|_{2}
\end{aligned}
$$

By Sobolev's inequality and (3.5) we may bound the maximum norm terms:

$$
\begin{gathered}
\left|\varepsilon w^{(3)}+\varepsilon^{2} P\right|_{\infty} \leq \varepsilon C \phi+\varepsilon^{2} C e^{-c t} \\
\left|\left(w^{(3)}+\varepsilon P\right) \Pi\right|_{\infty} \leq C \phi+\varepsilon C e^{-c t} \\
\left|D^{2} u^{\prime}\right|_{\infty} \leq C h, \quad\left|D w^{(3)}\right|_{\infty} \leq \phi
\end{gathered}
$$

Using (6.7) in combination with Sobolev's inequality and (3.5) we obtain

$$
\begin{gathered}
\left\|\frac{\varepsilon w^{(3)}+\varepsilon^{2} P}{1+\varepsilon w^{(3)}+\varepsilon^{2} P}\right\|_{2} \leq \varepsilon C\left(\phi+\varepsilon e^{-c t}\right) \\
\left\|\left(w^{(3)}+\varepsilon P\right) \Pi\left(0, \varepsilon w^{(3)}+\varepsilon^{2} P\right)\right\|_{2} \leq C\left(\phi+\varepsilon e^{-c t}\right)
\end{gathered}
$$

Combining these, we have

$$
\left\|\tilde{Q}_{1}\right\|_{2} \leq C(\phi+\varepsilon h)\left(\phi+\varepsilon e^{-c t}\right)
$$

According to the bounds on the $T_{j}$, the final estimate follows from multiplying the right-hand side by $C(\phi+h)$, yielding

$$
\left|T_{j}\right| \leq C(\phi+h)(\phi+\varepsilon h)\left(\phi+\varepsilon e^{-c t}\right)
$$

Application of Cauchy's inequality completes the proof.
LEMMA 6.6. Under the assumptions of Lemma 6.1 we have

$$
\begin{equation*}
\sum_{|\alpha| \leq 3}\left|\left(D^{\alpha} w, D^{\alpha} Q_{2}\right)_{H}\right| \leq C e^{-c t} \phi^{2}(t)+\varepsilon^{2} C e^{-c t} h^{2}(t)+C \phi^{2}(t) h(t) \tag{6.14}
\end{equation*}
$$

Proof. We directly estimate $\left\|Q_{2}\right\|_{3}$ and then use the equivalence of the $H$-norm to the $L_{2}$-norm in conjunction with the Cauchy-Schwarz inequality to obtain the estimate. We recall

$$
Q_{2}=\binom{-\left(u^{\prime} \cdot \nabla\right) U-\varepsilon w^{(3)} F}{-\varepsilon\left(u^{\prime} \cdot \nabla\right) P-\left(w^{(3)}+\varepsilon P\right) \nabla \cdot u^{\prime}}
$$

Using (6.8), (6.6), and (3.5) we obtain

$$
\left\|Q_{2}\right\|_{3} \leq C e^{-c t} \phi+\left(\varepsilon C e^{-c t}+C \phi\right)(\phi+h)+\varepsilon C \phi\|F\|_{3} .
$$

Now $F$ is given by

$$
F=\Pi\left(\varepsilon^{2} P, \varepsilon w^{(3)}\right) \nabla P+\nu\left(1+\varepsilon^{2} P\right)^{-1}\left(1+\varepsilon w^{(3)}+\varepsilon^{2} P\right)^{-1} \Delta U
$$

Therefore, by (6.8), the chain rule estimate, (6.7), (6.6), and (3.5) we have

$$
\begin{aligned}
\|F\|_{3} & \leq C e^{-c t}\left(\left\|\Pi\left(\varepsilon^{2} P, \varepsilon w^{(3)}\right)\right\|_{3}+\left\|\nu\left(1+\varepsilon^{2} P\right)^{-1}\left(1+\varepsilon w^{(3)}+\varepsilon^{2} P\right)^{-1}\right\|_{3}\right) \\
& \leq C e^{-c t}\left(1+\varepsilon \phi+\varepsilon^{2} C e^{-c t}\right)^{3} \leq C e^{-c t}
\end{aligned}
$$

Combining these terms and multiplying by $\phi$ (by applying Cauchy-Schwarz) the bound becomes

$$
C e^{-c t} \phi^{2}+\varepsilon C e^{-c t} \phi h+C \phi^{2} h
$$

Applying the Cauchy inequality to the second term yields the desired result.
Substituting the estimates of Lemmas 6.2-6.6 into the right-hand side of (6.4) almost yields (6.2), with $-c_{1}$ multiplying $h^{2}$ (rather than $-(1 / 2) c_{1}$ ), and an additional term $C \phi^{2} h$. The latter is approximated using Cauchy's inequality and the assumed bound on $\phi$ :

$$
C \phi^{2} h \leq C \phi^{3}+\frac{1}{2} c_{1} h^{2}
$$

finally producing (6.2). Equation (6.3) follows from (3.14) and Lemma 4.4(a), thus completing the proof of Lemma 6.1.

We are now in a position to prove Theorem 2.1. Assume that $\delta_{0}$ and $\varepsilon_{0}$ are chosen so that $\phi(0)<1$. Recall that the short-time existence theory of hyperbolic-parabolic
systems guarantees a maximal interval of existence, $0 \leq t<T$, with $\phi(t)<1$ and, if $T<\infty$,

$$
\begin{equation*}
\limsup _{t \rightarrow T^{-}} \phi^{2}(t)=1 \tag{6.15}
\end{equation*}
$$

Therefore, all-time existence is proved if we can bound $\phi^{2}(t)<1$ in arbitrary intervals of existence. To that end, consider the scalar ordinary differential inequality

$$
\begin{gather*}
\frac{d y}{d t} \leq\left(C e^{-c t}-\tilde{c}_{0}\right) y+\varepsilon^{2} C\left(e^{-c t}+\varepsilon^{2}+\delta_{0}^{2}\right)  \tag{6.16}\\
y(0) \leq \frac{1}{2}\left(1+C_{1} \varepsilon\right) \delta_{0}^{2} \tag{6.17}
\end{gather*}
$$

(For clarity, we now fix the constants $C, \tilde{c}_{0}, c, C_{1}$ to values appearing in Lemma 6.1.) We then have the following lemma.

Lemma 6.7. There exists $K$ depending only on $C, \tilde{c_{0}}, c, C_{1}$ such that any solution, $y(t)$, of (6.16)-(6.17) satisfies

$$
\begin{align*}
& y(t)<K^{2}\left(\varepsilon^{2}+\delta_{0}^{2}\right), \quad 0 \leq t<\infty  \tag{6.18}\\
& \limsup _{t \rightarrow \infty} y(t) \leq \varepsilon^{2} K^{2}\left(1+\varepsilon^{2}+\delta_{0}^{2}\right) \tag{6.19}
\end{align*}
$$

Proof. Set

$$
\begin{gathered}
\psi(t)=\int_{0}^{t}\left(C e^{-c s}-\tilde{c}_{0}\right) d s=c^{-1} C\left(1-e^{-c t}\right)-\tilde{c}_{0} t \leq c^{-1} C-\tilde{c}_{0} t \\
z(t)=e^{-\psi(t)} y(t), \quad z(0)=y(0)
\end{gathered}
$$

Then

$$
\frac{d z}{d t}(t)=e^{-\psi(t)}\left(\frac{d y}{d t}-\left(C e^{-c t}-\tilde{c}_{0}\right) y\right) \leq \varepsilon^{2} C e^{-\psi(t)}\left(e^{-c t}+\varepsilon^{2}+\delta_{0}^{2}\right)
$$

Integrating, we obtain

$$
y(t)=e^{\psi(t)} z(t) \leq \frac{1}{2}\left(1+C_{1} \varepsilon\right) \delta_{0}^{2} e^{\psi(t)}+\varepsilon^{2} C \int_{0}^{t} e^{\psi(t)-\psi(s)}\left(e^{-c s}+\varepsilon^{2}+\delta_{0}^{2}\right) d s
$$

Note that $e^{\psi(t)}$ is uniformly bounded and decays exponentially to zero as $t \rightarrow \infty$. Moreover,

$$
\int_{0}^{t} e^{\psi(t)-\psi(s)} d s \leq \tilde{c}_{0}^{-1} e^{c^{-1} C}
$$

The inequalities (6.18) and (6.19) then follow, completing the proof.
Now choose $\varepsilon_{0}\left(\nu, \eta, U_{0}\right)$ and $\delta_{0}\left(\nu, \eta, U_{0}\right)$ sufficiently small such that all previous lemmas hold and that

$$
\begin{gather*}
K \sqrt{\varepsilon_{0}^{2}+\delta_{0}^{2}} \leq 1  \tag{6.20}\\
2\left(\varepsilon_{0}^{2} C+\varepsilon_{0} C K \sqrt{\varepsilon_{0}^{2}+\delta_{0}^{2}}\right) \leq c_{1}  \tag{6.21}\\
C K \sqrt{\varepsilon_{0}^{2}+\delta_{0}^{2}} \leq \tilde{c}_{0} \tag{6.22}
\end{gather*}
$$

Our claim is that, given $(6.20),(6.21),(6.22)$,

$$
\begin{equation*}
\phi^{2}(t)<K^{2}\left(\varepsilon^{2}+\delta_{0}^{2}\right) \tag{6.23}
\end{equation*}
$$

holds in any interval of existence. Suppose the contrary. Then for some time $T$ we have (6.23) for $0 \leq t<T$ and

$$
\phi^{2}(T)=K^{2}\left(\varepsilon_{0}^{2}+\delta_{0}^{2}\right)
$$

However, inequalities (6.21), (6.22) combined with (6.2) imply, for $0 \leq t \leq T$,

$$
\frac{d}{d t} \phi^{2}(t) \leq\left(C e^{-c t}-\tilde{c}_{0}\right) \phi^{2}(t)+\varepsilon^{2} C\left(e^{-c t}+\varepsilon^{2}+\delta_{0}^{2}\right)
$$

Therefore (see (6.3)), $\phi^{2}$ satisfies (6.16) and (6.17), so by (6.18)

$$
\phi^{2}(T)<K^{2}\left(\varepsilon^{2}+\delta_{0}^{2}\right)
$$

We have thus reached a contradiction. Hence, (6.23) must hold and, by the remarks at the start of the proof, all-time existence is proved.

From (6.19) we may now conclude

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \phi^{2}(t) \leq \varepsilon^{2} K^{2}\left(1+\varepsilon^{2}+\delta_{0}^{2}\right) \tag{6.24}
\end{equation*}
$$

To prove that a uniform state is attained, we derive an inequality analogous to (6.2) for

$$
\frac{d}{d t} \sum_{|\alpha| \leq 3}\left\|D^{\alpha} w^{c}\right\|_{H}^{2} \equiv \phi_{c}^{2}
$$

by essentially repeating the estimates in Lemmas $6.2-6.6$, while being careful to keep track of terms which are bounded independent of the mean. (See, e.g., [1].) We thus obtain

$$
\begin{equation*}
\frac{d}{d t} \phi_{c}^{2}(t) \leq\left(C e^{-c t}-2 \bar{c}_{0}\right) \phi_{c}^{2}(t)+C \phi(t) \phi_{c}(t)\left(\phi_{c}(t)+e^{-c t}\right)+\varepsilon^{2} C e^{-c t} \tag{6.25}
\end{equation*}
$$

Using (5.5), we find that

$$
\begin{equation*}
\phi \leq \phi_{c}+\varepsilon C\left(\varepsilon+\delta_{0}+\phi_{c}^{2}+\phi_{c} e^{-c t}\right) \tag{6.26}
\end{equation*}
$$

Applying Cauchy's inequality and further restricting $\varepsilon_{0}$ and $\delta_{0}$ if necessary, we find

$$
\begin{equation*}
\frac{d}{d t} \phi_{c}^{2}(t) \leq\left(C e^{-c t}-\bar{c}_{0}\right) \phi_{c}^{2}(t)+C \phi_{c}^{3}(t)+\varepsilon^{2} C e^{-c t} \tag{6.27}
\end{equation*}
$$

Choosing $T$ sufficiently large and using (6.24), we finally conclude

$$
\begin{equation*}
\frac{d}{d t} \phi_{c}^{2}(t) \leq-\frac{1}{2} \bar{c}_{0} \phi_{c}^{2}(t)+\varepsilon^{2} C e^{-c t}, \quad t \geq T \tag{6.28}
\end{equation*}
$$

Integrating (6.28), we find

$$
\lim _{t \rightarrow \infty} \phi_{c}=0
$$

at an exponential rate. This, in combination with the conservation of mass and momentum, implies

$$
\begin{equation*}
\lim _{t \rightarrow \infty} w=\left(\bar{u}_{\infty}^{\prime}, 0\right)^{T} \tag{6.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{u}_{\infty}^{\prime}=(2 \pi)^{-2} \varepsilon^{2} \int_{T^{2}} \rho_{0} u_{0} d x d y=(2 \pi)^{-2} m \tag{6.30}
\end{equation*}
$$

That is, we approach the unique uniform flow field with mass and momentum equal to the initial mass and momentum. This completes the proof.

Appendix. If entropy variations are neglected and the viscosity coefficients are assumed constant, the equations for compressible flow read

$$
\begin{aligned}
\rho\left(u_{t}+(u \cdot \nabla) u\right)+\nabla p & =\mu \Delta u+\xi \nabla(\nabla \cdot u) \\
\rho_{t}+\nabla \cdot(\rho u) & =0 \\
p / p_{*} & =\left(\rho / \rho_{*}\right)^{\gamma}, \quad \gamma \geq 1
\end{aligned}
$$

Here we have assumed a $\gamma$-gas law as equation of state for simplicity.
Let $x_{*}, t_{*}, u_{*}, p_{*}, \rho_{*}$ denote units of length, time, velocity, pressure, and density, respectively. We assume

$$
u_{*}=\frac{x_{*}}{t_{*}} .
$$

The sound speed $a_{*}$ corresponding to the state $\rho_{*}, p_{*}$ satisfies

$$
\frac{d p}{d \rho}\left(\rho_{*}\right)=\frac{\gamma p_{*}}{\rho_{*}}=a_{*}^{2}
$$

and

$$
\varepsilon=\frac{u_{*}}{a_{*}}
$$

is the Mach number. If we introduce dimensionless variables $\tilde{x}, \tilde{t}, \tilde{u}, \tilde{p}, \tilde{\rho}$ by $x=x_{*} \tilde{x}$, etc., the equations become

$$
\begin{aligned}
\rho\left(u_{t}+(u \cdot \nabla) u\right)+\frac{1}{\gamma \varepsilon^{2}} \nabla p & =\nu \Delta u+\eta \nabla(\nabla \cdot u), \\
\rho_{t}+\nabla \cdot(\rho u) & =0, \\
p & =\rho^{\gamma},
\end{aligned}
$$

where ${ }^{\sim}$ is dropped in the notation. Here

$$
\nu=\frac{\mu}{x_{*} \rho_{*} u_{*}}, \quad \eta=\frac{\xi}{x_{*} \rho_{*} u_{*}} .
$$

Eliminating $p$ and dividing the momentum equations by $\rho$, the system reads

$$
\begin{aligned}
u_{t}+(u \cdot \nabla) u+\frac{1}{\varepsilon^{2}} \rho^{\gamma-2} \nabla \rho & =\frac{\nu}{\rho} \Delta u+\frac{\eta}{\rho} \nabla(\nabla \cdot u) \\
\rho_{t}+(u \cdot \nabla) \rho+\rho \nabla \cdot u & =0
\end{aligned}
$$

Introduce a new variable $r=r(x, t)$ by

$$
\rho=1+\varepsilon^{2} r
$$

Then we obtain

$$
\begin{aligned}
u_{t}+(u \cdot \nabla) u+\left(1+\varepsilon^{2} r\right)^{\gamma-2} \nabla r & =\frac{\nu}{1+\varepsilon^{2} r} \Delta u+\frac{\eta}{1+\varepsilon^{2} r} \nabla(\nabla \cdot u), \\
\varepsilon^{2}\left(r_{t}+(u \cdot \nabla) r\right)+\left(1+\varepsilon^{2} r\right) \nabla \cdot u & =0
\end{aligned}
$$

We obtain the equations (1.1), (1.2) if we write $\rho$ instead of $r$.
The introduction of $r$ can be motivated as follows. Assuming that $u, \rho$, and their derivatives are $\mathcal{O}(1)$, the first equation implies that $\rho$ is constant in space, to leading order in $\varepsilon$. Then, if we assume $\rho=\rho_{0}(t)+\mathcal{O}\left(\varepsilon^{2}\right)$, the second equation implies $\rho_{0}(t)=$ constant. We take $\rho_{0}=1$. This is an assumption on the initial data and our choice of $\rho_{*}$.
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#### Abstract

A functional with both bulk and interfacial surface energy is considered. It corresponds to the energy dissipated inside a two-phase electrical conductor in the presence of an electrical contact resistance at the two-phase interface. The effect of embedding a highly conducting particle into a matrix of lesser conductivity is investigated. We find the criterion that determines when the increase in surface energy matches or exceeds the reduction in bulk energy associated with the particle. This criterion is general and applies to any particle with Lipschitz continuous boundary. It is given in terms of the of the second Stekloff eigenvalue of the particle. This result provides the means for selecting energy-minimizing configurations.
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1. Introduction. We consider a suspension of electrically conducting particles embedded in a matrix with a lower electrical conductivity. The two-phase conductor fills out a domain $\Omega \subset R^{3}$ with Lipschitz continuous boundary $\partial \Omega$. The electric conductivity tensor associated with the particle is denoted by $\sigma_{r}$ and that of the matrix by $\sigma_{m}$. Here, both conductors are assumed anisotropic, and $\sigma_{r}, \sigma_{m}$ are given by $3 \times 3$ symmetric, positive definite matrices. The tensors satisfy the inequality $\sigma_{r}>\sigma_{m}$ in the sense of quadratic forms. We suppose that there is an interfacial contact resistance between the two phases. The contact resistance is characterized by a scalar $\beta$ with dimensions of conductivity per unit length.

The region occupied by the better conductor is denoted by $A_{r}$, and the region occupied by the matrix is denoted by $A_{m}$. The interface separating them is assumed Lipschitz continuous and is denoted by $\Gamma$ and $\Omega=A_{r} \cup A_{m} \cup \Gamma$. The resistivity tensor inside the composite is described by $\sigma^{-1}(x)=\sigma_{r}^{-1} \chi_{A_{r}}+\sigma_{m}^{-1}\left(1-\chi_{A_{r}}\right)$, where $\chi_{A_{r}}$ equals one in $A_{r}$ and zero otherwise. For a prescribed current $g \in H^{-1 / 2}(\partial \Omega)$, such that $\int_{\partial \Omega} g d s=0$, the thermal energy dissipated inside the composite is given by $E\left(A_{r}, g\right)$, where

$$
\begin{equation*}
E\left(A_{r}, g\right)=\min \left\{C\left(A_{r}, j\right): j \in L^{2}(\Omega)^{3}, \operatorname{div} j=0, j \cdot n=g \text { on } \partial \Omega\right\} \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
C\left(A_{r}, j\right)=\int_{\Omega} \sigma^{-1}(x) j \cdot j d x+\beta^{-1} \int_{\Gamma}(j \cdot n)^{2} d s \tag{1.2}
\end{equation*}
$$

[^42]Here div $j=0$ holds in the sense of distributions, $d s$ is the element of surface area, and the vector $n$ is the unit normal pointing into the matrix phase. The first term of the functional $C\left(A_{r}, j\right)$ is associated with bulk energy dissipation, while the second term gives the energy dissipation at the two-phase interface. The minimizer $j_{A_{r}}$ is precisely the current in the composite and is related to the potential $u_{A_{r}}$ by the constituitive law: $j_{A_{r}}=\sigma(x) \nabla u_{A_{r}}$ and

$$
\begin{equation*}
\operatorname{div}\left(\sigma(x) \nabla u_{A_{r}}\right)=0 \text { in } A_{r} \cup A_{m} \tag{1.3}
\end{equation*}
$$

Across the interface one has

$$
\begin{equation*}
\left[j_{A_{r}} \cdot n\right]=0 \text { on } \Gamma \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
j_{A_{r}} \cdot n_{\left.\right|_{2}}=-\beta\left[u_{A_{r}}\right] \text { on } \Gamma, \sigma_{m} \nabla u_{A_{r}} \cdot n=g \text { on } \partial \Omega \tag{1.5}
\end{equation*}
$$

Here $u_{A_{r}} \in H^{1}(\Omega \backslash \Gamma)$ and $\left[u_{A_{r}}\right]=u_{\left.A_{r}\right|_{2}}-u_{\left.A_{r}\right|_{1}}$, where the subscripts indicate the side of the interface where the trace is taken. The requirement $\int_{\partial \Omega} g d s=0$ is the solvability condition for the equation of state, and the potential $u_{A_{r}}$ is determined uniquely up to a constant. To expedite the presentation we denote the subspace of all elements $g \in H^{-1 / 2}(\partial \Omega)$ such that $\int_{\partial \Omega} g d s=0$ by $H^{-1 / 2}(\partial \Omega) \backslash R$.

The replacement of a region of matrix denoted by " $\Sigma$ " with material of better conductivity amounts to a nonlocal perturbation of the functional $C\left(A_{r}, j\right)$. The region $\Sigma$ is assumed to be compactly contained within the matrix (i.e., $\Sigma \subset A_{m}$ and $\left.\partial \Sigma \cap \partial A_{m}=\emptyset\right)$. The perturbed functional is written as

$$
\begin{equation*}
C\left(A_{r} \cup \Sigma, j\right)=\int_{\Omega} \tilde{\sigma}^{-1}(x) j \cdot j d x+\beta^{-1} \int_{\Gamma \cup \partial \Sigma}(j \cdot n)^{2} d s \tag{1.6}
\end{equation*}
$$

where $\partial \Sigma$ is the reinforcement (or particle) boundary and

$$
\begin{equation*}
\tilde{\sigma}^{-1}(x)=\sigma_{r}^{-1} \chi_{A_{r} \cup \Sigma}+\sigma_{m}^{-1}\left(1-\chi_{A_{r} \cup \Sigma}\right) \tag{1.7}
\end{equation*}
$$

In this article we present the geometric criterion that determines when effects due to surface energy overcome the benefits of a highly conducting particle. This criterion is general and applies to any particle with Lipschitz continuous boundary. In order to give the criterion, we introduce the $3 \times 3$ symmetric matrix $\mathbf{R}_{\text {cr }}$ given by

$$
\begin{equation*}
\mathbf{R}_{\mathbf{c r}}=\beta^{-1}\left(\sigma_{\mathbf{m}}^{-1}-\sigma_{\mathbf{r}}^{-1}\right)^{-1} \tag{1.8}
\end{equation*}
$$

Here each element of $\mathbf{R}_{\mathbf{c r}}$ has dimensions of length. This tensor provides a measure of the relative magnitude of the interfacial barrier resistance with respect to the mismatch between the resistivity tensors of the matrix and particle. For a given particle occupying the set " $\Sigma$," the geometric parameter of interest is its second Stekloff eigenvalue $\rho_{2}$. The second Stekloff eigenvalue has dimensions of conductivity per unit length and we write $\rho_{2}\left(\Sigma, \sigma_{r}\right)$ to indicate its dependence on the conductivity and geometry of the particle. When $\Sigma$ has Lipschitz continuous boundary the variational formulation for the second Stekloff eigenvalue is given by

$$
\begin{equation*}
\rho_{2}\left(\Sigma, \sigma_{r}\right)=\min _{\operatorname{div}\left(\sigma_{r} \nabla \varphi\right)=0} \frac{\int_{\partial \Sigma}\left(\sigma_{r} \nabla \varphi \cdot n\right)^{2} d s}{\int_{\Sigma} \sigma_{r} \nabla \varphi \cdot \nabla \varphi d x} \tag{1.9}
\end{equation*}
$$

cf. Kuttler and Sigillito [9] and Alessandrini and Magnanini [1]. Equality in (1.9) holds for the second Stekloff eigenfunction $\varphi_{2}$, where div $\left(\sigma_{r} \nabla \varphi_{2}\right)=0$ in $\Sigma, \int_{\partial \Sigma} \varphi_{2} d s=0$, and

$$
\begin{equation*}
\sigma_{r} \nabla \varphi_{2} \cdot n=\rho_{2}\left(\Sigma, \sigma_{r}\right) \varphi_{2} \text { on } \partial \Sigma \tag{1.10}
\end{equation*}
$$

The study of this eigenvalue problem was initiated in the work of Stekloff [17]. It is evident that the second Stekloff eigenvalue and boundary traces of the Stekloff eigenfunction correspond to the first nonzero eigenvalue and eigenfunction of the Dirichlet to Neumann map on $\partial \Sigma$.

Let $\mathrm{E}\left(\mathrm{A}_{\mathrm{r}} \cup \Sigma, \mathrm{g}\right)$ denote the associated energy dissipation obtained by replacing a region $\Sigma$ compactly contained inside $A_{m}$ with the better conductor. It is given by

$$
\begin{equation*}
\mathrm{E}\left(\mathrm{~A}_{\mathrm{r}} \cup \Sigma, \mathrm{~g}\right)=\min \left\{C\left(A_{r} \cup \Sigma, j\right): j \in L^{2}(\Omega)^{3}, \operatorname{div} j=0, j \cdot n=g \text { on } \partial \Omega\right\} \tag{1.11}
\end{equation*}
$$

We state the following theorem.
THEOREM 1.1 (energy dissipation inequality). Let $\Sigma$ be a set with Lipschitz continuous boundary that is compactly contained in $A_{m}$. If $\rho_{2}\left(\Sigma, \sigma_{r}\right)$ satisfies

$$
\begin{equation*}
\mathbf{R}_{\mathbf{c r}}^{-1} \leq \sigma_{\mathbf{r}}^{-1} \rho_{\mathbf{2}}\left(\boldsymbol{\Sigma}, \sigma_{\mathbf{r}}\right) \tag{1.12}
\end{equation*}
$$

then

$$
\begin{equation*}
E\left(A_{r} \cup \Sigma, g\right) \geq E\left(A_{r}, g\right) \tag{1.13}
\end{equation*}
$$

for all $g \in H^{-1 / 2}(\partial \Omega) \backslash R$.
Here (1.12) holds in the sense of quadratic forms. No assumptions on the topological nature of the particle domain $\Sigma$ is made. Indeed it can be a disjoint union of multiply-connected components. The proof of this theorem is provided in section 2. We emphasize that (1.13) holds for every current $g \in H^{-1 / 2}(\partial \Omega) \backslash R$.

When the particle is made from an isotropic conductor, one can readily compute $\rho_{2}$ for spheres and rectangular fibers; cf. Kuttler and Sigillito [9]. For starlike domains and domains with smooth boundary, isoperimetric inequalities bounding $\rho_{2}$ from below have been obtained in the work of Payne [15], Bramble and Payne [2]: see also the review article of Payne [16]. These observations are applied in section 3, where heat dissipation inequalities are given in terms of the physical dimensions of the reinforcement. Such size effect inequalities predict the existence of a critical particle dimension below which the particle will no longer reduce the total heat dissipated inside the composite. These results show that the size of the domain $\Omega$ must be taken into consideration. Indeed, if the domain is "too thin," then the particle will have to have dimensions below the critical value in order to fit inside it. For such domains, the addition of highly conducting particles will not reduce the energy.

Theorem 1.1 can be applied to problems of energy minimization over various classes of configurations. We consider mixtures of two isotropically conducting materials. For this case, the particle and matrix phases have scalar conductivities and we continue to denote them as $\sigma_{r}$ and $\sigma_{m}$, respectively, where $\sigma_{r}>\sigma_{m}$. The admissible class is chosen to be all suspensions of spheres of conductivity $\sigma_{r}$ suspended in a matrix of $\sigma_{m}$. Here we allow the suspension to contain spheres of different radii. This class of suspensions is referred to as the class of polydisperse suspensions of spheres. We assume that each suspension consists of a finite number of spheres and that the spheres do not intersect. It is emphasized that no lower bound is placed on the size
of the spheres appearing in the suspension. We suppose that the total amount of good conductor occupies no more than a prescribed volume fraction $\theta_{r}$ of the domain denoted by $\Omega$. Theorem 4.1 shows that one needs only to consider suspensions of spheres with radii greater than or equal to $R_{c r}=\beta^{-1}\left(\sigma_{m}^{-1}-\sigma_{r}^{-1}\right)^{-1}$ when looking for energy-minimizing configurations. This result rules out the appearance of fine scale mixtures of spheres (i.e., minimizing sequences of suspensions made with progressively smaller spheres). An existence proof of optimal designs within this class follows from a suitable Poincaré inequality together with the theory of Chenais [3], [4] for shape optimization problems over a restricted class of Lipschitz domains. This topic is pursued elsewhere and will appear in [10]. These results are in striking contrast to what is seen when there is perfect bonding between the two conductors. For this situation it is often the case that no optimal design exists. Instead, minimizing sequences of designs exhibit regions consisting of progressively finer mixtures of the two conductors; see Lurie and Cherkaev [13] and Murat and Tartar [14].

More generally, we consider Lipschitz domains $A_{r}$ of good conductor compactly contained within the design domain $\Omega$. As before, we place no constraints on the topological nature of the reinforcing set $A_{r}$. We show, subject to the resource constraint meas $\left(A_{r}\right) \leq \theta_{r}$ meas $(\Omega)$, that all energy minimizing configurations lie within a subclass of domains determined by bounds on $\rho_{2}\left(A_{r}, \sigma_{r}\right)$ : see Theorem 4.2.
2. Energy dissipation inequalities. In this section we establish Theorem 1.1. For any $g \in H^{-1 / 2}(\partial \Omega) \backslash R$ we write the difference $\Delta E=E\left(A_{r} \cup \Sigma, g\right)-E\left(A_{r}, g\right)$ as

$$
\begin{equation*}
\Delta E=C\left(A_{r}, \tilde{j}\right)-C\left(A_{r}, \hat{j}\right)+D(\Sigma, \tilde{j}) \tag{2.14}
\end{equation*}
$$

where $\tilde{j}=\operatorname{argmin}\left\{C\left(A_{r} \cup \Sigma, j\right)\right\}, \hat{j}=\operatorname{argmin}\left\{C\left(A_{r}, j\right)\right\}$, and $D(\Sigma, \tilde{j})$ is given by

$$
\begin{equation*}
D(\Sigma, \tilde{j})=\beta^{-1}\left\{\int_{\partial \Sigma}(\tilde{j} \cdot n)^{2} d s-\int_{\Sigma} \beta\left(\sigma_{m}^{-1}-\sigma_{r}^{-1}\right) \tilde{j} \cdot \tilde{j} d x\right\} \tag{2.15}
\end{equation*}
$$

Noting that the field $\tilde{j}$ is an admissible trial for the variational principle (1.1), we have

$$
\begin{equation*}
C\left(A_{r}, \tilde{j}\right)-C\left(A_{r}, \hat{j}\right) \geq 0 \tag{2.16}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\Delta E \geq D(\Sigma, \tilde{j}) \tag{2.17}
\end{equation*}
$$

Now, the equations of state for the potential $\tilde{u} \in H^{1}(\Omega \backslash(\Gamma \cup \partial \Sigma))$ imply that $\tilde{j}=$ $\sigma_{r} \nabla \tilde{u}$ in $\Sigma$, $[\sigma \nabla \tilde{u} \cdot n]=0$ on $\partial \Sigma$, and $\tilde{j} \cdot n_{\left.\right|_{2}}=\sigma_{r} \nabla \tilde{u} \cdot n_{\left.\right|_{2}}$ on $\partial \Sigma$. Thus from (2.15) and (2.17) we obtain

$$
\begin{equation*}
\Delta \mathrm{E} \geq \beta^{-1}\left\{\int_{\partial \Sigma}\left(\sigma_{r} \nabla \tilde{u} \cdot n\right)^{2} d s-\int_{\Sigma} \beta\left(\sigma_{m}^{-1}-\sigma_{r}^{-1}\right) \sigma_{r} \nabla \tilde{u} \cdot \sigma_{r} \nabla \tilde{u} d x\right\} \tag{2.18}
\end{equation*}
$$

From (1.9), it follows that

$$
\begin{equation*}
\int_{\partial \Sigma}\left(\sigma_{r} \nabla \varphi \cdot n\right)^{2} d s-\rho_{2}\left(\Sigma, \sigma_{r}\right) \int_{\Sigma} \sigma_{r} \nabla \varphi \cdot \nabla \varphi d x \geq 0 \tag{2.19}
\end{equation*}
$$

for all $\varphi \in H^{3 / 2}(\Sigma)$ such that $\operatorname{div}\left(\sigma_{r} \nabla \varphi\right)=0$ in $\Sigma$.

Comparing the right-hand side of (2.18) with (2.19), we discover that

$$
\begin{equation*}
\Delta E \geq 0 \tag{2.20}
\end{equation*}
$$

for

$$
\begin{equation*}
\sigma_{r} \beta\left(\sigma_{m}^{-1}-\sigma_{r}^{-1}\right) \sigma_{r} \leq \sigma_{r} \rho_{2}\left(\Sigma, \sigma_{r}\right), \tag{2.21}
\end{equation*}
$$

and the theorem follows.
We observe that strict inequality in (2.20) follows from strict inequality in (2.21), provided that $\nabla \tilde{u}$ is not identically equal to zero on $\Sigma$.
3. The second Stekloff eigenvalue for simple shapes and size effects. The second Stekloff eigenvalue for a sphere of radius $a$ filled with isotropic conductor $\sigma_{r}$ is given by $\rho_{2}=\sigma_{r} / a$. It follows immediately from Theorem 1.1 that if both conducting phases are isotropic and if $\Sigma$ is a sphere of radius $a$, then we have the following theorem.

THEOREM 3.1 (size effect for spheres). For any current flux $g \in H^{-1 / 2}(\partial \Omega) \backslash R$,

$$
\begin{equation*}
E\left(A_{r} \cup \Sigma, g\right) \geq E\left(A_{r}, g\right) \tag{3.22}
\end{equation*}
$$

$$
\begin{equation*}
a \leq R_{c r}=\beta^{-1}\left(\sigma_{m}^{-1}-\sigma_{r}^{-1}\right)^{-1} \tag{if}
\end{equation*}
$$

Other size-effect theorems have been obtained in the context of effective properties for isotropic suspensions of isotropically conducting spheres in an isotropic matrix. In that context the results have focused on critical radii for monodisperse suspensions of spheres; see Lipton and Vernescu [11]. Here the critical radius is precisely $R_{c r}$ and is that for which the conductivity of the composite equals that of the matrix.

Results involving various averages of sphere radii have been found in the context of isotropic polydisperse suspensions of spheres; see Lipton and Vernescu [12]. There it is shown that if the harmonic mean of the sphere radii lies above $R_{c r}$, then the effective conductivity is greater than the matrix conductivity. Moreover, the effective conductivity lies below that of the matrix when the arithmetic mean of the radii lies below $R_{c r}$.

For size effects in the context of isotropic dilute suspensions of spheres, see Chiew and Glandt [5]. Prediction of size effects for isotropic monodisperse suspensions of spheres, by way of micromodels such as the effective medium theory and differential effective medium theory, can be found in the work of Every, Tzou, Hasselman, and Raj [7], Hasselman and Johnson [8], and Davis and Artz [6].

More generally, we consider starlike inclusions $\Sigma$ filled with isotropic conductor $\sigma_{r}$ embedded in an isotropic matrix with conductivity $\sigma_{m}$. Fixing the origin inside $\Sigma$, we denote by $h_{m}$ the minimum distance from the origin to a tangent plane on $\partial \Sigma$. The maximum and minimum distance from the origin to $\partial \Sigma$ are denoted by $r_{M}$ and $r_{m}$, respectively. For such shapes, Bramble and Payne [2] show

$$
\begin{equation*}
\sigma_{r}^{-1} \rho_{2}\left(\Sigma, \sigma_{r}\right) \geq \frac{1}{r_{M}}\left[\left(\frac{r_{m}}{r_{M}}\right)^{2} \frac{h_{m}}{r_{M}}\right] \tag{3.24}
\end{equation*}
$$

It is evident from (3.24) and Theorem 1.1 that we have the following size effect theorem for starlike reinforcements.

THEOREM 3.2 (size effect theorem for starlike particles). If the reinforcement $\Sigma$ is starlike with geometric parameters $r_{m}, r_{M}$, and $h_{m}$, then for any $g \in H^{-1 / 2}(\partial \Omega) \backslash R$, we have

$$
\begin{equation*}
E\left(A_{r} \cup \Sigma, g\right) \geq E\left(A_{r}, g\right) \tag{3.25}
\end{equation*}
$$

if

$$
\begin{equation*}
\left(\frac{1}{r_{M}}\left[\left(\frac{r_{m}}{r_{M}}\right)^{2} \frac{h_{m}}{r_{M}}\right]\right)^{-1} \leq R_{c r} \tag{3.26}
\end{equation*}
$$

To fix ideas we apply this theorem to an ellipsoidal particle. Here we suppose that the half-lengths of the major and minor axes are specified by $a$ and $c$, respectively. For this case Theorem 3.2 implies the following corollary.

COROLLARY 3.3 (size effect theorem for ellipsoidal particles). Given an ellipsoidal particle $\Sigma$ with major and minor axes specified by a and $c$, respectively, then for any current flux $g \in H^{-1 / 2}(\partial \Omega) \backslash R$

$$
\begin{equation*}
E\left(A_{r} \cup \Sigma, g\right) \geq E\left(A_{r}, g\right) \tag{3.27}
\end{equation*}
$$

if

$$
\begin{equation*}
a\left(\frac{a}{c}\right)^{3} \leq R_{c r} \tag{3.28}
\end{equation*}
$$

We consider an ellipsoidal inclusion such that $c=a(1-\lambda)$ for $0<\lambda<1$. It follows from the corollary that the introduction of an ellipsoidal inclusion will not lower the energy dissipated inside the composite when $a$ lies below $R_{c r}(1-\lambda)^{3}$.
4. Energy minimizing configurations. We consider the problem of minimizing the thermal energy dissipation over the class of polydisperse suspensions of spheres of good conductor immersed in a matrix of lesser conductivity. The matrix and spheres are made from isotropically conducting material with conductivities specified by $\sigma_{m}$ and $\sigma_{r}$, respectively. Here the suspensions consist of a finite number of nonintersecting spheres and we assume no lower bound on the sphere radii. Denoting the $i$ th sphere by $B_{i}$, we write $A_{r}=\cup B_{i}$. We suppose that the suspension takes up no more than a prescribed volume fraction $\theta_{r}$ of the total composite; i.e., meas $\left(A_{r}\right) \leq \theta_{r}$ $\operatorname{meas}(\Omega)$. We denote this class of suspensions by $\mathcal{C}_{\theta_{r}}$. We consider the subclass $\mathcal{S C}_{\theta_{r}}$ of $\mathcal{C}_{\theta_{r}}$, defined to be all suspensions with minimum sphere radii greater than or equal to $R_{c r}$. For a prescribed heat flux $g \in H^{-1 / 2}(\partial \Omega) \backslash R$ on the boundary, we consider the problem

$$
\begin{equation*}
\min \left\{E\left(A_{r}, g\right): A_{r} \in \mathcal{C}_{\theta_{r}}\right\} . \tag{4.29}
\end{equation*}
$$

Theorem 4.1 follows from Theorem 3.1.
THEOREM 4.1. If a minimizer of problem (4.1) exists, then it can be found in the class $\mathcal{S C}_{\theta_{r}}$ or $A_{r}=\emptyset$. Moreover, if $\Omega$ has dimensions for which $\mathcal{S C}_{\theta_{r}}$ is empty, then the minimum energy dissipation is given by $E(\emptyset, g)$.

Proof. We consider any suspension in the class $\mathcal{C}_{\theta_{r}}$. If there exist spheres of radius less than $R_{c r}$, then Theorem 3.1 shows that there is no advantage to keeping them
in the suspension. When $\mathcal{S C}_{\theta_{r}}$ is empty, we see that no reinforcement is needed, and the minimum is attained for $A_{r}=\emptyset$.

Next we consider energy minimization over a wide class of particle configurations. We suppose that $\sigma_{m}$ and $\sigma_{r}$ are anisotropic and let $\mathcal{C} \mathcal{L}_{\theta_{r}}$ be the class of Lipschitz continuous sets $A_{r}$ compactly contained inside $\Omega$ for which meas $\left(A_{r}\right) \leq \theta_{r}$ meas $(\Omega)$. Here we assume that $A_{r}$ is the union of one or more components and we make no assumption on the topological nature of each component. For a given reinforcement set $A_{r}$, we denote its $i$ th component by $A_{r}^{i}$. The subclass $\mathcal{S C} \mathcal{L}_{\theta_{r}}$ of $\mathcal{C} \mathcal{L}_{\theta_{r}}$ is defined to be all $A_{r} \in \mathcal{C} \mathcal{L}_{\theta_{r}}$ for which every component $A_{r}^{i}$ satisfies

$$
\begin{equation*}
\sigma_{r}^{-1} \rho_{2}\left(A_{r}^{i}, \sigma_{r}\right) \leq \mathbf{R}_{\mathbf{c r}}^{-\mathbf{1}} \tag{4.30}
\end{equation*}
$$

For $g \in H^{-1 / 2}(\partial \Omega) \backslash R$ we consider the problem

$$
\begin{equation*}
\min \left\{E\left(A_{r}, g\right): A_{r} \in \mathcal{C} \mathcal{L}_{\theta_{r}}\right\} \tag{4.31}
\end{equation*}
$$

Theorem 4.2 follows immediately from Theorem 1.1.
THEOREM 4.2. If a minimizer of problem (4.3) exists, then it can be found in $\mathcal{S C} \mathcal{L}_{\theta_{r}}$ or $A_{r}=\emptyset$. Moreover, if $\Omega$ has dimensions for which $\mathcal{S C}_{\theta_{r}}$ is empty, then the minimum energy dissipation is given by $E(\emptyset, g)$.
5. Conclusions. The second Stekloff eigenvalue associated with the reinforcement phase is shown to be a basic tool for the study of nonlocal perturbations of functionals with bulk and surface energies associated with imperfectly bonded composite conductors. The associated energy dissipation inequalities establish a means for selecting energy minimizing configurations. For the problem treated in section 4, it is found that fine scale oscillations are rendered superfluous due to the electrical contact resistance associated with the interface.
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#### Abstract

We consider a chemostat-type model in which a single species feeds on a limiting nutrient supplied at a constant rate. The model incorporates a general nutrient uptake function and two distributed (infinite) delays. The first delay models the fact that the nutrient is partially recycled after the death of the biomass by bacterial decomposition, and the second delay indicates that the growth of the species depends on the past concentration of the nutrient. By constructing appropriate Liapunov-like functionals, we obtain sufficient conditions for local and global stability of the positive equilibrium of the model. Quantitative estimates on the size of the delays for local and global stability are also obtained with the help of the Liapunov-like functionals. The technique we use in this paper may be used as well to study global stability of other types of physical models with distributed delays.
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1. Introduction. The effect of material (nutrient) recycling on ecosystem stability has been previously studied for closed systems (see Nisbet and Gurney [16], Nisbet, McKinstry, and Gurney [17], and Ulanowicz [22]). Powell and Richerson [18] and Nisbet and Gurney [16] regarded nutrient recycling as an instantaneous process, thus neglecting the time required to regenerate the nutrient from the dead biomass by bacterial decomposition. However, as pointed out in Whittaker [23], a delay in nutrient recycling is always present in a natural system and it increases when temperature decreases. To simulate the growth of planktonic communities of unicellular algae in the lakes, Beretta, Bischi, and Solimano [1] proposed an open system in which a single species feeds on a limiting nutrient supplied at a constant rate. They assumed that the nutrient is partially recycled after the death of the organisms and used a distributed delay to model nutrient recycling. Bischi [5] observed that the delay involved in nutrient recycling alone does not have a destabilizing effect on the equilibrium.

Evidence of delayed growth response has also been observed from chemostat experiments with microalgae Chlamidomonas Reinhardii even when the limiting nutrient is at undetectable small concentration (see Caperon [7]). Following Caperon [7], Ruan [19] introduced a discrete delay to the model of Beretta, Bischi, and Solimano [1] to describe the delayed growth response of the species to nutrient uptake. It is shown (see He and Ruan [11]) that the positive equilibrium is globally stable if the delays

[^43]are sufficiently small. However, there is a threshold value of the discrete delay involved in the growth response; when the discrete delay is increased and passes this critical value, the equilibrium may lose its stability and a Hopf bifurcation may occur (see Ruan [19]). Recently, Beretta and Takeuchi [2-4] used an additional distributed delay to model the delayed growth response. By assuming that the response function is either a Lotka-Volterra function or a Michaelis-Menten function, they studied the global stability of the positive equilibrium.

In this paper, we consider a chemostat-type model with (distributedly) delayed growth response and (distributedly) delayed nutrient recycling, namely, a system of two retarded functional differential equations with two distributed delays. This model was first proposed and studied by Beretta and Takeuchi [2]. However, their stability results are only local. Although global stability was also considered in [2-4] for similar models with an additional instantaneous negative feedback or without delayed growth response at all, the problem is more difficult to study when delayed growth response is introduced. By constructing appropriate Liapunov-like functionals, we study both local and global stability of the positive equilibrium of the model. It turns out that the positive equilibrium can be globally asymptotically stable if the mean delays are sufficiently small, and quantitative estimates on the size of these delays can be obtained with the help of the Liapunov-like functionals. Moreover, our approach to the local stability problem is slightly different than that used by Beretta and Takeuchi [2], and we improve their local stability result.

We remark that distributed (infinite) delay equations have been used in biological modeling since the work of Volterra (see Scudo and Ziegler [20]) and they are regarded to be more realistic than discrete (finite) delay equations (see Caperon [7]). The fundamental theory and some properties such as stability, existence of periodic solutions, etc. of distributed delay equations are well understood now and are discussed in the books of Burton [6], Hale and Verduyn Lunel [10], and Hino, Murakami and Naito [12]. The monographs of Cushing [8] and MacDonald [15] give excellent descriptions of distributed delay models and study the local stability, bifurcation, and periodic solutions of these models. Although global stability of some biological models with distributed delays has been studied (see Gopalsamy [9], Kuang [14], Wolkowicz, Xia, and Ruan [24] and the references cited therein), in general global results for models involving distributed delays are hard to obtain. The reason probably is that there are few methods available in investigating the global stability of infinite delay equations. The most powerful and most important method is perhaps the Liapunov function(al) method. However, there is no general procedure to follow in constructing a desirable Liapunov function(al), and completely different forms of Liapunov function(al)s are used for different kinds of equations. In the present paper, we try to construct the Liapunov-like functionals step by step so that the idea and technique can be easily followed. We believe that our technique can be used as well to study global stability of some other types of physical models with infinite delays.

The paper is organized as follows. In section 2 we describe the model equations. Local stability is studied in section 3 and global stability is discussed in section 4. Finally, a brief discussion is carried out in section 5 .
2. The model. Let $N(t)$ denote the limiting nutrient concentration and $P(t)$ denote the plankton concentration at time $t$. Consider the following integrodifferential equations model of plankton-nutrient interaction with delayed growth response and delayed nutrient recycling:

$$
\begin{align*}
& \dot{N}=D\left(N^{0}-N\right)-a U(N) P+b \gamma \int_{0}^{\infty} f(s) P(t-s) d s \\
& \dot{P}=P\left[-(\gamma+D)+c \int_{0}^{\infty} g(s) U(N(t-s)) d s\right] \tag{2.1}
\end{align*}
$$

with initial value conditions

$$
\begin{equation*}
N(\theta)=\phi_{1}(\theta) \geq 0, \quad P(\theta)=\phi_{2}(\theta) \geq 0, \quad \theta \in(-\infty, 0] \tag{2.2}
\end{equation*}
$$

where $\phi_{1}(\theta), \phi_{2}(\theta) \in B C(-\infty, 0]$, the Banach space of all continuous bounded functions, and all parameters are positive constants. $N^{0}$ is the input concentration of the limiting nutrient, $a$ is the maximum uptake rate of nutrient, $c(\leq a)$ is the maximum specific growth rate of plankton, $b(0<b<1)$ is the fraction of the nutrient recycled by bacterial decomposition of the dead plankton, $\gamma$ is the death rate of plankton, and $D$ is the washout rate, so $\gamma+D$ represents the total loss rate of the plankton.

The function $U(N)$ describes the nutrient uptake rate of plankton. Throughout, we assume that $U(N)$ is nonnegative, increasing, and vanishes when there is no nutrient, and there is a saturation effect when the nutrient is very abundant. That is, we assume that $U(N)$ is a continuously differentiable function defined on $[0, \infty)$ and

$$
\begin{equation*}
U(0)=0, \quad \frac{d U}{d N}>0, \quad \lim _{N \rightarrow \infty} U(N)=1 \tag{2.3}
\end{equation*}
$$

These general hypotheses are satisfied by the Michaelis-Menten function (see [21])

$$
U(N)=\frac{N}{L+N}
$$

where $L>0$ is the half-saturation constant or Michaelis-Menten constant.
The delay kernels $f(s)$ and $g(s)$ are nonnegative bounded functions defined on $[0, \infty) . f(s)$ describes the contribution of the plankton population dead in the past to the nutrient recycled and $g(s)$ describes the delayed growth response of plankton to nutrient uptake. The presence of the distributed time delays must not affect the equilibrium values, so we normalize the kernels such that

$$
\int_{0}^{\infty} f(s) d s=\int_{0}^{\infty} g(s) d s=1
$$

As in MacDonald [15], we define the average time delays as

$$
T_{f}=\int_{0}^{\infty} s f(s) d s, \quad T_{g}=\int_{0}^{\infty} s g(s) d s
$$

Note that $E_{0}=\left(N^{0}, 0\right)$ is always an equilibrium for system (2.1), and if

$$
\begin{equation*}
\gamma+D<c \quad \text { and } \quad U^{-1}\left(\frac{\gamma+D}{c}\right)<N^{0} \tag{2.4}
\end{equation*}
$$

system (2.1) has a positive interior equilibrium $E^{*}=\left(N^{*}, P^{*}\right)$ with

$$
\begin{equation*}
N^{*}=U^{-1}\left(\frac{\gamma+D}{c}\right), \quad P^{*}=\frac{D\left(N^{0}-N^{*}\right)}{a U\left(N^{*}\right)-b \gamma} \tag{2.5}
\end{equation*}
$$

Throughout, we always assume that (2.4) is satisfied and $T_{f}$ and $T_{g}$ are finite.

Denote by $X(t, \phi)=(N(t, \phi), P(t, \phi))$ the solution of system (2.1) satisfying the initial value conditions (2.2), where $\phi=\left(\phi_{1}, \phi_{2}\right)$. We say that the positive equilibrium $E^{*}=\left(N^{*}, P^{*}\right)$ of (2.1) is (locally) stable if for any $\varepsilon>0$ there exists $\delta=\delta(\varepsilon)$ such that $\left|X(t, \phi)-E^{*}\right|<\varepsilon$ for $t \geq 0$ and $\phi \in B\left(E^{*}, \delta\right)$, where $B\left(E^{*}, \delta\right)$ is an open $\delta$-ball of $E^{*} . E^{*}$ is said to be (locally) asymptotically stable if it is (locally) stable and there is a $\delta_{o}>0$ such that $\phi \in B\left(E^{*}, \delta_{o}\right)$ implies $X(t, \phi) \rightarrow E^{*}$ as $t \rightarrow \infty . E^{*}$ is said to be globally asymptotically stable if it is (locally) asymptotically stable, and for any positive solution $X(t, \phi)$ of (2.1) and (2.2), we have $X(t, \phi) \rightarrow E^{*}$ as $t \rightarrow \infty$.

System (2.1) was introduced and studied by Beretta and Takeuchi [2, 4]. It was shown there that all solutions of system (2.1) are nonnegative if the initial data chosen from $B C(-\infty, 0]$ are nonnegative. They also discussed stability of the positive equilibrium $E^{*}$. However, their stability results about system (2.1) are only local, and global stability results hold only for systems (similar to (2.1)) with an additional instantaneous negative feedback or without delayed growth response at all. The object of this paper is to improve their local stability result and investigate as well the global stability of the positive equilibrium.
3. Local asymptotic stability. We first study the local stability of the positive equilibrium $E^{*}=\left(N^{*}, P^{*}\right)$. Let

$$
x_{1}=N-N^{*}, x_{2}=P-P^{*}
$$

where $-N^{*} \leq x_{1}<\infty,-P^{*} \leq x_{2}<\infty$, and define

$$
\begin{equation*}
\xi\left(x_{1}\right)=U(N)-U\left(N^{*}\right) \tag{3.1}
\end{equation*}
$$

so that $-U\left(N^{*}\right) \leq \xi\left(x_{1}\right)<1-U\left(N^{*}\right)$ by assumption (2.3). Then the linearized equations about $E^{*}$ are

$$
\begin{align*}
& \dot{x}_{1}=-\left(D+a P^{*} U^{\prime}\left(N^{*}\right)\right) x_{1}-a U\left(N^{*}\right) x_{2}+b \gamma \int_{0}^{\infty} f(s) x_{2}(t-s) d s \\
& \dot{x}_{2}=c P^{*} U^{\prime}\left(N^{*}\right) \int_{0}^{\infty} g(s) x_{1}(t-s) d s \tag{3.2}
\end{align*}
$$

Note that the asymptotic stability of the trivial equilibrium $x_{1}=x_{2}=0$ of (3.2) implies the local asymptotic stability of the positive equilibrium $E^{*}$ of (2.1). For convenience, we define

$$
\begin{equation*}
A=D+a P^{*} U^{\prime}\left(N^{*}\right), \quad B=a c P^{*} U\left(N^{*}\right) U^{\prime}\left(N^{*}\right), \quad C=b \gamma c P^{*} U^{\prime}\left(N^{*}\right) \tag{3.3}
\end{equation*}
$$

Then $B>C$, and system (3.2) becomes

$$
\begin{align*}
& \dot{x}_{1}=-A x_{1}-\frac{B}{C} b \gamma x_{2}+b \gamma \int_{0}^{\infty} f(s) x_{2}(t-s) d s \\
& \dot{x}_{2}=\frac{C}{b \gamma} \int_{0}^{\infty} g(s) x_{1}(t-s) d s \tag{3.4}
\end{align*}
$$

Let $\left(x_{1}(t), x_{2}(t)\right)$ be an arbitrary solution of system (3.4). We first consider the function $V_{11}(t)=x_{1}^{2}(t)$. It follows from (3.4) that

$$
\begin{align*}
\dot{V}_{11}(t)= & 2 x_{1}(t) \dot{x}_{1}(t) \\
= & -2 A x_{1}^{2}(t)-2 b \gamma \frac{B}{C} x_{1}(t) x_{2}(t)+2 b \gamma x_{1}(t) x_{2}(t) \\
& -2 b \gamma x_{1}(t) \int_{0}^{t} f(s) \int_{t-s}^{t} \dot{x}_{2}(u) d u d s+I(t) \\
= & -2 A x_{1}^{2}(t)-2 b \gamma\left(\frac{B}{C}-1\right) x_{1}(t) x_{2}(t)+I(t) \\
& -2 C x_{1}(t) \int_{0}^{t} f(s) \int_{t-s}^{t} \int_{0}^{\infty} g(v) x_{1}(u-v) d v d u d s \\
\leq & -2 A x_{1}^{2}(t)-2 b \gamma\left(\frac{B}{C}-1\right) x_{1}(t) x_{2}(t)+I(t) \\
& +C \int_{0}^{\infty} f(s) \int_{t-s}^{t} \int_{0}^{\infty} g(v)\left[x_{1}^{2}(t)+x_{1}^{2}(u-v)\right] d v d u d s \\
= & -2 A x_{1}^{2}(t)-2 b \gamma\left(\frac{B}{C}-1\right) x_{1}(t) x_{2}(t)+C T_{f} x_{1}^{2}(t) \\
& +C \int_{0}^{\infty} f(s) \int_{t-s}^{t} \int_{0}^{\infty} g(v) x_{1}^{2}(u-v) d v d u d s+I(t), \tag{3.5}
\end{align*}
$$

$$
I(t)=-2 b \gamma x_{1}(t) \int_{t}^{\infty} f(s)\left(x_{2}(t)-x_{2}(t-s)\right) d s
$$

For technical reasons, we assume that $\int_{0}^{\infty} s^{2} f(s) d s<\infty$. Then the function

$$
V_{12}(t)=C \int_{0}^{\infty} f(s) \int_{t-s}^{t} \int_{r}^{t} \int_{0}^{\infty} g(v) x_{1}^{2}(u-v) d v d u d r d s
$$

is well defined, and by (3.5), we have

$$
\begin{align*}
\dot{V}_{11}(t)+\dot{V}_{12}(t) \leq & -2 A x_{1}^{2}(t)-2 b \gamma\left(\frac{B}{C}-1\right) x_{1}(t) x_{2}(t)+C T_{f} x_{1}^{2}(t) \\
& +C \int_{0}^{\infty} f(s) \int_{t-s}^{t} \int_{0}^{\infty} g(v) x_{1}^{2}(t-v) d v d u d s+I(t) \\
= & -2 A x_{1}^{2}(t)-2 b \gamma\left(\frac{B}{C}-1\right) x_{1}(t) x_{2}(t)+C T_{f} x_{1}^{2}(t) \\
& +C T_{f} \int_{0}^{\infty} g(s) x_{1}^{2}(t-s) d s+I(t) \tag{3.7}
\end{align*}
$$

We now consider the function

$$
V_{1}(t)=V_{11}(t)+V_{12}(t)+C T_{f} \int_{0}^{\infty} g(s) \int_{t-s}^{t} x_{1}^{2}(u) d u d s
$$

It follows from (3.7) that

$$
\begin{equation*}
\dot{V}_{1}(t) \leq-2\left(A-C T_{f}\right) x_{1}^{2}(t)-2 b \gamma\left(\frac{B}{C}-1\right) x_{1}(t) x_{2}(t)+I(t) \tag{3.8}
\end{equation*}
$$

On the other hand, by the second equation of (3.4), we have

$$
\frac{d}{d t}\left[x_{2}+\frac{C}{b \gamma} \int_{0}^{\infty} g(s) \int_{t-s}^{t} x_{1}(u) d u d s\right]=\frac{C}{b \gamma} x_{1}(t)
$$

Assume $\int_{0}^{\infty} s^{2} g(s) d s<\infty$ and define

$$
V_{2}(t)=\left[x_{2}+\frac{C}{b \gamma} \int_{0}^{\infty} \int_{t-s}^{t} g(s) x_{1}(u) d u\right]^{2}+\left(\frac{C}{b \gamma}\right)^{2} \int_{0}^{\infty} g(s) \int_{t-s}^{t} \int_{v}^{t} x_{1}^{2}(u) d u d v d s
$$

We find that

$$
\begin{equation*}
\dot{V}_{2}(t) \leq \frac{2 C}{b \gamma} x_{1}(t) x_{2}(t)+2\left(\frac{C}{b \gamma}\right)^{2} T_{g} x_{1}^{2}(t) \tag{3.9}
\end{equation*}
$$

Therefore, for the function

$$
V(t)=V_{1}(t)+\frac{(b \gamma)^{2}}{C}\left(\int_{t}^{\infty} f(s) d s+\frac{B}{C}-1\right) V_{2}(t)
$$

we have from $(3.6),(3.8)$, and (3.9) that

$$
\begin{align*}
\dot{V}(t) \leq & -2\left[A-C T_{f}-\left(C \int_{t}^{\infty} f(s) d s+B-C\right) T_{g}\right] x_{1}^{2}(t) \\
& +2 b \gamma x_{1}(t) x_{2}(t) \int_{t}^{\infty} f(s) d s+I(t) \\
= & -2\left[A-C T_{f}-\left(C \int_{t}^{\infty} f(s) d s+B-C\right) T_{g}\right] x_{1}^{2}(t) \\
& +2 b \gamma x_{1}(t) \int_{t}^{\infty} f(s) x_{2}(t-s) d s \\
\leq & -2\left[A-C T_{f}-\left(C \int_{t}^{\infty} f(s) d s+B-C\right) T_{g}\right] x_{1}^{2}(t) \\
& +2 b \gamma\left|x_{1}(t)\right|\left\|\phi_{2}\right\| \int_{t}^{\infty} f(s) d s \\
\leq & -2\left[A-C T_{f}-\left(C \int_{t}^{\infty} f(s) d s+B-C\right) T_{g}\right] x_{1}^{2}(t) \\
& +b \gamma x_{1}^{2}(t) \int_{t}^{\infty} f(s) d s+b \gamma\left\|\phi_{2}\right\|^{2} \int_{t}^{\infty} f(s) d s \\
= & -2\left[A-C T_{f}-(B-C) T_{g}\right] x_{1}^{2}(t) \\
& +\left(2 C T_{g}+b \gamma\right) x_{1}^{2}(t) \int_{t}^{\infty} f(s) d s+b \gamma\left\|\phi_{2}\right\|^{2} \int_{t}^{\infty} f(s) d s \tag{3.10}
\end{align*}
$$

where $\phi_{2} \in B C(-\infty, 0]$ is the initial data of $x_{2}(t)$. By using (3.10), we now can prove the following local stability result.

THEOREM 3.1. Assume that $\int_{0}^{\infty} s^{2} f(s) d s<\infty$ and $\int_{0}^{\infty} s^{2} g(s) d s<\infty$. If

$$
\begin{equation*}
C T_{f}+(B-C) T_{g}<A \tag{3.11}
\end{equation*}
$$

then the positive equilibrium $E^{*}$ of system (2.1) is locally asymptotically stable.
Proof. Let $\left(x_{1}(t), x_{2}(t)\right)$ be an arbitrary solution of (3.4) with $\phi_{2} \in B C(-\infty, 0]$ being the initial data for $x_{2}(t)$. By (3.11), we can find $\varepsilon>0$ such that

$$
Q(\varepsilon) \triangleq C T_{f}+(B-C) T_{g}+\left(C T_{g}+\frac{1}{2} b \gamma\right) \varepsilon<A
$$

Let $T=T(\varepsilon)>0$ be such that $\int_{t}^{\infty} f(s) d s<\varepsilon$ for all $t \geq T$. It then follows from (3.10) that for all $t \geq T$,

$$
\dot{V}(t) \leq-2(A-Q(\varepsilon)) x_{1}^{2}(t)+b \gamma\|\phi\|^{2} \int_{t}^{\infty} f(s) d s
$$

Integrating $\dot{V}(t)$ from $T$ to $t \geq T$ gives

$$
\begin{aligned}
x_{1}^{2}(t) & +\frac{(b \gamma)^{2}}{C^{2}}(B-C) V_{2}(t)+2(A-Q(\varepsilon)) \int_{T}^{t} x_{1}^{2}(s) d s \\
& \leq V(t)+2(A-Q(\varepsilon)) \int_{T}^{t} x_{1}^{2}(s) d s \\
& \leq V(T)+b \gamma\left\|\phi_{2}\right\|^{2} \int_{T}^{t} \int_{s}^{\infty} f(u) d u d s \\
& \leq V(T)+b \gamma\left\|\phi_{2}\right\|^{2} \int_{0}^{\infty} s f(s) d s \\
& =V(T)+b \gamma\left\|\phi_{2}\right\|^{2} T_{f}<\infty
\end{aligned}
$$

Therefore, $x_{1}(t)$ and $x_{2}(t)$ are bounded, and $x_{1}^{2}(t) \in L_{1}[0, \infty)$. By the mean value theorem and the equations in (3.4), $x_{1}(t), x_{2}(t)$, and their derivative functions are thus uniformly continuous on $[0, \infty)$. Applying the Barbălat lemma (see Lemmas 1.2.2 and 1.2.3 in Gopalsamy [9]), we conclude that $\left(x_{1}(t), \dot{x}_{1}(t)\right) \rightarrow 0$ as $t \rightarrow \infty$. Therefore, from the first equation of (3.4), we must have

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left[-\frac{B}{C} x_{2}(t)+\int_{0}^{\infty} f(s) x_{2}(t-s) d s\right]=0 \tag{3.12}
\end{equation*}
$$

Let $\alpha=\liminf _{t \rightarrow \infty} x_{2}(t), \beta=\lim \sup _{t \rightarrow \infty} x_{2}(t)$, and $\left\{t_{m}\right\} \uparrow \infty$ be a sequence such that $x_{2}\left(t_{m}\right) \rightarrow \beta$ as $m \rightarrow \infty$. Then $\beta<\infty$, and from (3.12) we obtain

$$
\frac{B}{C} \beta=\lim _{m \rightarrow \infty} \int_{0}^{\infty} f(s) x_{2}\left(t_{m}-s\right) d s \leq \beta
$$

Since $B>C$, this implies that $\beta \leq 0$. A similar argument shows that $\alpha \geq 0$. Therefore $\alpha=\beta=0$, and $\left(x_{1}(t), x_{2}(t)\right) \rightarrow(0,0)$ as $t \rightarrow \infty$ for every solution $\left(x_{1}(t), x_{2}(t)\right)$ of system (3.4).

Note that the characteristic equation of (3.4) is

$$
\Delta(\lambda)=\lambda^{2}+A \lambda+G(\lambda)(B-C F(\lambda))=0
$$

where

$$
F(\lambda)=\int_{0}^{\infty} f(s) e^{-\lambda s} d s, \quad G(\lambda)=\int_{0}^{\infty} g(s) e^{-\lambda s} d s
$$

Since $B>C$ and every solution of (3.4) approaches zero as $t \rightarrow \infty, \Delta(\lambda)$ has no roots with $\operatorname{Re}(\lambda) \geq 0$. Therefore, all roots of $\Delta(\lambda)$ have negative real parts and $E^{*}$ is thus locally asymptotically stable. This completes the proof.

Remark 3.2. Beretta and Takeuchi [2, 4] observed that system (3.4) has the same characteristic equation as the following system:

$$
\begin{aligned}
& \dot{y}_{1}=y_{2} \\
& \dot{y}_{2}=-A y_{2}-\int_{0}^{\infty} B g(s) y_{1}(t-s) d s+C \int_{0}^{\infty} \int_{0}^{\infty} g(s-v) f(v) y_{1}(t-s) d v d s
\end{aligned}
$$

They then constructed a Liapunov functional for (3.13) and showed that the sufficient condition for the local stability of $E^{*}$ is (Theorem 2 in [4])

$$
C T_{f}+(B+C) T_{g}<A
$$

Our condition (3.11) improves the above condition.
4. Global asymptotic stability. To study the global stability of $E^{*}$, we consider any positive solution $X(t, \phi)=(N(t, \phi), P(t, \phi))$ of (2.1) and (2.2). We make the change of variables

$$
\begin{equation*}
x_{1}=N-N^{*}, \quad x_{2}=\ln \left(P / P^{*}\right) \tag{4.1}
\end{equation*}
$$

and define $\xi\left(x_{1}\right)$ as in (3.1). Then

$$
\begin{equation*}
N=x_{1}+N^{*}, \quad P=P^{*} \exp \left(x_{2}\right) \tag{4.2}
\end{equation*}
$$

and $x_{1} \xi\left(x_{1}\right)>0$ for any $x_{1} \in\left[-N^{*},+\infty\right) ; x_{1} \xi\left(x_{1}\right)=0$ if and only if $x_{1}=0$. Using (4.1), we rewrite system (2.1) as follows:

$$
\begin{align*}
\dot{x}_{1}(t)= & -D x_{1}(t)-a P^{*} \exp \left(x_{2}(t)\right) \xi\left(x_{1}(t)\right)-P^{*} G\left(\exp \left(x_{2}(t)\right)-1\right) \\
& -b \gamma P^{*} \int_{0}^{t} \int_{t-s}^{t} f(s) \exp \left(x_{2}(u)\right) \dot{x}_{2}(u) d u d s+J(t)  \tag{4.3}\\
\dot{x}_{2}(t)= & c \int_{0}^{\infty} g(s) \xi\left(x_{1}(t-s)\right) d s
\end{align*}
$$

where $G=a U\left(N^{*}\right)-b \gamma>0$ and

$$
\begin{equation*}
J(t)=-b \gamma P^{*} \int_{t}^{\infty} f(s)\left[\exp \left(x_{2}(t)\right)-\exp \left(x_{2}(t-s)\right)\right] d s \tag{4.4}
\end{equation*}
$$

Let $\left(x_{1}(t), x_{2}(t)\right)$ be an arbitrary solution of system (4.3). We consider the function

$$
V_{11}(t)=\int_{0}^{x_{1}(t)} \xi(s) d s
$$

Then upon using (4.3), we obtain

$$
\begin{aligned}
\dot{V}_{11}(t)= & -D x_{1}(t) \xi\left(x_{1}(t)\right)-a P(t) \xi^{2}\left(x_{1}(t)\right)-P^{*} G\left(\exp \left(x_{2}(t)\right)-1\right) \xi\left(x_{1}(t)\right) \\
& -b \gamma P^{*} \xi\left(x_{1}(t)\right) \int_{0}^{t} \int_{t-s}^{t} f(s) \exp \left(x_{2}(u)\right) \dot{x}_{2}(u) d u d s+\xi\left(x_{1}(t)\right) J(t) \\
= & -D x_{1}(t) \xi\left(x_{1}(t)\right)-a P(t) \xi^{2}\left(x_{1}(t)\right) \\
& -P^{*} G\left(\exp \left(x_{2}(t)\right)-1\right) \xi\left(x_{1}(t)\right)+\xi\left(x_{1}(t)\right) J(t) \\
& -b c \gamma P^{*} \xi\left(x_{1}(t)\right) \int_{0}^{t} \int_{t-s}^{t} f(s) \exp \left(x_{2}(u)\right) \int_{0}^{\infty} g(v) \xi\left(x_{1}(u-v)\right) d v d u d s \\
\leq & -D x_{1}(t) \xi\left(x_{1}(t)\right)-a P(t) \xi^{2}\left(x_{1}(t)\right)-P^{*} G\left(\exp \left(x_{2}(t)\right)-1\right) \xi\left(x_{1}(t)\right) \\
& +\frac{1}{2} b c \gamma\left(\int_{0}^{\infty} \int_{t-s}^{t} f(s) P(u) d u d s\right) \xi^{2}\left(x_{1}(t)\right)+\xi\left(x_{1}(t)\right) J(t) \\
& +\frac{1}{2} b c \gamma \int_{0}^{\infty} \int_{t-s}^{t} f(s) P(u) \int_{0}^{\infty} g(v) \xi^{2}\left(x_{1}(u-v)\right) d v d u d s .
\end{aligned}
$$

Let us now consider the following two functions:

$$
\begin{aligned}
& V_{12}(t)=\frac{1}{2} b c \gamma \int_{0}^{\infty} f(s) \int_{t-s}^{t} \int_{w}^{t} P(u) \int_{0}^{\infty} g(v) \xi^{2}\left(x_{1}(u-v)\right) d v d u d w d s \\
& V_{13}(t)=\frac{1}{2} b c \gamma T_{f} \int_{0}^{\infty} g(s) \int_{t-s}^{t} P(u+s) \xi^{2}\left(x_{1}(u)\right) d u d s
\end{aligned}
$$

We now assume that $\int_{0}^{\infty} s^{2} f(s) d s<\infty$ so that $V_{12}$ is well defined. To see the existence of $V_{13}$, we note from (2.1) that

$$
\begin{equation*}
\dot{P}(t) \leq P(t)[c-(\gamma+D)]=k P(t) \tag{4.6}
\end{equation*}
$$

with $k=c-(\gamma+D)>0$. This implies

$$
\begin{equation*}
P(s) \leq P(t) e^{k(s-t)} \quad \text { for } \quad s \geq t \geq 0 \tag{4.7}
\end{equation*}
$$

Since $|\xi(x)| \leq 1$, using (4.7), we have from the definition of $V_{13}$ that

$$
\begin{align*}
V_{13}(t) & \leq \frac{1}{2} b c \gamma T_{f} P(t) \int_{0}^{\infty} g(s) \int_{t-s}^{t} e^{k(u+s-t)} d u d s \\
& =\frac{1}{2 k} b c \gamma T_{f} P(t) \int_{0}^{\infty} g(s)\left[e^{k s}-1\right] d s \tag{4.8}
\end{align*}
$$

It follows that if $\int_{0}^{\infty} g(s)\left[e^{k s}-1\right] d s<\infty$, then $V_{13}(t)$ exists. Thus, for $V_{1}(t)=$ $V_{11}(t)+V_{12}(t)+V_{13}(t)$, we obtain from (4.5) that

$$
\begin{align*}
\dot{V}_{1}(t) \leq & -D x_{1}(t) \xi\left(x_{1}(t)\right)-a P(t) \xi^{2}\left(x_{1}(t)\right)-P^{*} G\left(\exp \left(x_{2}(t)\right)-1\right) \xi\left(x_{1}(t)\right) \\
& +\frac{1}{2} b c \gamma \xi^{2}\left(x_{1}(t)\right) \int_{0}^{\infty} \int_{t-s}^{t} f(s) P(u) d u d s \\
& +\frac{1}{2} b c \gamma T_{f} \xi^{2}\left(x_{1}(t)\right) \int_{0}^{\infty} g(s) P(t+s) d s+\xi\left(x_{1}(t)\right) J(t) \tag{4.9}
\end{align*}
$$

Notice that from the second equation of system (2.1), we have $\dot{P}(t) \geq-(\gamma+D) P(t)$ for all $t>0$. Thus

$$
\begin{equation*}
P(s) \leq P(t) \exp [(\gamma+D)(t-s)] \text { for } t \geq s \geq 0 \tag{4.10}
\end{equation*}
$$

This implies that

$$
\begin{aligned}
\int_{0}^{\infty} \int_{t-s}^{t} f(s) P(u) d u d s= & \int_{0}^{t} \int_{t-s}^{t} f(s) P(u) d u d s+\int_{t}^{\infty} \int_{0}^{t} f(s) P(u) d u d s+K(t) \\
\leq & P(t) \int_{0}^{t} \int_{t-s}^{t} f(s) \exp [(\gamma+D)(t-u)] d u d s \\
& +P(t) \int_{t}^{\infty} \int_{0}^{t} f(s) \exp [(\gamma+D)(t-u)] d u d s+K(t) \\
\leq & \frac{P(t)}{\gamma+D} \int_{0}^{\infty} f(s)(\exp [(\gamma+D) s]-1) d s+K(t) \\
= & T_{f}^{*} P(t)+K(t)
\end{aligned}
$$

where

$$
\begin{align*}
& K(t)=\int_{t}^{\infty} f(s) \int_{t-s}^{0} P(u) d u d s  \tag{4.12}\\
& T_{f}^{*}=\frac{1}{\gamma+D} \int_{0}^{\infty} f(s)(\exp [(\gamma+D) s]-1) d s \tag{4.13}
\end{align*}
$$

Similarly, using (4.10), we have

$$
\begin{equation*}
\int_{0}^{\infty} g(s) P(t+s) d s \leq P(t) \int_{0}^{\infty} g(s) \exp [k s] d s=\left(1+k T_{g}^{*}\right) P(t) \tag{4.14}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{g}^{*}=\frac{1}{k} \int_{0}^{\infty} g(s)\left[e^{k s}-1\right] d s<\infty \tag{4.15}
\end{equation*}
$$

Then (4.9), together with (4.11) and (4.14), implies that

$$
\begin{align*}
\dot{V}_{1}(t) \leq & -D x_{1}(t) \xi\left(x_{1}(t)\right)-a P(t) \xi^{2}\left(x_{1}(t)\right) \\
& -P^{*} G\left(\exp \left(x_{2}(t)\right)-1\right) \xi\left(x_{1}(t)\right) \\
& +\frac{1}{2} b c \gamma\left(T_{f}^{*}+T_{f}+k T_{f} T_{g}^{*}\right) P(t) \xi^{2}\left(x_{1}(t)\right) \\
& +\xi\left(x_{1}(t)\right) J(t)+\frac{1}{2} b c \gamma \xi^{2}\left(x_{1}(t)\right) K(t) \tag{4.16}
\end{align*}
$$

On the other hand, from the second equation of system (4.3), we have

$$
\frac{d}{d t}\left[x_{2}(t)+c \int_{0}^{\infty} g(s) \int_{t-s}^{t} \xi\left(x_{1}(u)\right) d u d s\right]=c \xi\left(x_{1}(t)\right)
$$

Let

$$
y(t)=x_{2}(t)+c \int_{0}^{\infty} g(s) \int_{t-s}^{t} \xi\left(x_{1}(u)\right) d u d s
$$

We define

$$
V_{21}(t)=\int_{0}^{y(t)}[\exp (s)-1] d s
$$

Then it follows that

$$
\begin{aligned}
\dot{V}_{21}(t)= & c \xi\left(x_{1}(t)\right)\left\{\exp \left[x_{2}(t)+c \int_{0}^{\infty} g(s) \int_{t-s}^{t} \xi\left(x_{1}(u)\right) d u d s\right]-1\right\} \\
= & c \xi\left(x_{1}(t)\right)\left[\exp \left(x_{2}(t)\right)-1\right] \\
& +c \xi\left(x_{1}(t)\right)\left\{\exp \left[x_{2}(t)+c \int_{0}^{\infty} g(s) \int_{t-s}^{t} \xi\left(x_{1}(u)\right) d u d s\right]-\exp \left(x_{2}(t)\right)\right\} \\
= & c \xi\left(x_{1}(t)\right)\left[\exp \left(x_{2}(t)\right)-1\right] \\
& +c \exp \left(x_{2}(t)\right) \xi\left(x_{1}(t)\right)\left\{\exp \left[c \int_{0}^{\infty} g(s) \int_{t-s}^{t} \xi\left(x_{1}(u)\right) d u d s\right]-1\right\} \\
= & c \xi\left(x_{1}(t)\right)\left[\exp \left(x_{2}(t)\right)-1\right] \\
& +c^{2} \exp \left(x_{2}(t)\right) \xi\left(x_{1}(t)\right) \exp (\alpha(t)) \int_{0}^{\infty} g(s) \int_{t-s}^{t} \xi\left(x_{1}(u)\right) d u d s
\end{aligned}
$$

for some function $\alpha(t)$ between 0 and $c \int_{0}^{\infty} g(s) \int_{t-s}^{t} \xi\left(x_{1}(u)\right) d u d s$. Since $\left|\xi\left(x_{1}\right)\right| \leq 1$, we have

$$
|\alpha(t)| \leq c \int_{0}^{\infty} g(s) \int_{t-s}^{t}\left|\xi\left(x_{1}(u)\right)\right| d u d s \leq c T_{g}
$$

Therefore,

$$
\begin{align*}
\dot{V}_{21}(t) \leq & c \xi\left(x_{1}(t)\right)\left[\exp \left(x_{2}(t)\right)-1\right] \\
& +\frac{1}{2} c^{2} \exp \left(x_{2}(t)\right) \exp (\alpha(t)) \int_{0}^{\infty} \int_{t-s}^{t} g(s)\left[\xi^{2}\left(x_{1}(t)\right)+\xi^{2}\left(x_{1}(u)\right)\right] d u d s \\
= & c \xi\left(x_{1}(t)\right)\left[\exp \left(x_{2}(t)\right)-1\right] \\
& +\frac{1}{2} c^{2} \exp \left(x_{2}(t)\right) \exp (\alpha(t))\left[T_{g} \xi^{2}\left(x_{1}(t)\right)+\int_{0}^{\infty} \int_{t-s}^{t} g(s) \xi^{2}\left(x_{1}(u)\right) d u d s\right] \\
\leq & c \xi\left(x_{1}(t)\right)\left[\exp \left(x_{2}(t)\right)-1\right] \\
& +\frac{1}{2} c^{2} T_{g} \exp \left(x_{2}(t)\right) \exp \left(c T_{g}\right) \xi^{2}\left(x_{1}(t)\right) \\
& +\frac{1}{2} c^{2} \exp \left(x_{2}(t)\right) \exp \left(c T_{g}\right) \int_{0}^{\infty} \int_{t-s}^{t} g(s) \xi^{2}\left(x_{1}(u)\right) d u d s . \tag{4.17}
\end{align*}
$$

We now define

$$
V_{22}(t)=\frac{1}{2} c^{2} \exp \left(c T_{g}\right) \int_{0}^{\infty} g(s) \int_{t-s}^{t} \exp \left(x_{2}(v+s)\right) \int_{v}^{t} \xi^{2}\left(x_{1}(u) d u d v d s\right.
$$

Then, by using (4.7) and

$$
\begin{aligned}
\int_{0}^{\infty} g(s) & \int_{t-s}^{t} P(v+s) \int_{v}^{t} d u d v d s \\
& \leq \int_{0}^{\infty} s g(s) \int_{t-s}^{t} P(v+s) d v d s \\
& \leq P(t) \int_{0}^{\infty} s g(s) \int_{t-s}^{t} e^{k(v+s-t)} d v d s=\frac{1}{k} P(t) \int_{0}^{\infty} s g(s)\left[e^{k s}-1\right] d s
\end{aligned}
$$

we can see that, under the assumption that $\int_{0}^{\infty} \operatorname{sg}(s)\left[e^{k s}-1\right] d s<\infty, V_{22}(t)$ exists. Let $V_{2}(t)=V_{21}(t)+V_{22}(t)$; we have from (4.17) that

$$
\begin{aligned}
\dot{V}_{2}(t) \leq & c \xi\left(x_{1}(t)\right)\left[\exp \left(x_{2}(t)\right)-1\right] \\
& +\frac{1}{2} c^{2} T_{g} \exp \left(c T_{g}\right) \exp \left(x_{2}(t)\right) \xi^{2}\left(x_{1}(t)\right) \\
& +\frac{1}{2} c^{2} \exp \left(c T_{g}\right) \xi^{2}\left(x_{1}(t)\right) \int_{0}^{\infty} g(s) \int_{t-s}^{t} \exp \left(x_{2}(u+s)\right) d u d s
\end{aligned}
$$

Note that from (4.7) we have

$$
\int_{t-s}^{t} \exp \left(x_{2}(u+s)\right) d u \leq \frac{1}{k}\left[e^{k s}-1\right] \exp \left(x_{2}(t)\right)
$$

Therefore,

$$
\begin{align*}
\dot{V}_{2}(t) \leq & c \xi\left(x_{1}(t)\right)\left[\exp \left(x_{2}(t)\right)-1\right] \\
& +\frac{1}{2} c^{2} \exp \left(c T_{g}\right)\left(T_{g}+T_{g}^{*}\right) \exp \left(x_{2}(t)\right) \xi^{2}\left(x_{1}(t)\right) \tag{4.18}
\end{align*}
$$

We finally define the following function:

$$
V(t)=V_{1}(t)+\frac{P^{*}}{c}\left(b \gamma \int_{t}^{\infty} f(s) d s+G\right) V_{2}(t)
$$

It then follows from (4.16) and (4.18) that

$$
\begin{align*}
\dot{V}(t) \leq & -D x_{1}(t) \xi\left(x_{1}(t)\right)-\frac{1}{2}(2 a-L) P(t) \xi^{2}\left(x_{1}(t)\right) \\
& +\frac{1}{2} b c \gamma P^{*} \exp \left(c T_{g}\right)\left(T_{g}+T_{g}^{*}\right) \exp \left(x_{2}(t)\right) \xi^{2}\left(x_{1}(t)\right) \int_{t}^{\infty} f(s) d s \\
& +b \gamma P^{*} \xi\left(x_{1}(t)\right) \int_{t}^{\infty} f(s)\left[\exp \left(x_{2}(t-s)\right)-1\right] d s \\
& +\frac{1}{2} b c \gamma \xi^{2}\left(x_{1}(t)\right) K(t) \tag{4.19}
\end{align*}
$$

where

$$
L=b c \gamma\left(T_{f}^{*}+T_{f}+k T_{f} T_{g}^{*}\right)+c G \exp \left(c T_{g}\right)\left(T_{g}+T_{g}^{*}\right)
$$

Notice that from (4.2), $P(u)=P^{*} \exp \left(\phi_{2}(u)\right)$ for $u \leq 0$ and $\exp \left(x_{2}(t-s)\right)=$ $\exp \left(\phi_{2}(t-s)\right)$ for $t \leq s$, where $\phi_{2} \in B C(-\infty, 0]$ is the initial data for $x_{2}(t)$. By (4.12), we have

$$
\begin{aligned}
& |K(t)| \leq P^{*} \exp \left(\left\|\phi_{2}\right\|\right) \int_{t}^{\infty} s f(s) d s \\
& \left|\int_{t}^{\infty} f(s)\left[\exp \left(x_{2}(t-s)\right)-1\right] d s\right| \leq\left[\exp \left(\left\|\phi_{2}\right\|\right)-1\right] \int_{t}^{\infty} f(s) d s
\end{aligned}
$$

Since $\left|\xi\left(x_{1}\right)\right| \leq 1$, using the above inequalities, we obtain from (4.19) that

$$
\begin{align*}
\dot{V}(t) \leq & -D x_{1}(t) \xi\left(x_{1}(t)\right)-\frac{1}{2}(2 a-L) P(t) \xi^{2}\left(x_{1}(t)\right) \\
& +\frac{1}{2} b c \gamma \exp \left(c T_{g}\right)\left(T_{g}+T_{g}^{*}\right) P(t) \xi^{2}\left(x_{1}(t)\right) \int_{t}^{\infty} f(s) d s \\
& +b \gamma P^{*}\left[\exp \left(\left\|\phi_{2}\right\|\right)-1\right] \int_{t}^{\infty} f(s) d s \\
& +\frac{1}{2} b c \gamma P^{*} \exp \left(\left\|\phi_{2}\right\|\right) \int_{t}^{\infty} s f(s) d s \tag{4.20}
\end{align*}
$$

The above analysis now leads to the following global stability result.
Theorem 4.1. Let $G=a U\left(N^{*}\right)-b \gamma$ and $T_{f}^{*}$ and $T_{g}^{*}$ be the constants defined in (4.13) and (4.15), respectively. Assume that $\int_{0}^{\infty} s g(s)\left[e^{k s}-1\right] d s<\infty$ and

$$
\begin{equation*}
L \triangleq b c \gamma\left(T_{f}^{*}+T_{f}+k T_{f} T_{g}^{*}\right)+c G \exp \left(c T_{g}\right)\left(T_{g}+T_{g}^{*}\right)<2 a \tag{4.21}
\end{equation*}
$$

with $k=c-(\gamma+D)>0$. Then the positive equilibrium $E^{*}$ is globally asymptotically stable.

Proof. Let $\left(x_{1}(t), x_{2}(t)\right)$ be an arbitrary solution of system (4.3) with $\phi_{2} \in$ $B C(-\infty, 0]$ being the initial data of $x_{2}(t)$. We choose $\varepsilon>0$ such that

$$
L(\varepsilon) \triangleq L+\frac{1}{2} b c \gamma \exp \left(c T_{g}\right)\left(T_{g}+T_{g}^{*}\right) \varepsilon<2 a
$$

and find $T=T(\varepsilon)>1$ such that $\int_{t}^{\infty} f(s) d s<\varepsilon$ for all $t \geq T$. Notice that $L<2 a$ and $\int_{0}^{\infty} s^{2} g(s)\left[e^{k s}-1\right] d s<\infty$, thus $V(t)$ is well defined and (4.20) holds. Therefore, for all $t \geq T$, we have

$$
\begin{aligned}
\dot{V}(t) \leq & -D x_{1}(t) \xi\left(x_{1}(t)\right)-\frac{1}{2}(2 a-L(\varepsilon)) P(t) \xi^{2}\left(x_{1}(t)\right) \\
& +\frac{1}{2} b \gamma P^{*}\left[(c+2) \exp \left(\left\|\phi_{1}\right\|\right)-2\right] \int_{t}^{\infty} s f(s) d s \\
\leq & -D x_{1}(t) \xi\left(x_{1}(t)\right)+M \int_{t}^{\infty} s f(s) d s
\end{aligned}
$$

where $M=\frac{1}{2} b \gamma P^{*}\left[(c+2) \exp \left(\left\|\phi_{1}\right\|\right)-2\right]>0$. Integrating $\dot{V}(t)$ from $T$ to $t \geq T$ now gives

$$
\begin{aligned}
& V_{11}(t)+\frac{P^{*} G}{C} V_{2}(t)+D \int_{T}^{t} x_{1}(s) \xi\left(x_{1}(s)\right) d s \\
& \quad \leq V(t)+D \int_{T}^{t} x_{1}(s) \xi\left(x_{1}(s)\right) d s \\
& \quad \leq V(T)+M \int_{T}^{t} \int_{s}^{\infty} u f(u) d u d s \\
& \quad \leq V(T)+M \int_{0}^{\infty} s^{2} f(s) d s \\
& \quad \leq V(T)+2(\gamma+D) M T_{f}^{*}<\infty
\end{aligned}
$$

This implies that $x_{1}(t)$ and $x_{2}(t)$ are bounded, and $x_{1}(t) \xi\left(x_{1}(t)\right) \in L_{1}[0, \infty)$. Since $\xi$ is uniformly continuous on $[0, \infty)$, it follows from the equations in system (4.3) and the boundedness of $x_{1}(t)$ and $x_{2}(t)$ that $x_{1}(t) \xi\left(x_{1}(t)\right)$ is also uniformly continuous. Thus, by the Barbǎlat lemma (see Lemma 1.2.2 in [9]), $x_{1}(t) \xi\left(x_{1}(t)\right) \rightarrow 0$ as $t \rightarrow \infty$. This leads to $\lim _{t \rightarrow \infty} x_{1}(t)=0$, so $\lim _{t \rightarrow \infty} N(t)=N^{*}$ by (4.2). Note further that $\dot{x}_{1}(t)$ is also uniformly continuous on $[0, \infty)$ by the equations in (4.3). Applying the Barbălat lemma (see Lemma 1.2.3 in [9]) once again gives $\lim _{t \rightarrow \infty} \dot{x}_{1}(t)=\lim _{t \rightarrow \infty} \dot{N}(t)=0$. Now taking the limit $(t \rightarrow \infty)$ on both sides of (2.1), we obtain

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(a U\left(N^{*}\right) P(t)-b \gamma \int_{0}^{\infty} f(s) P(t-s) d s\right)=D\left(N^{0}-N^{*}\right) \tag{4.22}
\end{equation*}
$$

Let $\alpha=\liminf _{t \rightarrow \infty} P(t), \beta=\lim \sup _{t \rightarrow \infty} P(t)$, and $\left\{t_{m}\right\} \uparrow \infty$ be a sequence such that $\lim _{m \rightarrow \infty} P\left(t_{m}\right)=\beta$. Since $\beta<\infty$, it follows from (4.22) that

$$
\begin{aligned}
a U\left(N^{*}\right) \beta & =D\left(N^{0}-N^{*}\right)+\lim _{m \rightarrow \infty} b \gamma \int_{0}^{\infty} f(s) P\left(t_{m}-s\right) d s \\
& \leq D\left(N^{0}-N^{*}\right)+b \gamma \beta
\end{aligned}
$$

Thus,

$$
\beta \leq \frac{D\left(N^{0}-N^{*}\right)}{a U\left(N^{*}\right)-b \gamma}=P^{*}
$$

Similarly, we can show that $\alpha \geq P^{*}$. Therefore, $\lim _{t \rightarrow \infty} P(t)=P^{*}$. This proves the global attractivity of $E^{*}$.

On the other hand, we claim that $L<2 a$ implies (3.11). In fact,

$$
\begin{equation*}
C T_{f}+(B-C) T_{g}=c P^{*} U^{\prime}\left(N^{*}\right)\left[b \gamma T_{f}+G T_{g}\right] \tag{4.23}
\end{equation*}
$$

with $G=a U\left(N^{*}\right)-b \gamma>0$. It is noticed that $T_{f} \leq T_{f}^{*}$ and $T_{g} \leq T_{g}^{*}$. Then, from $L<2 a$, we have

$$
2 a>b c \gamma\left(T_{f}^{*}+T_{f}\right)+c G\left(T_{g}+T_{g}^{*}\right) \geq 2 c\left[b \gamma T_{f}+G T_{g}\right]
$$

and hence

$$
C T_{f}+(B-C) T_{g} \leq P^{*} U^{\prime}\left(N^{*}\right) a<A,
$$

which shows that (3.11) holds. By Theorem 3.1, $E^{*}$ is locally asymptotically stable. This, together with global attractivity, implies that $E^{*}$ is globally asymptotically stable.
5. Discussion. In this paper, we have considered a chemostat-type plankton model with nutrient recycling. We assumed that there are a (distributed) delay in the growth response of plankton to nutrient uptake and a (distributed) delay in nutrient recycling. We have obtained some sufficient conditions for both local and global stability of the positive equilibrium by constructing appropriate Liapunov-like functionals. It is known that the delay in the growth response of the populations to nutrient uptake can cause oscillations in population density (see Caperon [7] and Ruan [19]); our results indicate that one can still have global stability of the positive equilibrium if the delays are sufficiently small, and explicit estimates (see (3.11), (4.18), and (4.19)) on the size of these delays for local and global stability can also be obtained.

We should point out that model (2.1) and other related models have been studied by Beretta and Takeuchi [2-4], He and Ruan [11], and Kolmanovskii, Torelli, and Vermiglio [13]. For local stability, following the arguments of Kolmanovskii, Torelli, and Vermiglio [13], Beretta and Takeuchi [2, 4] chose a Liapunov functional for the equivalent system (3.13) and obtained some sufficient conditions. Our local stability conditions improve their conditions. For global stability, Beretta and Takeuchi [2, 4] considered the special cases of model (2.1) when the second delay does not appear, that is, the system (2.1) with Dirac delta function $g(s)=\delta(s)$. In [2], they assumed that the interaction between nutrient and biotic species is described by (no-delayed) LotkaVolterra coupling (i.e., $U(N)=N$ ). In [4], they adopted a (no-delayed) MichaelisMenten law (i.e., $U(N)=N /(L+K)$ ), which is better than the former to describe the interaction from the biological point of view. With this choice, they proved (Theorem 7 in [4]) that the positive equilibrium $E^{*}$ is attractive if

$$
\begin{equation*}
\gamma T_{f}<\min \left\{\frac{1}{b}, \frac{2}{b} \sqrt{\frac{a D N^{*}}{c^{2} U\left(N^{*}\right) K}}\right\} \leq \frac{1}{b}, \tag{5.1}
\end{equation*}
$$

where $K=\max \left\{\beta, N^{o} /\left(1-b \gamma T_{f}\right)\right\}, \beta=\left(1+b \gamma T_{f}\right) H$, and $H$ is the bound for initial functions. Hence, the attractivity of $N^{*}$ is indeed for all the solutions whose initial
functions are bounded by $H$. Obviously, $\gamma T_{f} \rightarrow 0$ as $H \rightarrow \infty$. If we consider Beretta and Takeuchi's model in [4] as a special case of our system (2.1), then we have $T_{g}=$ $T_{g}^{*}=0$ and our global asymptotic stability condition in Theorem 4.1 becomes

$$
\begin{equation*}
b c \gamma\left[T_{f}^{*}+T_{f}\right]<2 a \tag{5.2}
\end{equation*}
$$

Condition (5.2) was also obtained in He and Ruan [11, Theorem 2.1] for the system (2.1) with $g(s)=\delta(s)$ and the general growth response $U(N)$. Rewrite (5.2) as

$$
\begin{equation*}
\gamma T_{f}+\frac{1}{2} \gamma\left[T_{f}^{*}-T_{f}\right]<\frac{a}{b c} \tag{5.3}
\end{equation*}
$$

Note that $c \leq a$, so $a / b c \geq 1 / b$. Compared with (5.1), we can see that (5.3) is more restrictive on the delay kernel function $f$ but less restrictive on the initial functions. Since condition (5.1) depends on the bound of the initial values, basically it is not a global stability condition. Thus, our condition (5.3) complements Beretta and Takeuchi's results in [4] by providing really global stability results with a little more restriction on the delay. Furthermore, our global stability results hold for the general case when both distributed delays are present and the growth response function is a general function satisfying (2.3).
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#### Abstract

We prove that in multidimensional potential scattering the leading order singularities of the unknown potential are obtained exactly from the scattering amplitude by the linearized inversion method. The proof is based on the appropriate mapping properties of the fundamental solution in weighted $L^{p}$-spaces and on a homogeneity argument concerning the bilinear term.
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Introduction. A widely applied approximate method of estimating the potential from the scattering amplitude is to use the Born approximation for the scattering solution. The obvious advantage of this is that within the Born approximation, the scattering amplitude is simply the Fourier transform of the unknown potential. The weaker the potential, the better is this approximation. But even when the potential is not weak the Fourier transform of a scattering amplitude contains essential information of the potential as was shown in $[\mathrm{PS}]$ and [PSS] in two and three dimensions.

The purpose of this work is to generalize the results of the articles [PS], [PSS] to arbitrary dimensions. The assumptions on the potential for the Schrödinger operator are also reduced to allow stronger singularities. We recall that in the case of less singular potentials Sun and Uhlmann [SU1], [SU2] considered related problems in two dimensions with fixed energy data, while Greenleaf and Uhlmann [GU] considered related problems in $\mathbb{R}^{n}$ with backscattering data. The main result of this work is that the leading order singularity of the potential is obtained exactly from the scattering amplitude by the linearized inversion method (Born approximation). For a similar result in the one-dimensional case see $[\mathrm{So}],[\mathrm{No}]$, and $[\mathrm{ST}]$.

1. Outline and results. Let $q(x)$ be a real valued potential in $\mathbb{R}^{n}(n \geq 3)$ appearing in the Schrödinger operator

$$
\begin{equation*}
H \equiv-\Delta+q(x) \tag{1.1}
\end{equation*}
$$

Our basic assumption is that the potential $q(x)$ belongs to the weighted space $L_{\sigma}^{s}\left(\mathbb{R}^{n}\right)$ defined by the norm

$$
\|q\|_{s, \sigma}=\left(\int_{\mathbb{R}^{n}}(1+|x|)^{\sigma s}|q(x)|^{s} d x\right)^{1 / s}<\infty
$$

where

$$
\begin{equation*}
s>2 n, \quad \sigma>1+\frac{n}{s} \tag{1.2}
\end{equation*}
$$

[^44]Below we also use the following notation. The space $H^{t}, t \in \mathbb{R}$, denotes the usual $L^{2}$-based and $W_{s}^{t}$ the $L^{s}$-based Sobolev space in $\mathbb{R}^{n}$.

Under the above assumptions on the potential $q(x)$, the operator $H$ is a selfadjoint operator in $L^{2}\left(\mathbb{R}^{n}\right)$. The spectrum of this operator consists of an absolutely continuous spectrum, filling out the positive real axis, and a negative discrete spectrum of finite multiplicity with zero as the only possible accumulation point. In this case, for arbitrary $k \in \mathbb{R}, k \neq 0$, we define the scattering solutions of the homogeneous Schrödinger equation

$$
\begin{equation*}
\left(H-k^{2}\right) u(x, k)=0 \tag{1.3}
\end{equation*}
$$

to be the unique solutions of the Lippmann-Schwinger equation

$$
\begin{equation*}
u(x, k, \theta)=e^{i k(x, \theta)}-\int_{\mathbb{R}^{n}} G_{k}^{+}(|x-y|) q(y) u(y, k, \theta) d y \tag{1.4}
\end{equation*}
$$

where $\theta \in S^{n-1}$ and the outgoing fundamental solution of the Helmholtz equation $G_{k}^{+}$is defined as

$$
\begin{equation*}
G_{k}^{+}(|x|)=\frac{i}{4}\left(\frac{|k|}{2 \pi|x|}\right)^{\frac{n-2}{2}} H_{\frac{n-2}{2}}^{(1)}(|k||x|) \tag{1.5}
\end{equation*}
$$

where $H_{\frac{n-2}{2}}^{(1)}$ is the Hankel function of the first kind and of order $\frac{n-2}{2}$. The function $G_{k}^{+}(x-y)$ is the kernel of the integral operator $\left(-\Delta-k^{2}\right)^{-1}$.

The solution $u(x, k, \theta)$ for $k>0$ of the equation (1.3) admits asymptotically as $|x| \rightarrow+\infty$ the representation

$$
\begin{equation*}
u(x, k, \theta)=e^{i k(x, \theta)}+C_{n} \frac{e^{i k|x|} k^{\frac{n-3}{2}}}{|x|^{\frac{n-1}{2}}} A\left(k, \theta^{\prime}, \theta\right)+o\left(\frac{1}{|x|^{\frac{n-1}{2}}}\right) . \tag{1.6}
\end{equation*}
$$

Here $\theta \in S^{n-1}, \theta^{\prime}=\frac{x}{|x|} \in S^{n-1}, C_{n}$ is a constant depending only on the dimension $n$, and the scattering amplitude $A\left(k, \theta^{\prime}, \theta\right)$ is defined by

$$
\begin{equation*}
A\left(k, \theta^{\prime}, \theta\right)=\int_{\mathbb{R}^{n}} e^{-i k\left(\theta^{\prime}, y\right)} q(y) u(y, k, \theta) d y \tag{1.7}
\end{equation*}
$$

For $k<0$ we set

$$
\left(k, \theta^{\prime}, \theta\right)=\overline{A\left(-k, \theta^{\prime}, \theta\right)}
$$

to obtain a well-defined scattering amplitude $A\left(k, \theta^{\prime}, \theta\right)$ for all $k \in \mathbb{R}, k \neq 0, \theta^{\prime}, \theta \in$ $S^{n-1}$. The inverse scattering problem is to recover the potential from the knowledge of $A\left(k, \theta^{\prime}, \theta\right)$.

To introduce the Born inversion scheme we proceed as in [PS] and define the manifolds $M_{0}$ and $M$ by $M_{0}=\mathbb{R} \times S^{n-1}, M=M_{0} \times S^{n-1}$ and the measures $d \mu_{\theta}\left(k, \theta^{\prime}\right)$ and $d \mu\left(k, \theta^{\prime}, \theta\right)$ over $M_{0}$ and $M$, correspondingly, as

$$
\begin{gather*}
d \mu_{\theta}\left(k, \theta^{\prime}\right)=\frac{1}{4}|k|^{n-1} d k\left|\theta-\theta^{\prime}\right|^{n-1} d \theta^{\prime} \\
d \mu\left(k, \theta^{\prime}, \theta\right)=\frac{1}{\left|S^{n-1}\right|} d \theta d \mu_{\theta}\left(k, \theta^{\prime}\right) \tag{1.8}
\end{gather*}
$$

where $\left|S^{n-1}\right|=2 \pi^{\frac{n}{2}} / \Gamma(n / 2)$ is the area of the unit sphere $S^{n-1}$ and $d \theta$ and $d \theta^{\prime}$ denote the usual Lebesgue measures on $S^{n-1}$. We shall define the equivalent of the usual inverse Fourier transform on $M_{0}$ and $M$ as

$$
\begin{align*}
\left(\mathcal{F}_{M_{0}}^{-1} \phi_{1}\right)(x) & =\frac{1}{(2 \pi)^{n}} \int_{M_{0}} e^{-i k\left(\theta-\theta^{\prime}, x\right)} \phi_{1}\left(k, \theta^{\prime}\right) d \mu_{\theta}\left(k, \theta^{\prime}\right) \\
\left(\mathcal{F}_{M}^{-1} \phi_{2}\right)(x) & =\frac{1}{(2 \pi)^{n}} \int_{M} e^{-i k\left(\theta-\theta^{\prime}, x\right)} \phi_{2}\left(k, \theta^{\prime}, \theta\right) d \mu\left(k, \theta^{\prime}, \theta\right) \tag{1.9}
\end{align*}
$$

If we write $\xi=k\left(\theta-\theta^{\prime}\right)$ then $k$ and $\theta$ are obtained by

$$
\begin{gather*}
k=\frac{|\xi|}{2(\theta, \hat{\xi})}, \theta^{\prime}=\theta-2(\theta, \hat{\xi}) \hat{\xi} \\
\hat{\xi}=\frac{\xi}{|\xi|}, \quad(\theta, \hat{\xi}) \neq 0 \tag{1.10}
\end{gather*}
$$

These formulas are found useful later on.
From (1.6), Proposition 1.4, and (1.7), it follows that

$$
\begin{equation*}
(\mathcal{F} q)(\xi)=\lim _{k \rightarrow \infty} A\left(k, \theta^{\prime}, \theta\right), \xi=k\left(\theta^{\prime}-\theta\right) \tag{1.11}
\end{equation*}
$$

where $\mathcal{F}$ is the usual Fourier transform in $\mathbb{R}^{n}$. This fact justifies the following definition.

DEFINITION. The inverse Born approximation $q_{B}^{\theta}(x)$ and $q_{B}(x)$ of the potential $q(x)$ are defined as follows:

$$
\begin{equation*}
q_{B}^{\theta}(x)=\left(\mathcal{F}_{M_{0}}^{-1} A\right)(x), q_{B}(x)=\left(\mathcal{F}_{M}^{-1} A\right)(x) \tag{1.12}
\end{equation*}
$$

In this work we will prove the following three theorems.
THEOREM 1.1. Assume that the potential $q(x)$ belongs to $L_{\sigma}^{s}\left(\mathbb{R}^{n}\right)(n \geq 3)$ with conditions (1.2) fulfilled. Then the knowledge of $q_{B}^{\theta}(x)$ with $\theta$ restricted to an $(n-2)$ dimensional semisphere defines $q(x)$ uniquely.

THEOREM 1.2. Under the same assumptions for $q(x)$ as in Theorem 1.1, there exists $\varepsilon>0$ such that

$$
\begin{equation*}
q(x)-q_{B}(x) \in L_{l o c}^{s+\varepsilon}\left(\mathbb{R}^{n}\right) \tag{1.13}
\end{equation*}
$$

THEOREM 1.3. Under the same assumptions for $q(x)$ as in Theorem 1.1,

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} k^{n-1} \int_{S^{n-1}} \int_{S^{n-1}} e^{-i k\left(\theta-\theta^{\prime}, x\right)} A\left(k, \theta^{\prime}, \theta\right) d \theta d \theta^{\prime}=\frac{(2 \pi)^{n}}{\pi} \int_{\mathbb{R}^{n}} \frac{q(y) d y}{|x-y|^{n-1}} \tag{1.14}
\end{equation*}
$$

The following new estimates for the resolvent of the operator $H$ (cf. [S]) on the continuous spectrum play the key role in the proofs of these theorems.

Proposition 1.4. Assume that the potential $q(x)$ is in $L_{\sigma}^{\frac{p}{p-2}}\left(\mathbb{R}^{n}\right)(n \geq 3)$ for $2 \leq p<\frac{2 n}{n-1 / 2}, \frac{1}{p}+\frac{1}{p^{\prime}}=1$, and $\sigma>1+n\left(1-\frac{2}{p}\right)$. Then for all $k \in \mathbb{R}, k \neq 0$, the limit

$$
\begin{equation*}
\mathbf{G}_{q}:=\lim _{\varepsilon \rightarrow+0}\left(H-k^{2}-i \varepsilon\right)^{-1} \tag{1.15}
\end{equation*}
$$

exists in the uniform operator topology from $L_{\sigma / 2}^{p^{\prime}}\left(\mathbb{R}^{n}\right)$ to $L_{-\sigma / 2}^{p}\left(\mathbb{R}^{n}\right)$.

Moreover, for large $|k|$

$$
\begin{equation*}
\left\|\mathbf{G}_{q} f\right\|_{L_{-\sigma / 2}^{p}\left(\mathbb{R}^{n}\right)} \leq \frac{C}{|k|^{\alpha}}\|f\|_{L_{\sigma / 2}^{p^{\prime}}\left(\mathbb{R}^{n}\right)}, \tag{1.16}
\end{equation*}
$$

where $0<\alpha<1-n\left(1-\frac{2}{p}\right)$.
The following well-known resolvent equation for the integral kernel $G_{q}(x, y, k)$ of the operator $\mathbf{G}_{q}$ in (1.15) will be useful in several points of the paper:

$$
\begin{equation*}
G_{q}(x, y, k)=G_{k}^{+}(|x-y|)-\int_{\mathbb{R}^{n}} G_{k}^{+}(|x-z|) q(z) G_{q}(z, y, k) d z \tag{1.17}
\end{equation*}
$$

Finally, by K we denote the integral operator having the kernel

$$
\begin{equation*}
K(x, y)=|q(x)|^{1 / 2} G_{k}^{+}(|x-y|) q_{1 / 2}(y) \tag{1.18}
\end{equation*}
$$

with $q_{1 / 2}=|q|^{1 / 2} \operatorname{sgn} q$. From Proposition 1.4 it follows that $\mathbf{K}$ is a bounded operator in $L^{2}\left(\mathbb{R}^{n}\right)$ with the norm estimate

$$
\begin{equation*}
\|\mathbf{K}\| \leq \frac{C}{|k|^{\alpha}} \tag{1.19}
\end{equation*}
$$

with $\alpha$ as in (1.16).
2. Reconstruction of $L^{p}$-singularities. This section is devoted to the proofs of Theorems 1.1 and 1.2.

Proof of Theorem 1.1. The beginning of the proof proceeds as in [PS]. For the readers' convenience we repeat the reasoning. The rest of the proof is concentrated on the right $L^{p}$-estimates.

The definition (1.9) of $q_{B}^{\theta}(x)$ together with formula (1.7) for the scattering amplitude $A\left(k, \theta^{\prime}, \theta\right)$ yields

$$
\begin{align*}
& q_{B}^{\theta}(x)=\frac{1}{(2 \pi)^{n}} \int_{M_{0}} e^{-i k\left(\theta-\theta^{\prime}, x\right)} A\left(k, \theta^{\prime}, \theta\right) d \mu_{\theta}\left(k, \theta^{\prime}\right) \\
= & \frac{1}{(2 \pi)^{n}} \int_{M_{0}} d \mu_{\theta}\left(k, \theta^{\prime}\right) \int_{\mathbb{R}^{n}} e^{-i k\left(\theta-\theta^{\prime}, x-y\right)} q(y) v(y, k, \theta) d y, \tag{2.1}
\end{align*}
$$

where $v(y, k, \theta)=e^{-i k(y, \theta)} u(y, k, \theta)$. After making the change of variables (1.10) in (2.1) we have

$$
q_{B}^{\theta}(x)=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} d \xi \int_{\mathbb{R}^{n}} e^{-i(\xi, x-y)} q(y) v\left(y, \frac{|\xi|}{2(\theta, \hat{\xi})}, \theta\right) d y
$$

Hence the usual Fourier transform of $q_{B}^{\theta}(x)$ is simply

$$
\left(\mathcal{F} q_{B}^{\theta}\right)(\xi)=(\mathcal{F}(q))(\xi)+\int_{\mathbb{R}^{n}} e^{i(\xi, y)} q(y)\left[v\left(y, \frac{|\xi|}{2(\theta, \hat{\xi})}, \theta\right)-1\right] d y
$$

This allows us to get the next inequality,

$$
\begin{equation*}
\left|\mathcal{F}\left(q_{B}^{\theta}-q\right)(\xi)\right| \leq \int_{\mathbb{R}^{n}}|q(y)|\left|v\left(y, \frac{|\xi|}{2(\theta, \hat{\xi})}, \theta\right)-1\right| d y \tag{2.2}
\end{equation*}
$$

Further, from the Lippmann-Schwinger equation (1.4) and the kernel equation (1.17) we have

$$
\begin{equation*}
v(y, k, \theta)-1=\tilde{\mathbf{G}}_{q}(q) \tag{2.3}
\end{equation*}
$$

where $\tilde{\mathbf{G}}_{q}$ is the integral operator with the kernel $\tilde{G}_{q}(x, y, k)=e^{-i k(x-y, \theta)} G_{q}(x, y, k)$. Because the potential $q(x)$ satisfies the conditions (1.2), it is easy to check that $q(x)$ is in $L_{\sigma / 2}^{\frac{2 s}{s+1}}\left(\mathbb{R}^{n}\right)$, where $s$ and $\sigma$ satisfy (1.2). Thus, by (2.3) and Proposition 1.4 we get

$$
\begin{equation*}
\|v(y, k, \theta)-1\|_{L_{-\sigma / 2}^{\frac{2 s}{s-1}}\left(\mathbb{R}^{n}\right)} \leq \frac{C}{|k|^{\alpha}}\|q\|_{L_{\sigma / 2}^{\frac{2 s}{s+1}}\left(\mathbb{R}^{n}\right)} \tag{2.4}
\end{equation*}
$$

where $0<\alpha<1-n / s$. Finally, from (2.2) and (2.4) we get

$$
\left|\mathcal{F}\left(q_{B}^{\theta}-q\right)(\xi)\right| \leq C\left(\frac{|(\hat{\xi}, \theta)|}{|\xi|}\right)^{\alpha}\|q\|_{L_{\sigma / 2}^{\frac{2 s}{s+1}\left(\mathbb{R}^{n}\right)}}^{2}
$$

Clearly this implies

$$
\mathcal{F}\left(q_{B}^{\theta}-q\right)(\xi)=0 \text { for }(\hat{\xi}, \theta)=0
$$

But the data $\{(\mathcal{F} f)(\xi) \mid(\hat{\xi}, \theta)=0\}$ when $\theta$ runs through an $(n-2)$-dimensional semisphere is enough for the complete recovery of $f$.

For the proof of Theorem 1.2, we need some new definitions and lemmas.
For $f$ in the Schwarz space $S$ let $v$ be the outgoing solution of the inhomogeneous Schrödinger equation

$$
\begin{equation*}
\left(H-k^{2}\right) v=f \tag{2.5}
\end{equation*}
$$

Then from (1.15) and (1.17) it follows that for $v$ we have the following representation:

$$
\begin{equation*}
v(x)=\mathbf{G}_{k}^{+}\left(f-q \cdot \mathbf{G}_{q}(f)\right)(x) \tag{2.6}
\end{equation*}
$$

where $\mathbf{G}_{k}^{+}$and $\mathbf{G}_{q}$ are the integral operators with kernels $G_{k}^{+}(|x-y|)$ and $G_{q}(x, y, k)$, correspondingly. This representation allows us to get the following asymptotic for $|x| \rightarrow+\infty$ behavior $(k>0)$ :

$$
\begin{equation*}
v(x, k)=C_{n} \frac{e^{i k|x|} k^{\frac{n-3}{2}}}{|x|^{\frac{n-1}{2}}} A_{f}\left(k, \theta^{\prime}\right)+o\left(|x|^{\frac{1-n}{2}}\right) \tag{2.7}
\end{equation*}
$$

where $\theta^{\prime}=\frac{x}{|x|}$ and

$$
A_{f}\left(k, \theta^{\prime}\right)=\int_{\mathbb{R}^{n}} e^{-i\left(\theta^{\prime}, y\right)}\left(f(y)-q(y) \mathbf{G}_{q}(f)(y)\right) d y
$$

Below we will employ the following useful lemma.
Lemma 2.1 (optical lemma). For the function $A_{f}\left(k, \theta^{\prime}\right)$ the $L^{2}$-norm can be calculated by

$$
\begin{equation*}
\int_{S^{n-1}}\left|A_{f}\left(k, \theta^{\prime}\right)\right|^{2} d \theta^{\prime}=-\frac{1}{C_{n}^{2} k^{n-2}} \operatorname{Im} \int_{\mathbb{R}^{n}} f(x) \bar{v}(x, k) d x, \tag{2.8}
\end{equation*}
$$

where $C_{n}$ is the constant from (2.7).
The proof is the same as in [PS] with obvious modifications.
The function $A_{f}\left(k, \theta^{\prime}\right)$ is often called the "far field" of the equation (2.7). It satisfies the following equality:

$$
\begin{equation*}
A_{f}\left(k, \theta^{\prime}\right)=\left(\left(I-q \mathbf{G}_{q}\right) f, e^{i k\left(\theta^{\prime}, y\right)}\right)_{L^{2}\left(\mathbb{R}^{n}\right)}=\int_{\mathbb{R}^{n}} f(y) \overline{u\left(y, k, \theta^{\prime}\right)} d y, \tag{2.9}
\end{equation*}
$$

where $u\left(y, k, \theta^{\prime}\right)$ is the solution of the Lippmann-Schwinger equation.
If a function $f: \mathbb{R}^{n} \rightarrow \mathbb{C}$ is decaying fast enough so that its Fourier transform has a trace on a unit sphere, then we can define the operator $A_{0}(k)$ as

$$
\left(A_{0}(k) f\right)\left(\theta^{\prime}\right)=\int_{\mathbb{R}^{n}} e^{-i k\left(\theta^{\prime}, y\right)} f(y) d y .
$$

Similarly we define $A_{q}(k)$ as the trace of a generalized Fourier transform

$$
\begin{equation*}
\left(A_{q}(k) f\right)\left(\theta^{\prime}\right)=\int_{\mathbb{R}^{n}} f(y) \overline{u\left(y, k, \theta^{\prime}\right)} d y \tag{2.10}
\end{equation*}
$$

whenever it exists.
The following lemma yields sufficient estimate for the existence of the above traces as well as $k$-dependent norm inequalities.

LEMMA 2.2. Let the potential $q(x)$ satisfy the conditions (1.2). Then $A_{q}(k)$ and $A_{0}(k)$ are well defined bounded operators from $L_{\sigma / 2}^{\frac{2 s}{s+1}}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(S^{n-1}\right)$ with the operator norm estimates

$$
\begin{equation*}
\left\|A_{0}(k)\right\|,\left\|A_{q}(k)\right\| \leq \frac{C}{|k|^{\frac{n-2}{2}+\frac{\alpha}{2}}}, \tag{2.11}
\end{equation*}
$$

where $s$ and $\sigma$ are as in (1.2) and $0<\alpha<1-\frac{n}{s}$.
Proof. By Lemma 2.1, we have

$$
\left\|A_{q}(k) f\right\|_{L^{2}\left(S^{n-1}\right)}^{2}=\int_{S^{n-1}}\left|A_{f}\left(k, \theta^{\prime}\right)\right|^{2} d \theta^{\prime} \leq \frac{C}{|k|^{n-2}}\|v\|_{L_{-\sigma / 2}^{\frac{2 s}{s}}\left(\mathbb{R}^{n}\right)}\|f\|_{L_{\sigma / 2}^{\frac{2 s}{s+1}}\left(\mathbb{R}^{n}\right)} .
$$

Further, because $v=\mathbf{G}_{q} f$, from Proposition 1.4 and (1.16) we can get the estimate

$$
\left\|A_{q}(k) f\right\|_{L^{2}\left(S^{n-1}\right)}^{2} \leq \frac{C}{|k|^{n-2+\alpha}}\|f\|_{L_{\sigma / 2}\left(\mathbb{R}^{n}\right)},
$$

which proves the lemma.

Now let $\Phi_{0}(k)$ and $\Phi(k)$ be the operators, defined for $f \in L^{2}\left(S^{n-1}\right)$ as

$$
\begin{align*}
\Phi_{0}(k) f(x) & =|q(x)|^{1 / 2} \int_{S^{n-1}} e^{i k(\theta, x)} f(\theta) d \theta \\
\Phi(k) f(x) & =|q(x)|^{1 / 2} \int_{S^{n-1}} u(x, k, \theta) f(\theta) d \theta \tag{2.12}
\end{align*}
$$

It is readily seen that

$$
\begin{align*}
\Phi_{0}(k) f(x) & =|q(x)|^{1 / 2}\left(A_{0}^{*}(k) f\right)(x) \\
\Phi(k) f(x) & =|q(x)|^{1 / 2}\left(A_{q}^{*}(k) f\right)(x) \tag{2.13}
\end{align*}
$$

where $A_{q}^{*}$ and $A_{0}^{*}$ are the adjoint operators for $A_{q}$ and $A_{0}$.
By Lemma 2.2 and (2.13) the operators $\Phi_{0}(k)$ and $\Phi(k)$ are bounded from $L^{2}\left(S^{n-1}\right)$ to $L^{2}\left(\mathbb{R}^{n}\right)$ with the norm estimates

$$
\begin{equation*}
\left\|\Phi_{0}(k)\right\|,\|\Phi(k)\| \leq \frac{C}{|k|^{\frac{n-2+\alpha}{2}}} \tag{2.14}
\end{equation*}
$$

A repeated use of the Lippmann-Schwinger equation yields the following representation for the scattering amplitude $A\left(k, \theta^{\prime}, \theta\right)$ :

$$
\begin{gather*}
A\left(k, \theta^{\prime}, \theta\right)=\sum_{j=0}^{m} \int_{\mathbb{R}^{n}} e^{-i k\left(\theta^{\prime}, y\right)} q_{1 / 2}(y) \mathbf{K}^{j}\left(|q|^{1 / 2} e^{i k(x, \theta)}\right)(y) d y \\
\quad+\int_{\mathbb{R}^{n}} e^{-i k\left(\theta^{\prime}, y\right)} q_{1 / 2}(y) \mathbf{K}^{m+1}\left(|q|^{1 / 2} u(x, k, \theta)\right)(y) d y \tag{2.15}
\end{gather*}
$$

where $\mathbf{K}$ is the integral operator with kernel (1.18). This equality can be formulated in the sense of the integral operator in $L^{2}\left(S^{n-1}\right)$ :

$$
\begin{equation*}
\hat{A}=\sum_{j=0}^{m} \Phi_{0}^{*}(k) \operatorname{sgn} q \mathbf{K}^{j} \Phi_{0}(k)+\Phi_{0}^{*}(k) \operatorname{sgn} q \mathbf{K}^{m+1} \Phi(k) \tag{2.16}
\end{equation*}
$$

where $\Phi_{0}^{*}(k)$ is the adjoint operator for $\Phi_{0}(k)$. Further, if we apply these formulas to the definition (1.12) of the Born approximation $q_{B}(x)$, we get

$$
\begin{equation*}
q_{B}(x)=\sum_{j=0}^{m} \mathcal{F}_{M}^{-1}\left[\Phi_{0}^{*}(k) \operatorname{sgn} q \mathbf{K}^{j} \Phi_{0}(k)\right]+\mathcal{F}_{M}^{-1}\left[\Phi_{0}^{*}(k) \operatorname{sgn} q \mathbf{K}^{m+1} \Phi(k)\right] \tag{2.17}
\end{equation*}
$$

where the inverse Fourier transform is applied on the integral kernel of the corresponding integral operator. Let's rewrite the formula (2.17) as

$$
\begin{equation*}
q_{B}(x)=\sum_{j=0}^{m} q_{j}(x)+\tilde{q}_{m+1}(x) \tag{2.18}
\end{equation*}
$$

By using this notation we have the following lemma.
LEMMA 2.3. For any $j \geq 1, q_{j}(x)$ and $\tilde{q}_{j} x$ belong to the Sobolev space $H^{t}\left(\mathbb{R}^{n}\right)$ for any $t<\alpha(j+1)+\frac{n}{2}-2$, where $0<\alpha<1-\frac{n}{s}$.

Proof. By the definition of the norm in the Sobolev space $H^{t}$ and after the change of variables (1.10) we obtain

$$
\begin{gathered}
\left\|q_{j}\right\|_{H^{t}}^{2}=\left\|\left(1+|\xi|^{2}\right)^{t / 2} \mathcal{F}\left(q_{j}\right)(\xi)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
=\frac{1}{\left|S^{n-1}\right|} \int_{\mathbb{R}^{n}}\left(1+|\xi|^{2}\right)^{t} d \xi\left|\int_{S^{n-1}}\left[\Phi_{0}^{*} \operatorname{sgn} q \mathbf{K}^{j} \Phi_{0}\right]\left(\frac{|\xi|}{2(\theta, \hat{\xi})}, \theta-2(\hat{\xi}, \theta) \hat{\xi}, \theta\right) d \theta\right|^{2} \\
\leq C \int_{0}^{\infty}|k|^{n-1}\left(1+k^{2}\right)^{t}\left\|\left(\Phi_{0}^{*} \operatorname{sgn} q \mathbf{K}^{j} \Phi_{0}\right)(1)\right\|_{L^{2}\left(S^{n-1}\right)}^{2} d k
\end{gathered}
$$

where $\left[\Phi_{0}^{*} \operatorname{sgn} q \mathbf{K}^{j} \Phi_{0}\right]$ denote the kernel of the integral operator inside and the integral operator applied to the function $f \equiv 1$ on $S^{n-1}$ is denoted by $\left(\Phi_{0}^{*} \operatorname{sgn} q \mathbf{K}^{j} \Phi_{0}\right)(1)$. From estimates (1.18) and (2.14) we have, for $|k|>1$,

$$
\left\|\left(\Phi_{0}^{*} \operatorname{sgn} q \mathbf{K}^{j} \Phi_{0}\right)(1)\right\|_{L^{2}\left(S^{n-1}\right)}^{2} \leq C\left\|\Phi_{0}^{*}\right\|^{2}\left\|\Phi_{0}\right\|^{2}\|\mathbf{K}\|^{2 j} \leq \frac{C}{|k|^{2 \alpha(j+1)+2(n-2)}}
$$

Hence, for $q_{j}(x)$ we obtain the following estimate:

$$
\left\|q_{j}\right\|_{H^{t}} \leq C\left(1+\int_{|k|>1} \frac{|k|^{n-1+2 t} d|k|}{|k|^{2 \alpha(j+1)+2(n-2)}}\right)^{1 / 2}
$$

We leave it for the readers to check that the proof goes through for $\tilde{q}_{j}$ with obvious changes. Lemma 2.3 is thus proved.

It is also easy to check that $q_{0}(x)$ in (2.18) is simply the potential $q(x)$ and hence we can rewrite (2.18) as

$$
q_{B}(x)-q(x)=q_{1}(x)+\sum_{j=2}^{m} q_{j}(x)+\tilde{q}_{m+1}(x)
$$

Here the first bilinear term $q_{1}(x)$ has the form

$$
q_{1}(x)=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} F(y-x, z-x) q(y) q(z) d y d z=(F * Q)(x, x)
$$

where $Q=q \otimes q$ and $F$ is a tempered distribution in $\mathbb{R}^{2 n}$, given by

$$
\begin{equation*}
F(y, z)=\int_{\mathbb{R}} \int_{S^{n-1}} \int_{S^{n-1}} e^{i k(\theta, y)-i k\left(\theta^{\prime}, z\right)}\left(|k|\left|\theta-\theta^{\prime}\right|\right)^{n-1} G_{k}^{+}(|y-z|) d \theta d \theta^{\prime} d k \tag{2.20}
\end{equation*}
$$

Lemma 2.4. The Fourier transform $\hat{F}$ of the function $F$ from (2.20) is homogeneous of degree -2 and the first nonlinear term $q_{1}(x)$ belongs to the Sobolev space $W_{s}^{1}$, where $s$ satisfies the condition (1.2).

Proof. See the Appendix.
Now we are ready to give the proof of Theorem 2.2.

Proof of Theorem 1.2. By Lemma 2.3 and (2.19), we obtain that

$$
\begin{equation*}
q_{B}(x)-q(x)-q_{1}(x) \in W_{2}^{t}\left(\mathbb{R}^{n}\right)=H^{t} \tag{2.21}
\end{equation*}
$$

for any $t<1+\frac{n}{2}-\frac{3 n}{s}$, where $s>2 n$. From the Sobolev embedding theorem we have

$$
H^{t} \subset W_{s}^{t-n(1 / 2-1 / s)}\left(\mathbb{R}^{n}\right)
$$

But the number $t-n / 2+n / s$ can be chosen strictly positive since $1+n / 2-3 n / s-$ $n / 2+n / s=1-2 n / s>0$ and $s>2 n$. This implies the existence of $\varepsilon>0$ such that

$$
\begin{equation*}
q_{B}(x)-q(x)-q_{1}(x) \in L_{l o c}^{s+\varepsilon}\left(\mathbb{R}^{n}\right) \tag{2.22}
\end{equation*}
$$

By Lemma 2.4 we are through.
3. Proof of Theorem 1.3. Theorem 1.3 generalizes the Saito formula to the case of singular potentials (cf. [Sa]). Again, Proposition 1.4 plays the main role for proving this theorem.

Proof of Theorem 1.3. By definition (1.7) of the scattering amplitude we have

$$
\begin{gather*}
k^{n-1} \int_{S^{n-1}} \int_{S^{n-1}} A\left(k, \theta^{\prime}, \theta\right) e^{-i k\left(\theta-\theta^{\prime}, x\right)} d \theta d \theta^{\prime} \\
=k^{n-1} \int_{\mathbb{R}^{n}} q(y) d y \int_{S^{n-1}} \int_{S^{n-1}} e^{i k\left(\theta-\theta^{\prime}, y-x\right)} d \theta d \theta^{\prime} \\
+k^{n-1} \int_{\mathbb{R}^{n}} q(y) d y \int_{S^{n-1}} \int_{S^{n-1}} e^{-i k\left(\theta^{\prime}, y\right)} R(y, k, \theta) e^{-i k\left(\theta-\theta^{\prime}, x\right)} d \theta d \theta^{\prime} \tag{3.1}
\end{gather*}
$$

where the function $R(y, k, \theta)$ is given by

$$
\begin{equation*}
R(y, k, \theta)=-\int_{\mathbb{R}^{n}} G_{k}^{+}(|y-z|) q(z) u(z, k, \theta) d z \tag{3.2}
\end{equation*}
$$

Denote the right side of (3.1) as $I_{1}+I_{2}$. Since

$$
\int_{S^{n-1}} \int_{S^{n-1}} e^{i k\left(\theta-\theta^{\prime}, y-x\right)} d \theta d \theta^{\prime}=\left|\int_{S^{n-1}} e^{i k(\theta, y-x) d \theta}\right|^{2}
$$

the integral $I_{1}$ from (3.1) rewrites as

$$
\begin{equation*}
I_{1}=k^{n-1} \int_{\mathbb{R}^{n}} q(y) d y\left|\int_{S^{n-1}} e^{i k|y-x|(\theta, \omega)} d \theta\right|^{2} \tag{3.3}
\end{equation*}
$$

where $w=(y-x) /|y-x|$.
By the equality (cf. [W])

$$
\int_{S^{n-1}} e^{i k|y-x|(\theta, \omega)} d \theta=\frac{2 \pi^{\frac{n-1}{2}}}{\Gamma\left(\frac{n-1}{2}\right)} \int_{0}^{\pi} e^{i k|y-x| \cos \phi}(\sin \phi)^{n-2} d \phi
$$

we obtain

$$
\begin{equation*}
I_{1}=(2 \pi)^{n} k \int_{\mathbb{R}^{n}} \frac{q(y)}{|x-y|^{n-2}} J_{\frac{n-2}{2}}^{2}(k|x-y|) d y \tag{3.4}
\end{equation*}
$$

We consider the cases $k|x-y|<1$ and $k|x-y|>1$ separately. In the first case we see by using Hölder's inequality that the integral over $\{y: k|x-y|<1\}$ can be estimated by

$$
\begin{equation*}
C_{n} k \int_{|x-y|<\frac{1}{k}} \frac{|q(y)|(k|x-y|)^{n-2}}{|x-y|^{n-2}} d y \leq C_{n} k^{\frac{n}{s}-1}\left(\int_{|x-y|<\frac{1}{k}}|q(y)|^{s} d y\right)^{\frac{1}{s}} \tag{3.5}
\end{equation*}
$$

where $s>2 n$. This means that for every fixed $x$ the integral over $\{y: k|x-y|<1\}$ approaches zero as $k \rightarrow+\infty$. Hence we need only to estimate the integral (3.3) over $\{y: k|x-y|>1\}$. Here we have

$$
\begin{align*}
& \quad(2 \pi)^{n} k \int_{|x-y|>\frac{1}{k}} \frac{|q(y)|}{|x-y|^{n-2}}\left[\sqrt{\frac{2}{\pi k|x-y|}} \cos \left(k|x-y|-\frac{\pi n}{4}+\frac{\pi}{4}\right)\right. \\
& \left.+O\left(\frac{1}{(k|x-y|)^{\frac{3}{2}}}\right)\right]^{2} d y \\
& =(2 \pi)^{n} k \int_{|x-y|>\frac{1}{k}} \frac{|q(y)|}{|x-y|^{n-2}}\left[\frac{2}{\pi k|x-y|} \cos ^{2}\left(k|x-y|+\phi_{n}\right)+O\left(\frac{1}{(k|x-y|)^{2}}\right)\right] d y \\
& =2^{n} \pi^{n-1} \int_{|x-y|>\frac{1}{k}} \frac{|q(y)|}{|x-y|^{n-1}}+2^{n} \pi^{n-1} \int_{|x-y|>\frac{1}{k}}^{|x-y|^{n-1}} \cos \left(2 k|x-y|+2 \phi_{n}\right) d y \\
& +\frac{O(1)}{k^{1-\delta}} \int_{|x-y|>\frac{1}{k}}^{|x-y|^{N-\delta}} \frac{|q(y)|}{\mid x-6)} \tag{3.6}
\end{align*}
$$

with $0<\delta<1$. By Sobolev's inequality we have that the $L^{1}$-norm of the function $q(y)|x-y|^{n-1}$ is uniformly bounded with respect to $x$. Hence, it follows from the Riemann-Lebesque lemma that the second summand in the right-hand side of (3.6) approaches zero uniformly with respect to $x$. The same is true for the third term and thus we have

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} I_{1}=2^{n} \pi^{n-1} \int_{\mathbb{R}^{n}} \frac{q(y) d y}{|x-y|^{n-1}} \tag{3.7}
\end{equation*}
$$

Further, for the function $R(y, k, \theta)$ defined by (3.2) we have

$$
\begin{equation*}
R(y, k, \theta)=\mathbf{G}_{q}\left(q e^{i k(\theta, z)}\right) \tag{3.8}
\end{equation*}
$$

and hence for the integral $I_{2}$ we obtain the following presentation:

$$
\begin{align*}
& I_{2}=-k^{n-1} \int_{\mathbb{R}^{n}} q(y) d y \int_{S^{n-1}} e^{i k\left(\theta^{\prime}, x-y\right)} d \theta \mathbf{G}_{q}\left(q(z) \int_{S^{n-1}} e^{i k(\theta, z-x)} d \theta\right) \\
= & -k^{n-1}(2 \pi)^{n-1} \int_{\mathbb{R}^{n}} q(y) \frac{J_{\frac{n-2}{2}}(k|x-y|)}{(k|x-y|)^{\frac{n-2}{2}}} \mathbf{G}_{q}\left(q(z) \frac{J_{\frac{n-2}{2}}(k|z-x|)}{(k|x-z|)^{\frac{n-2}{2}}}\right) d y \\
= & (2 \pi)^{n} k \int_{\mathbb{R}^{n}} q_{1 / 2}(y) \frac{J_{\frac{n-2}{2}}(k|x-y|)}{(k|x-y|)^{\frac{n-2}{2}}}|q(y)|^{1 / 2} \mathbf{K}\left(|q(z)|^{1 / 2} \frac{J_{\frac{n-2}{2}}(k|z-x|)}{(|z-x|)^{\frac{n-2}{2}}} d y\right), \tag{3.9}
\end{align*}
$$

where $\mathbf{K}$ is the integral operator with the kernel (cf. (1.18)):

$$
K(x, y)=-|q(x)|^{1 / 2} G_{q}(x, y, k) q_{1 / 2}(y)
$$

From Proposition 1.4 and Hölder's inequality it follows that

$$
\left|I_{2}\right| \leq(2 \pi)^{n} k \int_{\mathbb{R}^{n}}|q(y)| \frac{J_{\frac{n-2}{2}}^{2}(k|x-y|)}{|x-y|^{n-2}} d y\|\mathbf{K}\|_{L^{2} \rightarrow L^{2}} \leq \frac{C}{|k|^{\alpha}}
$$

This proves the theorem.
Remark. It is easy to see that the result of Theorem 1.3 in the three-dimensional case can be applied to any potential $q(x)$ which satisfies the following conditions:

1. $q \in L_{\text {loc }}^{p}\left(\mathbb{R}^{3}\right)$ for some $p>3 / 2$;
2. $|q(x)| \leq \frac{C}{|x|^{2+\delta}}$ for $|x| \rightarrow+\infty$, where $\delta>0$ and fixed.

Corollary 3.1. Assume that the potential $q(x)$ satisfies the same assumptions as in Theorem 1.3. Then the following formula is true:

$$
\begin{equation*}
q(x)=\lim _{k \rightarrow+\infty} \frac{\Gamma\left(\frac{n-1}{2}\right) k^{n}}{2^{n+1} \pi^{\frac{3 n-1}{2}}} \int_{S^{n-1}} \int_{S^{n-1}} A\left(k, \theta^{\prime}, \theta\right)\left|\theta-\theta^{\prime}\right| e^{-i k\left(\theta-\theta^{\prime}, x\right)} d \theta d \theta^{\prime} . \tag{3.10}
\end{equation*}
$$

Proof. Denote the left-hand side of (1.14) by $f(x)$. Then the Fourier transform of $f$ is given by

$$
\begin{equation*}
\hat{f}(\xi)=2^{n} \pi^{n-1} \hat{q}(\xi) \int_{\mathbb{R}^{n}}|x|^{1-n} e^{i x \xi} d x \tag{3.11}
\end{equation*}
$$

Thus

$$
\begin{equation*}
q(x)=\frac{\Gamma\left(\frac{n-1}{2}\right)}{2^{n+1} \pi^{\frac{3 n-1}{2}}} \mathcal{F}^{-1}(|\xi| \hat{f}(\xi))(x) \tag{3.12}
\end{equation*}
$$

with $\mathcal{F}^{-1}$ the inverse Fourier transform. Further from (3.12) and (1.14) we get

$$
\begin{aligned}
q(x)= & \frac{\Gamma\left(\frac{n-1}{2}\right)}{2^{n+1} \pi^{\frac{3 n-1}{2}}} \lim _{k \rightarrow+\infty} k^{n-1} \int_{S^{n-1}} \int_{S^{n-1}} A\left(k, \theta^{\prime}, \theta\right) k\left|\theta-\theta^{\prime}\right| F^{-1}\left(\delta\left(\xi-k\left(\theta-\theta^{\prime}\right)\right)\right)(x) d \theta d \theta^{\prime} \\
& =\frac{\Gamma\left(\frac{n-1}{2}\right)}{2^{n+1} \pi^{\frac{3 n-1}{2}}} \lim _{k \rightarrow+\infty} k^{n} \int_{S^{n-1}} \int_{S^{n-1}} A\left(k, \theta^{\prime}, \theta\right)\left|\theta-\theta^{\prime}\right| e^{-i k\left(\theta-\theta^{\prime}, x\right)} d \theta d \theta^{\prime}
\end{aligned}
$$

Remark. A related theorem for measure potentials is proved in $[\mathrm{F}]$.

## 4. Appendix.

Proof of Lemma 2.4. From (2.20) it follows that the function $F(y, z)$ has the representation

$$
\begin{equation*}
F(y, z)=C_{n} \int_{k} \int_{\theta^{\prime}} \int_{\theta} e^{i k(\theta, z)-i k\left(\theta^{\prime}, y\right)} G_{k}^{+}(|z-y|)\left(|k|\left|\theta-\theta^{\prime}\right|\right)^{n-1} d k d \theta^{\prime} d \theta . \tag{4.1}
\end{equation*}
$$

For the $2 n$-dimensional Fourier transform of the function $F(y, z)$ we obtain

$$
\begin{align*}
& \hat{F}\left(\xi_{1}, \xi_{2}\right)  \tag{4.2}\\
& =\int_{\mathbb{R}} \int_{S^{n-1}} \int_{S^{n-1}}\left(|k|\left|\theta-\theta^{\prime}\right|\right)^{n-1} d k d \theta^{\prime} d \theta \int_{\mathbb{R}^{n}} e^{-i\left(k\left(\theta^{\prime}-\theta\right)+\xi_{1}+\xi_{2}, y\right)} d y \int_{\mathbb{R}^{n}} G_{k}^{+}(|s|) e^{-i\left(\xi_{2}-k \theta, s\right)} d s .
\end{align*}
$$

We approximate $\hat{F}$ by $\hat{F}_{\varepsilon}$ given by
$\hat{F}_{\varepsilon}\left(\xi_{1}, \xi_{2}\right)=\int_{k} \int_{\theta^{\prime}} \int_{\theta}\left(|k|\left|\theta-\theta^{\prime}\right|\right)^{n-1} d k d \theta^{\prime} d \theta \int_{\mathbb{R}^{n}} e^{-i\left(k\left(\theta^{\prime}-\theta\right)+\xi_{1}+\xi_{2}, y\right)} \frac{1}{\xi_{2}^{2}-2 k\left(\theta, \xi_{2}\right)-i \varepsilon} d y$.
Here we used the fact that

$$
\hat{G}_{k}^{+}(\eta)=\lim _{\varepsilon \rightarrow+0} \frac{1}{|\eta|^{2}-k^{2}-i \varepsilon}
$$

By (4.3) we have

$$
\begin{equation*}
\hat{F}_{\varepsilon}\left(\xi_{1}, \xi_{2}\right)=C_{n} \int_{S^{n-1}} \frac{g \theta^{\prime}}{f \theta^{\prime}-i \varepsilon g \theta^{\prime}} d \theta^{\prime} \tag{4.4}
\end{equation*}
$$

where $g=\xi_{1}+\xi_{2}$ and $f=\xi_{1}^{2}\left(\xi_{1}+\xi_{2}\right)-\xi_{1}\left|\xi_{1}+\xi_{2}\right|^{2}$. Suppose $T$ is the two-dimensional plane spanned by $f$ and $g$ (for $\xi_{1}$ and $\xi_{2}$ fixed):

$$
T=\operatorname{span}\{f, g\}
$$

We denote by $S^{1}$ the circle

$$
S^{1}=T \cap S^{n-1}
$$

Then we claim

$$
\begin{equation*}
\hat{F}_{\varepsilon}\left(\xi_{1}, \xi_{2}\right)=C_{n} \int_{S^{1}} \frac{g \omega}{f \omega-i \varepsilon g \omega} d \omega \tag{4.5}
\end{equation*}
$$

where the constant $C_{n}$ depends only on $n$ and not on $\xi_{1}$ and $\xi_{2}$. To prove (4.5) we introduce the usual $n$-dimensional polar coordinates $(n \geq 3)$ :

$$
\begin{aligned}
& \left\{\begin{array}{l}
x_{1}=\rho \cos \phi_{1} \\
x_{2}=\rho \sin \phi_{1} \cos \phi_{2} \\
\cdots \\
x_{n}
\end{array}=\rho \sin \phi_{1} \sin \phi_{2} \cdots \sin \phi_{n-1},\right. \\
& \left|\frac{\partial x}{\partial \phi}\right|=\rho^{n-1} \sin ^{n-2} \phi_{1} \cdots \sin \phi_{n-2}
\end{aligned}
$$

where we have chosen the coordinate system so that $x_{1}$ and $x_{2}$ span the plane $T$. Of course, this is not the original coordinate system but we use it only to prove (4.5) from (4.4).

Clearly, from (4.4) we get for any $\Phi$

$$
\begin{equation*}
\int_{S^{n-1}} \Phi\left(x_{1}, x_{2}\right) d \theta=C \int_{0}^{\pi} \int_{0}^{2 \pi} \Phi\left(\cos \phi_{1}, \sin \phi_{1} \cos \phi_{2}\right) \sin ^{n-2} \phi_{1} \sin ^{n-3} \phi_{2} d \phi_{2} d \phi_{1} \tag{4.6}
\end{equation*}
$$

where again $n \geq 3$. From $x_{1}=\cos \phi_{1}, x_{2}=\sin \phi_{1} \cos \phi_{2}$ we get

$$
\left|\frac{\partial x}{\partial \phi}\right|=\left|\begin{array}{cc}
-\sin \phi_{1} & 0 \\
\cos \phi_{1} \cos \phi_{2} & -\sin \phi_{1} \sin \phi_{2}
\end{array}\right|=\sin ^{2} \phi_{1} \sin \phi_{2}
$$

Further, note that

$$
x_{1}^{2}=1-\sin ^{2} \phi_{1}, x_{2}^{2}=\sin ^{2} \phi_{1}\left(1-\sin ^{2} \phi_{2}\right)
$$

or

$$
\sin ^{2} \phi_{1} \sin ^{2} \phi_{2}=-x_{2}^{2}+\sin ^{2} \phi_{1}=1-x_{1}^{2}-x_{2}^{2}=1-|x|^{2}
$$

This together with (4.4) and (4.6) yield

$$
\begin{equation*}
\hat{F}_{\varepsilon}\left(\xi_{1}, \xi_{2}\right)=C \int_{D} \frac{g x}{f x-i \varepsilon g x}\left(1-|x|^{2}\right)^{\frac{n-4}{2}} d x \tag{4.7}
\end{equation*}
$$

where $D$ is the unit disc on $T$. Introducing polar coordinates on $D$, we get

$$
\begin{equation*}
\hat{F}_{\varepsilon}\left(\xi_{1}, \xi_{2}\right)=C \int_{0}^{1} \int_{S^{1}} \frac{g \omega}{f \omega-i \varepsilon g \omega} r\left(1-r^{2}\right)^{\frac{n-4}{2}} d r d \omega \tag{4.8}
\end{equation*}
$$

which proves (4.5).
As in the proof of Lemma 3.5 in [PSS] we obtain, after a straightforward calculation,

$$
\begin{equation*}
\hat{F}\left(\xi_{1}, \xi_{2}\right)=C_{n} \frac{\phi\left(\hat{\xi}_{1}, \hat{\xi}_{2}\right)}{\left|\xi_{1}\right|\left|\xi_{2}\right|} \tag{4.9}
\end{equation*}
$$

where $\hat{\xi}_{i}=\left|\xi_{i}\right| /\left|\xi_{i}\right|, i=1,2$ and

$$
\begin{equation*}
\phi\left(\theta, \theta^{\prime}\right)=\left(\theta, \theta^{\prime}\right)+i \sqrt{1-\left(\theta, \theta^{\prime}\right)}=e^{i \alpha} \tag{4.10}
\end{equation*}
$$

Here $\alpha$ is the angle between $\theta$ and $\theta^{\prime}$.
We introduce Riesz potential $I^{-1}$ and Riesz transform $R$ [St] defined as

$$
I^{-1} f(x)=\mathcal{F}^{-1}\left(\frac{1}{|\xi|} \hat{f}(\xi)\right)(x)
$$

and

$$
R f(x)=\mathcal{F}^{-1}(\hat{\xi} \hat{f}(\xi))(x)
$$

Next we claim that

$$
\begin{equation*}
I^{-1}: L_{\sigma}^{s}\left(\mathbb{R}^{n}\right) \rightarrow W_{s}^{1}\left(\mathbb{R}^{n}\right) \tag{4.11}
\end{equation*}
$$

for $\sigma>1+n / s$ and $s>2 n$. To see this we first observe that $D_{j} I^{-1}=R_{j}$ is bounded in $L^{s}$ for every $1<s<\infty$ [St]. Hence we only need to show

$$
\begin{equation*}
I^{-1}: L_{\sigma}^{s}\left(\mathbb{R}^{n}\right) \rightarrow L^{s}\left(\mathbb{R}^{n}\right) \tag{4.12}
\end{equation*}
$$

for $2 \leq s \leq \infty$. But $f$ belongs to $L_{\sigma}^{2}$ if and only if $\hat{f}$ belongs to $H^{\sigma}$. Thus $\hat{f}(\xi) /|\xi|$ is integrable at the origin and (4.12) holds for $s=2$. Since for $f \in L_{\sigma}^{\infty}, \sigma>1$,

$$
\left|I^{-1} f(x)\right|=\left|C_{n} \int \frac{1}{|x-y|^{n-1}} f(y) d y\right| \leq C_{n} \int \frac{1}{|x-y|^{n-1}}(1+|y|)^{-\sigma} d y,
$$

the claim holds for $s=\infty$, too. The case of a general $2 \leq s \leq \infty$ follows now by interpolation [T].

We write

$$
\begin{equation*}
q_{1}(x)=C_{n} \int e^{i\left(x, \xi_{1}+\xi_{2}\right)} \phi\left(\hat{\xi}_{1}, \hat{\xi}_{2}\right) \hat{h}\left(\xi_{1}\right) \hat{h}\left(\xi_{2}\right) d \xi_{1} d \xi_{2}, \tag{4.13}
\end{equation*}
$$

where $h=I^{-1} q$. By using binomial series for the square root in (4.10) we obtain

$$
q_{1}(x)=C_{n}\left((R h)^{2}+i \sum_{k=0}^{\infty}\binom{1 / 2}{k} \int e^{i\left(x, \xi_{1}+\xi_{2}\right)}\left(\hat{\xi}_{1}, \hat{\xi}_{2}\right)^{2 k} \hat{h}\left(\xi_{1}\right) \hat{h}\left(\xi_{2}\right) d \xi_{1} d \xi_{2}\right) .
$$

Since the components $R_{j}$ of $R$ are bounded also in $W_{s}^{1}[\mathrm{St}]$ and $W_{s}^{1}$ is a multiplication algebra, i.e., $W_{s}^{1} \cdot W_{s}^{1} \subset W_{s}^{1}$ for $s>n[\mathrm{~T}]$, we obtain for $\|h\|_{W_{s}^{1}}<1 / 2 n$ that $q_{1}$ belongs to $W_{s}^{1}$ and that

$$
\begin{equation*}
\left\|q_{1}(x)\right\|_{W_{s}^{1}} \leq C_{n}\left(\|h\|_{W_{s}^{1}}^{2}+\sum_{k=0}^{\infty}\binom{1 / 2}{k} n^{2 k}\|h\|_{W_{s}^{1}}^{2}\right) \leq C_{n}\|h\|_{W_{s}^{1}}^{2} . \tag{4.14}
\end{equation*}
$$

By the bilinearity of (4.13) the inequality (4.14) holds also without assuming that $\|h\|_{W_{s}^{1}}$ is small. The lemma is thus proved.

As a corollary we obtain for less singular potentials that $q-q_{B}$ is, indeed, Hölder continuous.

Corollary 4.1. Assume that $q(x)$ belongs to $L_{\sigma}^{s}\left(\mathbb{R}^{n}\right)$ for $s>3 n$ and $\sigma>1+\frac{n}{s}$. Then $q-q_{B} \in C^{\alpha}$ for $0<\alpha<1-3 n / s$.

Proof. By Sobolev embedding $W^{1} \hookrightarrow C^{\alpha}$ for $1-n / s>\alpha$. As shown in the proof of Theorem 1.2, $q-q_{B}-q_{1} \in H^{t}, t<1+n / 2-3 n / s$. On the other hand, $q_{1} \in W_{s}^{1}$ and $H^{t} \hookrightarrow C^{\alpha}$ for $t>\alpha+n / 2$.

Finally we remark that the statement in Theorem 2.2 in [PSS] is not correct and should be replaced by Lemma 2.4 of the present article.
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# RADIAL SYMMETRY AND DECAY RATE OF VARIATIONAL GROUND STATES IN THE ZERO MASS CASE* 
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#### Abstract

P.-L. Lions raised the question whether variational ground state solutions of the semilinear Dirichlet problem $$
\begin{aligned} -\Delta w & =f(w) \text { in } \mathbb{R}^{n} \\ w(x) & \rightarrow 0 \text { as }|x| \rightarrow \infty \end{aligned}
$$ are radial with constant sign. We consider the zero mass case $f(0)=f^{\prime}(0)=0$ without regularity assumptions for the nonlinearity. The celebrated symmetry result of Gidas, Ni, and Nirenberg and its refinements do not apply. Nevertheless we give an affirmative answer to the question of Lions. We prove that every variational ground state is either strictly positive or strictly negative. For positive nonlinearities positive solutions are radially symmetric with respect to some point and strictly decreasing in radial direction. For general nonlinearities we show that the same is true outside a compact set. This is a consequence of our main result, the second-order decay estimate


$$
w(r)=c r^{2-n}\left(1+O\left(r^{-2}\right)\right) \text { in the } C^{1} \text {-sense. }
$$

In addition we obtain an integral representation for the constant $c$.
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1. Introduction. In this paper we derive exact decay estimates for variational ground state solutions of the semilinear Dirichlet problem

$$
\begin{align*}
& -\Delta w=\lambda f(w) \text { in } \mathbb{R}^{n}  \tag{1.1}\\
& w(x) \rightarrow 0 \text { as }|x| \rightarrow \infty
\end{align*}
$$

We restrict our attention to the zero mass case $f(0)=0, f^{\prime}(0)=0$. Variational ground state solutions are obtained by solving the variational problem for the generalized Sobolev constant

$$
S^{F}:=\sup \left\{\int_{\mathbb{R}^{n}} F(u): u \in D^{1,2}\left(\mathbb{R}^{n}\right),\|\nabla u\|_{2} \leq 1\right\}
$$

with $F^{\prime}=f$. A variational ground state thus satisfies

$$
\|\nabla w\|_{2}=1, \quad \int_{\mathbb{R}^{n}} F(w)=S^{F}
$$

Lions [11, Remark II.6] raised the question whether for nonsymmetric integrands variational ground states are radial with constant sign. For $f \in C^{1, \alpha}$ with $f(0)=0$ and $f^{\prime}(0)<0$, symmetry of positive solutions follows from the result of Gidas, Ni ,

[^45]and Nirenberg [7]. Symmetry for Lipschitz continuous nonlinearities is due to Kaper, Kwong, and $\mathrm{Li}[8]$. In section 2 (Lemma 2) we answer Lions' question for the zero mass case. Our symmetry result is obtained as a consequence of the second-order decay estimates of section 4 in combination with a result of Brothers and Ziemer [1]. Due to our variational technique no regularity is needed for the nonlinearity besides a mild growth condition for its antiderivative. The precise hypotheses are as follows:
(F) The integrand $F$ satisfies the growth condition $0 \leq F(t) \leq c|t|^{2^{*}}$ for some constant $c$. It is upper semicontinuous and $F \not \equiv 0$ in the $L^{1}$ sense.

For smooth integrands every variational ground state is a solution of the EulerLagrange equation (1.1). The value of the Lagrange multiplier can be obtained as follows. The scaling $u^{s}(x):=u(x / s)$ with $s:=\|\nabla u\|_{2}^{-\frac{2}{n-2}}$ leads to $\left\|\nabla u^{s}\right\|_{2}=1$ and

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} F\left(u^{s}\right)=\left\|\nabla u^{s}\right\|_{2}^{-2^{*}} \int_{\mathbb{R}^{n}} F(u) \tag{1.2}
\end{equation*}
$$

Thus variational ground states are critical points of the functional

$$
\begin{equation*}
J(u):=\frac{\int_{\mathbb{R}^{n}} F(u)}{\|\nabla u\|_{2}^{2^{*}}} \tag{1.3}
\end{equation*}
$$

defined on $D^{1,2}\left(\mathbb{R}^{n}\right) \backslash\{0\}$. The gradient of this functional is

$$
\begin{aligned}
J^{\prime}(w) \phi & =\left.\frac{d}{d t} J(w+t \phi)\right|_{t=0} \\
& =\left.\frac{d}{d t}\left(\int_{\mathbb{R}^{n}} F(w+t \phi)-S^{F} \frac{2^{*}}{2} \int_{\mathbb{R}^{n}}|\nabla(w+t \phi)|^{2}\right)\right|_{t=0} \\
& =\int_{\mathbb{R}^{n}} f(w) \phi-2^{*} S^{F} \int_{\mathbb{R}^{n}} \nabla w \cdot \nabla \phi
\end{aligned}
$$

by normalization of $w$ and $\int_{\mathbb{R}^{n}} F(w)=S^{F}$. Hence

$$
\begin{equation*}
\lambda=\frac{1}{2^{*} S^{F}} \tag{1.4}
\end{equation*}
$$

Existence of variational ground states has been discussed in [4]. Uniqueness of radial ground states is an unsolved problem. Most results available deal with the positive mass case $f^{\prime}(0)<0$ or require a similar condition leading to exponential decay at infinity. Results of this type have been obtained by many authors including Kwong [9], Kwong and Zhang [10], Chen and Lin [2], and Yanagida [13]. The most general uniqueness results (together with an up-to-date survey of the literature) are due to Franchi, Lanconelli, and Serrin [5]. They consider general divergence operators of the form $\operatorname{div}(A(|\nabla u|) \nabla u)$ including the $p$-Laplacian and the mean curvature operator.
2. Symmetry. In the following $u^{*}$ denotes the Schwarz symmetrization or decreasing rearrangement of a positive function $u$. It is well known that $\left\|\nabla u^{*}\right\|_{2} \leq$ $\|\nabla u\|_{2}$ and $\int_{\mathbb{R}^{n}} F\left(u^{*}\right)=\int_{\mathbb{R}^{n}} F(u)$. If $w$ is a variational ground state then so is $w^{*}$ as follows from (1.2). This reduces the computation of the generalized Sobolev constant to a one-dimensional problem. Our symmetry result is based on the following lemma of Brothers and Ziemer and the strict decay property of radial extremals (Theorem 5).

LEMMA 1 (Brothers and Ziemer [1]). If a positive function $u \in D^{1,2}\left(\mathbb{R}^{n}\right)$ satisfies $\left\|\nabla u^{*}\right\|_{2}=\|\nabla u\|_{2}$ then $u=u^{*}$ up to translation or $u$ has a plateau of positive volume which is below the top level.

LEMMA 2 (basic properties of variational ground states). Assume (F) and let $w$ be an extremal for $S^{F}$. Then:

1. Either $w \geq 0$ or $w \leq 0$.
2. There is a ball $B_{x_{0}}^{r_{0}}$ (we assume $x_{0}=0$ ) such that $w=w^{*}$ outside this ball. If we suppose for normalization that $w \geq 0$ then the function $r \mapsto w(r)$ is strictly decreasing on $\left(r_{0}, \infty\right)$. In particular $w>0$ in $\mathbb{R}^{n}$.
Proof.
3. If $w$ changes sign we split $w=w_{+}+w_{-}$and we have $\left\|\nabla w_{ \pm}\right\|_{2}<1, S_{ \pm}:=$ $\int_{\mathbb{R}^{n}} F\left(w_{ \pm}\right)<S^{F}$. Both functions belong to $D^{1,2}\left(\mathbb{R}^{n}\right)$. Normalization by means of (1.2) leads to the contradiction

$$
\begin{aligned}
S^{F} & =S_{+}+S_{-}=\left\|\nabla w_{+}\right\|_{2}^{2^{*}} \int_{\mathbb{R}^{n}} F\left(w_{+}^{s_{+}}\right)+\left\|\nabla w_{-}\right\|_{2}^{2^{*}} \int_{\mathbb{R}^{n}} F\left(w_{-}^{s_{-}}\right) \\
& \leq S^{F}\left(\left(\int_{\mathbb{R}^{n}}\left|\nabla w_{+}\right|^{2}\right)^{\frac{n}{n-2}}+\left(\int_{\mathbb{R}^{n}}\left|\nabla w_{-}\right|^{2}\right)^{\frac{n}{n-2}}\right)<S^{F}
\end{aligned}
$$

by definition of the generalized Sobolev constant and strict convexity of the function $t \mapsto t^{\frac{n}{n-2}}$ on $\mathbb{R}^{+}$. Thus $w \geq 0$ or $w \leq 0$.
2. By Theorem 5 below the symmetrized function $w^{*}$ is strictly decreasing outside some ball $B_{0}^{r_{0}}$. We show that after translation $w=w^{*}$ in $\mathbb{R}^{n} \backslash B_{0}^{r_{0}}$. Assume the contrary. Then by Lemma 1 the function $w^{*}$ has a doubly connected plateau $B_{0}^{R} \backslash B_{0}^{r}$ with $r>r_{0}$ in contradiction to the fact that $w^{*}$ is strictly decreasing outside $B_{0}^{r_{0}}$.
3. Euler-Lagrange equation corresponding to variations of the independent variable. Our integrands may be discontinuous. Hence we cannot use (1.1). Instead we use the Euler-Lagrange equation corresponding to variations of the independent variable.

If $w$ is a radial function we write $r:=|x|$ and $w(r):=w(|x|)$. The jump $[g(r)]$ denotes the difference of right and left limit of a function $g$ at the point $r$. Moreover, $w^{\prime}(r)$ denotes an arbitrary element of the subdifferential of $w$ at $r$. The tensor product of two $1 \times n$-matrices $a \otimes b=a^{T} b$ is an $n \times n$-matrix. The scalar product of $n \times n$ matrices is defined by $A: B=\operatorname{Tr}\left(A^{T} B\right)$.

Lemma 3. Every extremal for $S^{F}$ satisfies

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}\left(2 \nabla w \otimes \nabla w-|\nabla w|^{2} \mathrm{I} d+2 \lambda F(w) \mathrm{I} d\right): D \eta=0 \tag{3.1}
\end{equation*}
$$

for every test function $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ with $\lambda$ as in (1.4). If $w$ is a radial extremal for $S^{F}$ then

$$
\begin{equation*}
\int_{0}^{\infty} r^{n}\left(\left|w^{\prime}\right|^{2}+2 \lambda F(w)\right) \psi^{\prime}-r^{n-1}\left((n-2)\left|w^{\prime}\right|^{2}-2 n \lambda F(w)\right) \psi=0 \tag{3.2}
\end{equation*}
$$

for every $\psi \in C_{c}^{\infty}\left(\mathbb{R}^{+}\right)$. In particular the jump condition $\left[\left|w^{\prime}\right|^{2}\right]=-2 \lambda[F(w)]$ holds at the discontinuities of $F$.

Proof. Consider the variations

$$
\phi_{t}(x):=x+t \eta(x), \quad w_{t}:=w \circ \phi_{t}^{-1}
$$

of the independent variable. Then

$$
\begin{aligned}
\left.\frac{d}{d t} \int_{\mathbb{R}^{n}} F\left(w_{t}\right)\right|_{t=0} & =\left.\frac{d}{d t} \int_{\mathbb{R}^{n}} F(w) \operatorname{det} D \phi_{t}\right|_{t=0} \\
& =\int_{\mathbb{R}^{n}} F(w) \operatorname{div} \eta=\int_{\mathbb{R}^{n}} F(w) \mathrm{I} d: D \eta
\end{aligned}
$$

Similarly

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}\left|\nabla w_{t}\right|^{2} & =\int_{\mathbb{R}^{n}}\left|\nabla w\left(D \phi_{t}\right)^{-1}\right|^{2} \operatorname{det} D \phi_{t} \\
\left.\frac{d}{d t} \int_{\mathbb{R}^{n}}\left|\nabla w_{t}\right|^{2}\right|_{t=0} & =\int_{\mathbb{R}^{n}}|\nabla w|^{2} \mathrm{I} d: D \eta-2 \int_{\mathbb{R}^{n}} \nabla w \otimes \nabla w: D \eta
\end{aligned}
$$

Since $w$ is a maximizer of the functional $J$ defined in (1.3) we have

$$
0=\left.\frac{d}{d t} J\left(w_{t}\right)\right|_{t=0}=\left.\frac{d}{d t}\left(\int_{\mathbb{R}^{n}} F\left(w_{t}\right)-\frac{n}{n-2} S^{F} \int_{\mathbb{R}^{n}}\left|\nabla w_{t}\right|^{2}\right)\right|_{t=0}
$$

Inserting the above expressions for the variation of the individual terms yields (3.1). In the radial case set $\eta(x)=\psi(r) x$.

For smooth integrands (3.2) is equivalent to

$$
w^{\prime \prime}+\frac{n-1}{r} w^{\prime}+\lambda f(w)=0
$$

i.e., to (1.1) at all points where $w^{\prime}$ is defined and nonzero. A similar identity leading to the same jump condition has been proposed by Franchi, Lanconelli, and Serrin [5, p. 179]. In our terms it assumes the form

$$
\left(r\left(\left|w^{\prime}\right|^{2}+2 \lambda F(w)\right)^{\frac{1}{2(n-1)}}\right)^{\prime}=2\left(\left|w^{\prime}\right|^{2}+2 \lambda F(w)\right)^{-\frac{2 n-3}{2(n-1)}} F(w)
$$

Equation (3.2) is the radial component of

$$
\operatorname{div}\left(|\nabla w|^{2} x+2 \lambda F(w) x\right)+(n-2)\left|w^{\prime}\right|^{2}-2 n \lambda F(w)=0
$$

in the sense of distributions. Integration over $\mathbb{R}^{n}$ yields a special case of the Pohozaev identity, namely

$$
\int_{\mathbb{R}^{n}}|\nabla w|^{2}=2^{*} \lambda \int_{\mathbb{R}^{n}} F(w)
$$

This is the same as (1.4).
4. Decay estimates. Every radial $D^{1,2}$ function decays at least like $r^{-\frac{n-2}{2}}$ (Strauss [12]). We will see that variational ground states decay faster. In most applications $F$ is nondecreasing on $\mathbb{R}^{+}$and nonincreasing on $\mathbb{R}^{-}$corresponding to $f \geq 0$ on $\mathbb{R}^{+}$and $f \leq 0$ on $\mathbb{R}^{-}$, respectively. In this case every positive extremal is superharmonic in the sense of distributions. This can be seen as follows. For every positive test function $\phi$ and $t \geq 0$ we have $\int_{\mathbb{R}^{n}} F(w+t \phi) \geq \int_{\mathbb{R}^{n}} F(w)$ and therefore $\int_{\mathbb{R}^{n}}|\nabla(w+t \phi)|^{2} \geq \int_{\mathbb{R}^{n}}|\nabla w|^{2}$ by definition of the generalized Sobolev constant. This
implies $\int_{\mathbb{R}^{n}} \nabla w \cdot \nabla \phi \geq 0$. On every subdomain a superharmonic function is pointwise bigger or equal to the harmonic function with the same boundary values. The properties listed below are consequences of this fact. Let

$$
K(r):=\frac{1}{(n-2)\left|S^{n-1}\right| r^{n-2}}
$$

denote the fundamental singularity of the Laplacian.
LEMMA 4 (monotone integrands). Assume (F) and let $w$ be a positive extremal for $S^{F}$. If $F$ is nondecreasing on $\mathbb{R}^{+}$then:

1. After translation $w=w^{*}$. We can assume that $w$ is radial with respect to the origin.
2. The function $r \mapsto w(r)$ is strictly decreasing on $\{w<w(0)\}$.
3. The function $r \mapsto w(r) / K(r)$ is nondecreasing on $\mathbb{R}^{+}$.
4. The function $r \mapsto w^{\prime}(r) / K^{\prime}(r)$ is nondecreasing on $\mathbb{R}^{+}$. In particular every kink satisfies $\left[w^{\prime}\right] \leq 0$.
5. The limit

$$
w_{\infty}:=\lim _{r \rightarrow \infty} \frac{w(r)}{K(r)}=\lim _{r \rightarrow \infty} \frac{w^{\prime}(r)}{K^{\prime}(r)}
$$

exists and $w_{\infty}>0$. In particular $w(r) \leq w_{\infty} r^{2-n}$ and $F(w(r)) \leq c r^{-2 n}$.
Proof. The symmetrized function $w^{*}$ is also extremal. By weak superharmonicity of $w^{*}$ outside the ball $B_{0}^{r}$ we have

$$
w^{*}(R) \geq \frac{w^{*}(r)}{K(r)} K(R)
$$

for every $R \geq r$. In particular $w^{*}$ is strictly decreasing below the top level and strictly positive. Lemma 1 implies $w=w^{*}$ up to translation. The above inequality also shows $w^{\prime} / K^{\prime} \geq w / K$. Weak superharmonicity of $w$ implies that for every triple $r \leq s \leq R$ we have

$$
w(s) \geq w(R)+\frac{K(s)-K(R)}{K(r)-K(R)}(w(r)-w(R))
$$

Therefore

$$
w^{\prime}(r) \geq K^{\prime}(r) \frac{w(r)-w(R)}{K(r)-K(R)}, \quad w^{\prime}(R) \quad \leq \quad K^{\prime}(R) \frac{w(r)-w(R)}{K(r)-K(R)}
$$

which implies $w^{\prime}(r) / K^{\prime}(r) \leq w^{\prime}(R) / K^{\prime}(R)$. Thus the limit $w_{\infty}$ exists in $(0, \infty]$. We are left to show that it is finite. This is trivial if $F=0$ near 0 . For general integrands we refer to Theorem 5. Also the last claim follows from weak superharmonicity of $w$. For every triple $r \leq s \leq R$ we have

$$
w(s) \geq w(R)+\frac{K(s)-K(R)}{K(r)-K(R)}(w(r)-w(R))
$$

Therefore

$$
w^{\prime}(r) \geq K^{\prime}(r) \frac{w(r)-w(R)}{K(r)-K(R)}, \quad w^{\prime}(R) \quad \leq \quad K^{\prime}(R) \frac{w(r)-w(R)}{K(r)-K(R)}
$$

Thus $w^{\prime}(r) / K^{\prime}(r) \leq w^{\prime}(R) / K^{\prime}(R)$.

The proof of our decay estimates involves an iteration technique that is common in elliptic regularity theory (see, e.g., Giaquinta [6, Chapter III, Lemma 2.1]).

THEOREM 5 (decay rate of variational ground states). Assume ( F ) and let $w=w^{*}$ be a positive radial extremal for $S^{F}$. Then

$$
\left.\begin{array}{rl}
w_{\infty} K(r)\left(1-O\left(r^{-2}\right)\right) & \leq w(r)
\end{array}\right) \leq w_{\infty} K(r), ~=w_{\infty} K^{\prime}(r)\left(1-O\left(r^{-2}\right)\right) \text { } \begin{aligned}
w_{\infty} K^{\prime}(r) & \leq w^{\prime}(r)
\end{aligned}
$$

for $r \rightarrow \infty$, where

$$
w_{\infty}^{2}=\frac{2(n-1)}{n S^{F}} \int_{\mathbb{R}^{n}} \frac{F(w)}{K(|\cdot|)}
$$

In particular $w^{\prime}(r)<0$ for $r>r_{0}$ with some $r_{0} \geq 0, w(r) \leq c r^{2-n}, F(w(r)) \leq c r^{-2 n}$, and

$$
\int_{\mathbb{R}^{n} \backslash B_{0}^{R}}|\nabla w|^{2} \leq c R^{2-n}, \quad \int_{\mathbb{R}^{n} \backslash B_{0}^{R}} F(w) \leq c R^{-n}
$$

for every $R>0$. The error terms depend only on the constant in the growth condition (F).

Proof. With $\psi(r)=r^{n-2} \eta(r)$ equation (3.2) assumes the form

$$
\int_{0}^{\infty} r^{2(n-1)}\left(\left|w^{\prime}\right|^{2}+2 \lambda F(w)\right) \eta^{\prime}+2(n-1) r^{2 n-3} 2 \lambda F(w) \eta=0
$$

In terms of the auxiliary functions

$$
\begin{aligned}
a(r) & :=r^{n}\left(\left|w^{\prime}(r)\right|^{2}+2 \lambda F(w(r))\right) \\
b(r) & :=r^{n} 2 \lambda F(w(r))
\end{aligned}
$$

this can be written as

$$
\begin{equation*}
\left(r^{n-2} a(r)\right)^{\prime}=2(n-1) r^{n-3} b(r) \tag{4.1}
\end{equation*}
$$

or

$$
a^{\prime}(r)=r^{n-1}\left(2 n \lambda F(w)-(n-2)\left|w^{\prime}\right|^{2}\right)
$$

in the sense of distributions. The right-hand side is in $L^{1}\left(\mathbb{R}^{+}\right)$. Thus $\lim _{r \rightarrow \infty} a(r)$ exists. Together with

$$
\int_{0}^{\infty} \frac{a(r)}{r}=\int_{0}^{\infty} r^{n-1}\left(\left|w^{\prime}\right|^{2}+2 \lambda F(w)\right)<\infty
$$

this shows that $\lim _{r \rightarrow \infty} a(R)=0$. Also the decreasing envelope of $a$,

$$
A(r):=\sup _{R \geq r} a(R)
$$

tends to 0 . In terms of this function we can estimate

$$
w(r)=\int_{\infty}^{r} w^{\prime} \leq \int_{r}^{\infty}\left(\frac{a(R)}{R^{n}}\right)^{\frac{1}{2}} \leq c A^{\frac{1}{2}}(r) r^{-\frac{n-2}{2}}
$$

and therefore

$$
\begin{equation*}
b(r) \leq c r^{n} w^{2^{*}} \leq c A^{\frac{n}{n-2}}(r) \tag{4.2}
\end{equation*}
$$

by ( F ). Integration of (4.1) over the interval $(r, R)$ yields

$$
a(R)-\left(\frac{r}{R}\right)^{n-2} a(r) \leq c\left(1-\left(\frac{r}{R}\right)^{n-2}\right) A^{\frac{n}{n-2}}(r) \leq c A^{\frac{n}{n-2}}(r) .
$$

Since the larger radius appears in the denominator we can take the supremum over all $R^{\prime} \geq R$ to obtain

$$
\begin{equation*}
A(R) \leq\left(\left(\frac{r}{R}\right)^{n-2}+A^{\frac{2}{n-2}}(r)\right) A(r) \text { for every } R>r>0 \tag{4.3}
\end{equation*}
$$

Fix $\beta \in\left(\frac{n-2}{n}(n-2), n-2\right)$ and choose $r$ such that

$$
A(r)^{\frac{2}{n-2}} \leq 2^{-\beta}-2^{-(n-2)} .
$$

This is possible because $A(r) \rightarrow 0$ as $r \rightarrow \infty$. Iterated application of (4.3) with $R=2 r$ and monotonicity of $A$ yields

$$
A(r) \leq c r^{-\beta}, \quad b(r) \leq c r^{-\frac{\beta n}{n-2}}
$$

for every $r$ by (4.2). Since $\frac{\beta n}{n-2}>n-2$, the right-hand side of (4.1) is integrable. In particular $a(r) \leq c r^{2-n}$. Another application of (4.2) yields

$$
b(r) \leq c r^{-n}, \quad F(w(r)) \leq c r^{-2 n}
$$

and $r^{n-3} b(r) \rightarrow 0$ as $r \rightarrow \infty$. Integration of (4.1) together with $a(0)=0$ yields

$$
\begin{aligned}
& r^{2(n-1)}\left(\left|w^{\prime}\right|^{2}+2 \lambda F(w)\right) \leq c_{1}^{2} \text { with } \\
& c_{1}^{2}:=2(n-1) \int_{0}^{\infty} r^{2 n-3} 2 \lambda F(w(r))=\frac{4(n-1) \lambda}{\left|S^{n-1}\right|} \int_{\mathbb{R}^{n}}|x|^{n-2} F(w)
\end{aligned}
$$

for every $r$ with equality at infinity. Thus, in view of (1.4),

$$
\begin{aligned}
\left|w^{\prime}(r)\right| & \leq c_{1} r^{1-n}=w_{\infty}\left|K^{\prime}(r)\right|, \\
w(r) & \leq \int_{r}^{\infty}\left|w^{\prime}\right| \leq \frac{c_{1}}{(n-2) r^{n-2}}=w_{\infty} K(r)
\end{aligned}
$$

by integration. Again by (4.1)

$$
\begin{aligned}
R^{2(n-1)}\left(\left|w^{\prime}\right|^{2}+2 \lambda F(w)\right) & =c_{1}^{2}-2(n-1) \int_{R}^{\infty} r^{n-3} b(r) \\
& =c_{1}^{2}-O\left(R^{-2}\right)
\end{aligned}
$$

since $b(r) \leq c r^{-n}$. Together with $F(w(r)) \leq c r^{-2 n}$ we obtain

$$
w^{\prime}(r)=w_{\infty} K^{\prime}(r)\left(1+O\left(r^{-2}\right)\right)
$$

and the lower bound for $w$.

The approximation formulas of Theorem 5 are second-order accurate. This is best possible as can be seen from the variational ground state

$$
w(r)=\frac{c}{\left(1+r^{2}\right)^{\frac{n-2}{2}}}=w_{\infty} K(r)\left(1+O\left(r^{-2}\right)\right)
$$

for the critical power $F(t)=|t|^{2^{*}}$. For $0 \leq f(t) \leq t^{p}$ with $p>\frac{n+2}{n-2}$, Egnell [3, Proposition C] found

$$
w_{\infty}=\lambda \int_{\mathbb{R}^{n}} f(w)
$$

Formally this follows by integration of (1.1) over a large ball.
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#### Abstract

This paper considers explicit upper bounds in $L_{\infty}$ on the solution operator of a class of second-order parabolic Dirichlet problems defined in $(-1,1)^{N}$. The elliptic part of the operator $L$ is given by $$
L u=-\sum_{i=1}^{N} a_{i}(x, t) \frac{\partial^{2} u}{\partial x_{i}^{2}}+\sum_{i=1}^{N} b_{i}(x, t) \frac{\partial u}{\partial x_{i}}
$$ where $a_{i} \geq d_{i}>0,\left|b_{i}\right| \leq M_{i}, i=1, \ldots, N$, uniformly across the domain. Symmetry and the maximum principle are used to identify those coefficients, obeying these bounds, which result in the largest possible value for the norm of the solution operator in $L_{\infty}$. The norm of this optimal case is found in terms of $\left(d_{i}\right)$ and $\left(M_{i}\right)$ and a family of constant coefficient problems in one space dimension. This representation is made quantitatively explicit by Laplace transform evaluation of the one-dimensional problems.

Similar sharp quantitative estimates on the resolvent $\left\|(\lambda I+L)^{-1}\right\|_{\infty}, \lambda \geq 0$, are obtained in $(-1,1)^{N}$ as a corollary of the parabolic results. For comparison, a related, but direct, technique is used to derive optimal bounds on the resolvent of a slightly more general class of elliptic operators defined on the unit ball in $\mathbb{R}^{N}$.
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1. Introduction. Our objective in this paper is to obtain explicit sharp $L_{\infty}$ estimates for a class of elliptic and parabolic operators, defined on a bounded subdomain of $\mathbb{R}^{N}$ with Dirichlet boundary conditions. Elsewhere, we consider $L_{1}$ bounds in bounded domains and in $\mathbb{R}^{N}[8,9]$. Such quantitative estimates are of use in the applied analysis of numerical algorithms, control systems, and biological models. Thus, our motivation differs from that of Agmon, Douglis, and Nirenberg [2] and Stewart [13], whose far more general estimates are of a qualitative nature.

On the domain $\Omega=(-1,1)^{N}$, we investigate the parabolic equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+L u \equiv \frac{\partial u}{\partial t}-\sum_{i=1}^{N} a_{i}(x, t) \frac{\partial^{2} u}{\partial x_{i}^{2}}+\sum_{i=1}^{N} b_{i}(x, t) \frac{\partial u}{\partial x_{i}}, \quad(x, t) \in \Omega \times(0, \infty) \tag{1.1}
\end{equation*}
$$

subject to the Dirichlet boundary conditions

$$
u(x, t)=0 \quad \text { for }(x, t) \in \partial \Omega \times(0, \infty)
$$

with initial data $u_{0}$ taken to be in $L_{\infty}(\Omega)$.
It is assumed that $a_{i} \in C(\bar{\Omega} \times[0, \infty))$ satisfies

$$
\begin{equation*}
\inf _{(x, t) \in \Omega \times[0, \infty)} a_{i}(x, t) \geq d_{i}>0 \tag{1.2}
\end{equation*}
$$

[^46]also that $b(\cdot, t)=\left(b_{i}(\cdot, t)\right) \in L_{\infty}(\Omega)$ for $t \geq 0$, and
\[

$$
\begin{equation*}
\text { ess. } \sup _{(x, t) \in \bar{\Omega} \times[0, \infty)}\left|b_{i}(x, t)\right| \leq M_{i}, \quad i=1, \ldots, N \tag{1.3}
\end{equation*}
$$

\]

Our objective is to derive sharp estimates for $\|u(t)\|_{\infty} /\left\|u_{0}\right\|_{\infty}$, for nonnull $u_{0}$, in terms of the bounds $d=\left(d_{i}\right)$ and $M=\left(M_{i}\right)$. This is rather similar to the work of Pucci [11] for elliptic equations, though we work with somewhat different assumptions on the coefficients. As in [11], we identify a maximizing operator, which here is given by

$$
\begin{equation*}
L_{d, M} u=-\sum_{i=1}^{N} d_{i} \frac{\partial^{2} u}{\partial x_{i}^{2}}+\sum_{i=1}^{N} M_{i} \operatorname{sign}\left[x_{i}\right] \frac{\partial u}{\partial x_{i}} . \tag{1.4}
\end{equation*}
$$

$V(d, M ; x, t)$, the solution of (1.1) when $L=L_{d, M}$ and $u_{0}(x) \equiv 1$, is symmetric about $x_{i}=0$ and is therefore the solution of a constant coefficient equation in the octant $[0,1]^{N}$ with Neumann boundary conditions at $x_{i}=0, i=1, \ldots, N$. As a result, we show that $V(d, M ; x, t)$ may be written as the product of the solutions, $v\left(M_{i} / d_{i} ; x_{i}, d_{i} t\right)$, of constant coefficient equations in one space dimension.

By analyzing the behavior of $v(M ; x, t)$, for $M \geq 0, x \in[0,1]$, we find that $V(d, M ; x, t)$ also satisfies

$$
\begin{equation*}
u_{t}-\sum_{i=1}^{N} d_{i} \frac{\partial^{2} u}{\partial x_{i}^{2}}-\sum_{i=1}^{N} M_{i}\left|\frac{\partial u}{\partial x_{i}}\right|=0, \quad(x, t) \in \Omega \times(0, \infty) \tag{1.5}
\end{equation*}
$$

and is therefore an upper solution for any equation of the form (1.1), with initial data such that $\left\|u_{0}\right\|_{\infty} \leq 1$. Consequently, for nonnull $u_{0} \in L_{\infty}$,

$$
\begin{equation*}
\frac{\|u(t)\|_{\infty}}{\left\|u_{0}\right\|_{\infty}} \leq\|V(d, M ; \cdot, t)\|_{\infty}=V(d, M ; 0, t)=\prod_{i=1}^{N} v\left(M_{i} / d_{i} ; 0, d_{i} t\right) \tag{1.6}
\end{equation*}
$$

The right-hand side is now explicitly computable via the Laplace transform.
In section 2, we establish the qualitative properties of $v$ and $V$, leading to the proof of (1.6). As a corollary, we also deduce sharp upper bounds for the elliptic case in $(-1,1)^{N}$, in terms of $v$. More quantitative properties of $v(M ; 0, t)$ are obtained in section 3, following small and large time expansions of the Laplace transform. Explicitly computable estimates for both the parabolic and elliptic cases are derived as a consequence. In section 4, we consider elliptic boundary value problems defined on the unit ball in $\mathbb{R}^{N}$, under less restrictive assumptions on the form of the diffusion coefficients, and sharp estimates are obtained in $L_{\infty}$ using a related, but direct, method.

We remark that our bounds are not confined exclusively to the special geometries we study here. Scaling easily extends all of our results on the cube to rectangular domains. More generally, it is known that the $L_{\infty}$ norm of the parabolic solution operator and of the resolvent $(\lambda I+L)^{-1}$ are monotonically increasing with respect to domain inclusion; see Sattinger [12]. Thus, our bounds still hold, though less sharply, for operators defined on $\Omega^{\prime} \subset \Omega$ whose coefficients can be extended to satisfy (1.2), (1.3) on $\Omega$.
2. Qualitative bounds on the cube. In this section, we find bounds for the solutions of (1.1)-(1.3) in terms of the solution of a constant coefficient parabolic
problem in one space dimension. Subsequently, we extend our results to the elliptic case.

We begin with a detailed study of the properties of the solution of the following problem. For $M \in[0, \infty)$, we consider the initial boundary value problem

$$
\begin{align*}
u_{t}+L_{M} u \equiv u_{t}-u_{x x}+M u_{x} & =0, & & (x, t) \in(0,1) \times(0, \infty)  \tag{2.1}\\
u_{x}(0, t)=u(1, t) & =0, & & t \in(0, \infty) \\
u(x, 0) & =1, & & x \in(0,1)
\end{align*}
$$

Standard results imply that (2.1) possesses a solution $v(M)$, which is unique in $C\left[[0, \infty) ; L_{2}(0,1)\right]$, and belongs to $C[[0, \infty) \times[0,1)] \cap C^{\infty}\left[(0, \infty) ; C^{\infty}[0,1]\right]$. There is a finite discontinuity of $v(M ; x, t)$ at $(x, t)=(1,0)$.

Lemma 2.1. For all $M \geq 0, v$ satisfies

$$
\begin{align*}
v_{t}(M ; x, t)<0, & (x, t) \in[0,1) \times(0, \infty),  \tag{2.2}\\
v_{x}(M ; x, t), v_{x x}(M ; x, t)<0, & (x, t) \in(0,1] \times(0, \infty), \tag{2.3}
\end{align*}
$$

and $\|v(M ; \cdot, t)\|_{\infty}=v(M ; t)$ for $t \geq 0$, where

$$
\begin{equation*}
v(M ; t) \equiv v(M ; 0, t) \tag{2.4}
\end{equation*}
$$

Proof. The initial data $u_{0}(x) \equiv 1$ is a strict upper solution for the elliptic boundary value problem corresponding to (2.1). Consequently, a monotonicity result of Sattinger [12, Lemma 3.5] now implies that (2.2) holds. Integrating $e^{-M x}$ times (2.1) with respect to $x$ leads to the identity

$$
\begin{equation*}
v_{x}(M ; x, t)=\int_{0}^{x} e^{M(x-y)} v_{t}(M ; y, t) d y<0, \quad(x, t) \in(0,1] \times(0, \infty) \tag{2.5}
\end{equation*}
$$

This implies that, for all $t>0, v(M ; \cdot, t)$ has its maximum at $x=0$. From (2.1),

$$
v_{x x}=M v_{x}+v_{t}<0, \quad(x, t) \in(0,1] \times(0, \infty)
$$

(Here, $v_{x}(M ; 1, t)$ and $v_{x x}(M ; 1, t)$ are continuous limits as $x \rightarrow 1$.)
The following theorem collects further results describing the qualitative behavior of $v(M ; t)$, which is of use in studying the behavior of the upper bound (1.6). However, the remaining results of this section do not depend upon it.

THEOREM 2.2. $v(M ; t)$ increases strictly with $M$. For fixed $M \geq 0, v(M ; t)$ satisfies

$$
\begin{gather*}
-\lambda_{1}<\frac{1}{v(M ; t)} \frac{d v}{d t}(M ; t)<0, \quad t>0  \tag{2.6}\\
\frac{d}{d t}\left(\frac{1}{v(M ; t)} \frac{d v}{d t}(M ; t)\right) \leq 0, \quad t>0 \tag{2.7}
\end{gather*}
$$

where $\lambda_{1}$ is the principal eigenvalue of the elliptic operator $L_{M}$, subject to the boundary conditions of (2.1).

Proof. For $M>0,(2.3)$ implies that, for any $\epsilon \in(0,1], v(M ; x, t)$ is a strict upper solution for $(2.1)$ when $M(1-\epsilon)$ replaces $M$, and thus $v(M ; t)$ is strictly increasing with $M$ by parabolic monotonicity.

We now consider

$$
p(M ; x, t)=\frac{v_{x}(M ; x, t)}{v(M ; x, t)}, \quad(x, t) \in[0,1) \times(0, \infty)
$$

Since $v_{x}$ and $v$ satisfy equation (2.1), $p$ obeys

$$
u_{t}-u_{x x}+(M-2 u) u_{x}=0, \quad(x, t) \in(0,1) \times(0, \infty)
$$

(2.3) states that $v_{x}(M ; 1, t)<0$ for $t>0$. Since $v_{t}(M ; 1, t)=0, v_{x x}(M ; 1, t)=$ $M v_{x}(M ; 1, t)$ for $t>0$. Hence, $p$ satisfies the boundary conditions

$$
u(0, t)=0, \quad \lim _{x \rightarrow 1} u(x, t)+\frac{1}{1-x}=\frac{M}{2}
$$

We define $q^{h}(M ; x, t)=(p(M ; x, t+h)-p(M ; x, t)) / h, h>0$. From the above considerations for $p$, we see that $q^{h}$ satisfies

$$
\begin{aligned}
u_{t}-u_{x x}+(M-\bar{p}) u_{x}-\bar{p}_{x} u & =0, \quad(x, t) \in(0,1) \times(0, \infty) \\
u(0, t)=u(1, t) & =0, \quad t>0
\end{aligned}
$$

where $\bar{p}(x, t)=(p(M ; x, t+h)+p(M ; x, t)) / 2$. For $x \in[0,1),(2.3)$ implies that $p(M ; x, h) \leq 0$, and so $q^{h}(M ; x, 0) \leq 0$. We note that $\bar{p}$ and $\bar{p}_{x}$ are unbounded as $x$ tends to 1 . However, one may argue by contradiction, using the usual maximum principle arguments and considering $e^{-K t} q^{h}$ for sufficiently large positive values of $K$, to show that $q^{h}(M ; x, t) \leq 0$ for $(x, t) \in(0,1) \times(0, \infty)$. Thus,

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\frac{v_{t}}{v}\right)=\frac{\partial^{2} \log v}{\partial x \partial t}=\frac{\partial}{\partial t}\left(\frac{v_{x}}{v}\right)=\lim _{h \rightarrow 0} q^{h} \leq 0, \quad(x, t) \in(0,1) \times(0, \infty) \tag{2.8}
\end{equation*}
$$

Hence, for all $t>0$,

$$
-\frac{v_{t}(M ; t)}{v(M ; t)}=\inf _{x \in[0,1)}-\frac{v_{t}}{v}(M ; x, t)=\inf _{x \in[0,1)} \frac{-v_{x x}+M v_{x}}{v}(M ; x, t)<\lambda_{1}
$$

where the last inequality is a consequence of a result of Protter and Weinberger [10], and hence (2.6) holds.
(2.8) also implies that for $(x, t) \in[0,1) \times(0, \infty)$,

$$
\frac{d}{d t}\left(\frac{v(M ; x, t)}{v(M ; t)}\right)=\left[\frac{v_{t}(M ; x, t)}{v(M ; x, t)}-\frac{v_{t}(M ; t)}{v(M ; t)}\right] \frac{v(M ; x, t)}{v(M ; t)} \leq 0
$$

Thus for any $h>0$,

$$
0 \leq \frac{v(M ; t+h)}{v(M ; t)} v(M ; x, t)-v(M ; x, t+h), \quad(x, t) \in[0,1) \times(0, \infty)
$$

Considering the right-hand side as initial data for (2.1), over the time interval $[0, h]$, the maximum principle implies that

$$
0 \leq \frac{v(M ; t+h)}{v(M ; t)} v(M ; x, t+h)-v(M ; x, t+2 h), \quad(x, t) \in[0,1) \times(0, \infty)
$$

Hence, letting $x=0$, we conclude that

$$
\begin{aligned}
0 & \geq \lim _{h \rightarrow 0} \frac{1}{h^{2}}\left[\frac{v(M ; t+2 h)-v(M ; t+h)}{v(M ; t+h)}-\frac{v(M ; t+h)-v(M ; t)}{v(M ; t)}\right] \\
& =\frac{d}{d t}\left(\frac{1}{v(M ; t)} \frac{d v}{d t}(M ; t)\right), \quad t>0
\end{aligned}
$$

which implies (2.7).

We now extend the definition of $v(M ; x, t)$ to $x \in[-1,0)$ by reflection:

$$
\begin{equation*}
v(M ; x, t) \equiv v(M ;-x, t), \quad(x, t) \in[-1,0) \times[0, \infty) \tag{2.9}
\end{equation*}
$$

Since $v_{x}(M ; 0, t)=0$ and $v$ is even in $x, v(M ; \cdot, t) \in C^{2}[-1,1]$, and $v$ satisfies the equation

$$
\begin{equation*}
u_{t}-u_{x x}+M \operatorname{sign}[x] u_{x}=0, \quad(x, t) \in(-1,1) \times(0, \infty) \tag{2.10}
\end{equation*}
$$

(with the convention that $\operatorname{sign}[0]=0$ ).
For $d=\left(d_{i}\right), M=\left(M_{i}\right)$, and $\Omega=(-1,1)^{N}$, we define

$$
\begin{equation*}
V(d, M ; x, t)=\prod_{i=1}^{N} v\left(M_{i} / d_{i} ; x_{i}, d_{i} t\right), \quad(x, t) \in \bar{\Omega} \times[0, \infty) \tag{2.11}
\end{equation*}
$$

From the foregoing analysis, we conclude that the following lemma is true.
LEMMA 2.3. The function $V(d, M ; \cdot \cdot \cdot) \in C^{1}[(0, \infty) ; C(\Omega)] \cap C\left[(0, \infty) ; C^{2}(\bar{\Omega})\right]$ $\cap C[[0, \infty) \times \Omega]$ is the solution of the problem

$$
\begin{aligned}
u_{t}+L_{d, M} u & =0, & & (x, t) \in \Omega \times(0, \infty) \\
u(x, t) & =0, & & (x, t) \in \partial \Omega \times(0, \infty), \\
u(x, 0) & =1, & & x \in \Omega
\end{aligned}
$$

Furthermore,

$$
\operatorname{sign}\left[\frac{\partial V}{\partial x_{i}}\right]=-\operatorname{sign}\left[x_{i}\right], \quad \frac{\partial^{2} V}{\partial x_{i}^{2}} \leq 0, \quad(x, t) \in[-1,1] \times(0, \infty)
$$

$V(d, M)$ satisfies (1.5), and $\|V(d, M ; \cdot, t)\|_{\infty}=V(d, M ; 0, t)$.
THEOREM 2.4. Suppose that $u(x, t)$ is the solution of an initial boundary value problem of the form (1.1)-(1.3), for some $d, M \in \mathbb{R}^{N}$, and nonnull initial data $u_{0} \in$ $L_{\infty}(\Omega)$. Then,

$$
\begin{equation*}
\frac{\|u(t)\|_{\infty}}{\left\|u_{0}\right\|_{\infty}} \leq V(d, M ; 0, t)=\prod_{i=1}^{N} v\left(M_{i} / d_{i} ; d_{i} t\right) \tag{2.12}
\end{equation*}
$$

This upper bound is attained when $a_{i}(x, t)=d_{i}, b_{i}=M_{i} \operatorname{sign}\left[x_{i}\right]$, and $u_{0}(x)$ is a nonzero constant.

Proof. By linearity, we may assume without loss that $\left\|u_{0}\right\|_{\infty}=1$. Now, Lemma 2.3 implies that for each $t>0$, almost everywhere in $\Omega$,

$$
\begin{aligned}
V_{t}+L V & =V_{t}-\sum_{i=1}^{N} a_{i} \frac{\partial^{2} V}{\partial x_{i}^{2}}+\sum_{i=1}^{N} b_{i} \frac{\partial V}{\partial x_{i}} \\
& =-\sum_{i=1}^{N}\left(a_{i}-d_{i}\right) \frac{\partial^{2} V}{\partial x_{i}^{2}}+\sum_{i=1}^{N}\left(b_{i}-M_{i} \operatorname{sign}\left[x_{i}\right]\right) \frac{\partial V}{\partial x_{i}} \\
& \geq 0
\end{aligned}
$$

Since $V$ satisfies the boundary conditions and $V(d, M ; x, 0) \geq u_{0}(x), V$ is an upper solution for the problem (1.1)-(1.3); similarly, $-V$ is a lower solution. The maximum principle now implies that

$$
-V(d, M ; x, t) \leq u(x, t) \leq V(d, M ; x, t), \quad(x, t) \in \bar{\Omega} \times[0, \infty)
$$

Thus $\|u(t)\|_{\infty} \leq\|V(d, M ; \cdot, t)\|_{\infty}$. Lemma 2.3 implies that $\|V(d, M ; \cdot, t)\|_{\infty}=$ $V(d, M ; 0, t)$.

Since Laplace transform techniques will be used later to establish further properties of $V$, it is convenient to consider properties of the elliptic problem corresponding to the operator $L_{d, M}$. The boundary value problem

$$
\begin{equation*}
L_{d, M} u+\lambda u=1, \quad x \in \Omega ; \quad u(x)=0, \quad x \in \partial \Omega \tag{2.13}
\end{equation*}
$$

has a unique solution in $H_{0}^{1}(\Omega)$ for $\lambda \geq 0$ (see, e.g., Gilbarg and Trudinger [7, Chapter $8]$ ), which we define as $W(d, M ; x, \lambda)$.

Lemma 2.5.

$$
\begin{align*}
\bar{V}(d, M ; x, \lambda) & \equiv \int_{0}^{\infty} e^{-\lambda t} V(d, M ; x, t) d t \\
& =W(d, M ; x, \lambda), \quad(x, \lambda) \in[-1,1]^{N} \times[0, \infty) \tag{2.14}
\end{align*}
$$

Furthermore, $\operatorname{sign}\left[\partial W / \partial x_{i}\right]=-\operatorname{sign}\left[x_{i}\right]$ and

$$
\begin{equation*}
\|W(d, M ; \lambda, \cdot)\|_{\infty}=W(d, M ; \lambda, 0)=\int_{0}^{\infty} e^{-\lambda t} V(d, M ; 0, t), d t \tag{2.15}
\end{equation*}
$$

Proof. Standard parabolic regularity implies that we may differentiate each term in (2.1) with respect to $t$ for $t \geq 1$, say, so that $v_{t}(M ; x, t)$ also satisfies (2.1), including the boundary conditions, for $t \geq 1$. We may now deduce from a result of Friedman [6, Chapter 6] that there are constants $C, \mu>0$ such that

$$
\left\|v_{t}(t)\right\|_{\infty} \leq C e^{-\mu t}, \quad t \geq 1
$$

For fixed $t$, one may use (2.5) to express $v, v_{x}$, and $v_{x x}$ in terms of $v_{t}$. Now, using the definition of $V(d, M ; x, t)$ in terms of $v$, we conclude that, for each $x \in \Omega, V$ and its first and second partial derivatives are absolutely integrable over the time interval $(0, \infty)$. Thus, by a standard result of calculus, $x$-differentiation commutes with Laplace transformation for $x \in \Omega$. Hence, $\bar{V}(d, M ; \cdot, \lambda) \in H_{0}^{1}(\Omega)$ and satisfies (2.13) and so is equal to $W(d, M ; \cdot, \lambda)$ by uniqueness.

Since $V(d, M ; x, t)$ is nonnegative, with a maximum at $x=0$ for each $t \geq 0$, $\bar{V}(d, M ; x, \lambda)$ and therefore $W(d, M ; x, \lambda)$ must also be nonnegative with a maximum at $x=0$. Lastly, since the sign of $\partial V / \partial x_{i}$ is invariant for fixed $x, \partial W / \partial x_{i}$ takes the same sign, by the commutativity of $x$-differentiation and $t$-integration.
3. Calculations of $\boldsymbol{v}(\boldsymbol{M} ; \boldsymbol{t})$. In order to obtain practical bounds as a consequence of Theorem 2.4, it remains to explicitly compute the function $v(M ; t)$ for $M, t \geq 0$. By a simple calculation one finds that the solution $w(M ; x, \lambda)$ of the problem

$$
\begin{equation*}
\left(L_{M}+\lambda I\right)[u]=1 ; \quad x \in(0,1) ; \quad u_{x}(0)=u(1)=0 \tag{3.1}
\end{equation*}
$$

takes the following values at $x=0$ :

$$
\left.\begin{array}{cc}
\frac{e^{M}-M-1}{M^{2}}, & \lambda=0 \\
\frac{1}{\lambda}-\frac{2 \gamma e^{-(M / 2+\gamma)}}{\lambda\left(\gamma-M / 2+(\gamma+M / 2) e^{-2 \gamma}\right)}, & {\left[\gamma=\left(\lambda+M^{2} / 4\right)^{1 / 2}\right],} \tag{3.2}
\end{array}\right]
$$

Since Lemma 2.5 implies that $\bar{v}(M ; 0, \lambda)=w(M ; 0, \lambda)$, we calculate $v(M ; t)$ by finding two expansions for the inverse Laplace transform of (3.2), one of which is rapidly convergent for large $t$ and the other for small $t$.
3.1. Eigenmode expansion. Here, we apply the Mellin inversion and residue theorems directly to (3.2) to obtain an expansion suitable for small $t$, which is equivalent to an expansion in terms of the eigenfunctions of $L_{M}$. Extending the definition of $\bar{v}(M ; \lambda)$ to complex $\lambda$, one sees that the function is single valued because it is even in $\gamma$. The singularity at $\lambda=0$ is removable, and thus poles occur only when $\gamma=0$ or $\tanh \gamma / \gamma=M / 2$. The imaginary part of this last equation yields

$$
b \sinh 2 a=a \sin 2 b \quad \text { for } \gamma=a+b i, \quad a, b \in \mathbb{R}
$$

but this can only be satisfied when either $a=0$ or $b=0$ since

$$
\sinh x / x>1>\sin x / x \quad \text { for } x \in \mathbb{R} \backslash\{0\}
$$

Hence poles only occur when $\gamma$ is real or pure imaginary.
Negative $\gamma$ is excluded, so when $b=0$ we require solutions of

$$
\begin{equation*}
a \cosh a=M / 2 \sinh a, \quad a \geq 0 . \tag{3.3}
\end{equation*}
$$

The solution $a=0$ does not yield a pole, except when $M=2$. For $M \in[0,2)$, (3.3) has no other solutions. When $M \in[2, \infty)$ there is exactly one solution, yielding a pole $\lambda=-\lambda_{1}$, where $\lambda_{1}=M^{2} / 4-a^{2}$. $\lambda_{1}$ is the principal eigenvalue of the operator $L_{M}$, previously considered in Theorem 2.2.

The remaining poles occur when $\gamma=i b$, where $b$ is a solution of

$$
\begin{equation*}
b \cos b=M / 2 \sin b, \quad b>0 \tag{3.4}
\end{equation*}
$$

For all $M \geq 0$ there is exactly one solution $b_{n}$ of (3.4) in every interval $((n-1) \pi,(n-$ $1 / 2) \pi]$ for $n=2,3,4, \ldots$ When $M \in[0,2)$ there is a further solution $b_{1} \in(0, \pi / 2]$. These solutions yield poles $\lambda=-\lambda_{n}$, where $\lambda_{n}=M^{2} / 4+b_{n}^{2}$. Hence, all poles are simple, real, and strictly negative.

An analysis similar to that of Carslaw and Jaeger [3, p. 96] demonstrates that $\bar{v}(M ; \lambda)$ satisfies a version of Jordan's lemma on the sequence of contours $\Gamma_{n}=\partial \omega_{n}$, where

$$
\omega_{n}=\left\{z \in \mathbb{C}| | z+M^{2} / 4 \mid<n^{2} \pi^{2}, \quad \operatorname{Re}[z] \leq 0\right\}
$$

Thus,

$$
v(M ; t)=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \bar{v}(M ; \lambda) e^{\lambda t} d \lambda=\sum \operatorname{Res}\left[\bar{v}(M ; \lambda) e^{\lambda t}\right]
$$

A calculation shows that, for all $t \geq 0$,

$$
\begin{equation*}
v(M ; t)=\sum_{n=1}^{\infty} c_{n}(M) \exp \left(-\lambda_{n}(M) t\right) \tag{3.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& c_{1}(M)= \begin{cases}\frac{2 e^{-M / 2}\left(\lambda_{1}-M^{2} / 4\right)}{\lambda_{1}^{1 / 2}\left(\lambda_{1}-M / 2\right)} & M \in[0, \infty) \backslash\{2\}, \\
3 e^{-(1+t)} & M=2,\end{cases} \\
& c_{n}(M)=\frac{2(-1)^{n+1} e^{-M / 2}\left(\lambda_{n}-M^{2} / 4\right)}{\lambda_{n}^{1 / 2}\left(\lambda_{n}-M / 2\right)}, \quad n \geq 2 .
\end{aligned}
$$

We state some of the conclusions from the calculation as a theorem.

THEOREM 3.1. The terms in the series (3.5) are alternating and decreasing,

$$
\begin{equation*}
e^{-\lambda_{1} t} \leq v(M ; t) \leq \min \left[1, c_{1}(M) e^{-\lambda_{1} t}\right] \tag{3.6}
\end{equation*}
$$

and $v(M ; t) \sim c_{1}(M) e^{-\lambda_{1} t}$ for large $t . \quad \lambda_{1}(M)$ decreases with $M ; \lambda_{1}(0)=\pi^{2} / 4$, $\lambda_{1}(2)=1$, and

$$
\begin{equation*}
\lambda_{1}(M)=M^{2} e^{-M}+2 M^{2}(M-1) e^{-2 M}+o\left(e^{-(3-\epsilon) M}\right) \quad \text { for any } \epsilon>0 \tag{3.7}
\end{equation*}
$$

for large $M . c_{1}(M)$ also decreases with $M ; c_{1}(0)=4 / \pi, c_{1}(2)=3 / e$, and, for large M,

$$
\begin{equation*}
c_{1}(M)=1+(M-3) e^{-M}+o\left(e^{-(2-\epsilon) M}\right) \quad \text { for any } \epsilon>0 \tag{3.8}
\end{equation*}
$$

Proof. Since $\lambda_{n}(M) \geq \max \left[M / 2, M^{2} / 4\right]$, except when $n=1$ and $M>2$, $(-1)^{n+1} c_{n}$ decreases with $\lambda_{n}$, and thus with $n$. Hence the sequence $\left(c_{n} e^{-\lambda_{n} t}\right)$ is alternating and decreasing for $t \geq 0$. This implies $v(M ; t) \leq c_{1}(M) \exp \left(-\lambda_{1}(M) t\right)$. On the other hand, the maximum principle implies that $v(M ; t) \leq 1$. For the lower bound, we observe that if $\phi_{1}(x)$ is the first eigenmode of $L_{M}, u(x, t)=e^{-\lambda_{1} t} \phi_{1}(x)$ is a solution of (2.1) such that $u_{0}=\phi_{1}$. Thus, the last part of (3.6) follows from Theorem 2.4. Since $0<\lambda_{1}<\lambda_{n}$ for $n>1$, (3.5) implies that $v(M ; t) \sim c_{1}(M) e^{-\lambda_{1} t}$. The values of $\lambda_{1}(M)$ and $c_{1}(M)$, and the asymptotic estimates for large $M$, are obtained by solving (3.3) and (3.4).

A simple consequence of Theorems 2.4 and 3.1 is that the first eigenvalue of the operator $L_{d, M}$ attains the minimum possible value for an eigenvalue of an elliptic operator $L$ (independent of $t$ ), of the form indicated by (1.1)-(1.3). As regards the behavior of $v(M ; t)$ and the series (3.6), we postpone further comment until the end of the section.
3.2. Complementary error function expansion. We now consider expansions of $v(M ; t)$ suitable for small $t$ in terms of iterated complementary error functions. $\bar{v}(M ; \lambda)$, given by (3.2), may be re-expressed as a convergent geometric series, provided $\lambda$ is sufficiently small. Considering the $n$th partial sum of this series, we define

$$
\begin{equation*}
\bar{v}_{n}(M ; \lambda)=\frac{1}{\lambda}-\frac{2 \gamma e^{-(M / 2+\gamma)}}{\lambda(\gamma-M / 2)} \sum_{r=0}^{n}(-1)^{r}\left[\frac{(\gamma+M / 2) e^{-2 \gamma}}{\gamma-M / 2}\right]^{r} \tag{3.9}
\end{equation*}
$$

and set $v_{n}(M ; t) \equiv \mathcal{L}^{-1}\left\{\bar{v}_{n}(M ; \lambda)\right\}(t)$, where $\mathcal{L}$ is the Laplace transform operator. To obtain an explicit expression for $v_{n}(M ; t)$, we apply the following theorem stated by Carslaw and Jaeger [3, Theorem XII, p. 259].

THEOREM 3.2. If the transform of $f(t)$ is $F(\lambda), \lambda \geq \lambda_{0}$, and that of $K(t, u)$ is $\phi(\lambda) e^{-u \psi(\lambda)}$, where $\phi(\lambda)$ and $\psi(\lambda)$ are independent of $u$, and $\psi(\lambda) \geq \lambda_{0}$ for $\lambda \geq \lambda_{1}$, then

$$
\begin{equation*}
\mathcal{L}^{-1}\{\phi(\lambda) F(\psi(\lambda))\}(t)=\int_{0}^{\infty} K(t, u) f(u) d u \tag{3.10}
\end{equation*}
$$

Here, we note that for $\phi(\lambda)=1 / \gamma(\lambda)$ and $\psi(\lambda)=\gamma(\lambda)-M / 2$,

$$
\frac{1}{\lambda}-\bar{v}_{n}(M ; \lambda)=\phi(\lambda) F_{n}(\psi(\lambda))
$$

where

$$
\begin{equation*}
F_{n}(\lambda)=\frac{2(\lambda+M / 2)^{2} e^{-(M+\lambda)}}{\lambda^{2}(\lambda+M)} \sum_{r=0}^{n}(-1)^{r}\left(1+\frac{M}{\lambda}\right)^{r} e^{-r(M+2 \lambda)} \tag{3.11}
\end{equation*}
$$

Henceforth, for standard transform results we quote the tables of Erdélyi et al. [5], from where we deduce that

$$
K(t, u)=\frac{1}{\sqrt{\pi t}} \exp \left(-\left(\frac{u}{2 \sqrt{t}}-\frac{M \sqrt{t}}{2}\right)^{2}\right)
$$

On the other hand, expanding (3.11),

$$
F_{n}(\lambda)=\left(\frac{2}{\lambda}+\frac{M^{2}}{2 \lambda^{2}(\lambda+M)}\right) \sum_{r=0}^{n}(-1)^{r} \sum_{s=0}^{r}\binom{r}{s} \frac{M^{s} e^{-(r+1) M} e^{-(2 r+1) \lambda}}{\lambda^{s}}
$$

Using the tables [5], $f_{n}(t)$, the inverse of $F_{n}(\lambda)$, is given by

$$
\begin{aligned}
& \sum_{r=0}^{n}(-1)^{r} \sum_{s=0}^{r} 2\binom{r}{s} M^{s} e^{-(r+1) M} \frac{(t-(2 r+1))^{s}}{s!} H(t-(2 r+1)) \\
+ & \frac{1}{2}\left(e^{-M t}-e^{-M}+M e^{-M}(t-1)\right) H(t-1) \\
+ & \sum_{r=1}^{n} \frac{(-1)^{r}}{2} \sum_{s=0}^{r-1}\binom{r-1}{s} M^{s+2} e^{-(r+1) M} \frac{(t-(2 r+1))^{s+2}}{(s+2)!} H(t-(2 r+1)),
\end{aligned}
$$

where $H(t)$ is the Heaviside function. Evaluating (3.10), we find that

$$
\begin{align*}
& v_{n}(M ; t) \\
= & 1-\sum_{r=0}^{n}(-1)^{r} \sum_{s=0}^{r} 2\binom{r}{s} e^{-(r+1) M}(2 M \sqrt{t})^{s} \mathrm{i}^{s} \operatorname{erfc}\left(\frac{2 r+1}{2 \sqrt{t}}-\frac{M \sqrt{t}}{2}\right) \\
- & \frac{1}{2}\left(\operatorname{erfc}\left(\frac{1}{2 \sqrt{t}}+\frac{M \sqrt{t}}{2}\right)-e^{-M} \operatorname{erfc}\left(\frac{1}{2 \sqrt{t}}-\frac{M \sqrt{t}}{2}\right)\right) \\
- & M e^{-M} \sqrt{t} \mathrm{t}^{1} \operatorname{erfc}\left(\frac{1}{2 \sqrt{t}}-\frac{M \sqrt{t}}{2}\right) \\
- & \sum_{r=1}^{n}(-1)^{r} \sum_{s=0}^{r-1}\binom{r-1}{s} \frac{e^{-(r+1) M}}{2}(2 M \sqrt{t})^{s+2} \mathrm{i}^{s+2} \operatorname{erfc}\left(\frac{2 r+1}{2 \sqrt{t}}-\frac{M \sqrt{t}}{2}\right) \tag{3.12}
\end{align*}
$$

where (see [1, Chapter 7]),

$$
i^{n} \operatorname{erfc}(x)=\int_{x}^{\infty} \frac{(t-x)^{n}}{n!} e^{-t^{2}} d t, \quad n=0,1,2, \ldots ; \quad \operatorname{erfc}(x) \equiv \mathrm{i}^{0} \operatorname{erfc}(x), \quad x \in \mathbb{R}
$$

and $i^{n} \operatorname{erfc}(x)$ satisfies the recurrence relation

$$
\begin{equation*}
\mathrm{i}^{n} \operatorname{erfc}(x)=-\frac{x}{n} \mathrm{i}^{n-1} \operatorname{erfc}(x)+\frac{1}{2 n} \mathrm{i}^{n-2} \operatorname{erfc}(x), \quad n \geq 1 \tag{3.13}
\end{equation*}
$$

where $\mathrm{i}^{-1} \operatorname{erfc}(x)=(2 / \sqrt{\pi}) \exp \left(-x^{2}\right)$.

ThEOREM 3.3. The sequence $\left(v_{n}(M ; t)\right)$ is such that, for $n \geq 0$,

$$
\begin{equation*}
v_{2 n}(M ; t) \leq v(M ; t) \leq v_{2 n+1}(M ; t), \quad(M, t) \in[0, \infty) \times(0, \infty) \tag{3.14}
\end{equation*}
$$

and for fixed $(M, t) \in[0, \infty) \times(0, \infty), \lim _{n \rightarrow \infty} v_{n}(M ; t)=v(M ; t)$. Furthermore, for small t,

$$
\begin{equation*}
v(M ; t)=1-\frac{2 e^{-M / 2} \sqrt{t}}{\sqrt{\pi}} \exp \left(-\frac{1}{4 t}\right)[1+2 M \sqrt{t}+O(t)] \tag{3.15}
\end{equation*}
$$

Proof. Subtracting (3.9) from (3.2), we obtain

$$
\bar{v}(M ; \lambda)-\bar{v}_{n}(M ; \lambda)=(-1)^{n}\left[\frac{(\gamma+M / 2) e^{-2 \gamma}}{\gamma-M / 2}\right]^{(n+1)}\left(\frac{1}{\lambda}-\bar{v}(M ; \lambda)\right) .
$$

Applying the iterated product formula for inverse Laplace transforms and using the positivity of $\mathcal{L}^{-1}\{1 / \lambda-\bar{v}(M ; \lambda)\}(t)$ and $\mathcal{L}^{-1}\left\{(\gamma+M / 2) e^{-2 \gamma} /(\gamma-M / 2)\right\}(t)$, we conclude that $(-1)^{n}\left(v(M ; t)-v_{n}(M ; t)\right)$ is nonnegative, and (3.14) follows.

Consequently,

$$
\begin{align*}
& \left|v(M ; t)-v_{n}(M ; t)\right| \\
& \quad \leq\left|v_{n+1}(M ; t)-v_{n}(M ; t)\right| \\
& \quad \leq \sum_{s=0}^{n+1} 2\binom{n+1}{s} e^{-(n+2) M}(2 M \sqrt{t})^{s} \mathrm{i}^{s} \operatorname{erfc}\left(\frac{2 n+3}{2 \sqrt{t}}-\frac{M \sqrt{t}}{2}\right) \\
& \quad+\sum_{s=0}^{n}\binom{n}{s} \frac{e^{-(n+2) M}}{2}(2 M \sqrt{t})^{s+2} \mathrm{i}^{s+2} \operatorname{erfc}\left(\frac{2 n+3}{2 \sqrt{t}}-\frac{M \sqrt{t}}{2}\right), \tag{3.16}
\end{align*}
$$

where we have used (3.12).
When $2 n+3 \geq M t+2 \sqrt{t}$, the estimate

$$
i^{n} \operatorname{erfc}(x)<\frac{2}{\sqrt{\pi}} \frac{e^{-x^{2}}}{(2 x)^{n+1}}, \quad x>0, \quad n \geq 0
$$

implies that the right-hand side of (3.16) is bounded above by

$$
\begin{equation*}
\frac{2 e^{-M / 2}}{\sqrt{\pi}}(1+M \sqrt{t})^{n+2} \exp \left(-\left(\frac{(2 n+3)^{2}}{4 t}+\frac{M^{2} t}{4}\right)\right) \tag{3.17}
\end{equation*}
$$

Hence, $\lim _{n \rightarrow \infty} v_{n}(M ; t)=v(M ; t)$.
When $M t+2 \sqrt{t} \leq 3$, (3.17) implies that $v(M ; t)=v_{0}(M ; t)+O\left(e^{-9 /(4 t)}\right)$. Expanding the five terms comprising $v_{0}(M ; t)$ and using the recurrence relation (3.13) and the asymptotic formula [1, p. 298],

$$
\begin{equation*}
\sqrt{\pi} x e^{x^{2}} \operatorname{erfc}(x) \sim 1+\sum_{m=1}^{\infty}(-1)^{m} \frac{1 \cdot 3 \cdots(2 m-1)}{\left(2 x^{2}\right)^{m}}, \quad \text { as } z \rightarrow \infty \tag{3.18}
\end{equation*}
$$

one obtains (3.15).
3.3. The behavior of $\boldsymbol{v}(M ; \boldsymbol{t})$ and numerical analysis. Qualitatively, we know (Theorem 3.3) that $\lim _{t \rightarrow 0} v_{t}(M ; t)=0$, and (Theorems 2.2 and 3.1) that $v_{t}(M ; t) / v(M ; t)$ is a decreasing function of $t$, tending to $-\lambda_{1}$ as $t \rightarrow \infty$. The asymptotic behavior of $v(M ; t)$ in $t$-neighborhoods of 0 and $\infty$ is given by Theorems 3.3 and 3.1 , respectively. The nonpolynomially slow initial decay given by (3.15) is well known in the case $M=0$; see, e.g., Carslaw and Jaeger [3]. For $M>0$, we see that this is modified by the constant $e^{-M / 2}$. For large times, Theorem 3.1 states that $v(M ; t) \sim c_{1}(M) e^{-\lambda_{1}(M) t}$, which is also a familiar type of result for eigenmode expansions in the selfadjoint case. However, for large $M, \lambda_{1}(M) \sim M^{2} e^{-M}$. This is so small for large $M$ that, even for $M=50$, it is on the limit of double precision (16-digit decimal) arithmetic to detect the decay of $v(M ; t)$ over any interval of the form $[t, t+10]$. We also remark that the value of $1 / \lambda_{1}$ is highly sensitive to changes in $M$.

In the $t$-range between these asymptotic estimates, the behavior of $v(M ; t)$ is not so immediately apparent from either (3.5) or (3.12), and a numerical summation of a truncation of one of these expansions is required. Considering small $t$ initially, we note that Theorems 2.2 and 3.3 imply

$$
v(M ; t) \geq v(0, t) \geq v_{0}(0 ; t)=1-2 \operatorname{erfc}(1 /(2 \sqrt{t})), \quad(M, t) \in[0, \infty)^{2}
$$

We deduce that the decay of $v(M ; t)$ is undetectable by double precision arithmetic for $t \leq 0.007$. So, there is no point in summing (3.5) on a computer for such $t$. However, in the case of (3.12), because 1 is the first term in the expansion, $1-v(M ; t)$ may be well approximated by $1-v_{0}(M ; t)$ over this $t$-range.

Without descending into too detailed an analysis, for $t \in(0.007,0.1]$ and $M \in$ [ 0,10 ], the decay in $v(M ; t)$ becomes detectable, although obviously the precise values of $t$ depend upon $M$. Loosely speaking, expansion (3.12) is at an advantage over (3.5) in this range, since the latter requires many terms for accuracy. The appropriate number of terms to take in (3.12) is indicated by the error estimate (3.16), since $3>M t+2 \sqrt{t}$ for this parameter range. We note that instructions on the numerical calculation of $\mathrm{i}^{n} \operatorname{erfc}(x)$ for $x>0$ are given in [1, Chapter 7]. Essentially, this is cheap to evaluate, using a backward iteration of (3.13) (to avoid cancellation errors), once the values of $\operatorname{erfc}(x)$ and $(2 / \sqrt{\pi}) \exp \left(-x^{2}\right)$ are known. However, a recalculation must be performed for each value of $t$.

For $M>10,1-v(M ; t)$ is much smaller for $t \in[0,1]$, and (3.12) remains appropriate over this range. Considering (3.16) again, in the case where $2 n+3 \leq$ $M t+2 \sqrt{t}$, the crude estimate

$$
i^{n} \operatorname{erfc}(x) \leq 2 \exp \left(x_{-}\right), \quad x \in \mathbb{R}, \quad n=0,1, \ldots
$$

implies that

$$
\begin{equation*}
\left|v(M ; t)-v_{n}(M ; t)\right| \leq 4(1+2 M \sqrt{t})^{n+2} e^{-(n+2) M} e^{M \sqrt{t} / 2} \tag{3.19}
\end{equation*}
$$

Thus for $t \in[0,1], v_{3}(M ; t)$ suffices for $M=10$, while for $M \geq 40, v_{0}(M ; t)$ is good enough. We remark that $\mathrm{i}^{n} \operatorname{erfc}(x)$ should be evaluated by forward iteration of (3.13) when $x<0$.

For $t>0.1$ and $M \in[0,10]$, a truncation to $m$ terms of (3.5) becomes more competitive. We remark that $\lambda_{n}$ and the coefficients of $e^{-\lambda_{n} t}$ may be quite cheaply calculated from (3.3) and (3.4) using a Newton-Raphson iteration and that, for fixed $M$, the same coefficients serve for all $t$. As stated in Theorem 3.1, the series (3.5) is
alternating and decreasing. Thus, the error in the truncation after $m$ terms is less in magnitude than the $(m+1)$ st term. For $n>1$ and $\theta(M, n) \in(0,1 / 2)$,

$$
c_{n}(M) e^{-\lambda_{n} t}=(-1)^{n+1} \frac{2 e^{-M / 2}(n-\theta)^{2} \pi^{2} \exp \left(-\left((n-\theta)^{2} \pi^{2}+M^{2} / 4\right) t\right)}{\left((n-\theta)^{2} \pi^{2}+M^{2} / 4-M / 2\right)\left((n-\theta)^{2} \pi^{2}+M^{2} / 4\right)^{1 / 2}} .
$$

Hence, to achieve an error of less than $\epsilon$, it is sufficient that $m$ satisfy

$$
\sqrt{\frac{[\log (m \pi \epsilon / 2)+M / 2]_{-}}{\pi^{2} t}}<m, \quad \text { where }[x]_{-} \equiv(|x|-x) / 2
$$

So, $m=7$ suffices for all $t>0.1$ if $\epsilon=10^{-16}$. As $t$ increases, successively fewer terms are needed.

Lastly, we note that for large $M$ and $t \in[0,1]$,

$$
\begin{aligned}
1-c_{1}(M) \exp \left(-\lambda_{1} t\right) & \approx e^{-M}\left(M^{2} t-(M-3)\right), \\
\left|c_{2}(M)\right| \exp \left(-\lambda_{2} t\right) & \approx \frac{2 \pi^{2} e^{-M / 2}}{\sqrt{\left(\pi^{2}+M^{2} / 4\right)}\left(\pi^{2}+M^{2} / 4-M / 2\right)} e^{-\left(M^{2} / 4+\pi^{2}\right) t}
\end{aligned}
$$

Thus, when $t \geq 3 / M$, the second and subsequent terms in (3.5) are entirely negligible, and the behavior of $v(M ; t)$ is essentially exponential decay. This indicates that increasing $M$ has a more pronounced effect on the large time behavior than it does on the initial decay.
4. Elliptic bounds. Here, we initially consider means of calculating the $L_{\infty}$ bound given by Lemma 2.5 for a cubical domain. Subsequently, we consider bounds in a spherical geometry for somewhat more general elliptic operators, under slightly different assumptions on the advection.
4.1. Problems on the unit cube. Here, in the domain $\Omega=(-1,1)^{N}$, we consider the problem

$$
\begin{align*}
L u+\lambda u \equiv-\sum_{i=1}^{N} a_{i}(x) \frac{\partial^{2} u}{\partial x_{i}^{2}}+\sum_{i=1}^{N} b_{i} \frac{\partial u}{\partial x_{i}}+\lambda u & =f, \quad x \in \Omega  \tag{4.1}\\
u(x) & =0,
\end{align*} \quad x \in \partial \Omega .
$$

It is assumed that $\lambda \geq 0, a \in C(\bar{\Omega}), b, f \in L_{\infty}(\Omega)$,

$$
\begin{equation*}
\inf _{x \in \Omega} a_{i}(x) \geq d_{i}>0, \quad\left\|b_{i}(x)\right\|_{\infty} \leq M_{i} \tag{4.2}
\end{equation*}
$$

and that $f$ is nonnull.
THEOREM 4.1. Suppose that $u(x)$ is the solution of a boundary value problem of the form (4.1), for some $\lambda \geq 0$, where the coefficients satisfy the above assumptions. Then,

$$
\begin{equation*}
\frac{\|u\|_{\infty}}{\|f\|_{\infty}} \leq W(d, M ; 0, \lambda)=\int_{0}^{\infty} e^{-\lambda t} \prod_{i=1}^{N} v\left(M_{i} / d_{i} ; d_{i} t\right) d t \tag{4.3}
\end{equation*}
$$

This upper bound is attained when $a_{i}(x)=d_{i}, b_{i}(x)=M_{i} \operatorname{sign}\left[x_{i}\right]$, and $f$ is a nonzero constant.

Proof. Lemma 2.5 implies that $W(d, M ; x, \lambda)$ satisfies the equation

$$
-\sum_{i=1}^{N} d_{i} \frac{\partial^{2} u}{\partial x_{i}^{2}}-\sum_{i=1}^{N} M_{i}\left|\frac{\partial u}{\partial x_{i}}\right|+\lambda u=1
$$

The rest of the proof resembles that of Theorem 2.4 and is omitted.
When $N=1$, we have already found a simple explicit formula, given by (3.2). An explicit formula is also available for $W(d, M ; 0, \lambda)$ for $N>1$, using the eigenmode expansion (3.5). We begin by relabelling the coefficients of (3.5) as follows:

$$
\begin{equation*}
v\left(M_{i} / d_{i} ; t\right)=\sum_{n=1}^{\infty} c_{n}^{i} \exp \left(-\lambda_{n}^{i} t\right), \quad \lambda_{n}^{i}=\lambda_{n}\left(M_{i} / d_{i}\right), \quad c_{n}^{i}=c_{n}^{i}\left(M_{i} / d_{i}\right) \tag{4.4}
\end{equation*}
$$

From (4.3) we obtain

$$
\begin{equation*}
W(d, M ; \lambda)=\sum_{n_{1}=1}^{\infty} \sum_{n_{2}=1}^{\infty} \cdots \sum_{n_{N}=1}^{\infty} \frac{c_{n_{1}}^{1} \cdots c_{n_{N}}^{N}}{\lambda+d_{1} \lambda_{n_{1}}^{1}+\cdots+d_{n} \lambda_{n_{N}}^{N}} \tag{4.5}
\end{equation*}
$$

However, (4.5) is a very slowly converging series, unsuitable for computation.
To obtain practical bounds, for $N>1$ and $\lambda$ not too small, probably the most numerically efficient way of evaluating the integral is to rescale the time variable to $\tau=\lambda t$ and then apply Gauss-Laguerre quadrature - see [1, p. 923], with the values of $v(M ; t)$ approximated in the way indicated at the end of section 3. However, the error term for this quadrature method is very difficult to evaluate in practice, so sharp guaranteed error bounds are not usually available.

Alternatively, setting $d_{0}=\min \left[d_{1}, \ldots, d_{N}\right]$, we approximate

$$
\begin{aligned}
& v\left(M_{i} / d_{i} ; d_{i} t\right) \approx 1, \quad d_{0} t \in\left[0, t^{*}\right] \\
& v\left(M_{i} / d_{i} ; d_{i} t\right) \approx \sum_{n_{i}=1}^{m^{*}} c_{n_{i}}^{i} \exp \left(-d_{i} \lambda_{n_{i}}^{i} t\right), \quad d_{0} t>t^{*}
\end{aligned}
$$

for some $t^{*}>0$ and $m^{*}$ an odd integer. Integrating exactly, one obtains

$$
\begin{align*}
& W(d, M ; 0, \lambda) \approx \frac{1-e^{-\lambda t^{*} / d_{0}}}{\lambda} \\
& \quad+\sum_{n_{1}=1}^{m^{*}} \cdots \sum_{n_{N}=1}^{m^{*}} \frac{c_{n_{1}}^{1} \cdots c_{n_{N}}^{N} \exp \left(-\left(\lambda+d_{1} \lambda_{n_{1}}^{1}+\cdots+d_{N} \lambda_{n_{N}}^{N}\right) t^{*} / d_{0}\right)}{\lambda+d_{1} \lambda_{n_{1}}^{1}+\cdots+d_{N} \lambda_{n_{N}}^{N}} \tag{4.6}
\end{align*}
$$

Since $m^{*}$ is odd, (4.6) is an upper bound for (4.5). The analysis of section 3 may be used to show that if $t^{*}=0.007, m^{*}=23$, and $N \leq 10$ then the absolute error of (4.6) is less than $10^{-16}$. However, for very large $\lambda$, (4.6) is insufficiently accurate to give a good approximation of $1 / \lambda-W(d, M ; 0, \lambda)$, because this corresponds in an Abelian or Tauberian sense to the subtle behavior of $1-V(d, M ; 0, t)$ near $t=0$.

We note that $N m^{*}$ transcendental equations of the form (3.3) or (3.4) must be solved for (4.6), which is perfectly feasible for the parameters suggested. The sum on the right-hand side contains $\left(m^{*}\right)^{N}$ different terms, which when $m^{*}=23$ is not too many to compute for the usual physical dimensions, $N \leq 3$. However, for $N$ much bigger than 7 this method becomes impractical.
4.2. Problems on the unit ball. On $B \equiv B\left(\mathbb{R}^{N} ; 0,1\right)$, the unit ball in $\mathbb{R}^{N}$, we consider

$$
\begin{align*}
(L+\lambda) u \equiv-\sum_{i, j=1}^{N} a_{i j}(x) \frac{\partial^{2} u}{\partial x_{i} x_{j}}+\sum_{i=1}^{N} b_{i}(x) \frac{\partial u}{\partial x_{i}}+\lambda u & =f, & |x|<1  \tag{4.7}\\
u(x) & =0, & |x|=1
\end{align*}
$$

It is assumed that $\lambda \geq 0, a \in C(\bar{B}), b, f \in L_{\infty}(B)$,

$$
\begin{equation*}
\inf _{x \in \Omega} \sup _{\xi \in B} a_{i j}(x) \xi_{i} \xi_{j} \geq 1, \quad\left\|\sum_{i=1}^{N} b_{i}^{2}\right\|_{\infty} \leq K^{2} \tag{4.8}
\end{equation*}
$$

and that $f$ is nonnull.
For $K \geq 0$, we define

$$
\begin{equation*}
L_{K} u \equiv-\Delta u+K \frac{x}{|x|} . \nabla u, \quad x \neq 0 ; \quad L_{K} u \equiv-\Delta u, \quad x=0 \tag{4.9}
\end{equation*}
$$

and set $w(K ; x, \lambda)$ to be the solution of (4.7) when $L=L_{K}$ and $f(x) \equiv 1$.
Lemma 4.2. $w(K ; x, \lambda)=v(K ;|x|, \lambda)$, where $v$, the solution of the problem

$$
\begin{equation*}
-u_{r r}-(N-1) u_{r}+K u_{r}+\lambda u=1, \quad r \in(0,1) ; \quad u^{\prime}(0)=u(1)=0 \tag{4.10}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
v_{r}(r)<0, \quad v_{r r}(r)-\frac{v_{r}(r)}{r}<0, \quad r \in(0,1) \tag{4.11}
\end{equation*}
$$

Furthermore, for $M(\cdot, \cdot, \cdot)$, the confluent hypergeometric Kummer function of the first kind (see [1, p. 504]), and $r \in(0,1)$,

$$
\begin{align*}
v(K ; r, 0)= & \int_{r}^{1} \int_{0}^{s}(t / s)^{N-1} e^{K(s-t)} d t d s \\
v(K ; r, \lambda)= & \frac{1}{\lambda}\left(1-e^{(\gamma-K / 2)(1-r)} \frac{M((N-1) \delta, N-1,2 \gamma r)}{M((N-1) \delta, N-1,2 \gamma)}\right), \quad \lambda>0 \\
& \gamma \equiv \sqrt{K^{2} / 4+\lambda}, \quad \delta \equiv(1 / 2-(K / 4 \gamma)) \tag{4.12}
\end{align*}
$$

Proof. We define the nonnegative sequence $\left(b_{n}\right)$ by $b_{1}=0, b_{2}=1$,

$$
\begin{equation*}
b_{n+2}=\frac{K(n+1)}{(N+n)(n+2)} b_{n+1}+\frac{\lambda b_{n}}{(N+n)(n+2)}, \quad n \geq 1 \tag{4.13}
\end{equation*}
$$

Defining $C(N, K, \lambda)=\sum_{n=2}^{\infty} b_{n}$, we consider the sequence $\left(a_{n}\right)$, where

$$
\begin{equation*}
a_{0}=\frac{C(N, K, \lambda)}{\lambda C(N, K, \lambda)+2 N}, \quad a_{1}=0, \quad a_{2}=-\frac{a_{0}}{C(N, K, \lambda)}, \tag{4.14}
\end{equation*}
$$

and $a_{n}=a_{2} b_{n}$ for $n \geq 3$. We observe that $\sum_{n=0}^{\infty} a_{n} r^{n}$ satisfies (4.10).
The relationship between the respective solutions of (4.9) and (4.10) is clear. Since $w(K ; x, \lambda)$ is unique, so is $v(K ; r, \lambda)$, and thus,

$$
\begin{equation*}
v(r)=\sum_{n=0}^{\infty} a_{n} r^{n} \tag{4.15}
\end{equation*}
$$

(Coddington and Levinson [4] present a general theory of ODEs, including (4.9).) We note that $a_{n}<0$ for $n \geq 2$, and therefore
$v_{r}(r)=\sum_{n=2}^{\infty} n a_{n} r^{n-1}<0 ; \quad v_{r r}(r)-\frac{v_{r}(r)}{r}=\sum_{n=2}^{\infty} n(n+2) a_{n+2} r^{n}<0, \quad r \in(0,1)$.
For $\lambda=0,(4.13)$ is elementary. For $\lambda>0$, we define

$$
y(2 \gamma r) \equiv e^{(\gamma-K / 2) r}\left(\frac{1}{\lambda}-v(r)\right), \quad r \in[0,1]
$$

$y(x)$ satisfies the following version of Kummer's equation; see [1, p. 504]:

$$
\begin{align*}
x y_{x x}+((N-1)-x) y_{x}-(N-1) \delta y & =0, \quad x \in(0,2 \gamma)  \tag{4.16}\\
y_{x}(0)=\delta y(0), \quad y(2 \gamma) & =\frac{e^{\gamma-K / 2}}{\lambda} .
\end{align*}
$$

(4.12) now follows for $\lambda>0$ from the properties of Kummer's functions.

THEOREM 4.3. Suppose that $u(x)$ is the solution of (4.1), under the accompanying assumptions, including (4.8) for some $K \geq 0$. Then,

$$
\begin{gather*}
\frac{\|u\|_{\infty}}{\|f\|_{\infty}} \leq \sum_{n=0}^{\infty} \frac{K^{n}(N-1)!}{(n+2)(N+n)!}, \quad \lambda=0  \tag{4.17}\\
\frac{\|u\|_{\infty}}{\|f\|_{\infty}} \leq \frac{1}{\lambda}\left(1-\frac{e^{\gamma-K / 2}}{M((N-1) \delta,(N-1), 2 \gamma)}\right), \quad \lambda>0 \tag{4.18}
\end{gather*}
$$

These bounds are attained when $L=L_{K}$ and $f$ is a nonzero constant.
Proof. Assuming $\|f\|_{\infty}=1$, (4.9) and (4.11) imply that

$$
\begin{aligned}
(L+\lambda) w= & -\sum_{i, j=1}^{N} a_{i j}(x) \frac{\partial^{2} W}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{N} b_{i}(x) \frac{\partial W}{\partial x_{i}}+\lambda W \\
=- & \left(v_{r r}(|x|)-\frac{v_{r}(|x|)}{|x|}\right) \sum_{i, j=1}^{N} a_{i j}(x) \frac{x_{i} x_{j}}{|x|^{2}}-\frac{v_{r}(|x|)}{|x|} \sum_{1=1}^{N} a_{i i}(x) \\
& +v_{r}(|x|) \sum_{i=1}^{N} b_{i}(x) x_{i}+\lambda v(|x|) \\
\geq & -v_{r r}-\frac{N-1}{|x|} v_{r}+K v_{r}+\lambda v=1 \geq f(x)
\end{aligned}
$$

for almost every $x \in B$. The maximum principle therefore implies that $u(x) \leq w(x)$; similarly, $u(x) \geq-w(x)$. Thus, $\|u\|_{\infty} \leq\|w(K ; \cdot, \lambda)\|_{\infty}=w(K ; 0, \lambda)$. The righthand sides of (4.17) and (4.18) come from evaluations of (4.13), (4.14), and (4.12), respectively.

We note that, from a computational point of view, the right-hand side is relatively easily evaluated, using the power series representation of the function $M(\cdot, \cdot, \cdot)$; see [1]. Lastly, we remark that it should be possible to obtain quantitative bounds on a parabolic version of (4.7) provided that a suitable expansion of the inverse Laplace transform of (4.18) can be found.
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#### Abstract

A general theorem characterizing the interaction of concentrations and oscillations effects associated with sequences of gradients bounded in $L^{p}, p>1$, is proved. The oscillations are recorded in the Young measure while the concentrations are encoded in the varifold.


Key words. oscillations, concentrations, Young measures, varifolds, quasiconvexity
AMS subject classifications. 49J45, 35B05

PII. S0036141096306534

1. Introduction. Oscillatory phenomena and the characterization of limits of nonlinear quantities of oscillating sequences have been successfully analyzed by means of Young measures. These measures were first introduced by Young [38] to study nonconvex problems in optimal control theory and to provide the appropriate framework for the description of generalized minimizers in the calculus of variations. Recently Young measures have become an important tool in the study of nonlinear partial differential equations [10], [12], [13], [31], [33], [34], [35], [37] and the analysis of oscillatory behavior in nonconvex variational principles that arise in models of solid-solid phase transitions [7], [8]. Characterizations of Young measures associated with minimizing sequences of such functionals as well as with general sequences of gradients bounded in $L^{p}(\Omega ; \mathbf{M})$ have been found in [21] and [22] (see also [29]). Here $\Omega$ is an open, bounded subset of $\mathbf{R}^{N}$ and $\mathbf{M}=\mathbf{M}^{m \times N}$ is the set of $m \times N$ matrices.

One of the main drawbacks of Young measures is that they miss completely concentration effects. Indeed, sequences may share the same Young measure and yet one may exhibit concentrations while the other does not. Several ways of understanding and manipulating concentrations have been proposed. We refer the reader to [14], [15], [18], [19], [24], [25], [30], [36], and [37] for some of these methods. Another possibility is using varifolds or indicator measures following the works [3], [4], [17], [28]. This is the point of view that we will take here, and we will focus on sequences that are constrained to be gradients. A similar approach has been employed in [2] for unconstrained sequences that are bounded in $L^{1}$.

The notion of a varifold has been used to describe certain nonlinear limits of oscillating measures, and it plays a role complementary to that of the Young measure.

[^47]In fact, the Young measure associated with a sequence $\left\{f_{j}\right\}$, which is bounded in $L^{p}\left(\Omega ; \mathbf{R}^{d}\right)$, describes the effect of oscillations on the limits of $\left\{\varphi\left(f_{j}\right)\right\}$ whenever the nonlinearity $\varphi$ has growth of order strictly less than $p$, while the varifold describes the effect of concentrations on the limits of $\left\{\psi\left(f_{j}\right)\right\}$ when $\psi$ grows asymptotically as the $p$ th power. We will be more precise in section 3 .

Our goal is to understand the relation between the varifold and the Young measure that are generated by a sequence of gradients which is bounded in $L^{p}(\Omega ; \mathbf{M}), p>1$. We hope to address the case $p=1$ in a future work. A detailed description of Young measures generated by sequences of gradients bounded in $L^{p}(\Omega ; \mathbf{M})$ was obtained in [22] (see Theorem 2.3 below).

To describe our main result we consider an open, bounded set $\Omega \subset \mathbf{R}^{N}$ and a sequence $\left\{f_{j}\right\}$ of functions bounded in $L^{p}\left(\Omega ; \mathbf{R}^{d}\right)$ for some $p>1$. There exists a subsequence, still denoted $\left\{f_{j}\right\}$, and a family $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$ (called the Young measure) of probability measures $\nu_{x}$ on $\mathbf{R}^{d}$, as well as a nonnegative Radon measure $\Lambda$ on $\Omega \times \mathcal{S}^{d-1}$ (called the varifold) with the following properties (see [6], [17], and section 3). For all continuous functions $\theta$ that vanish on $\partial \Omega, \theta \in \mathcal{C}_{0}(\Omega)$, all continuous functions $\varphi$ on $\mathbf{R}^{d}$ with growth of order strictly less than $p$, i.e., $|\varphi(\xi)| \leq C\left(1+|\xi|^{r}\right), \quad 1 \leq r<p$, and for all continuous functions $\psi$ on $\mathbf{R}^{d}$ that are homogeneous of degree $p$, we have

$$
\begin{aligned}
\int_{\Omega} \theta(x) \varphi\left(f_{j}(x)\right) d x & \rightarrow \int_{\Omega} \theta(x) \int_{\mathbf{R}^{d}} \varphi(\xi) d \nu_{x}(\xi) d x \\
\int_{\Omega} \theta(x) \psi\left(f_{j}(x)\right) d x & \rightarrow \int_{\Omega \times \mathcal{S}^{d-1}} \theta(x) \psi(\xi) d \Lambda(x, \xi) \\
& =\int_{\Omega} \theta(x) \int_{\mathcal{S}^{d-1}} \psi(\xi) d \lambda_{x}(\xi) d \pi(x)
\end{aligned}
$$

Here $\pi$ is the projection of $\Lambda$ onto $\Omega, \lambda_{x}$ are probability measures (for $\pi$-a.e. $x \in \Omega$ ), $\Lambda=\lambda \otimes \pi, \lambda=\left\{\lambda_{x}\right\}_{x \in \Omega}$ is the slicing decomposition of $\Lambda[15]$, and $\mathcal{S}:=\mathcal{S}^{d-1}$ is the unit sphere in $\mathbf{R}^{d}$. In what follows, we will refer to $(\nu, \Lambda)$ as the Young measurevarifold pair.

If $\left\{u_{j}\right\}$ is a bounded sequence in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$, if $f_{j}=\nabla u_{j}$, and if the target space $\mathbf{R}^{d}$ is identified with the space $\mathbf{M}:=\mathbf{M}^{m \times N}$ of $m \times N$ matrices, we say that $(\nu, \Lambda)$ is a $W^{1, p}(\Omega)$-Young measure-varifold pair, and we abbreviate it by saying that $(\nu, \Lambda)$ is a YM-V pair. The Young measures that arise in such pairs (the so-called $W^{1, p}(\Omega)$ Young measures) were characterized in [22]. The following example shows that there are also restrictions $\Lambda$. Let $p=m=N$ and consider the $N$-homogeneous function $\psi(A):=\operatorname{det} A$. Then by the above

$$
\int_{\Omega} \theta(x) \operatorname{det} \nabla u_{j} d x \rightarrow \int_{\Omega} \theta(x) \int_{\mathcal{S}} \operatorname{det} A d \lambda_{x}(A) d \pi(x) .
$$

On the other hand, we know that [5], [28] $\operatorname{det} \nabla u_{j} \stackrel{*}{\rightharpoonup} \operatorname{det} \nabla u$ in the sense of measures, where $u$ is the weak limit of $u_{j}$ in $W^{1, p}\left(\Omega ; \mathbf{R}^{N}\right)$. We conclude that

$$
(\operatorname{det} \nabla u) d \mathcal{L}^{N}=\left(\int_{\mathcal{S}} \operatorname{det} A d \lambda_{x}(A)\right) d \pi
$$

where $\mathcal{L}^{N}$ denotes the Lebesgue measure in $\mathbf{R}^{N}$. Therefore, if we write $\pi=\pi_{a}+\pi_{s}$, where $\pi_{a}$ and $\pi_{s}$ are, respectively, absolutely continuous and singular with respect to $\mathcal{L}^{N}$, we obtain that

$$
\int_{\mathcal{S}} \operatorname{det} A d \lambda_{x}(A)=0
$$

for $\pi_{s}$ a.e. $x \in \Omega$.
The main result of this paper is the following characterization theorem for YM-V pairs.

THEOREM 1.1. Let $p>1$. $(\nu, \Lambda)$ is a YM-V pair, where $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$, and $\Lambda=\left\{\lambda_{x}\right\}_{x \in \Omega} \otimes \pi$ if and only if
1.

$$
\nabla u(x)=\int_{\mathbf{M}} A d \nu_{x}(A), \quad \mathcal{L}^{N} \text { a.e. } x \in \Omega
$$

for some $u \in W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$;
2.

$$
\varphi(\nabla u(x)) \leq \int_{\mathbf{M}} \varphi(A) d \nu_{x}(A), \quad \mathcal{L}^{N} \text { a.e. } x \in \Omega
$$

for every quasiconvex $\varphi$ for which the limit

$$
\lim _{|A| \rightarrow \infty} \frac{\varphi(A)}{1+|A|^{p}}
$$

exists;
3.

$$
\int_{\mathbf{M}} \psi(A) d \nu_{x}(A) \leq \frac{d \pi}{d \mathcal{L}^{N}}(x) \int_{\mathcal{S}} \psi(A) d \lambda_{x}(A), \quad \mathcal{L}^{N} \text { a.e. } x \in \Omega
$$

for every p-homogeneous, continuous function $\psi$ such that $Q \psi(0)=0$, where $Q \psi$ denotes the quasiconvexification of $\psi$;
4.

$$
\int_{\mathcal{S}} \psi(A) d \lambda_{x}(A) \geq 0, \quad \pi_{s} \text { a.e. } x \in \Omega
$$

for every p-homogeneous, continuous function $\psi$ such that $Q \psi(0)=0$, where $\pi_{s}$ is the singular part of $\pi$ with respect to $\mathcal{L}^{N}$.

We remind the reader (see [5], [11], [26]) that a function $\varphi$, defined on $\mathbf{M}$, is said to be quasiconvex if

$$
\varphi(F) \leq \frac{1}{|\Omega|} \int_{\Omega} \varphi(F+\nabla u(x)) d \mathcal{L}^{N}(x)
$$

for all matrices $F$ and all test functions $u \in W_{0}^{1, \infty}\left(\Omega ; \mathbf{R}^{m}\right)$. If $\varphi$ is not quasiconvex then its quasiconvexification, $Q \varphi$, is defined to be

$$
Q \varphi(F):=\inf _{u} \frac{1}{|\Omega|} \int_{\Omega} \varphi(F+\nabla u(x)) d x
$$

for all matrices $F$. The infimum is taken again over the set of functions $u$ that belong to $W_{0}^{1, \infty}\left(\Omega ; \mathbf{R}^{m}\right)$. In addition, if

$$
|\varphi(\xi)| \leq C\left(1+|\xi|^{p}\right)
$$

then

$$
Q \varphi(F)=\inf _{u \in W_{0}^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)} \frac{1}{|\Omega|} \int_{\Omega} \varphi(F+\nabla u(x)) d x
$$

Equivalently, $Q \varphi$ can be characterized as the largest quasiconvex function below $\varphi$ [1], [11].

Parts 1 and 2 of Theorem 1.1, together with the integrability condition

$$
\int_{\Omega} \int_{\mathbf{M}}|A|^{p} d \nu_{x}(A) d x<+\infty
$$

correspond to the characterization of the underlying Young measure and were proved in [21] and [22]. Part 3 provides the interaction between the Young measure and the absolutely continuous part of the varifold. Part 4 represents the restriction on the varifold in the set where the singular part $\pi_{s}$ is concentrated. An interesting consequence of this result is that there are no restrictions on the singular measure $\pi_{s}$.

A key tool in the proof of the above theorem is the following decomposition result for sequences of gradients that are bounded in $L^{p}(\Omega ; \mathbf{M})$ for some $p>1$. It states, in particular, that every such sequence admits a subsequence that can be written as a sum of a sequence $\left\{\nabla z_{j}\right\}$ (of gradients!) whose $p$ th power is equi-integrable and a remainder that converges to zero in measure (and hence almost uniformly). We may say that $\left\{\nabla z_{j}\right\}$ carries the oscillations, while the remainder accounts for the concentration effects.

LEMMA 1.2 (decomposition lemma). Let $\Omega \subset \mathbf{R}^{N}$ be an open, bounded set and let $\left\{w_{n}\right\}$ be a bounded sequence in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$. There exists a subsequence, $\left\{w_{j}\right\}$, and a sequence $\left\{z_{j}\right\} \subset W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$ such that

$$
\begin{equation*}
\mathcal{L}^{N}\left(\left\{z_{j} \neq w_{j} \text { or } \nabla z_{j} \neq \nabla w_{j}\right\}\right) \rightarrow 0 \tag{1.1}
\end{equation*}
$$

as $j \rightarrow \infty$, and $\left\{\left|\nabla z_{j}\right|^{p}\right\}$ is equi-integrable. If $\Omega$ is Lipschitz (or, more generally, an extension domain), then each $z_{j}$ may be chosen to be a Lipschitz function.

Note that (1.1) implies that both sequences $\left\{\nabla z_{j}\right\}$ and $\left\{\nabla w_{j}\right\}$ generate the same Young measure.

Some remarks are in order. A similar result was derived independently by Kristensen [23]. The characterization of $W^{1, p}$-Young measures obtained in [22] (see Theorem 2.3) does not provide a way of identifying the oscillatory part and the concentrations on a given sequence $\left\{w_{n}\right\}$ bounded in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$; it asserts that a Young measure generated by $\left\{w_{n}\right\}$ will be generated also by a sequence $\left\{v_{n}\right\}$ with $\left\{\left|\nabla v_{n}\right|^{p}\right\}$ equi-integrable, but there is no direct relation between this and the former sequence. Also, the approach via [22] is rather indirect and implicitly relies on the lower semicontinuity results of Acerbi and Fusco [1]. In fact, once Lemma 1.2 is proved one can considerably shorten the arguments in [1] and [22] (see [27] for this point of view). Our proof of Lemma 1.2 (see section 4) still relies on essentially the same tools as [1], namely $L^{p}$ estimates for maximal functions and Lipschitz extensions of $W^{1, p}$ functions off small sets, but we think that an approach that uses the decomposition result as a starting point might be more intuitive. Kristensen's proof [23], on the other hand, uses Iwaniec's estimates for perturbed Hodge decompositions. These estimates, however, in turn rely on $L^{p}$ estimates involving the sharp maximal function. Finally, the result may be viewed as an $L^{p}$ counterpart of a theorem by Zhang [39] which states that if $\left\{\nabla w_{j}\right\}$ is bounded in $L^{q}$ for some $q>1$ and generates a Young measure with
support contained in a ball $B=B(0, R) \subset \mathbf{M}$ (i.e., $\operatorname{supp}\left(\nu_{x}\right) \subset B$ for a.e. $x \in \Omega$ ) then there exists a sequence $z_{j}$ with

$$
\left|\nabla z_{j}\right| \leq C(N) R \quad \text { and } \quad \mathcal{L}^{N}\left(\left\{z_{j} \neq w_{j} \text { or } \nabla z_{j} \neq \nabla w_{j}\right\}\right) \rightarrow 0
$$

2. Preliminaries. For any number $p>0$ consider the class

$$
\mathcal{H}_{p}:=\{f \in \mathcal{C}(\mathbf{M}): f \text { is positively homogeneous of degree } p\}
$$

where $\mathcal{C}(\mathbf{M})$ is the set of continuous functions on $\mathbf{M}$. If $f \in \mathcal{H}_{p}$ then $f(t A)=t^{p} f(A)$ for all $A \in \mathbf{M}$ and $t>0$. It is easy to show that homogeneity entails $Q \psi(0)=0$ whenever $\psi \in \mathcal{H}_{p}$ and $Q \psi(0)$ is finite. Let $X_{p}$ denote the set of continuous functions in $\mathbf{M}$ with growth of order at most $p$, i.e.,

$$
X_{p}:=\left\{\varphi \in \mathcal{C}(\mathbf{M}):|\varphi(A)| \leq C\left(1+|A|^{p}\right)\right\}
$$

$X_{p}$ is a Banach space under the natural norm

$$
\|\varphi\|:=\left\|\frac{\varphi(\cdot)}{1+|\cdot|^{p}}\right\|_{L^{\infty}(\mathbf{M})}
$$

Finally, we consider the class

$$
\mathcal{E}_{p}:=\left\{\varphi \in \mathcal{C}(\mathbf{M}): \text { there exists } f \in \mathcal{H}_{p}, \lim _{|A| \rightarrow \infty} \frac{\varphi(A)-f(A)}{|A|^{p}}=0\right\}
$$

Some properties of $\mathcal{E}_{p}$ are listed in the proposition below.
Proposition 2.1.

1. For every $\varphi \in \mathcal{E}_{p}$ there is a unique $f \in \mathcal{H}_{p}$ such that

$$
\lim _{|A| \rightarrow \infty} \frac{\varphi(A)-f(A)}{|A|^{p}}=0
$$

The function $f$ is the recession function of $\varphi$ of degree $p, \varphi_{p}^{\infty}$, defined by

$$
\varphi_{p}^{\infty}(A)=\lim _{t \rightarrow \infty} \frac{\varphi(t A)}{t^{p}}
$$

2. $\mathcal{E}_{p}$ is a closed, separable subspace of $X_{p}$ and $\mathcal{H}_{p}$ is a closed subspace of $\mathcal{E}_{p}$.
3. If $f \in \mathcal{H}_{p}$ then

$$
\|f\|=\|f\|_{L^{\infty}(\mathcal{S})}
$$

where $\mathcal{S}$ is the unit sphere in $\mathbf{M}$.
The proof of this proposition is elementary. The only fact that requires some comment is the separability of $\mathcal{E}_{p}$. Indeed, using the map

$$
\begin{gathered}
\mathcal{C}^{\infty}(\bar{B}(0,1)) \rightarrow \mathcal{E}_{p}, \\
\theta \rightarrow\left(A \mapsto \theta\left(\frac{A}{1+|A|}\right)|A|^{p}\right),
\end{gathered}
$$

one can easily verify that $\mathcal{E}_{p}$ is isomorphic to the space of continuous functions on the unit ball of $\mathbf{M}$, equipped with the sup norm. This space is separable due to the
compactness of the unit ball. If we compare the space $\mathcal{E}_{p}$ with the space considered in [22],

$$
E_{p}:=\left\{\varphi \in \mathcal{C}(\mathbf{M}): \lim _{|A| \rightarrow \infty} \frac{\varphi(A)}{1+|A|^{p}} \text { exists }\right\}
$$

we see that $\mathcal{E}_{p}$ corresponds to the compactification of $\mathbf{M}$ by a sphere at $\infty$ while $E_{p}$ corresponds to the one-point compactification. More general compactifications have been considered in [14], [29], [30], and [31].

We will use the following lemma, whose proof is elementary and left to the reader.
Proposition 2.2. If $\psi$ is Lipschitz continuous on the unit sphere $\mathcal{S}$ and homogeneous of degree $p, p \geq 1$, then there is a constant $C>0$ (depending on $\psi$ ) such that

$$
|\psi(A)-\psi(B)| \leq C\left(|A|^{p-1}+|B|^{p-1}\right)|A-B|
$$

for any pair of matrices $A, B$.
A remark that will be used often in sections 5 and 6 is the following. Given a family of probability measures $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$ and a sequence of functions $\left\{f_{j}\right\}$ bounded in $L^{p}\left(\Omega ; \mathbf{R}^{d}\right)$, it can be shown that if

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{\Omega} \theta(x) \varphi\left(f_{j}(x)\right) d x=\int_{\Omega} \theta(x) \int_{\mathbf{R}^{d}} \varphi(\xi) d \nu_{x}(\xi) d x \tag{2.1}
\end{equation*}
$$

for all $\theta \in \mathcal{C}_{0}(\Omega), \varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbf{R}^{d}\right)$, then (2.1) still holds for all $\varphi \in \mathcal{C}\left(\mathbf{R}^{d}\right)$ such that $\left\{\varphi\left(f_{j}\right)\right\}$ is equi-integrable and, in particular, for all $\varphi$ on $\mathbf{R}^{d}$ which grow slower than $1+|\xi|^{p}$. Therefore $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$ is the Young measure associated with $\left\{f_{j}\right\}$. We conclude that in order to identify the Young measure generated by $\left\{f_{j}\right\}$, it suffices to study the limits (2.1) for $\theta \in \mathcal{C}_{0}(\Omega)$ and $\varphi \in \mathcal{C}_{0}^{\infty}\left(\mathbf{R}^{d}\right)$. Also, it can be shown that

$$
\begin{equation*}
\int_{\Omega} \int_{\mathbf{R}^{d}}|\xi|^{p} d \nu_{x}(\xi) d x<\infty \tag{2.2}
\end{equation*}
$$

The main result in [22] is a characterization of $W^{1, p}$ - Young measures in terms of Jensen's inequality for quasiconvex functions.

THEOREM 2.3. Let $p>1$. Then $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$ is a $W^{1, p}$ - Young measure if and only if
1.

$$
\nabla u(x)=\int_{\mathbf{M}} A d \nu_{x}(A), \quad \mathcal{L}^{N} \text { a.e. } x \in \Omega
$$

for some $u \in W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$;
2.

$$
\varphi(\nabla u(x)) \leq \int_{\mathbf{M}} \varphi(A) d \nu_{x}(A), \quad \mathcal{L}^{N} \text { a.e. } x \in \Omega
$$

for every quasiconvex $\varphi$ for which the limit

$$
\lim _{|A| \rightarrow \infty} \frac{\varphi(A)}{1+|A|^{p}}
$$

exists;
3.

$$
\int_{\Omega} \int_{\mathbf{M}}|A|^{p} d \nu_{x}(A) d x<\infty
$$

3. The representation formula. We introduced the space $\mathcal{E}_{p}$ in order to recover weak limits associated with sequences $\left\{\varphi\left(\nabla u_{j}\right)\right\}$ for $\varphi \in \mathcal{E}_{p}$ and any sequence $\left\{u_{j}\right\}$ that is bounded in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$. The representation of weak limits for such functions in terms of Young measures is only valid if one can rule out concentration effects (see [9]). To account for possible development of concentrations, we associate with $\left\{\nabla u_{j}\right\}$ a measure $\Lambda$ on $\Omega \times \mathcal{S}$ called the varifold associated with $\left\{\nabla u_{j}\right\}$. We first recall that for an $\mathbf{M}$-valued Radon measure $\mu$ on an open set $\Omega$ the polar decomposition (see [17]) is given by $d \mu=\alpha d \lambda$, where $\lambda$ is the total variation of $\mu$ and $\alpha: \Omega \rightarrow \mathcal{S}$ is the density of $\mu$, i.e., the Radon-Nikodym derivative of $\mu$ with respect to its total variation $\lambda$ (see [16]). A varifold is a nonnegative measure on $\Omega \times \mathcal{S}$. By slicing arguments (see [15]), every such measure $\Lambda$ can be written in the form $\Lambda=\left\{\lambda_{x}\right\}_{x \in \Omega} \otimes \pi$, where $\pi$ is a measure on $\Omega$ and $\lambda_{x}$ are probability measures on $\mathcal{S}$. By the Radon-Nikodym theorem we may further write $\pi=\pi_{a} \mathcal{L}^{N}+\pi_{s}$, where $\pi_{a}:=\frac{d \pi}{d \mathcal{L}^{N}}$ and $\pi_{s}$ is singular with respect to $\mathcal{L}^{N}$. We first recall that every bounded sequence of $\mathbf{M}$-valued Radon measures has (up to a subsequence) a varifold limit (see [17]).

THEOREM 3.1. Let $\left\{\mu_{j}\right\}$ be a sequence of M-valued measures on $\Omega$ with polar decomposition $\alpha_{j} d \lambda_{j}$. Assume that $\mu_{j} \stackrel{*}{\rightharpoonup} \mu$ in the sense of measures. There exists a subsequence, still denoted $\left\{\mu_{j}\right\}$, and a nonnegative, finite, Radon measure $\Lambda=$ $\left\{\lambda_{x}\right\}_{x \in \Omega} \otimes \pi$ on $\Omega \times \mathcal{S}$ such that for every $f \in \mathcal{C}_{0}\left(\Omega \times \mathbf{R}^{d}\right)$

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \int_{\Omega} f\left(x, \alpha_{j}(x)\right) d \lambda_{j}(x) & =\int_{\Omega \times \mathcal{S}} f(x, y) d \Lambda(x, y) \\
& =\int_{\Omega} \int_{\mathcal{S}} f(x, y) d \lambda_{x}(y) d \pi(x)
\end{aligned}
$$

Given a sequence $\left\{u_{n}\right\}$, bounded in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$, we consider the bounded sequence of $\mathbf{M}$-valued Radon measures $\left\{\left|\nabla u_{n}\right|^{p-1} \nabla u_{n} \mathcal{L}^{N}\right\}$. According to Theorem 3.1, associated with a subsequence there exists a varifold, and this suggests the following definition.

Definition 3.2. A finite, Radon measure $\Lambda$ supported on $\Omega \times \mathcal{S}$ is a $W^{1, p_{-}}$ varifold if there exists a bounded sequence in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$, $\left\{u_{n}\right\}$, such that for every $f \in \mathcal{C}_{0}(\Omega \times \mathbf{M})$

$$
\lim _{n \rightarrow \infty} \int_{\Omega} f\left(x, \frac{\nabla u_{n}}{\left|\nabla u_{n}\right|}\right)\left|\nabla u_{n}\right|^{p} d x=\int_{\Omega \times \mathcal{S}} f(x, A) d \Lambda(x, A)
$$

In particular, if $\psi$ is homogeneous of degree $p$ and $\theta \in \mathcal{C}_{0}(\Omega)$ then

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{\Omega} \theta(x) \psi\left(\nabla u_{n}\right) d x & =\int_{\Omega \times \mathcal{S}} \theta(x) \psi(A) d \Lambda(x, A) \\
& =\int_{\Omega} \theta(x) \int_{\mathcal{S}} \psi(A) d \lambda_{x}(A) d \pi(x)
\end{aligned}
$$

In order to see how the YM-V pair determines the limits of $\left\{\varphi\left(\nabla u_{n}\right)\right\}$ for sequences $\left\{u_{n}\right\}$ bounded in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$ and having oscillatory and concentrating features, consider $\varphi \in \mathcal{E}_{p}$. By definition,

$$
\lim _{|A| \rightarrow \infty} \frac{\varphi(A)-\varphi_{p}^{\infty}(A)}{|A|^{p}}=0
$$

which implies that $\left\{\varphi\left(\nabla u_{n}\right)-\varphi_{p}^{\infty}\left(\nabla u_{n}\right)\right\}$ is weakly relatively compact in $L^{1}(\Omega)$. For this sequence, the representation in terms of the Young measure is valid. On the other hand, $\varphi_{p}^{\infty} \in \mathcal{H}_{p}$, and the limit for $\left\{\varphi_{p}^{\infty}\left(\nabla u_{n}\right)\right\}$ is therefore given by the varifold. Hence, we have the representation formula

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{\Omega} \theta(x) \varphi\left(\nabla u_{n}(x)\right) d x= & \int_{\Omega} \theta(x) \int_{\mathbf{M}}\left(\varphi(A)-\varphi_{p}^{\infty}(A)\right) d \nu_{x}(A) d x \\
& +\int_{\Omega} \theta(x) \int_{\mathcal{S}} \varphi_{p}^{\infty}(A) d \lambda_{x}(A) d \pi(x)
\end{aligned}
$$

It is this formula that motivated our study of YM-V pairs.
Examples.

1. Oscillations.

Let $\Omega \subset \mathbf{R}^{N}$ be an open, bounded set, and let $p>1$. Given $f \in W_{0}^{1, p}\left(Q ; \mathbf{R}^{m}\right)$, we extend $f$ to $\mathbf{R}^{N}$ periodically, with period $Q:=(-1 / 2,1 / 2)^{N}$. Fix $A \in \mathbf{M}$ and define

$$
u_{n}(x):=A x+\frac{1}{n} f(n x)
$$

It is easy to check that $u_{n} \rightharpoonup A x$ in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$, and the YM-V pair generated by this sequence is $(\nu, \Lambda)$, where

$$
\left\langle\nu_{x}, \varphi\right\rangle:=\int_{Q} \varphi(A+\nabla f(y)) d y
$$

for $\mathcal{L}^{N}$ a.e. $x \in \Omega$ and for all $\varphi \in C_{0}(\mathbf{M})$, and $\Lambda=\left\{\lambda_{x}\right\}_{x \in \Omega} \otimes \pi$ with $\pi:=\| A+$ $\nabla f \|_{L^{p}(Q ; \mathbf{M})}^{p} \mathcal{L}^{N}$ and

$$
\left\langle\lambda_{x}, \psi\right\rangle:=\frac{1}{\|A+\nabla f\|_{L^{p}(Q ; \mathbf{M})}^{p}} \int_{Q} \psi\left(\frac{A+\nabla f(y)}{|A+\nabla f(y)|}\right)|A+\nabla f(y)|^{p} d y
$$

for $\pi$ a.e. $x \in \Omega$ and all $\psi \in C(\mathcal{S})$.
2. Concentrations.

We consider $f \in W_{0}^{1, p}\left(Q ; \mathbf{R}^{m}\right)$ extended to $\mathbf{R}^{N}$ by zero, where $Q:=(-1 / 2,1 / 2)^{N}$. Fix $p>1$, choose $x_{0} \in \Omega$, and set

$$
u_{n}(x):=n^{-1+N / p} f\left(n\left(x-x_{0}\right)\right)
$$

Then $u_{n} \rightharpoonup 0$ in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$, and the YM-V pair generated by this sequence is $(\nu, \Lambda)$, where $\nu_{x}:=\delta_{0}$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega, \Lambda=\left\{\lambda_{x}\right\}_{x \in \Omega} \otimes \pi$, with $\pi:=\|\nabla f\|_{L^{p}(Q ; \mathbf{M})}^{p} \delta_{x_{0}}$ and

$$
\left\langle\lambda_{x}, \psi\right\rangle:=\frac{1}{\|\nabla f\|_{L^{p}(Q ; \mathbf{M})}^{p}} \int_{Q} \psi\left(\frac{\nabla f(y)}{|\nabla f(y)|}\right)|\nabla f(y)|^{p} d y
$$

for $\pi$ a.e. $x \in \Omega$ and all $\psi \in C(\mathcal{S})$.
Indeed, we claim that if $\varphi \in C_{0}(\mathbf{M})$ is such that $\varphi(0)=0$ then

$$
\lim _{n \rightarrow \infty} \int_{\Omega} \theta(x) \varphi\left(\nabla u_{n}(x)\right) d x=0
$$

for all $\theta \in C_{0}(\Omega)$. Fix $\varepsilon>0$ and $1<q<p$. We may find $C(\varepsilon)>0$ such that $|\varphi(A)| \leq \varepsilon+C(\varepsilon)|A|^{q}$ for all $A \in \mathbf{M}$. Therefore,

$$
\begin{aligned}
\left|\int_{\Omega} \theta(x) \varphi\left(\nabla u_{n}(x)\right) d x\right| & \leq \varepsilon\|\theta\|_{L^{\infty}}+C(\varepsilon)\|\theta\|_{L^{\infty}} n^{N q / p} \int_{\Omega}\left|\nabla f\left(n\left(x-x_{0}\right)\right)\right|^{q} d x \\
& \leq \varepsilon\|\theta\|_{L^{\infty}}+C(\varepsilon)\|\theta\|_{L^{\infty}} n^{N(q / p-1)}\|\nabla f\|_{L^{q}(Q ; \mathbf{M})}^{q}
\end{aligned}
$$

and we conclude by letting $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$. Also, given $\psi \in C(\mathcal{S})$ and for $n$ large enough we have

$$
\begin{aligned}
\left.\int_{\Omega} \theta(x) \psi\left(\frac{\nabla u_{n}(x)}{\left|\nabla u_{n}(x)\right|}\right) \right\rvert\, & \left.\nabla u_{n}(x)\right|^{p} d x \\
& =\int_{\Omega} \theta(x) \psi\left(\frac{\nabla f\left(n\left(x-x_{0}\right)\right)}{\left|\nabla f\left(n\left(x-x_{0}\right)\right)\right|}\right) n^{N}\left|\nabla f\left(n\left(x-x_{0}\right)\right)\right|^{p} d x \\
& =\int_{Q} \theta\left(x_{0}+\frac{1}{n} y\right) \psi\left(\frac{\nabla f(y)}{|\nabla f(y)|}\right)|\nabla f(y)|^{p} d y
\end{aligned}
$$

Letting $n \rightarrow \infty$, we deduce that

$$
\int_{\Omega} \int_{\mathcal{S}} \theta(x) \psi(A) d \lambda_{x}(A) d \pi(x)=\theta\left(x_{0}\right) \int_{Q} \psi\left(\frac{\nabla f(y)}{|\nabla f(y)|}\right)|\nabla f(y)|^{p} d y
$$

3. Generalized Solutions to PDEs.

In the previous example it was clear that the behavior of the sequence was captured by the varifold, and little information was available through the Young measure $\nu_{x}=\delta_{0}$. Other cases where the varifold plays an important role include situations where one seeks the effective energy

$$
\liminf \int_{\Omega} f\left(\nabla u_{n}\right) d x
$$

associated with a sequence $\left\{u_{n}\right\}$ bounded in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$, with $f$ nonconvex and behaving asymptotically at infinity as $C\left(1+|A|^{p}\right)$.

The first applications of Young measures to evolution equations, precisely to conservation laws where oscillations may be present, were provided by Tartar (see [33], [34], [35]). Later, the need to introduce a measure accounting for the development of concentrations (when $L^{\infty}$ bounds are not available), possibly with conjunction with propagation of oscillations, was pointed out by Diperna and Majda (see [14]). They introduced the notion of generalized Young measure triplets ( $\mu, \nu^{1}, \nu^{2}$ ) associated with a (subsequence of a) sequence $\left\{v_{n}\right\}$ bounded in $L^{2}$. To establish the parallel between the YM-V $(\nu, \Lambda)$ and $\left(\mu, \nu^{1}, \nu^{2}\right)$, it suffices to set

$$
\mu:=\pi, \quad \nu^{1}:=\frac{1+|\cdot|^{2}}{1+\frac{d \pi}{d \mathcal{L}^{N}}} \nu_{x}, \quad \nu^{2}:=\lambda_{x}
$$

Diperna and Majda [14] proved that the generalized Young measure generated by a sequence of classical solutions of the two-dimensional Euler equation with uniformly bounded local kinetic energy is a measure-valued solution of the incompressible Euler equation.
4. Proof of the decomposition lemma. In this section we will prove Lemma 1.2. As mentioned in the introduction, our argument uses maximal functions and their properties, and we recall some well-known facts (see [32]).

Given a Borel measurable function $u: \mathbf{R}^{N} \rightarrow \mathbf{R}^{d}$, the maximal function of $u$ is defined by

$$
M(u)(x):=\sup _{r>0} \frac{1}{|B(x, r)|} \int_{B(x, r)}|u(y)| d y
$$

If $u \in W^{1, p}\left(\mathbf{R}^{N} ; \mathbf{R}^{m}\right)$ then we set

$$
M^{*}(u)(x):=M(u)(x)+M(\nabla u)(x)
$$

and if $p>1$, then

$$
\begin{equation*}
\left\|M^{*}(u)\right\|_{L^{p}\left(\mathbf{R}^{N}\right)} \leq C(N, p)\|u\|_{W^{1, p}\left(\mathbf{R}^{N} ; \mathbf{R}^{m}\right)} \tag{4.1}
\end{equation*}
$$

LEMMA 4.1. Let $p>1$ and let $w \in W^{1, p}\left(\mathbf{R}^{N} ; \mathbf{R}^{m}\right)$. Given $\lambda>0$ there exists a Lipschitz function $z$ in $\mathbf{R}^{N}$ such that $w=z$ on $\{M(\nabla w)<\lambda\}$ and the Lipschitz constant for $z$ is bounded by $C(N) \lambda$, where $C(N)$ is a constant depending only upon dimension.

For the proof see, e.g., [16].
The proof of Lemma 1.2 will be divided into two steps. In the first step we consider an extension domain $\Omega$, i.e., an open, bounded set $\Omega$ for which there exists an extension operator $T: W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right) \rightarrow W^{1, p}\left(\mathbf{R}^{N} ; \mathbf{R}^{m}\right)$ such that

$$
T u(x)=u(x), \quad x \in \Omega, \quad\|T u\|_{W^{1, p}\left(\mathbf{R}^{N} ; \mathbf{R}^{m}\right)} \leq C\|u\|_{W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)}
$$

In the second step we remove this restriction on $\Omega$, generalizing the result for arbitrary open sets.

Proof of Lemma 1.2.
Step 1. Assume that $\Omega$ is an extension domain. Let $\left\{w_{n}\right\}$ be a bounded sequence in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$. In what follows, we identify $w_{n}$ with its extension $T w_{n} \in$ $W^{1, p}\left(\mathbf{R}^{N} ; \mathbf{R}^{m}\right)$.

By (4.1) the sequence $\left\{M\left(\nabla w_{n}\right)\right\}$ is bounded in $L^{p}\left(\mathbf{R}^{n}\right)$, so (see [6] and (2.2)) there exists a subsequence (not relabeled) and a parametrized measure $\mu=\left\{\mu_{x}\right\}_{x \in \Omega}$ such that

$$
\begin{equation*}
\int_{\Omega} \int_{\mathbf{R}}|s|^{p} d \mu_{x}(s) d x<\infty \tag{4.2}
\end{equation*}
$$

and whenever $\left\{f\left(M\left(\nabla w_{n}\right)\right)\right\}$ converges weakly in $L^{1}(\Omega)$, its weak limit is given by

$$
\bar{f}(x):=\left\langle\mu_{x}, f\right\rangle, \quad \mathcal{L}^{N} \text { a.e. } x \in \Omega
$$

Let $k \in \mathbf{N}$ and consider the truncation map $T_{k}: \mathbf{R} \rightarrow \mathbf{R}$ given by

$$
T_{k}(x):= \begin{cases}x, & |x| \leq k \\ k \frac{x}{|x|}, & |x|>k\end{cases}
$$

Clearly $\left\{T_{k}\left(M\left(\nabla w_{n}\right)\right)\right\}$ is a bounded sequence in $L^{\infty}(\Omega)$, therefore equi-integrable, and so given $a \in L^{\infty}(\Omega)$ we have

$$
\begin{align*}
\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \int_{\Omega} a(x)\left|T_{k}\left(M\left(\nabla w_{n}\right)\right)(x)\right|^{p} d x & =\lim _{k \rightarrow \infty} \int_{\Omega} a(x) \int_{\mathbf{R}}\left|T_{k}(s)\right|^{p} d \mu_{x}(s) d x  \tag{4.3}\\
& =\int_{\Omega} \int_{\mathbf{R}} a(x)|s|^{p} d \mu_{x}(s) d x
\end{align*}
$$

where we have used (4.2) and the dominated convergence theorem. For every $k \in \mathbf{N}$, choose $n(k)$ with $n(k)>n(k-1)$ such that

$$
\left.\left|\lim _{n \rightarrow \infty} \int_{\Omega}\right| T_{k}\left(M\left(\nabla w_{n}\right)\right)(x)\right|^{p} d x-\int_{\Omega}\left|T_{k}\left(M\left(\nabla w_{m}\right)\right)(x)\right|^{p} d x \left\lvert\,<\frac{1}{k}\right.
$$

whenever $m \geq n(k)$. Setting $a \equiv 1$, (4.3) reduces to

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{\Omega}\left|T_{k}\left(M\left(\nabla w_{n(k)}\right)\right)(x)\right|^{p} d x=\int_{\Omega} \int_{\mathbf{R}}|s|^{p} d \mu_{x}(s) d x \tag{4.4}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\left|T_{k}\left(M\left(\nabla w_{n(k)}\right)\right)\right|^{p}-\bar{f} \text { in } L^{1}(\Omega) \tag{4.5}
\end{equation*}
$$

where

$$
\bar{f}(x):=\int_{\mathbf{R}}|s|^{p} d \mu_{x}(s) .
$$

Indeed, fix $b \in L^{\infty}(\Omega), l \in \mathbf{N}$, and let $k>l$. Clearly

$$
\begin{aligned}
\int_{\Omega} b(x)\left|T_{k}\left(M\left(\nabla w_{n(k)}\right)\right)(x)\right|^{p} d x \leq & \|b\|_{L^{\infty}(\Omega)} \int_{\Omega}\left|T_{k}\left(M\left(\nabla w_{n(k)}\right)\right)(x)\right|^{p} d x \\
& -\int_{\Omega}\left(\|b\|_{L^{\infty}(\Omega)}-b(x)\right)\left|T_{l}\left(M\left(\nabla w_{n(k)}\right)\right)(x)\right|^{p} d x
\end{aligned}
$$

and so, taking first the limit as $k \rightarrow \infty$, followed by the limit as $l \rightarrow \infty$, and by virtue of (4.3) and (4.4), we conclude that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \int_{\Omega} b(x)\left|T_{k}\left(M\left(\nabla w_{n(k)}\right)\right)(x)\right|^{p} d x \leq \int_{\Omega} \int_{\mathbf{R}} b(x)|s|^{p} d \mu_{x}(s) d x \tag{4.6}
\end{equation*}
$$

Similarly, (4.6) holds for $-b$ in place of $b$; hence

$$
\lim _{k \rightarrow \infty} \int_{\Omega} b(x)\left|T_{k}\left(M\left(\nabla w_{n(k)}\right)\right)(x)\right|^{p} d x=\int_{\Omega} b(x) \bar{f}(x) d x
$$

proving (4.5). Set

$$
R_{k}:=\left\{x \in \mathbf{R}^{N}: M\left(\nabla w_{n(k)}\right)(x) \geq k\right\}
$$

By Lemma 4.1 there exist Lipschitz functions $z_{k}$ such that

$$
z_{k}=w_{n(k)} \quad \text { a.e. on } \mathbf{R}^{N} \backslash R_{k}, \quad\left|\nabla z_{k}(x)\right| \leq C(N) k, \quad \text { a.e. } x \in \mathbf{R}^{N}
$$

Therefore, by (4.1) and because $\Omega$ is bounded,

$$
\begin{aligned}
\mathcal{L}^{N}\left(\Omega \cap\left\{z_{k} \neq w_{n(k)} \text { or } \nabla z_{k} \neq \nabla w_{n(k)}\right\}\right) & \leq \mathcal{L}^{N}\left(R_{k} \cap \Omega\right) \\
& \leq \frac{1}{k^{p}} \int_{\Omega}\left|M\left(\nabla w_{n(k)}\right)\right|^{p} d x
\end{aligned}
$$

and this term tends to zero as $k \rightarrow \infty$. In addition, for $\mathcal{L}^{N}$ a.e. $x \in \Omega \backslash R_{k}$ we have (see [16, Theorem 3 in section 6.1] and [20, Lemma 7.7])

$$
\left|\nabla z_{k}(x)\right|=\left|\nabla w_{n(k)}(x)\right| \leq\left|M\left(\nabla w_{n(k)}\right)(x)\right|=\left|T_{k}\left(M\left(\nabla w_{n(k)}\right)(x)\right)\right|
$$

while if $x \in R_{k}$ then

$$
\left|\nabla z_{k}(x)\right| \leq C(N) k=C(N)\left|T_{k}\left(M\left(\nabla w_{n(k)}\right)(x)\right)\right|
$$

We conclude that

$$
\left|\nabla z_{k}(x)\right|^{p} \leq C\left|T_{k}\left(M\left(\nabla w_{n(k)}\right)(x)\right)\right|^{p} \quad \text { a.e. } x \in \Omega
$$

which, together with (4.5), yields equi-integrability of $\left\{\left|\nabla z_{k}\right|^{p}\right\}$.
Step 2. Let $\Omega$ be an open, bounded domain of $\mathbf{R}^{N}$, and let $\left\{w_{j}\right\}$ be a bounded sequence in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$. Without loss of generality we may assume that there exists $w_{0} \in W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$ such that

$$
w_{j} \rightharpoonup w_{0} \quad \text { in } W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right), \quad w_{j} \rightarrow w_{0} \quad \text { in } L_{l o c}^{p}\left(\Omega ; \mathbf{R}^{m}\right) ;
$$

i.e., if $w_{j}:=w_{0}+\tilde{w}_{j}$,

$$
\tilde{w}_{j} \rightharpoonup 0 \quad \text { in } W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right), \quad \tilde{w}_{j} \rightarrow 0 \quad \text { in } L_{l o c}^{p}\left(\Omega ; \mathbf{R}^{m}\right)
$$

Let $\left\{\Omega_{n}\right\}$ be an increasing sequence of compactly contained subdomains of $\Omega$, with $\mathcal{L}^{N}\left(\Omega \backslash \Omega_{n}\right) \rightarrow 0$, and choose cut-off functions $\eta_{n} \in \mathcal{C}_{0}^{\infty}(\Omega ;[0,1])$ such that $\eta_{n}=1$ if $x \in \Omega_{n}$. We have

$$
\limsup _{n \rightarrow \infty} \limsup _{j \rightarrow \infty}\left\|\eta_{n} \tilde{w}_{j}\right\|_{L^{p}\left(\Omega ; \mathbf{R}^{m}\right)}=0
$$

and

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \limsup _{j \rightarrow \infty}\left\|\nabla\left(\eta_{n} \tilde{w}_{j}\right)\right\|_{L^{p}(\Omega ; \mathbf{M})} & =\limsup _{n \rightarrow \infty} \limsup _{j \rightarrow \infty}\left\|\tilde{w}_{j} \otimes \nabla \eta_{n}+\eta_{n} \nabla \tilde{w}_{j}\right\|_{L^{p}(\Omega ; \mathbf{M})} \\
& \leq \limsup _{j \rightarrow \infty}\left\|\nabla \tilde{w}_{j}\right\|_{L^{p}(\Omega ; \mathbf{M})}<\infty
\end{aligned}
$$

A standard diagonalization procedure yields a bounded subsequence in $W_{0}^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$, $\left\{\eta_{n} \tilde{w}_{j(n)}\right\}$, which we extend by zero to $\mathbf{R}^{N}$. Now the argument used in Step 1 applies to this sequence, so we obtain a sequence $\left\{z_{k}\right\}$ of Lipschitz functions such that

$$
\alpha_{k}:=\mathcal{L}^{N}\left(\Omega \cap\left\{z_{k} \neq \eta_{n(k)} \tilde{w}_{j(n(k))} \text { or } \nabla z_{k} \neq \nabla\left(\eta_{n(k)} \tilde{w}_{j(n(k))}\right)\right\}\right) \rightarrow 0
$$

as $k \rightarrow \infty$, and $\left\{\left|\nabla z_{k}\right|^{p}\right\}$ is equi-integrable. We conclude that $\left\{\left|\nabla\left(w_{0}+z_{k}\right)\right|^{p}\right\}$ is equi-integrable and

$$
\mathcal{L}^{N}\left(\Omega \cap\left\{w_{j(n(k))} \neq w_{0}+z_{k} \text { or } \nabla w_{j(n(k))} \neq \nabla\left(w_{0}+z_{k}\right)\right\}\right) \leq \alpha_{k}+\mathcal{L}^{N}\left(\Omega \backslash \Omega_{n(k)}\right)
$$

and this term converges to zero as $k \rightarrow \infty$.
5. Characterization of YM-V: Necessary conditions. We devote this section to the proof of the necessity part of Theorem 1.1. We may assume that $\Omega$ is smooth as otherwise we can first consider smooth subsets of $\Omega$ and then exhaust $\Omega$ by such sets. Conditions 1 and 2 were established in [21] and [22]. To prove 3 and 4 we split $\Lambda$ into a part, $P \nu$, that is determined by the Young measure and a remainder, $\tilde{\Lambda}$, that is related to pure concentration effects.

For $\psi \in \mathcal{C}(\mathcal{S})$ (with $p$-homogeneous extension $\tilde{\psi}$ ) and $\theta \in \mathcal{C}_{0}(\Omega)$, let

$$
\left\langle P \nu_{x}, \psi\right\rangle:=\left\langle\nu_{x}, \tilde{\psi}\right\rangle=\int_{\mathbf{M}} \tilde{\psi}(A) d \nu_{x}(A)
$$

and $P \nu:=\left\{P \nu_{x}\right\}_{x \in \Omega} \otimes \mathcal{L}^{N}$, i.e.,

$$
\langle P \nu, \theta \otimes \psi\rangle:=\int_{\Omega} \theta(x) \int_{\mathbf{M}} \tilde{\psi}(A) d \nu_{x}(A) d x
$$

Let $\tilde{\Lambda}:=\Lambda-P \nu$. Suppose that $\left\{\nabla u_{j}\right\}$ generates the YM-V pair $(\nu, \Lambda)$. In Steps 2 and 3 below we will show that $u_{j}$ can be decomposed as $u_{j}=z_{j}+v_{j}$ where $\left\{\left|\nabla z_{j}\right|^{p}\right\}$ is equi-integrable, $\left\{\nabla z_{j}\right\}$ generates the YM-V pair $(\nu, P \nu)$, and $\left\{\nabla v_{j}\right\}$ generates the YM-V pair $\left(\delta_{0} \otimes \mathcal{L}^{N}, \tilde{\Lambda}\right)$.

Step 1. Reformulation of conditions 3 and 4.
We claim that 3 and 4 are equivalent to requiring that
(i) $\tilde{\Lambda}$ is a nonnegative, finite Radon measure on $\Omega \times \mathcal{S}$;
(ii) if $\tilde{\Lambda}=\left\{\tilde{\lambda}_{x}\right\}_{x \in \Omega} \otimes \tilde{\pi}$ is the slicing decomposition of $\tilde{\Lambda}$, where $\tilde{\lambda}_{x}$ are probability measures on $\mathbf{M}$, then for $\tilde{\pi}$ a.e. $x \in \Omega$

$$
\begin{equation*}
\left\langle\tilde{\lambda}_{x}, \psi\right\rangle \geq 0 \tag{5.1}
\end{equation*}
$$

for all $\psi \in \mathcal{H}_{p}$ such that $Q \psi(0)=0$.
Assume first that 3 and 4 hold. Since $\Lambda$ and $P \nu$ are finite, nonnegative Radon measures, it follows that $\tilde{\Lambda}$ is a finite Radon measure. In addition, if $\theta \in \mathcal{C}_{0}(\Omega), \theta \geq 0$, and if $\psi \in \mathcal{C}(\mathcal{S}), \psi \geq 0$, then $Q \tilde{\psi}(0)=0$ and we have, by 3 and 4 ,

$$
\begin{align*}
\langle\tilde{\Lambda}, \theta \otimes \psi\rangle= & \int_{\Omega} \theta(x) \int_{\mathcal{S}} \psi(A) d \lambda_{x}(A) d \pi_{s}(x) \\
& +\int_{\Omega} \theta(x)\left[\frac{d \pi}{d \mathcal{L}^{N}}(x) \int_{\mathcal{S}} \psi(A) d \lambda_{x}(A)-\int_{\mathbf{M}} \tilde{\psi}(A) d \nu_{x}(A)\right] d x \tag{5.2}
\end{align*}
$$

$$
\geq 0
$$

Hence $\tilde{\Lambda} \geq 0$, proving (i).
In order to prove (ii), fix $\theta \in \mathcal{C}_{0}(\Omega), \theta \geq 0, \psi \in \mathcal{H}_{p}, Q \psi(0)=0$; using the slicing decomposition of $\tilde{\Lambda}$ and (5.2) we deduce that

$$
\begin{equation*}
\int_{\Omega} \theta(x)\left\langle\tilde{\lambda}_{x}, \psi\right\rangle d \tilde{\pi}(x)=\langle\tilde{\Lambda}, \theta \otimes \psi\rangle \geq 0 \tag{5.3}
\end{equation*}
$$

The arbitrariness of $\theta$ yields the existence of a $\tilde{\pi}$-null set $E_{\psi}$ such that if $x \in \Omega \backslash E_{\psi}$ then

$$
\left\langle\tilde{\lambda}_{x}, \psi\right\rangle \geq 0
$$

Let $\left\{\psi_{k}\right\}$ be a countable, dense set in $\mathcal{H}_{p}$, and define

$$
\begin{equation*}
E:=\bigcup_{k} \bigcup_{\left\{n: Q\left(\psi_{k}+(1 / n)|A|^{p}\right)(0)=0\right\}} E_{\psi_{k}+(1 / n)|A|^{p}} . \tag{5.4}
\end{equation*}
$$

It is clear that $\tilde{\pi}(E)=0$. Fix $x \in \Omega \backslash E, \psi \in \mathcal{H}_{p}, Q \psi(0)=0$, and choose a subsequence $\left\{\psi_{k_{i}}\right\}$ such that

$$
\psi_{k_{i}} \rightarrow \psi \quad \text { in } L^{\infty}(\mathcal{S}), \quad\left\|\psi_{k_{i}}-\psi\right\|_{L^{\infty}(\mathcal{S})}<\frac{1}{n_{i}}
$$

where $n_{i} \rightarrow \infty$. Then

$$
\begin{aligned}
\psi_{k_{i}}(A)+\frac{1}{n_{i}}|A|^{p} & \geq \psi_{k_{i}}(A)+|A|^{p}\left\|\psi_{k_{i}}-\psi\right\|_{L^{\infty}(\mathcal{S})} \\
& \geq \psi_{k_{i}}(A)+\left|\psi_{k_{i}}(A)-\psi(A)\right| \\
& \geq \psi(A)
\end{aligned}
$$

and so

$$
Q\left(\psi_{k_{i}}+\frac{1}{n_{i}}|\cdot|^{p}\right)(0) \geq Q \psi(0)=0
$$

By homogeneity

$$
Q\left(\psi_{k_{i}}+\frac{1}{n_{i}}|\cdot|^{p}\right)(0)=0
$$

Finally, using the definition of $E, x \notin E_{\psi_{k_{i}}+\left(1 / n_{i}\right)|\cdot|^{p}}$, therefore

$$
\begin{equation*}
\left.0 \leq\left.\lim _{i \rightarrow \infty}\left\langle\tilde{\lambda}_{x}, \psi_{k_{i}}+\frac{1}{n_{i}}\right| \cdot\right|^{p}\right\rangle=\left\langle\tilde{\lambda}_{x}, \psi\right\rangle \tag{5.5}
\end{equation*}
$$

concluding the proof of (ii).
Conversely, if (i) and (ii) hold, using (5.2), (5.3), and $\theta:=\chi_{B(a, \rho)}, a \in \Omega, \rho>0$, we have

$$
\int_{B(a, \rho)}\left\langle\lambda_{x}, \psi\right\rangle d \pi_{s}+\int_{B(a, \rho)}\left(\frac{d \pi}{d \mathcal{L}^{N}}(x)\left\langle\lambda_{x}, \psi\right\rangle-\left\langle\nu_{x}, \psi\right\rangle\right) d x \geq 0
$$

for $\psi \in \mathcal{H}_{p}, Q \psi(0)=0$. Conditions 3 and 4 follow by virtue of the Radon-Nikodym theorem. Note that a priori the exceptional sets could depend on $\psi$, but the argument outlined for the definition of $E$ above would entail the existence of $\pi_{s^{-}}$and $\mathcal{L}^{N_{-}}$ negligible sets for which 3 and 4 hold for all $\psi \in \mathcal{H}_{p}$ such that $Q \psi(0)=0$.

In light of Step 1, the rest of this section will be dedicated to proving (5.1).
Step 2. Construction of $\left\{z_{j}\right\}$.
By the decomposition lemma (Lemma 1.2) there exists a sequence of Lipschitz functions $\left\{z_{j}\right\}$ such that $\left\{\left|\nabla z_{j}\right|^{p}\right\}$ is equi-integrable in $\Omega$ and the set

$$
R_{j}:=\left\{x \in \Omega: z_{j}(x) \neq u_{j}(x), \nabla z_{j}(x) \neq \nabla u_{j}(x)\right\}
$$

satisfies

$$
\begin{equation*}
\mathcal{L}^{N}\left(R_{j}\right) \rightarrow 0 \tag{5.6}
\end{equation*}
$$

In particular, $\left\{\nabla z_{j}\right\}$ generates the YM-V pair $(\nu, P \nu)$.
Step 3. Construction of $\left\{v_{j}\right\}$.
Let $v_{j}:=u_{j}-z_{j}$. We claim that $\left\{\nabla v_{j}\right\}$ generates the YM-V pair $\left(\delta_{0} \otimes \mathcal{L}^{N}, \tilde{\Lambda}\right)$. In particular, $\tilde{\Lambda} \geq 0$. The assertion regarding the Young measure follows from (5.6). To study the varifold generated by $\left\{\nabla v_{j}\right\}$ consider $\theta \in \mathcal{C}_{0}(\Omega)$ and $\psi \in \mathcal{H}_{p}$ such that $\left.\psi\right|_{\mathcal{S}}$ is Lipschitz. In view of Proposition 2.2 and Hölder's inequality we have

$$
\left|\int_{\Omega} \theta(x) \psi\left(\nabla v_{j}\right) d x-\int_{\Omega} \theta(x)\left(\psi\left(\nabla u_{j}\right)-\psi\left(\nabla z_{j}\right)\right) d x\right|
$$

$$
\begin{aligned}
& \quad=\left|\int_{R_{j}} \theta(x)\left(\psi\left(\nabla u_{j}-\nabla z_{j}\right)-\psi\left(\nabla u_{j}\right)+\psi\left(\nabla z_{j}\right)\right) d x\right| \\
& \leq C\|\theta\|_{\infty} \int_{R_{j}}\left[\left(\left|\nabla u_{j}-\nabla z_{j}\right|^{p-1}+\left|\nabla u_{j}\right|^{p-1}\right)\left|\nabla z_{j}\right|+\left|\nabla z_{j}\right|^{p}\right] d x \\
& \quad \leq C\|\theta\|_{\infty}\left[\left(\int_{R_{j}}\left|\nabla z_{j}\right|^{p} d x\right)^{1 / p}+\int_{R_{j}}\left|\nabla z_{j}\right|^{p} d x\right]
\end{aligned}
$$

Since $\mathcal{L}^{N}\left(R_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$ and $\left\{\left|\nabla z_{j}\right|^{p}\right\}$ is equi-integrable, the last term goes to zero as $j \rightarrow \infty$ and thus, using Step 2 , we conclude that

$$
\int_{\Omega} \theta(x) \psi\left(\nabla v_{j}\right) d x \rightarrow\langle\Lambda-P \nu, \theta \otimes \psi\rangle=\langle\tilde{\Lambda}, \theta \otimes \psi\rangle
$$

By density, the result extends to all $\psi \in \mathcal{H}_{p}$ and the claim is proved.
Step 4 . We prove that for $\tilde{\pi}$ a.e. $x \in \Omega$

$$
\begin{equation*}
\left\langle\tilde{\lambda}_{x}, \psi\right\rangle \geq 0 \tag{5.7}
\end{equation*}
$$

for all $\psi \in \mathcal{H}_{p}$ with $Q \psi(0)=0$.
We first make the additional assumption that $\psi$ is Lipschitz on $\mathcal{S}$. Let $\theta \in$ $\mathcal{C}_{0}^{\infty}(B(a, \rho)), 0 \leq \theta \leq 1$. By the definition of $Q \psi$, Proposition 2.2, and Hölder's inequality, we have

$$
\begin{aligned}
0 & \leq \int_{B(a, \rho)} \psi\left(\nabla\left(\theta v_{j}\right)\right) \\
& =\int_{B(a, \rho)} \psi\left(\theta \nabla v_{j}+v_{j} \otimes \nabla \theta\right) d x \\
& \leq \int_{B(a, \rho)} \theta^{p} \psi\left(\nabla v_{j}\right) d x+C \int_{B(a, \rho)}\left(\left|\theta \nabla v_{j}\right|^{p-1}+\left|v_{j} \otimes \nabla \theta\right|^{p-1}\right)\left|v_{j} \otimes \nabla \theta\right| d x \\
& \leq \int_{B(a, \rho)} \theta^{p} \psi\left(\nabla v_{j}\right) d x+C(\theta)\left[\left(\int_{B(a, \rho)}\left|v_{j}\right|^{p} d x\right)^{1 / p}+\int_{B(a, \rho)}\left|v_{j}\right|^{p} d x\right]
\end{aligned}
$$

Now $v_{j} \rightharpoonup 0$ in $W^{1, p}(B(a, \rho))$ as $j \rightarrow \infty$, and thus $v_{j} \rightarrow 0$ in $L^{p}(B(a, \rho))$. By Step 3, the sequence $\left\{\nabla v_{j}\right\}$ generates the varifold $\tilde{\Lambda}$. Therefore taking the limit as $j \rightarrow \infty$ in the above inequality, we obtain

$$
0 \leq\left\langle\tilde{\Lambda}, \theta^{p} \otimes \psi\right\rangle
$$

The assertion follows (for $\psi \in \operatorname{Lip}(\mathcal{S})$ ) by taking an increasing sequence $\theta_{i} \rightarrow \chi_{B(a, \rho)}$ and applying the dominated convergence theorem. Hence

$$
\int_{B(a, \rho)}\left\langle\tilde{\lambda}_{x}, \psi\right\rangle d \tilde{\pi}(x) \geq 0
$$

and the Radon-Nikodym theorem yields the existence of a set $E_{\psi} \subset \Omega, \tilde{\pi}\left(E_{\psi}\right)=0$ such that (5.7) holds if $x \notin E_{\psi}$. Defining $E$ as in (5.4) and following the argument (5.4)-(5.5), we finally remove the restriction that $\psi$ be Lipschitz on $\mathcal{S}$ to conclude that (5.7) holds for $\psi \in \mathcal{H}_{p}, Q \psi(0)=0$, proving (ii).
6. Characterization of YM-V: Sufficient conditions. Suppose that the pair $(\nu, \Lambda)$ satisfies the conditions of Theorem 1.1. We have to construct a sequence $\left\{u_{j}\right\}$, bounded in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$, such that $(\nu, \Lambda)$ is the YM-V pair generated by $\left\{\nabla u_{j}\right\}$.

As in the beginning of section 5 , we write $\Lambda:=P \nu+\tilde{\Lambda}$, where

$$
\langle P \nu, \theta \otimes \psi\rangle:=\int_{\Omega} \theta(x) \int_{\mathbf{M}} \tilde{\psi}(A) d \nu_{x}(A) d x
$$

for $\theta \in \mathcal{C}_{0}(\Omega), \psi \in \mathcal{C}(\mathcal{S})$, and with $\tilde{\psi}$ the $p$-homogeneous extension of $\psi$. From section 5 , Step 1 , we know that $\tilde{\Lambda}$ is a nonnegative, finite Radon measure and

$$
\begin{equation*}
\left\langle\tilde{\lambda}_{x}, \psi\right\rangle \geq 0 \tag{6.1}
\end{equation*}
$$

for all $\psi \in \mathcal{H}_{p}$ with $Q \psi(0)=0$, where $\left\{\tilde{\lambda}_{x}\right\}_{x \in \Omega} \otimes \tilde{\pi}$ denotes the slicing decomposition of $\tilde{\Lambda}$.

Step 1. We claim that it suffices to find $\left\{z_{j}\right\},\left\{v_{j}\right\}$ bounded in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$ such that
(6.2) $\quad\left\{\left|\nabla z_{j}\right|^{p}\right\}$ is equi-integrable, $\left\{\nabla z_{j}\right\}$ generates the YM-V pair $(\nu, P \nu)$,
and

$$
\begin{equation*}
\left\{\nabla v_{j}\right\} \text { generates the YM-V pair }\left(\delta_{0} \otimes \mathcal{L}^{N}, \tilde{\Lambda}\right) \tag{6.3}
\end{equation*}
$$

setting, as before, $u_{j}:=z_{j}+v_{j}$. Indeed, note that since $p>1$ then $\left\{\left|\nabla v_{j}\right|\right\}$ is equi-integrable, and so given $\lambda>0$ and in view of (2.1)

$$
\begin{equation*}
\mathcal{L}^{N}\left(\left\{\left|\nabla v_{j}\right|>\lambda\right\}\right) \leq \frac{1}{\lambda} \int_{\Omega}\left|\nabla v_{j}\right| d x \rightarrow \frac{1}{\lambda}\left\langle\delta_{0} \otimes \mathcal{L}^{N},\right| \cdot| \rangle=0 \tag{6.4}
\end{equation*}
$$

Thus given $\theta \in \mathcal{C}_{0}(\Omega)$ and $\varphi \in \mathcal{C}_{0}^{\infty}(\mathbf{M})$ we have

$$
\left|\int_{\Omega} \theta(x)\left[\varphi\left(\nabla u_{j}\right)-\varphi\left(\nabla z_{j}\right)\right] d x\right| \leq\|\theta\|_{\infty} C \int_{\Omega}\left|\nabla v_{j}\right| d x \rightarrow 0
$$

as $j \rightarrow \infty$, and this implies that the Young measure associated with $\left\{\nabla u_{j}\right\}$ is also $\nu$.
Similarly, if $\theta \in \mathcal{C}_{0}(\Omega), \psi \in \mathcal{H}_{p},\left.\psi\right|_{\mathcal{S}}$ Lipschitz, by Proposition 2.2 for fixed $\lambda>0$

$$
\begin{gathered}
\quad\left|\int_{\Omega} \theta(x)\left(\psi\left(\nabla u_{j}\right)-\psi\left(\nabla z_{j}\right)-\psi\left(\nabla v_{j}\right)\right) d x\right| \\
\leq C \int_{\left\{\left|\nabla v_{j}\right| \leq \lambda\right\}}\left(\left|\psi\left(\nabla u_{j}\right)-\psi\left(\nabla z_{j}\right)\right|+\left|\psi\left(\nabla v_{j}\right)\right|\right) d x \\
+C \int_{\left\{\left|\nabla v_{j}\right| \geq \lambda\right\}}\left(\left|\psi\left(\nabla u_{j}\right)-\psi\left(\nabla v_{j}\right)\right|+\left|\psi\left(\nabla z_{j}\right)\right|\right) d x \\
\leq C \int_{\left\{\left|\nabla v_{j}\right| \leq \lambda\right\}}\left(\left|\nabla z_{j}\right|^{p-1}+\left|\nabla v_{j}\right|^{p-1}\right)\left|\nabla v_{j}\right| d x+C \int_{\left\{\left|\nabla v_{j}\right| \leq \lambda\right\}}\left|\nabla v_{j}\right|^{p} d x \\
+C \int_{\left\{\left|\nabla v_{j}\right| \geq \lambda\right\}}\left(\left|\nabla z_{j}\right|^{p-1}+\left|\nabla v_{j}\right|^{p-1}\right)\left|\nabla z_{j}\right| d x+C \int_{\left\{\left|\nabla v_{j}\right| \geq \lambda\right\}}\left|\nabla z_{j}\right|^{p} d x
\end{gathered}
$$

and so, using Hölder's inequality, (6.4), and the equi-integrability of $\left\{\left|\nabla z_{j}\right|^{p}\right\}$,

$$
\limsup _{j \rightarrow \infty}\left|\int_{\Omega} \theta(x)\left[\psi\left(\nabla u_{j}\right)-\psi\left(\nabla z_{j}\right)-\psi\left(\nabla v_{j}\right)\right] d x\right|=O(\lambda)
$$

Letting $\lambda \rightarrow 0^{+}$and removing the regularity restrictions imposed on $\psi$ as in (5.4)(5.5), we conclude that the varifold associated with $\left\{\nabla u_{j}\right\}$ is $P \nu+\tilde{\Lambda}:=\Lambda$.

Step 2. We introduce two sets of measures supported on the unit sphere $\mathcal{S}$ of $M$, namely

$$
\begin{gathered}
A:=\left\{\mu \in \mathcal{M}(\mathcal{S}): \mu \geq 0,\langle\mu, \psi\rangle \geq 0 \text { if } \psi \in \mathcal{H}_{p}, Q \psi(0)=0\right\} \\
H:=\left\{\overline{\delta_{\nabla u /|\nabla u|} \otimes|\nabla u|^{p} \mathcal{L}^{N}}: u \in W_{0}^{1, p}\left(B ; \mathbf{R}^{m}\right)\right\}
\end{gathered}
$$

where $B$ is the unit ball in $R^{N}$, and the average measures of $H$ are defined by

$$
\left\langle\overline{\delta_{\nabla u /|\nabla u|} \otimes|\nabla u|^{p} \mathcal{L}^{N}}, \psi\right\rangle:=\frac{1}{|B|} \int_{B} \psi\left(\frac{\nabla u}{|\nabla u|}\right)|\nabla u|^{p} d x
$$

for $\psi \in \mathcal{C}(\mathcal{S})$. We do not distinguish henceforth a continuous function on $\mathcal{S}$ from its $p$-homogeneous extension. Note that, in view of (6.1), $\tilde{\lambda}_{x} \in A$ for $\tilde{\pi}$ a.e. $x \in \Omega$. It is clear that $A$ is weak ${ }^{*}$-closed and $H \subset A$.

Proposition 6.1. $A$ is the weak *-closure of $H$. Moreover, if $R>0$ then $A \cap\{\|\mu\| \leq R\}$ is the weak ${ }^{*}$-closure of $H \cap\{\|\mu\| \leq R\}$.

Remark. The second statement will be useful in Step 3 where we will use the fact that the weak *-topology of $\mathcal{M}(S)$ is metrizable on closed balls.

Proof of Proposition 6.1. The proof is a standard application of the Hahn-Banach theorem. We start by proving that $H$ is convex. Fix $\theta \in(0,1)$ and let for $i=1,2$

$$
\mu_{i}:=\overline{\delta_{\nabla u_{i} /\left|\nabla u_{i}\right|} \otimes\left|\nabla u_{i}\right|^{p} \mathcal{L}^{N}}, \quad u_{i} \in W_{0}^{1, p}\left(B ; \mathbf{R}^{m}\right)
$$

Let $x_{0} \in B$ be such that $\left|x_{0}\right|=1 / 2$ and define

$$
\tilde{u}_{1}(x):=k^{-1+N / p} u_{1}(k x), \quad \tilde{u}_{2}(x):=k^{-1+N / p} u_{2}\left(k\left(x-x_{0}\right)\right),
$$

where $k \geq 4$. Clearly $\tilde{u}_{i} \in W_{0}^{1, p}\left(B ; \mathbf{R}^{m}\right), \tilde{u}_{1}$ and $\tilde{u}_{2}$ have disjoint supports, and a change of variables shows that $\tilde{\mu}_{i}=\mu_{i}$ for $i=1,2$. It follows that the function

$$
\tilde{u}:=\theta^{1 / p} \tilde{u}_{1}+(1-\theta)^{1 / p} \tilde{u}_{2} \in W_{0}^{1, p}\left(B ; \mathbf{R}^{m}\right)
$$

generates $\mu:=\theta \mu_{1}+(1-\theta) \mu_{2}$ and so $\mu \in H$.
We now show that $A$ cannot be separated from $H$. Assume that $\psi \in \mathcal{C}(\mathcal{S})$ is such that $\langle\nu, \psi\rangle \geq a$ for all $\nu \in H$ and for some $a \in \mathbf{R}$. Hence, extending $\psi$ as p-homogeneous,

$$
Q \psi(0)=\inf _{u \in W_{0}^{1, p}\left(B ; \mathbf{R}^{m}\right)} \frac{1}{|B|} \int_{B} \psi(\nabla u) d x \geq a
$$

and so $0 \geq Q \psi(0) \geq a$. We conclude that $Q \psi(0)$ is finite; thus $Q \psi(0)=0$ by homogeneity, and $0=Q \psi(0) \geq a$. By definition of $A$, we have that $\langle\mu, \psi\rangle \geq 0 \geq a$ for all $\mu \in A$. Hence $A$ cannot be separated from $H$.

Next, we show that $A_{R}:=A \cap\{\|\mu\| \leq R\}$ cannot be separated from $H_{R}:=$ $H \cap\{\|\mu\| \leq R\}$. Given $\rho>0$ define $H_{\rho}:=H \cap\{\|\mu\|=\rho\}=H \cap\{\langle\mu, 1\rangle=\rho\}$. We claim that

$$
\begin{equation*}
\overline{H_{\rho}}=\bar{H} \cap\{\langle\mu, 1\rangle=\rho\} \tag{6.5}
\end{equation*}
$$

It is clear that $\overline{H_{\rho}} \subset \bar{H} \cap\{\langle\mu, 1\rangle=\rho\}$. Suppose that this inclusion is strict. Then there exists $\mu \in \bar{H}$ such that $\langle\mu, 1\rangle=\rho$ and $\mu \notin \overline{H_{\rho}}$. Since $H_{\rho}$ is convex, using the Hahn-Banach theorem we may find $\psi \in C(\mathcal{S}), a \in \mathbf{R}$, such that

$$
\langle\mu, \psi\rangle<a, \quad\langle\nu, \psi\rangle \geq a \quad \text { for all } \nu \in H_{\rho}
$$

Set $\bar{\psi}:=\psi-a / \rho$. Clearly,

$$
\langle\mu, \bar{\psi}\rangle=\langle\mu, \psi\rangle-\frac{a}{\rho}\langle\mu, 1\rangle<0
$$

while $\langle\nu, \bar{\psi}\rangle \geq 0$ for all $\nu \in H_{\rho}$. Since $H$ is a cone, we conclude that $\langle\nu, \bar{\psi}\rangle \geq 0$ for all $\nu \in H$; therefore $\langle\mu, \bar{\psi}\rangle \geq 0$. We have reached a contradiction, thus (6.5) is proved. Finally, since $A=\bar{H}$, it follows that $A_{R} \supset \overline{H_{R}}$, and by (6.5) we conclude that

Step 3. Construction of $\left\{z_{j}\right\}$.
Using condition 3 in Theorem 1.1 with $\psi(A):=|A|^{p}$, we have

$$
\int_{\Omega} \int_{\mathbf{M}}|A|^{p} d \nu_{x}(A) d x \leq \int_{\Omega} \frac{d \pi}{d \mathcal{L}^{N}}(x) \int_{\mathcal{S}} d \lambda_{x}(A) d x \leq \pi(\Omega)<\infty
$$

which, together with conditions 1 and 2 and by Theorem 2.3 (see [22] for the proof), implies that $\nu$ is a $W^{1, p}$-Young measure. Using the decomposition lemma (Lemma 1.2) (see also Step 2, Section 5) we find a sequence $\left\{z_{j}\right\}$ bounded in $W^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$ and satisfying (6.2).

Step 4. Construction of $\left\{v_{j}\right\}$ when

$$
\tilde{\Lambda}:=\sum_{i=1}^{I} c_{i} \lambda_{i} \otimes \delta_{x_{i}}, \quad x_{i} \in \Omega, \lambda_{i} \in A, c_{i}>0
$$

Here we search for a sequence $\left\{v_{j}\right\}$ bounded in $W_{0}^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$ such that (6.3) holds, i.e., $\left\{\nabla v_{j}\right\}$ generates $\left(\delta_{0} \otimes \mathcal{L}^{N}, \tilde{\Lambda}\right)$ and, in addition,

$$
\lim _{j \rightarrow \infty}\left\|\nabla v_{j}\right\|_{L^{p}(\Omega ; \mathbf{M})}^{p}=\|\tilde{\Lambda}\|
$$

By Proposition 6.1 and the remark after it, there exist bounded sequences $\left\{w_{j}^{(i)}\right\}$ in $W_{0}^{1, p}\left(B ; \mathbf{R}^{m}\right)$ such that

$$
\lim _{j \rightarrow \infty} \frac{1}{|B|} \int_{B} \psi\left(\nabla w_{j}^{(i)}\right) d x=\left\langle\lambda_{i}, \psi\right\rangle
$$

for all $\psi \in \mathcal{H}_{p}$. In particular

$$
\left\|\lambda_{i}\right\|=\lim _{j \rightarrow \infty} \frac{1}{|B|} \int_{B}\left|\nabla w_{j}^{(i)}\right|^{p} d x
$$

Now

$$
v_{j}(x):=j^{-1+N / p} \frac{1}{|B|^{1 / p}} \sum_{i=1}^{I} c_{i}^{1 / p} w_{j}^{(i)}\left(j\left(x-x_{i}\right)\right)
$$

has the desired properties.

Step 5. Construction of $\left\{v_{j}\right\}$ in the general case.
To obtain $\left\{v_{j}\right\}$ satisfying (6.3), we will use the following approximation lemma.
LEMMA 6.2. Let $\tilde{\Lambda}$ be a nonnegative, finite, Radon measure on $\Omega \times \mathcal{S}$ with slicing decomposition $\left\{\tilde{\lambda}_{x}\right\}_{x \in \Omega} \otimes \tilde{\pi}$, let $A$ be a convex set of the set of all nonnegative, finite Radon measures on $\mathcal{S}$, and suppose that

$$
\tilde{\lambda}_{x} \in A \text { for } \tilde{\pi} \text { a.e. } x \in \Omega
$$

Then $\tilde{\Lambda}$ can be approximated in the weak ${ }^{*}$-topology by measures of the form

$$
\tilde{\Lambda}^{(k)}:=\sum_{i=1}^{I_{k}} c_{i}^{(k)} \lambda_{i}^{(k)} \otimes \delta_{x_{i}^{(k)}}, \quad x_{i}^{(k)} \in \Omega, \lambda_{i}^{(k)} \in A, c_{i}^{(k)}>0
$$

such that

$$
\left\|\tilde{\Lambda}^{(k)}\right\| \leq\|\tilde{\Lambda}\| .
$$

Before proving the approximation lemma, we conclude the construction of $\left\{v_{j}\right\}$. By Lemma 6.2 we have

$$
\tilde{\Lambda}=\mathrm{w}^{*}-\operatorname{limit} \tilde{\Lambda}^{(k)}, \tilde{\Lambda}^{(k)}:=\sum_{i=1}^{I_{k}} c_{i}^{(k)} \lambda_{i}^{(k)} \otimes \delta_{x_{i}^{(k)}},\left\|\tilde{\Lambda}^{(k)}\right\| \leq\|\tilde{\Lambda}\|
$$

Also, Step 4 yields the existence of sequences $\left\{v_{j}^{(k)}\right\}$ bounded in $W_{0}^{1, p}\left(\Omega ; \mathbf{R}^{m}\right)$ generating the YM-V pair $\left(\delta_{0} \otimes \mathcal{L}^{N}, \tilde{\Lambda}^{(k)}\right)$ and such that

$$
\lim _{j \rightarrow \infty}\left\|\nabla v_{j}^{(k)}\right\|_{L^{p}(\Omega ; \mathbf{M})}^{p}=\left\|\tilde{\Lambda}^{(k)}\right\| \leq\|\tilde{\Lambda}\|
$$

for all $k$. Separability of $\mathcal{C}_{0}(\Omega), \mathcal{C}_{0}(\mathbf{M})$ and $\mathcal{C}(\mathcal{S})$, and a standard diagonalization argument allow us to extract a diagonal subsequence $v_{k}:=v_{j(k)}^{(k)}$ satisfying (6.3) and

$$
\sup _{k}\left\|\nabla v_{k}\right\|_{L^{p}(\Omega ; \mathbf{M})}^{p} \leq\|\tilde{\Lambda}\|+1
$$

It remains to prove Lemma 6.2.
Proof of Lemma 6.2. The result is well known to experts. We include a proof for the convenience of the reader. By Besicovitch's covering theorem, for each $k \in \mathbf{N}$ there exists a finite family of disjoint closed balls $B\left(x_{i}^{(k)}, r_{i}^{(k)}\right)$ such that

$$
\begin{equation*}
\tilde{\pi}\left(\Omega \backslash \bigcup_{i \in I_{k}} B\left(x_{i}^{(k)}, r_{i}^{(k)}\right)\right)<\frac{1}{k}, \quad r_{i}^{(k)}<\frac{1}{k} \tag{6.6}
\end{equation*}
$$

Set

$$
\left\langle\lambda_{i}^{(k)}, \psi\right\rangle:=\frac{1}{\tilde{\pi}\left(B\left(x_{i}^{(k)}, r_{i}^{(k)}\right)\right)} \int_{B\left(x_{i}^{(k)}, r_{i}^{(k)}\right)}\left\langle\tilde{\lambda}_{x}, \psi\right\rangle d \tilde{\pi}(x) .
$$

Since $A$ is convex we have $\lambda_{i}^{(k)} \in A$, and we define

$$
\tilde{\Lambda}^{(k)}:=\sum_{i=1}^{I_{k}} c_{i}^{(k)} \lambda_{i}^{(k)} \otimes \delta_{x_{i}^{(k)}}, \quad c_{i}^{(k)}:=\tilde{\pi}\left(B\left(x_{i}^{(k)}, r_{i}^{(k)}\right)\right)
$$

Then

$$
\left\|\tilde{\Lambda}^{(k)}\right\|=\sum_{i=1}^{I_{k}} c_{i}^{(k)}\left\|\lambda_{i}^{(k)}\right\| \leq \sum_{i=1}^{I_{k}} \tilde{\pi}\left(B\left(x_{i}^{(k)}, r_{i}^{(k)}\right)\right) \leq \tilde{\pi}(\Omega)=\|\tilde{\Lambda}\|
$$

For $\psi \in \mathcal{C}(\mathcal{S})$ and $\theta \in W_{0}^{1, \infty}(\Omega)$ with Lipschitz constant $\operatorname{Lip}(\theta)$ one has

$$
\begin{gathered}
\left|\left\langle\tilde{\Lambda}^{(k)}-\tilde{\Lambda}, \theta \otimes \psi\right\rangle\right| \\
=\left|\int_{\Omega}\left\langle\tilde{\lambda}_{x}, \psi\right\rangle \theta(x) d \tilde{\pi}(x)-\sum_{i=1}^{I_{k}} c_{i}^{(k)}\left\langle\lambda_{i}^{(k)}, \psi\right\rangle \theta\left(x_{i}^{(k)}\right)\right| \\
\leq\left|\sum_{i=1}^{I_{k}} \int_{B\left(x_{i}^{(k)}, r_{i}^{(k)}\right)}\left\langle\tilde{\lambda}_{x}, \psi\right\rangle \theta(x) d \tilde{\pi}(x)-\sum_{i=1}^{I_{k}} \int_{B\left(x_{i}^{(k)}, r_{i}^{(k)}\right)}\left\langle\tilde{\lambda}_{x}, \psi\right\rangle d \tilde{\pi}(x) \theta\left(x_{i}^{(k)}\right)\right| \\
+\int_{\Omega \backslash \cup B\left(x_{i}^{(k)}, r_{i}^{(k)}\right)}\left|\left\langle\tilde{\lambda}_{x}, \psi\right\rangle\right||\theta(x)| d \tilde{\pi}(x) \\
\leq \frac{1}{k} \operatorname{Lip}(\theta) \int_{\Omega}\left|\left\langle\tilde{\lambda}_{x}, \psi\right\rangle\right| d \tilde{\pi}(x)+\|\psi\|_{L^{\infty}(\mathcal{S})}\|\theta\|_{L^{\infty}(\Omega)} \tilde{\pi}\left(\Omega \backslash \cup B\left(x_{i}^{(k)}, r_{i}^{(k)}\right)\right),
\end{gathered}
$$

and this expression tends to zero as $k \rightarrow \infty$. We have used (6.6). The assertion follows since test functions of the above type are dense and $\left\{\left\|\tilde{\Lambda}^{(k)}\right\|\right\}$ is bounded.
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#### Abstract

It is known that existence of a formal power series solution $\hat{y}(x)$ to a system of nonlinear ordinary differential equations (ODEs) with analytic or infinitely smooth coefficients at an irregular singular point implies the existence of an actual solution $y(x)$, which possesses the asymptotic expansion $\hat{y}(x)$. In the present paper we extend this result for systems with finitely smooth coefficients. In this case one cannot speak about a formal power series solution $\hat{y}(x)$; it has therefore to be replaced by the requirement of existence of an "approximate" solution $y_{0}(x)$. The existence of a corresponding actual solution is a subject of certain conditions that link the smoothness of the system, the "accuracy" of the approximation $y_{0}(x)$, and the "degeneracy" of the system, linearized with respect to $y_{0}(x)$. As applications, problems of reduction of linear time dependent systems of ODEs into diagonal and triangular forms, as well as some other problems, are considered. In particular, the well-known theorem on integration of linear systems with irregular singularities is extended from analytical to finitely smooth systems. In one of the simplest cases, our result is simultaneously a consequence of the classical Levinson theorem.
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Introduction. In the present paper we study the existence of an actual solution to the nonlinear system of differential equations (or the vector equation)

$$
\begin{equation*}
\mathcal{N} y \equiv x^{1-r} y^{\prime}(x)-f(x, y)=0 \tag{0.1}
\end{equation*}
$$

where $r \in \mathbb{N}$ and $x \geq x_{0}$ for some $x_{0} \geq 0$. We assume that the entries of the $n$-dimensional vector-valued function $f(x, y)$ belong to the space

$$
C\left[x_{0}, \infty\right) \times C^{2}\left(\mathcal{B}_{\zeta}\right)
$$

and that $f(x, y)$ and its derivatives are bounded on $\left[x_{0}, \infty\right)$. Here $\mathcal{B}_{\zeta}$ denotes the open ball of the radius $\zeta$ in the Euclidean norm in $\mathbb{C}^{n}$, centered at the origin.

Similar to the analytic case, we call $x=+\infty$ an irregular singular point of (0.1) and the number $r$-the Poincaré rank of (0.1) at $x=+\infty$.

The classical result in the analytic case, i.e., when $f(x, y)$ is analytic at $(\infty, 0) \in$ $\overline{\mathbb{C}} \times \mathbb{C}^{n}$, states that the existence of a formal power series solution

$$
\begin{equation*}
\hat{y}(x)=\sum_{k=1}^{\infty} y_{k} x^{-k} \tag{0.2}
\end{equation*}
$$

implies the existence of an analytic solution $y(x)$ such that

$$
\begin{equation*}
y(x) \sim \hat{y}(x), \quad x \rightarrow \infty, x \in S \tag{0.3}
\end{equation*}
$$

[^48]where $S$ is some sector of the complex $x$-plane containing the positive real semiaxis (see, for example, $[\mathrm{Hu}]$, $[\mathrm{Wa}],[\mathrm{RS}],[\mathrm{T} 2]$ ). This result was extended to the $C^{\infty_{-}}$ equations in $[\mathrm{Ku}]$ : suppose
\[

$$
\begin{equation*}
f(x, y)=\sum_{|\alpha|=1}^{\infty} f_{\alpha}(x) y^{\alpha} \tag{0.4}
\end{equation*}
$$

\]

where $\alpha$ is a multi-index, $|\alpha|$ denotes the length of $\alpha$, all vector-valued functions $f_{\alpha}(x)$ are infinitely smooth on $\left[x_{0}, \infty\right.$ ) (with some positive $x_{0}$ ) and admit formal power series asymptotic expansions as $x \rightarrow+\infty$, and the series (0.4) is uniformly convergent for $x \in\left[x_{0}, \infty\right),\|y\|<\zeta$. Then the existence of the formal solution (0.2) implies the existence of a $C^{\infty}$ solution $y(x)$ such that $y(x)$ satisfies ( 0.3 ), where the sector $S$ shrinks to the positive real semiaxis. Naturally, these results are true if (0.2) is a series in fractional powers of $x^{-1}$.

We would like to mention here several observations that initiated our research. The first one is that the requirement of existence of a formal solution (0.2) is too strong. In fact, it suffices to show the existence of an approximate solution

$$
\begin{equation*}
y_{N}(x)=\sum_{k=1}^{N} y_{k} x^{-k} \tag{0.5}
\end{equation*}
$$

such that

$$
\begin{equation*}
\mathcal{N} y_{N}=o\left(x^{-N}\right), \quad x \rightarrow \infty \tag{0.6}
\end{equation*}
$$

provided that $N$ is large enough. The estimate on such $N$ can be found in [T2].
Second, the existence of a formal solution (0.2), as shown by the following elementary example, is a luxury that sometimes cannot be afforded.

Example 0.1. Consider the Riccati equation

$$
\begin{equation*}
y^{\prime}(x)=\frac{\theta}{x}+\frac{u(x)}{x^{\beta}}+\alpha y(x)+y^{2}(x) \tag{0.7}
\end{equation*}
$$

at the singular point $x=\infty$, where $\theta, \alpha$ are complex constants and $\beta>0$. If one chooses $u(x)$ to be $\ln x, \sin x$, or any other function that does not admit a power series asymptotic expansion at $x=\infty$, then ( 0.7 ) cannot have formal power series solutions in $x^{-1}$, and so we are beyond the range of validity of the above mentioned results concerning the existence of an actual solution.

This example considerably restricts the range of validity of analytic methods, because it is intuitively clear that for large $\beta$ the asymptotic behavior of solutions of (0.7) does not depend very much on whether $u(x)=x$ (a formal power series solution exists) or $u(x)=x \ln x$ (a formal power series solution does not exist).

Finally, it seems that a certain "gap" between the methods and results in the analytic and "nonanalytic" (i.e., finitely smooth or even $L_{p}$ ) theories of singular differential equations has become visible recently. This gap could be considered as a gap between formal algebraic and complex-analytic techniques on one hand, and a real-analysis technique on the other. (Compare, for example, the approach in [Wa] versus that in [Es].)

The main objective of this paper is to extend the algebraic methods used in the analytical and $C^{\infty}$ cases to the finitely smooth case, i.e., to the case when the coefficients $f_{\alpha}(x)$ in (0.4) are only finitely smooth. Note that in this situation a formal
solution (0.2) to (0.1) cannot be defined. Therefore, the requirement of existence of (0.2) has to be replaced by the existence of an approximate solution (see Definition 0.1 below).

If the equation (0.1) is "sufficiently" smooth and if it possesses a "sufficiently" accurate approximate solution $y_{0}(x)$, then there exists an actual solution $y(x)$ of (0.1) that is "close" to $y_{0}(x)$. Theorem A below presents a rigorous formulation of this statement. However, much sharper estimates of the required amount of smoothness of (0.1) and amount of accuracy of $y_{0}(x)$ can be expressed in terms of "degeneracy" of the equation (0.1), linearized with respect to $y_{0}(x)$ (Theorem B). Theorem B, applied to Example 0.1, states that in the cases $\Re \alpha \neq 0, \beta \geq 0$ or $\Re \alpha=0, \beta \geq 2$ the equation (0.7) possesses a smooth solution $y(x)$ such that $\lim _{x \rightarrow \infty} y(x)=0$ for any $\theta \in \mathbb{C}$ and any smooth function $u(x)$ that is bounded at infinity.

In sections $1-3$ the proof of Theorem B is given. It is also shown that Theorem A is a simple consequence of Theorem B. In section 4 these theorems are applied to problems of triangularization and of diagonalization of the $n \times n$ matrix linear differential equation

$$
\begin{equation*}
D_{A} Y \equiv x^{1-r} Y^{\prime}(x)-A(x) Y(x)=0 \tag{0.8}
\end{equation*}
$$

The "amount" of smoothness of $A(x)$, which allows triangularization and diagonalization (under the additional assumption that $A(\infty)$ has $n$ distinct eigenvalues) (0.8), has been estimated in Theorem 4.2 and Corollary 4.2, respectively. Theorems 4.1 and 4.3 contain corresponding statements for block triangularization and block diagonalization. Based on the triangularization theorem (Theorem 4.2), the classical theorem on asymptotic solution of a system of linear ODEs with irregular singularity (see, for example, [Wa, Theorem 19.1]) is extended (Corollary 4.1) to finitely smooth systems. One of the possible applications of the obtained results in the oscillation theory is discussed in Example 4.1.

DEFINITION 0.1. For a given $m \in \mathbb{R}$ a function $y_{0}(x)$ is called an $m$-approximate solution of (0.1) if $y_{0} \in C^{1}\left[x_{0}, \infty\right)$ and if there exists some $\delta>0$ such that

$$
\begin{equation*}
\mathcal{N} y_{0}=O\left(x^{-m-\delta}\right) \text { as } x \rightarrow \infty \tag{0.9}
\end{equation*}
$$

DEFINITION 0.2. For a given $k \in \mathbb{R}$ we say that a matrix-valued function $F(x) \in$ $\mathcal{R}_{k}$ if $F(x)$ is continuous on $\left[x_{0}, \infty\right)$ and if there exists some $\delta>0$ such that

$$
\begin{equation*}
F(x)=A(x)+O\left(x^{-k-\delta}\right), x \rightarrow \infty \tag{0.10}
\end{equation*}
$$

where $A(x)$ is a polynomial in $\frac{1}{x}$.
We say that $F(x)$ is a $C^{k+1}$ matrix-valued function on $\left[x_{0}, \infty\right]$ if $\Psi(\xi)=F\left(\frac{1}{\xi}\right)$, where $\xi=\frac{1}{x}$, is a $C^{k+1}\left[0, x_{0}^{-1}\right]$ matrix-valued function. Then, according to the Taylor theorem,

$$
\Psi(\xi)=\sum_{j=0}^{k} \Psi_{j} \xi^{j}+O\left(\xi^{k+1}\right), \quad \xi \rightarrow+0
$$

so $F(x) \in \mathcal{R}_{k}$. Thus, the requirement $F(x) \in \mathcal{R}_{k}$ is a requirement on smoothness of $F(x)$ at $x=\infty$.

THEOREM A. Suppose there exists an m-approximate solution $y_{0}(x)$ of (0.1) such that $y_{0}(\infty)=0$ and that $F(x)=\frac{\partial f}{\partial y}\left(x, y_{0}(x)\right) \in \mathcal{R}_{k}$ for some $k \in \mathbb{N}$. Then the conditions

$$
\begin{equation*}
m \geq 2 n r, \quad k \geq n r \tag{0.11}
\end{equation*}
$$

imply the existence of an actual solution $y(x) \in C^{1}[\tilde{x}, \infty]$ for some $\tilde{x} \geq x_{0}$, where

$$
\begin{equation*}
y(x)-y_{0}(x)=o\left(x^{-m+n r}\right), \quad x \rightarrow \infty . \tag{0.12}
\end{equation*}
$$

Remark 0.1. Theorem A is also valid in the case when $F(x)$ can be represented as a polynomial in fractional powers of $\frac{1}{x}$ plus a term of the order $O\left(x^{-k-\delta}\right)$.

Remark 0.2. Conditions (0.11) in Theorem A guarantee the existence of an actual solution to (0.1) without any restriction on the Jacobian $F(x)$. However, these conditions can be weakened significantly if we make some assumptions about the Jacobian. For example, if all the eigenvalues of $F(\infty)$ have nonzero real parts, then the conditions ( 0.11 ) can be replaced by $m \geq 0, \quad k \geq 0$.

In what follows we introduce the notion of the rank of degeneracy $\nu(A)$ of the linear singular differential operator $D_{A}$ defined by (0.8), where $r \in \mathbb{N}$ and $A(x)$ is an analytic matrix-valued function at $x=\infty$, and prove the following theorem.

THEOREM B. Conditions (0.11) in Theorem A can be replaced by

$$
\begin{equation*}
m \geq 2 \nu(A), \quad k \geq \nu(A) \tag{0.13}
\end{equation*}
$$

where the polynomial $A(x)$ (in $\frac{1}{x}$ ) is defined by $F(x)$ according to (0.10). Correspondingly, (0.12) becomes

$$
\begin{equation*}
y(x)-y_{0}(x)=o\left(x^{-m+\nu(A)}\right), x \rightarrow \infty \tag{0.14}
\end{equation*}
$$

This theorem ties $\nu(A)$ with the values of $m$ and $k$. Roughly speaking, it ties the degeneracy of the Jacobian of ( 0.1 ) with the "order" of approximation of $y_{0}(x)$ and with the amount of smoothness of the Jacobian $F(x)$ at $x=\infty$ in such a way that the existence of an actual solution $y(x)$, which is "close" to $y_{0}(x)$, is ensured. The rank of degeneracy for analytic equations was defined in [T2]. In section 1 we adjust this definition for equations of a real variable. It will follow immediately from this definition that Theorem A, as well as Remark 0.2, are particular cases of Theorem B. The latter case, in fact, coincides with Theorem 33.1 in [Wa].

Remark 0.3. In the case of equation (0.7) the rank of degeneracy $\nu(A)=$ 0 if $\Re \alpha \neq 0$ and $\nu(A)=1$ if $\Re \alpha=0$. Correspondingly, we have to require $m=0$ and $m=2$. In the first case $y_{0} \equiv 0$ is a 0 -approximate solution provided $\beta>0$ and $u(x)$ is bounded on $\left[x_{0}, \infty\right)$. In the second case the required 2 -approximate solution is $y_{0}(x)=-\frac{\theta}{\alpha x}+\frac{\theta}{x^{2} \alpha^{2}}\left(1-\frac{\theta}{\alpha}\right)$ if $\alpha \neq 0$ and $y_{0}(x)=i \sqrt{\frac{\theta}{x}}-\frac{1}{4 x}-\frac{3 i}{32 \sqrt{\theta} x^{3 / 2}}$ if $\alpha=0$, provided $\beta>2$ and $u(x)$ is bounded on $\left[x_{0}, \infty\right)$. It is easy to check that $F(x) \equiv \alpha+2 y_{0}(x)$, so the requirement on the Jacobian is satisfied in both cases.

Remark 0.4. The Riccati equation (0.7) appears in many applied problems, for example, in traveling wave solutions to the Burgers equation. The fundamental role of the latter equation in nonlinear wave phenomena is well recognized in the literature (see, for example, [Wh]). It may appear, though, that the Burgers equation is of limited value for modelling turbulence, since it is an integrable equation. One of the ways to introduce some chaos in the model is to consider a driven equation. That was done, for example, in [MK] to study shock-trains in the Burgers model (see also references there). Assuming that the driving term is time independent in some reference frame, after one integration we get the Riccati equation $y^{\prime}(x)=y^{2}(x)+$ $\alpha y(x)+h(x)$ for a traveling wave solution. Here $h(x)$ and $\alpha$ are determined by the driving term and speed of the wave, respectively. Assuming further that $h(x)$ is in the same form as in (0.7), we get conditions guaranteeing existence of a traveling wave, decaying at infinity, from Remark 0.3.

A similar question can be considered for driven nonlinear oscillators: under what conditions on the external force $g(x)$ is the oscillator

$$
\begin{equation*}
y^{\prime \prime}+y=f(y)+g(x) \tag{0.15}
\end{equation*}
$$

asymptotically stable at the origin? Here $f(y)$ contains only quadratic or higher order terms. It is easy to show that even in the linear case the decaying forcing $g(x)=O\left(x^{-1}\right)$ does not guarantee stability. Indeed, the general solution of (0.15) with $f(y) \equiv 0, g(x)=\frac{\cos x}{x}$,

$$
y(x)=c_{1} \cos x+c_{2} \sin x+\frac{1}{2} \sin x \ln x+\frac{1}{2} \int_{\infty}^{x} \frac{\sin (x-2 t)}{t} d t
$$

is not bounded as $x \rightarrow \infty$ for any $c_{1}, c_{2}$. On the other hand, Theorem B guarantees the existence of a decaying solution if, for example, $y_{0} \equiv 0$ is a 2 -approximate solution to (0.15), that is, if $g(x)=O\left(x^{-2-\delta}\right)$ with any $\delta>0$. Indeed, as it follows from Definition 1.1, section 1 , in the case of equation $(0.15) \nu(A)=\rho(A)=1$, so $m \geq 2$ in Theorem B.

The proof of Theorem B is divided into
(1) preliminary normalization of the equation (0.1);
(2) contractibility of the corresponding integral operator;
(3) existence of $y(x)$ by the fixed point method.

## 1. Preliminary normalization.

1.1. Equation for the remainder term. Let $y_{0}(x)$ be an $m$-approximate solution of (0.1) with a corresponding $\delta>0$ satisfying (0.9). Without loss of generality we assume that $F(x)$ satisfies $(0.10)$ with the same $\delta$. Then the substitution $y(x)=y_{0}(x)+z(x)$ yields the equation

$$
\begin{equation*}
x^{1-r} z^{\prime}(x)=a(x)+F(x) z+h(x, z) \tag{1.1}
\end{equation*}
$$

for the remainder $z(x)$, where

$$
\begin{align*}
& a(x)=f\left(x, y_{0}\right)-x^{1-r} y_{0}^{\prime}(x)=O\left(x^{-m-\delta}\right), \quad x \rightarrow \infty  \tag{1.2}\\
& F(x)=\frac{\partial f}{\partial y}\left(x, y_{0}\right)=\sum_{j=0}^{k} A_{j} x^{-j}+O\left(x^{-k-\delta}\right), \quad x \rightarrow \infty \tag{1.3}
\end{align*}
$$

(this follows from (0.10));

$$
\begin{equation*}
h(x, z)=f\left(x, y_{0}+z\right)-f\left(x, y_{0}\right)-\frac{\partial f}{\partial y}\left(x, y_{0}\right) z \tag{1.4}
\end{equation*}
$$

Note that there exists some $x_{1} \geq x_{0}$ such that

$$
\begin{equation*}
\|h(x, z)\|=O(\|z\|)^{2} \quad \text { as } \quad z \rightarrow 0 \tag{1.5}
\end{equation*}
$$

uniformly for $x \geq x_{1}$. Indeed, $y_{0}(\infty)=0$ implies the existence of some $x_{1} \geq x_{0}$ such that $\left\|y_{0}(x)\right\|<\bar{\zeta}$ if $x \geq x_{1}$. Then (1.5) follows from the assumptions on $f(x, y)$ in (0.1).
1.2. Triangularization of linear differential operators. The problem of triangularization of holomorphic and continuous matrix-valued functions by means of similarity transformations was studied in $[\mathrm{Br}],[\mathrm{Lv}],[\mathrm{Fr}],[\mathrm{GH}],[\mathrm{KT}]$, [T1], and others. In the latter two papers it was shown how the triangularization of a matrixvalued function $A(x)$, analytic at $x=\infty$, can be extended to singular differential operators (0.8). We need the following statement.

THEOREM 1.1 (see [T1]). Let the matrix-valued function $A(x)$ in ( 0.8 ) be analytic at $x=\infty$. Then there exists a number $p \in \mathbb{N}$ and a formal matrix series

$$
\begin{equation*}
T(x)=T_{0}+T_{1} x^{-1 / p}+T_{2} x^{-2 / p}+\cdots \tag{1.6}
\end{equation*}
$$

(where $T_{j}$ are matrices of complex numbers and $T_{0}$ is an invertible matrix) such that the transformation $Y(x)=T(x) Z(x)$ reduces the differential operator

$$
\begin{equation*}
D_{A} Y=x^{1-r} \frac{d Y(x)}{d x}-A(x) Y(x) \tag{1.7}
\end{equation*}
$$

into a triangular form ( $T$-form)

$$
\begin{equation*}
D_{B} Z=x^{1-r} \frac{d Z(x)}{d x}-B(x) Z(x) \tag{1.8}
\end{equation*}
$$

where $B(x)$ is an upper-triangular formal matrix series in $x^{-\frac{1}{p}}$. Moreover, the matrix $\operatorname{diag} B(x)$ of diagonal entries of $B(x)$ is a polynomial in $x^{-1 / p}$ of order not larger than pr. This matrix is invariant modulo $O\left(x^{-r}\right)$ over all the $T$-forms of (0.8).

Remark 1.1. Matrix $B(x)$ in (1.8) can be taken to be lower triangular as well.
Remark 1.2. The series (1.6) with an invertible matrix $T_{0}$ will be called a formal matrix series, holomorphic in $x^{-1 / p}$. The series

$$
V(x)=\sum_{\nu=\beta}^{\infty} V_{\nu} x^{\frac{-\nu}{p}}
$$

where $V_{\nu}$ are matrices of complex numbers, $\beta \in \mathbb{Z}$, and $\operatorname{det} V(x) \not \equiv 0$, will be called a formal matrix series, meromorphic in $x^{-1 / p}$.

Proof. The proof is based on two facts:
(a) There exists a formal matrix series $V(x)$, meromorphic in $x^{-1 / p}$, that reduces (0.8) to its Jordan form $D_{J}$, where

$$
J(x)=\left(\begin{array}{ccccc}
\lambda_{1}(x) & \delta_{1} & 0 & \cdots & 0  \tag{1.9}\\
0 & \lambda_{2}(x) & \delta_{2} & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \lambda_{n-1}(x) & \delta_{n-1} \\
0 & \cdots & \cdots & 0 & \lambda_{n}(x)
\end{array}\right)
$$

Here $\lambda_{j}(x)$ are polynomials in $x^{-1 / p}$ of order not larger than $p r$ and the numbers $\delta_{j}$ are either 0 or 1 (the latter is possible only when $\left.\lambda_{j}(x) \equiv \lambda_{j+1}(x)\right)$. The polynomials $\lambda_{j}(x)$ are defined uniquely modulo $O\left(x^{-r}\right)$. The proof of this well-known statement can be found, in fact, in [Wa, section 19.5] (see also [BJL], [KT], [T1]);
(b) Given $V(x)$, a formal matrix series meromorphic in $x^{-1 / p}$, it is well known that there exists a unique factorization

$$
V(x)=T(x) P(x)\left(x^{1 / p}\right)^{K}
$$

where $T(x)$ is a formal matrix series holomorphic in $x^{-1 / p}, P(x)$ is an upper-triangular matrix polynomial in $x^{1 / p}, P(0)=\operatorname{diag} P(x)=I$, and $K$ is a diagonal matrix of integer numbers. This factorization was known to G. Birkhoff and could be found, for example, in [BJL].

According to (a), the transformation $Y(x)=V(x) Z(x)$ reduces (1.6) to its Jordan form $D_{J}$, where $J$ is given by (1.9). Then

$$
\begin{equation*}
J(x)=V^{-1}(x) A(x) V(x)-x^{1-r} V^{-1}(x) V^{\prime}(x) \tag{1.10}
\end{equation*}
$$

At the same time, according to (b),

$$
\begin{equation*}
V(x)=T(x) U(x) \tag{1.11}
\end{equation*}
$$

where $U(x)=P(x)\left(x^{1 / p}\right)^{K}$ is an upper-triangular matrix. It follows now from (1.10)(1.11) that
(1.12) $U(x) J(x) U^{-1}(x)+x^{1-r} U^{\prime}(x) U^{-1}(x)=T^{-1}(x) A(x) T(x)-x^{1-r} T^{-1}(x) T^{\prime}(x)$.

So, the transformation $Y(x)=T(x) Z(x)$, applied to (1.7), yields (1.8) with

$$
B(x)=U(x) J(x) U^{-1}(x)+x^{1-r} U^{\prime}(x) U^{-1}(x)
$$

Now one can easily verify that the matrix $B(x)$ satisfies all the assertions of the theorem.

Corollary 1.1. For any $N \in \mathbb{N}$ the transformation $Y(x)=T_{N}(x) Z(x)$, where

$$
\begin{equation*}
T_{N}(x)=T_{0}+T_{1} x^{-1 / p}+\cdots+T_{N p} x^{-N} \tag{1.13}
\end{equation*}
$$

is the truncated series (1.6), reduces the operator $D_{A}$ to its $N$-approximate triangular form $D_{B_{N}}$ ( $T_{N}$-form), where the matrix-valued function $B_{N}(x)$ is holomorphic in $x^{-1 / p}$ and the first $N p$ Taylor coefficients of $B_{N}(x)$ (in $x^{-1 / p}$ ) are upper-triangular matrices.

Proof. The fact that the formal transformation $T(x)$ reduces $D_{A}$ to its triangular form $D_{B}$ can be represented as an infinite series of equations on the corresponding coefficients $A_{n}, B_{n}$, and $T_{n}$. Then the corollary follows from the fact that the first $N p$ equations are satisfied by the coefficients of $T_{N}(x)$.
1.3. Rank of degeneracy of $\boldsymbol{D}_{\boldsymbol{A}}$ and $\tilde{\boldsymbol{R}}$-diagonal forms. Given a $T$-form (1.8) of the operator $D_{A}$, let us define the matrix

$$
\begin{equation*}
\tilde{\Lambda}(x)=\operatorname{diag}\left(\lambda_{1}(x), \ldots, \lambda_{n}(x)\right) \tag{1.14}
\end{equation*}
$$

where $x^{r} \lambda_{j}(x)$ consists of several consequent leading terms of the $j$ th diagonal polynomial of $x^{r} B(x)$ (it is a polynomial in $x^{1 / p}$ of order not greater than $p r$ ) defined as the following: the smallest term $\lambda_{j} x^{r+\rho_{j}}$ of $x^{r} \lambda_{j}(x)$ satisfies either $\Re \lambda_{j} \neq 0$ or $\rho_{j}=-r$; the coefficients of all the other terms of $x^{r} \lambda_{j}(x)$ are purely imaginary numbers. According to Theorem 1.1, the numbers $\rho_{j}$ do not depend on a particular $T$-form $D_{B}$. Let us denote $\rho(A)=-\min _{1 \leq j \leq n} \rho_{j}$ and

$$
\tilde{R}=\operatorname{diag}\left(\rho_{1}, \ldots, \rho_{n}\right)
$$

Our aim is to reduce $D_{B}$ into $D_{\hat{A}}$ with

$$
\begin{equation*}
\hat{A}(x)=x^{\tilde{R}}(\Lambda(x)+\tilde{B}(x)) \tag{1.15}
\end{equation*}
$$

where $\tilde{B}(x)=o(1), x \rightarrow \infty$, and $x^{\tilde{R}} \Lambda(x)=\tilde{\Lambda}(x)$ modulo $O\left(x^{-r}\right)$. This can be achieved by the transformation $Z(x)=S(x) \tilde{Z}(x)$, where

$$
\begin{equation*}
S(x)=\operatorname{diag}\left(x^{-m_{1}}, x^{-m_{2}-\varepsilon}, \ldots, x^{-m_{n}-(n-1) \varepsilon}\right) \tag{1.16}
\end{equation*}
$$

This transformation is called a shearing transformation (see [Wa]) and $S(x)$ is called a shearing matrix. (For some historical remarks about shearing transformations see [Va]). The rational numbers $m_{n} \geq m_{n-1} \geq \cdots \geq m_{1}=0$ and the small positive number $\varepsilon$ are to be specified below.

The action of the transformation (1.16) on the entries of $B(x)$ can be roughly described as follows: it multiplies the $(i, j)$ th entry $B_{i, j}(x)$ of $B(x)$ by $x^{m_{i}-m_{j}+(i-j) \varepsilon}$. So, while the diagonal entries remain invariant modulo $O\left(x^{-r}\right)$, the degree of each of the upper-triangular entries decreases and the degree of each of the lower-triangular entries increases.

Here and henceforth the degree of a scalar or a matrix series $a(x)$ in negative powers of the variable $x$ means the exponent of the highest power of $x$ occurring in the series; it is denoted by $\operatorname{deg} a(x)$; we set $\operatorname{deg} a(x)=-\infty$ if $a(x) \equiv 0$. It follows from (1.16) that $\operatorname{deg} S^{-1}(x)=m_{n}+(n-1) \varepsilon$. One can check that the minimal numbers $m_{j}$ that satisfy (1.15) are recurrently defined by

$$
\begin{equation*}
m_{k}=\max \left\{m_{k-1}, \operatorname{deg} B_{1, k}-\rho_{1}+m_{1}, \ldots, \operatorname{deg} B_{k-1, k}-\rho_{k-1}+m_{k-1}\right\} \tag{1.17}
\end{equation*}
$$

where $k=2, \ldots, n$. It can be verified directly that

$$
\begin{equation*}
\operatorname{deg} \tilde{B}(x) \leq-\varepsilon \quad \text { and } \quad m_{k} \leq(k-1) \rho(A) \tag{1.18}
\end{equation*}
$$

Definition 1.1. The rank of degeneracy $\nu(A)$ of the differential operator $D_{A}$ is the minimum of

$$
\begin{equation*}
\nu=\rho(A)+\operatorname{deg} S^{-1}(x) \tag{1.19}
\end{equation*}
$$

over all $T$-forms of $D_{A}$, where $\varepsilon$ is put to be zero.
The definition of $\nu(A)$ depends on $\tilde{R}$, that is, on the manner to choose $\rho_{j}$. The choice of $\rho_{j}$ could be different if, for example, we consider $x$ varying along the negative real semiaxis. In order to avoid confusion, $\nu(A)$ is called the $\tilde{R}$-rank of degeneracy and is denoted sometimes by $\nu(A, \tilde{R})$. In what follows we assume that (1.16) minimizes (1.19).

DEFINITION 1.2. The operator $D_{\hat{A}}$, where $\hat{A}$ is given by (1.15), is called the $\tilde{R}$-diagonal form of $D_{A}$, and the matrix (1.16) is called its reducing shearing matrix.

The fact that $\nu(A)=0$ if all the eigenvalues of $A(\infty)$ have nonzero real parts follows immediately. The estimate

$$
\begin{equation*}
\nu(A) \leq n \rho(A) \tag{1.20}
\end{equation*}
$$

is a direct consequence of (1.18). So $\nu(A) \leq n r$. Thus Theorem B implies the statement of Remark 0.2 and Theorem A.
1.4. The prenormalized equation. Let $A(x)$ be a polynomial part of the Jacobian $F(x)$ defined by (1.3), let $T_{k}(x)$ be a polynomial in $x^{-1 / p}$ reducing $D_{A}$ to its $T_{k}$-form (1.8), and let the shearing matrix $S(x)$ be defined by (1.8) according to (1.16)-(1.17). Then the transformation $z(x)=S(x) T_{k}(x) u(x)$ reduces (1.1) to

$$
\begin{equation*}
u^{\prime}(x)=x^{r-1} \tilde{b}(x)+x^{\tilde{R}+r-1}[\Lambda(x)+\tilde{B}(x)] u(x)+x^{r-1} \tilde{F}(x) u+x^{r-1} \tilde{g}(x, u) \tag{1.21}
\end{equation*}
$$

where
(a) $\tilde{b}(x)=T_{k}^{-1}(x) S^{-1}(x) a(x)$;
(b) $\tilde{R}$ is defined above. In the case $\rho(A)<r$ we put $\Lambda(x)=x^{-\tilde{R}} \tilde{\Lambda}(x)$ as in (1.15). In the opposite case we add $\left(m_{j}+(j-1) \varepsilon\right) \frac{1}{x}$ to the $j$ th entry of the diagonal matrix $x^{-\tilde{R}} \tilde{\Lambda}(x)$ for every $j$ such that $\rho_{j}=-r$;
(c) $\tilde{F}(x)=T_{k}^{-1}(x) S^{-1}(x)[F(x)-A(x)] S(x) T_{k}(x)$;
(d) $\tilde{g}(x, u)=T_{k}^{-1}(x) S^{-1}(x) h\left(x, S(x) T_{k}(x) u(x)\right)$.

Let $R$ denote $\tilde{R}+(r-1) I_{n}$, where $I_{n}$ denotes the $n \times n$ identity matrix. Rewriting (1.21) as

$$
\begin{equation*}
u^{\prime}=x^{R}(b(x)+[\Lambda(x)+G(x)] u+g(x, u)) \tag{1.22}
\end{equation*}
$$

and using deg $x^{-\tilde{R}} S^{-1}(x)=\nu(A)+(n-1) \varepsilon$, we obtain the following:
(a)

$$
\begin{equation*}
b(x)=x^{-\tilde{R} \tilde{b}}(x)=O\left(x^{-m-\delta+\nu(A)+(n-1) \varepsilon}\right), \quad x \rightarrow \infty ; \tag{1.23}
\end{equation*}
$$

according to (1.2) and (1.21)(a),
(b) $G(x)=\tilde{B}(x)+x^{-\tilde{R}} \tilde{F}(x)$. As it follows from (1.3) and (1.21)(c),

$$
\begin{equation*}
x^{-\tilde{R}} \tilde{F}(x)=O\left(x^{-k-\delta+\nu(A)+(n-1) \varepsilon}\right), \quad x \rightarrow \infty . \tag{1.24}
\end{equation*}
$$

The choice $\varepsilon<\frac{\delta}{n}$ together with (0.13) and (1.18) implies $x^{-\tilde{R}} \tilde{F}(x)=O\left(x^{-\varepsilon}\right), \quad x \rightarrow$ $\infty$, and

$$
\begin{equation*}
G(x)=O\left(x^{-\varepsilon}\right), \quad x \rightarrow \infty ; \tag{1.25}
\end{equation*}
$$

(c) $g(x, u)=x^{-\tilde{R}} \tilde{g}(x, u)$, so

$$
\frac{\partial g}{\partial u}(x, u)=x^{r-1} S^{-1}(x) T_{k-1}^{-1}(x) \frac{\partial h}{\partial z}\left(x, T_{k-1}(x) S(x) u\right) T_{k-1}(x) S(x) .
$$

According to (1.4),

$$
\frac{\partial h}{\partial z}(x, z)=\frac{\partial f}{\partial y}\left(x, y_{0}+z\right)-\frac{\partial f}{\partial y}\left(x, y_{0}\right) .
$$

Thus, similar to (1.5), we get $\left\|\frac{\partial h}{\partial z}(x, z)\right\|=O(\|z\|), z \rightarrow 0$, uniformly in $x \geq x_{1}$. Then, there exist constants $\hat{g}>0$ and $\rho>0$ such that

$$
\begin{equation*}
\left\|\frac{\partial g}{\partial u}(x, u)\right\| \leq x^{\nu(A)+(n-1) \varepsilon} \hat{g}\|u\| \tag{1.26}
\end{equation*}
$$

for all $x \geq x_{1}$ and $\|z\|<\rho$.
The equation (1.22) is called the prenormalized form of (0.1) with respect to the approximate solution $y_{0}(x)$.

## 2. Contractiveness of integral operators.

2.1. Integral equation. Consider the equation (1.22) as a perturbation of the linear equation

$$
\begin{equation*}
U^{\prime}(x)=x^{R} \Lambda(x) U(x) \tag{2.1}
\end{equation*}
$$

This equation has the fundamental matrix solution

$$
\begin{equation*}
U(x)=e^{Q(x)} \tag{2.2}
\end{equation*}
$$

where $Q^{\prime}(x)=x^{R} \Lambda(x)$. The entries $q_{j}(x)$ of the diagonal matrix $Q(x)$ can be represented as

$$
\begin{equation*}
q_{j}(x)=\tilde{q}_{j}(x)+c_{j} \ln x \tag{2.3}
\end{equation*}
$$

where $c_{j}$ is a complex constant and $\tilde{q}_{j}(x)$ is a polynomial in $x^{1 / p}$ of order not more than $p r$ and $\tilde{q}_{j}(0)=0$. Note that according to the construction of $\Lambda(x)$, in the case $\rho_{j}>-r$ all but one coefficient of $\tilde{q}_{j}(x)$ are purely imaginary and $c_{j}=0$, while in the case $\rho_{j}=-r$ all these coefficients are purely imaginary.

The equation (1.22) can be converted into the integral equation

$$
\begin{equation*}
u(x)=e^{Q(x)}\left[C+\int^{x} e^{-Q(t)} t^{R}(b(t)+G(t) u+g(t, u)) d t\right] \tag{2.4}
\end{equation*}
$$

where $C \in \mathbb{C}^{n}$ is an arbitrary constant vector. We have a freedom to choose a lower limit of integration for each entry of the vector integrand in (2.4) independently on that of other entries.
2.2. The integral operator $\mathcal{I}_{Q}$. Let $\Phi_{\gamma}, \gamma \in \mathbb{R}$, denote the linear space of $n$-dimensional vector-valued functions $v(x) \in C\left[x_{0}, \infty\right)$, which are majorized by

$$
\begin{equation*}
\|v(x)\| \leq M x^{-\gamma}, \quad x \in\left[x_{0}, \infty\right) \tag{2.5}
\end{equation*}
$$

where the constant $M$ depends on $v(x)$.
The lower limits of integration $s=\left\{s_{1}, \ldots, s_{n}\right\}$ of the integral operator

$$
\begin{equation*}
\mathcal{I}_{Q} v=e^{Q(x)} \int_{s}^{x} e^{-Q(t)} t^{R} v(t) d t \tag{2.6}
\end{equation*}
$$

which acts on $\Phi_{\gamma}$, are defined by $\gamma$ and by the matrix $Q(x)$ as follows:
(a) If $\Re\left[\tilde{q}_{j}(x)\right] \rightarrow+\infty$ as $x \rightarrow \infty$, then $s_{j}=\infty$;
(b) If $\Re\left[\tilde{q}_{j}(x)\right] \rightarrow-\infty$ as $x \rightarrow+\infty$, then $s_{j}=x_{0}$;
(c) If $\Re\left[\tilde{q}_{j}(x)\right] \equiv 0$, then $s_{j}=x_{0}$ if $-\gamma-\Re c_{j}>0$ or $s_{j}=+\infty$ if $-\gamma-\Re c_{j}<0$.

We can always assume that

$$
\begin{equation*}
-\gamma-\Re c_{j} \neq 0 \tag{2.7}
\end{equation*}
$$

by making a small variation of $\gamma$, if necessary.
THEOREM 2.1. For a given diagonal matrix $Q(x)$ with entries (2.3) and a given $\gamma \in \mathbb{R}$ satisfying (2.7) there exists a constant $K>0$ such that for any $v(x) \in \Phi_{\gamma}$ and satisfying (2.5),

$$
\left\|\mathcal{I}_{Q} v\right\| \leq K M x^{-\gamma}, \quad x \in\left[x_{0}, \infty\right)
$$

Proof. Since $Q(x)$ is a diagonal matrix, it is sufficient to consider the scalar case $n=1$. So, let $Q(x)=q(x)+c \ln x$, where $q(x)$ is a polynomial in $x^{1 / p}$.
(a, b) Suppose $\Re q(x) \not \equiv 0$, so either case (a) or (b) in the definition of lower limit $s$ holds. Then we need to estimate the integral

$$
\begin{equation*}
e^{q(x)} x^{c} \int_{s}^{x} e^{-q(t)} t^{\bar{r}-1} t^{-c} t^{-\gamma} d t \tag{2.8}
\end{equation*}
$$

where $\lambda x^{\bar{r}}$ is the only term in $q(x)$ with nonzero real part. Since all other terms of $q(x)$ have purely imaginary coefficients, we can disregard them while estimating (2.8) for real positive $x$. Then (2.8) becomes

$$
\begin{equation*}
x^{c} \int_{s}^{x} e^{\alpha\left(x^{\bar{r}}-t^{\bar{r}}\right)} t^{\bar{r}-1} t^{-c-\gamma} d t \tag{2.9}
\end{equation*}
$$

The assertion of the theorem for such integrals is well known (see, for example, [Wa, section 14]; the desired estimate for integrals (2.9) was derived in the course of estimating the integral (14.25) in Lemma 14.2 there).
(c) If $\Re q(x) \equiv 0$ then $\left|e^{q(x)}\right| \equiv 1$, so

$$
\left|\mathcal{I}_{Q} v\right|=\left|x^{c} \int_{s}^{x} t^{-c-1} v(t) d t\right| \leq M x^{\Re c}\left|\int_{s}^{x} t^{-\Re c-1-\gamma} d t\right|
$$

Suppose $-\gamma-\Re c<0$. Then $s=\infty$ and

$$
\left|\mathcal{I}_{Q} v\right| \leq \frac{M}{|\gamma+\Re c|} x^{-\gamma}
$$

Suppose $-\gamma-\Re c>0$. Then $s=x_{0}$ and

$$
\left|\mathcal{I}_{Q} v\right| \leq\left. M x^{\Re c} \frac{t^{-\gamma-\Re c}}{-\gamma-\Re c}\right|_{x_{0}} ^{x} \leq \frac{2 M}{|\gamma+\Re c|} x^{-\gamma}
$$

since $\left(\frac{x_{0}}{x}\right)^{-\gamma-\Re c}<1$. The statement of the theorem in this case follows from the estimate of $\left|\mathcal{I}_{Q} v\right|$.

## 3. Fixed point method.

3.1. Convergence of iterations. The integral equation (2.4) can now be put in the operator form

$$
\begin{equation*}
u(x)=e^{Q(x)} C+\mathcal{I}_{Q}[b(x)+G(x) u(x)+g(x, u(x))] \tag{3.1}
\end{equation*}
$$

where $C$ is an arbitrary constant vector. We assume $C=0$ and define the iterations by $u_{0} \equiv 0$,

$$
\begin{equation*}
u_{j+1}(x)=\mathcal{I}_{Q}\left[b(x)+G(x) u_{j}(x)+g\left(x, u_{j}(x)\right)\right] \tag{3.2}
\end{equation*}
$$

where $j=0,1,2, \ldots$.
Let us denote $\Delta u_{j}(x)=u_{j}(x)-u_{j-1}(x)$ and

$$
\begin{equation*}
\gamma=m-\nu(A)+\delta-(n-1) \varepsilon \tag{3.3}
\end{equation*}
$$

LEMMA 3.1. Under the conditions (0.13) there exist some $\tilde{x} \geq x_{1}$ and $M>0$ such that for every $x \in[\tilde{x}, \infty)$ the series

$$
u(x)=\sum_{j=1}^{\infty} \Delta u_{j}(x)
$$

converges absolutely and uniformly and

$$
\begin{equation*}
\|u(x)\| \leq M x^{-\gamma} \tag{3.4}
\end{equation*}
$$

Proof. 1. Introduction. The asymptotics (1.23), (1.25) can be converted into the inequalities

$$
\begin{equation*}
\|b(x)\| \leq \frac{1}{2} \hat{b} x^{-\gamma} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\|G(x)\| \leq \hat{G} x^{-\varepsilon} \tag{3.6}
\end{equation*}
$$

for the appropriate constants $\hat{b}, \hat{G}>0$, and $x \geq x_{1}$. Decreasing slightly, if necessary, the constant $\delta$ defined by (1.2)-(1.3), we can apply Theorem 2.1, with $Q$ defined as in (3.1) and $\gamma$ defined by (3.3), to estimate $u_{1}=\mathcal{I}_{Q} b$. Then

$$
\begin{equation*}
\left\|u_{1}(x)\right\|<\frac{1}{2} K \hat{b} x^{-\gamma} \tag{3.7}
\end{equation*}
$$

for $x \in\left[x_{1}, \infty\right)$.
Let us assume

$$
\begin{equation*}
\left\|\Delta u_{l}(x)\right\| \leq \frac{K \hat{b} x^{-\gamma}}{2^{l}}, \quad x \in\left[\tilde{x}_{0}, \infty\right) \tag{3.8}
\end{equation*}
$$

for $l=1, \ldots, j$ and prove (3.8) for $l=j+1$. Then the statement of Lemma 3.1, where $M=K \hat{b}$, will follow from (3.8) by induction.

According to (3.2)

$$
\begin{equation*}
\Delta u_{j+1}(x)=\mathcal{I}_{Q} G(x) \Delta u_{j}(x)+\mathcal{I}_{Q} \Delta g\left(x, u_{j}(x)\right) \tag{3.9}
\end{equation*}
$$

where $\Delta g\left(x, u_{j}(x)\right)=g\left(x, u_{j}(x)\right)-g\left(x, u_{j-1}(x)\right)$.
2. Estimate of the linear term in (3.9). The constant $K$, defined in Theorem 2.1, depends on $Q$ and $\Phi_{\gamma}$. Without loss of generality we may assume that $K$ is the same for $\Phi_{\gamma}$ and $\Phi_{\gamma+\varepsilon}$. Let $\tilde{x} \geq(4 \hat{G} K)^{1 / \varepsilon}$. Then, taking into account (3.5), (3.7), (3.8), and Theorem 2.1,

$$
\begin{equation*}
\left\|\mathcal{I}_{Q} G(x) \Delta u_{j}(x)\right\| \leq \frac{K \hat{b}}{2^{j}} \hat{G}\left\|\mathcal{I}_{Q} x^{-\gamma-\varepsilon}\right\| \leq \frac{K \hat{b} \hat{G}}{2^{j}} K x^{-\gamma-\varepsilon} \leq \frac{1}{2} \frac{K \hat{b}}{2^{j+1}} x^{-\gamma} \tag{3.10}
\end{equation*}
$$

3. Estimate of the nonlinear term in (3.9). We use the well-known formula

$$
\begin{equation*}
g\left(y_{2}\right)-g\left(y_{1}\right)=\int_{0}^{1} \frac{\partial g}{\partial y}\left(x, s y_{2}+(1-s) y_{1}\right) d s \cdot\left(y_{2}-y_{1}\right) \tag{3.11}
\end{equation*}
$$

to estimate the nonlinear term in (3.9). According to (3.11) we get

$$
\begin{equation*}
\left\|\Delta g\left(x, u_{j}(x)\right)\right\| \leq\left\|\int_{0}^{1} \frac{\partial g}{\partial y}\left(x, s u_{j}+(1-s) u_{j-1}\right) d s\right\|\left\|\Delta u_{j}\right\| \tag{3.12}
\end{equation*}
$$

Without loss of generality we may assume that $\tilde{x}$ is so large that $K \hat{b}|\tilde{x}|^{-\gamma}<\rho$, where $\rho$ was defined in (1.26). Then

$$
\begin{equation*}
\left\|s u_{j}(x)+(1-s) u_{j-1}(x)\right\| \leq K \hat{b} x^{-\gamma}<\rho \tag{3.13}
\end{equation*}
$$

for $x \in[\tilde{x}, \infty)$. So, according to (1.26),

$$
\begin{equation*}
\left\|\frac{\partial g}{\partial u}\left(x, s u_{j}(x)+(1-s) u_{j-1}(x)\right)\right\| \leq \hat{g} x^{\nu(A)+(n-1) \varepsilon} K \hat{b} x^{-\gamma} \tag{3.14}
\end{equation*}
$$

In order to estimate the right-hand side of (3.14) by $\hat{g} K \hat{b} x^{-\varepsilon}$ we need

$$
\begin{equation*}
-m-\delta+2 \nu(A)+2(n-1) \varepsilon \leq-\varepsilon \tag{3.15}
\end{equation*}
$$

Due to (0.13), this inequality is satisfied if $\varepsilon<\frac{\delta}{(2 n-1)}$. Then (3.14) yields

$$
\left\|\Delta g\left(x, u_{j}(x)\right)\right\| \leq \hat{g} K \hat{b} x^{-\varepsilon}\left\|\Delta u_{j}\right\|
$$

Now one can repeat the arguments of (3.10) in order to get

$$
\left\|\mathcal{I}_{Q} \Delta g\left(x, u_{j}\right)\right\| \leq \frac{1}{2} \frac{K \hat{b}}{2^{j+1}} x^{-\gamma}
$$

This proves (3.8) for $l=j+1$.
3.2. Theorem B. The solution $y(x)$ to the equation (0.1) can now be represented as

$$
\begin{equation*}
y(x)=y_{0}(x)+T_{k}(x) S(x) u(x) \tag{3.16}
\end{equation*}
$$

where $u(x)$ is a solution of the differential equation (1.22) (or of the equivalent equation (3.1)). The asymptotics (0.14) follow from (3.4). The proof of Theorem B is completed.

Remark 3.1. Suppose the diagonal matrix $e^{Q(x)}$ contains $l \leq n$ entries that decrease exponentially as $x \rightarrow \infty$. Then the arguments of Lemma 3.1 will keep valid for an arbitrary constant vector $C$ in (3.1) chosen from the corresponding $l$ dimensional subspace of $\mathbb{C}^{n}$. In this case Theorem B asserts the existence of an $l$-parameter family of solutions to (0.1).

Remark 3.2. In the case when the equation (0.1) is a linear nonhomogeneous equation, conditions $m \geq 2 n r$ and $m \geq 2 \nu(A)$ in Theorems A and B can be replaced by $m \geq n r$ and by $m \geq \nu(A)$, respectively. Indeed, in this case there is no need to estimate the nonlinear term in (3.9), so inequality (3.15) for $m$ can be replaced by the requirement that $\gamma$ in (3.3) is nonnegative.

## 4. Simplification of finitely smooth linear systems.

4.1. Block-diagonalization. Setting of the problem. Consider an $n \times n$ matrix differential equation

$$
\begin{equation*}
x^{1-r} Y^{\prime}(x)=A(x) Y(x) \tag{4.1}
\end{equation*}
$$

where $r \in \mathbb{N}$ and the $n \times n$ matrix-valued function $A(x) \in \mathcal{R}_{k}$ for some $k \in \mathbb{N}$ and $x_{0} \in \mathbb{R}$.

Suppose that the spectrum of $A(\infty)$ consists of two nonempty disjoint sets $\sigma_{1}$ and $\sigma_{2}$; we can therefore assume $A(\infty)$ to be a block-diagonal matrix

$$
\begin{equation*}
A(\infty)=\operatorname{diag}\left(A_{0}^{1}, A_{0}^{2}\right), \quad \text { where } \sigma_{1} \cap \sigma_{2}=\emptyset \tag{4.2}
\end{equation*}
$$

Let $l>0$ denote the dimension of the square matrix $A_{0}^{1}$. Then the natural question is whether the equation (4.1) can be completely decoupled into two equations of dimensions $l$ and $n-l$. These problems are known as block-diagonalization problems for matrix linear differential equations. Problems of block-diagonalization and of block-triangularization for finitely smooth equations are discussed below. Recurrent applications of block simplification transformations can lead eventually to full diagonalization or full triangularization of a system. These problems are also considered below.
4.2. Reduction to nonlinear equation. Let us look for a linear transformation

$$
\begin{equation*}
Y(x)=P(x) Z(x) \tag{4.3}
\end{equation*}
$$

that reduces (4.1) to the desired block-diagonal system

$$
\begin{equation*}
x^{1-r} Z^{\prime}(x)=B(x) Z(x) \tag{4.4}
\end{equation*}
$$

Here

$$
\begin{equation*}
B(x)=\operatorname{diag}\left(B^{11}(x), B^{22}(x)\right) \tag{4.5}
\end{equation*}
$$

and $B^{11}(\infty)=A_{0}^{1}, B^{22}(\infty)=A_{0}^{2}$.
One can immediately check that the transformation (4.3) reduces (4.1) to (4.4) iff

$$
\begin{equation*}
x^{1-r} P^{\prime}(x)=A(x) P(x)-P(x) B(x) \tag{4.6}
\end{equation*}
$$

According to (4.2), we represent

$$
A(x)=\left(\begin{array}{cc}
A^{11}(x) & A^{12}(x) \\
A^{21}(x) & A^{22}(x)
\end{array}\right)
$$

where $A^{11}(\infty)=A_{0}^{1}, A^{22}(\infty)=A_{0}^{2}, A^{12}(\infty)=0, A^{21}(\infty)=0$. If we are looking for $P(x)$ in the form

$$
P(x)=\left(\begin{array}{cc}
I_{l} & P^{12}(x)  \tag{4.7}\\
P^{21}(x) & I_{n-l}
\end{array}\right)
$$

then the substitution of (4.7) into (4.6) together with (4.5) yields

$$
\left\{\begin{align*}
0 & =A^{12}(x) P^{21}(x)+A^{11}(x)-B^{11}(x)  \tag{4.8}\\
x^{1-r} \frac{d P^{12}(x)}{d x} & =A^{11}(x) P^{12}(x)-P^{12}(x) B^{22}(x)+A^{12}(x) \\
x^{1-r} \frac{d P^{21}(x)}{d x} & =A^{22}(x) P^{21}(x)-P^{21}(x) B^{11}(x)+A^{21}(x) \\
0 & =A^{21}(x) P^{12}(x)+A^{22}(x)-B^{22}(x)
\end{align*}\right\}
$$

(see, for instance, [Wa, section 12]). This system can be split into two decoupled nonlinear equations

$$
\begin{equation*}
x^{1-r} \frac{d P^{12}(x)}{d x}=A^{12}(x)+A^{11}(x) P^{12}(x)-P^{12}(x) A^{22}(x)-P^{12}(x) A^{21}(x) P^{12}(x) \tag{4.9}
\end{equation*}
$$

and into a similar equation for $P^{21}$.
We say that the transformation (4.3) block-triangularizes (4.1) if instead of a block-diagonal matrix $B(x)$ in (4.4) we get a block-triangular matrix, say,

$$
B(x)=\left(\begin{array}{cc}
B^{11}(x) & 0  \tag{4.10}\\
B^{21}(x) & B^{22}(x)
\end{array}\right) .
$$

One can check directly that the transformation

$$
P(x)=\left(\begin{array}{cc}
I_{l} & P^{12}(x)  \tag{4.11}\\
0 & I_{n-l}
\end{array}\right)
$$

reduces (4.1) to (4.4), (4.10) if $P^{12}(x)$ satisfies (4.9).
4.3. Finitely smooth block-triangularization. Let us first consider problems of block-triangularization. As we will see, we can carry out the block-triangularization of equation (4.1) regardless of the condition (4.2), so this condition will be abolished in this section.

In what follows we suppose that, according to Corollary 1.1, the equation (4.1) is reduced to its $k$-approximate triangular form. Taking into account Remark 1.1, we get

$$
\begin{equation*}
A^{12}(x)=O\left(x^{-k-\delta}\right), \quad x \rightarrow \infty, \tag{4.12}
\end{equation*}
$$

for some $\delta>0$, and, consequently, that $P_{0}^{12}(x) \equiv 0$ is a $k$-approximate solution of (4.9). The fact that $\frac{\partial f}{\partial y}(x, 0) \in \mathcal{R}_{k}$ for (4.9) can be checked directly. Then Theorem A, applied to (4.9), yields the following statement.

Statement 4.1. If the coefficient $A(x)$ of (4.1) belongs to $\mathcal{R}_{k}$ with

$$
\begin{equation*}
k \geq 2(n-l) l r, \tag{4.13}
\end{equation*}
$$

then there exists a transformation (4.3), (4.11), where $P^{12}(x)=o\left(x^{-k+(n-l) l r}\right)$, that reduces (4.1) to (4.4), (4.10). In the other words, the transformation (4.3), (4.11) block-triangularizes (4.1).

For a given equation (4.1) the requirement (4.13) is very crude. The more refined statement of Theorem B estimates $k$ via the rank of degeneracy $\nu\left(A^{11}, A^{22}\right)$ of the linear operator $\operatorname{Tr}_{A} X=A^{11}(x) X-X A^{22}(x)$. However, instead of computing $\nu\left(A^{11}, A^{22}\right)$ directly, we prefer to improve the estimate (4.13) by studying equation (4.9) in the integral form and applying to it the same arguments as in the proof of Theorem B.

Let us denote $A(x)=\tilde{A}(x)+\tilde{G}(x)$, where $\tilde{A}(x)$ is a polynomial in $x^{-1 / p}$ of order not greater than $p k$ and $\tilde{G}(x)=O\left(x^{-k-\delta}\right)$. We call $\tilde{A}(x)$ and $\tilde{G}(x)$ polynomial and small parts of $A(x)$, respectively. According to Theorem 1.1, the diagonal entries $\lambda_{i}(x)$ of $\tilde{A}(x)$ are polynomials in $x^{-1 / p}$ of order not greater than $p r$. Let

$$
\begin{equation*}
\lambda_{i j}(x)=\lambda_{i}(x)-\lambda_{j}(x), \quad 1 \leq i \leq l, l+1 \leq j \leq n . \tag{4.14}
\end{equation*}
$$

For polynomials $\lambda_{i j}(x)$ we define the numbers $\rho_{i j}$ in the same manner as the numbers $\rho_{j}$ were defined for polynomials (1.14): $\rho_{i j}$ is either the order of the maximal term of $\lambda_{i j}(x)$ with a nonpurely imaginary coefficient or $\rho_{i j}=-r$ if such a term fails to exist. For $i=1, \ldots, l$ and $j=l+1, \ldots, n$ we denote

$$
\begin{equation*}
\rho_{i}=\min _{l+1 \leq j \leq n} \rho_{i j}, \quad \rho_{j}=\min _{1 \leq i \leq l} \rho_{i j}, \quad \tilde{R}_{1}=\operatorname{diag}\left(\rho_{1}, \ldots, \rho_{l}\right), \quad \tilde{R}_{2}=\operatorname{diag}\left(\rho_{l+1}, \ldots, \rho_{n}\right) \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho\left(A^{11}, A^{22}\right)=-\min _{1 \leq i \leq l, l+1 \leq j \leq n} \rho_{i j} . \tag{4.16}
\end{equation*}
$$

To study (4.9) we need to introduce differential operators

$$
D_{A}^{T} Y=x^{1-r} \frac{d Y(x)}{d x}+Y(x) A(x)
$$

that are adjoint to (1.7).
DEFINITION 4.1. The operator $D_{\hat{A}^{T}}^{T}$ is called an $\tilde{R}$-diagonal form of $D_{A}^{T}$ if

$$
\hat{A}^{T}=(\Lambda(x)+\tilde{B}(x)) x^{\tilde{R}}
$$

where $\Lambda, \tilde{B}$ are defined in the same way as in Definition 1.2. The corresponding reducing shearing transformation is defined similarly.

Let

$$
\begin{equation*}
\hat{A}_{1}=x^{\tilde{R}_{1}}\left(\Lambda_{1}(x)+\tilde{B}_{1}(x)\right) \text { and } \hat{A}_{2}^{T}=\left(\Lambda_{2}(x)+\tilde{B}_{2}(x)\right) x^{\tilde{R}_{2}} \tag{4.17}
\end{equation*}
$$

be $\tilde{R}_{1}$-diagonal and $\tilde{R}_{2}$-diagonal forms of the operators $D_{A^{11}}$ and $D_{A^{22}}^{T}$, respectively. Let also $m_{1}=\operatorname{deg} S_{1}^{-1}(x), \quad m_{2}=\operatorname{deg} S_{2}^{-1}(x)$, where $S_{1}$ and $S_{2}$ are the corresponding shearing matrices with $\varepsilon=0$.

We define

$$
\begin{equation*}
\nu=2 \rho\left(A^{11}, A^{22}\right)+m_{1}+m_{2} . \tag{4.18}
\end{equation*}
$$

Then, similar to (1.20), we get

$$
\begin{equation*}
\nu \leq n \rho\left(A^{11}, A^{22}\right) \tag{4.19}
\end{equation*}
$$

THEOREM 4.1. The condition (4.13) in Statement 4.1 can be replaced by

$$
\begin{equation*}
k \geq \nu \tag{4.20}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
P^{12}(x)=o\left(x^{-\tilde{k}-\rho\left(A^{11}, A^{22}\right)}\right), \quad x \rightarrow \infty \tag{4.21}
\end{equation*}
$$

where $\tilde{k}=k-\nu$ and

$$
\begin{equation*}
B^{11}(x), B^{22}(x) \in \mathcal{R}_{\tilde{k}+\rho\left(A^{11}, A^{22}\right)} \tag{4.22}
\end{equation*}
$$

Proof. The transformation $P^{12}(x)=S_{1}(x) U(x) S_{2}(x)$ reduces (4.9) to

$$
x^{1-r} U^{\prime}(x)=S_{1}^{-1} A^{12} S_{2}^{-1}+x^{\tilde{R}_{1}}\left[\Lambda_{1}+\tilde{B}_{1}\right] U-U\left[\Lambda_{2}+\tilde{B}_{2}\right] x^{\tilde{R}_{2}}-U S_{2} A^{21} S_{1} U .
$$

It can be rewritten as
$U=e^{Q_{1}}\left\{\int_{s}^{x} e^{-Q_{1}}\left[t^{r-1} S_{1}^{-1} A^{12} S_{2}^{-1}+t^{R_{1}} \tilde{B}_{1} U-U \tilde{B}_{2} t^{R_{2}}-t^{r-1} U S_{2} A^{21} S_{1} U\right] e^{Q_{2}} d t\right\} e^{-Q_{2}}$,
where $Q_{1}^{\prime}=x^{R_{1}} \Lambda_{1}, Q_{2}^{\prime}=x^{R_{2}} \Lambda_{2}, \quad R_{1}=\tilde{R}_{1}+(r-1) I_{l}$, and $R_{2}=\tilde{R}_{2}+(r-1) I_{n-l}$. This equation is an $l \times(n-l)$-dimensional vector equation of the type (2.4). The set of lower limits of integration $s$ is chosen as in (2.6).

Remark 4.1. The statement of Theorem 2.1 is valid for both integral operators

$$
\begin{aligned}
& \mathcal{I}_{1} V=e^{Q_{1}}\left\{\int_{s}^{x} e^{-Q_{1}} t^{R_{1}} V e^{Q_{2}} d t\right\} e^{-Q_{2}}, \\
& \mathcal{I}_{2} V=e^{Q_{1}}\left\{\int_{s}^{x} e^{-Q_{1}} V t^{R_{2}} e^{Q_{2}} d t\right\} e^{-Q_{2}},
\end{aligned}
$$

where $V(x) \in \Phi_{\gamma}$.
Let us rewrite (4.23) again as

$$
\begin{equation*}
U=e^{Q_{1}}\left\{\int_{s}^{x} e^{-Q_{1}}\left[t^{R_{1}}\left(b+\tilde{B}_{1} U-t^{-\tilde{R}_{1}} U h U\right)-U \tilde{B}_{2} t^{R_{2}}\right] e^{Q_{2}} d t\right\} e^{-Q_{2}}, \tag{4.24}
\end{equation*}
$$

where

$$
\begin{equation*}
b(x)=x^{-\tilde{R}_{1}} S_{1}^{-1} A^{12} S_{2}^{-1}=O\left(x^{-k-\delta+\nu-\rho\left(A^{11}, A^{22}\right)+(n-2) \varepsilon}\right), \quad x \rightarrow \infty, \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
h(x)=S_{2} A^{21} S_{1}=O(1), \quad x \rightarrow \infty . \tag{4.26}
\end{equation*}
$$

The rest of the proof follows as in Lemma 3.1 with $\gamma=k+\delta-\nu+\rho\left(A^{11}, A^{22}\right)-$ $(n-2) \varepsilon$. Note, however, that according to (4.26), the estimate (3.15) is replaced by

$$
\begin{equation*}
-k-\delta+\nu-\rho\left(A^{11}, A^{22}\right)+(n-2) \varepsilon+\rho\left(A^{11}, A^{22}\right) \leq-\varepsilon \tag{4.27}
\end{equation*}
$$

This yields (4.20) provided $\varepsilon<\frac{\delta}{n-1}$. The second statement follows then from (4.25).
Finally, the substitution of (4.10)-(4.11) into (4.6) yields

$$
\begin{equation*}
B^{11}=A^{11}-P^{12} A^{21}, \quad B^{22}=A^{22}+A^{21} P^{12} \tag{4.28}
\end{equation*}
$$

so (4.22) follows from (4.21).
Theorem 4.1 shows that the required amount of smoothness for blocktriangularization is of the order $O(n)$ instead of $O\left(n^{2}\right)$ as could be seen from Statement 4.1.
4.4. Complete triangularization. Solutions of $\boldsymbol{k}$-smooth systems. Let us define $\tilde{\rho}(A)$ by modifying the definition (4.16) of $\rho\left(A^{11}, A^{22}\right)$ as

$$
\tilde{\rho}(A)=-\min _{1 \leq i<j \leq n} \rho_{i j} .
$$

It is clear that

$$
\begin{equation*}
\tilde{\rho}(A) \geq \rho\left(A^{11}, A^{22}\right) \tag{4.29}
\end{equation*}
$$

Then, as a consequence of Theorem 4.1, we obtain the following theorem.
THEOREM 4.2. If the coefficient $A(x)$ of (4.1) belongs to $\mathcal{R}_{k}$ with

$$
\begin{equation*}
k \geq 2(n-1) \tilde{\rho}(A) \tag{4.30}
\end{equation*}
$$

then there exists a transformation (4.3), where $P(x)$ is an upper-triangular matrix and $\operatorname{diag} P(x) \equiv I_{n}$, that reduces (4.1) to (4.4), where $B(x) \in \mathcal{R}_{\tilde{k}+\tilde{\rho}(A)}, \tilde{k}=k-2(n-$ 1) $\tilde{\rho}(A)$, and $B(x)$ is a lower-triangular matrix. Moreover, $P(x)=I_{n}+U(x)$, where

$$
\begin{equation*}
U(x)=o\left(x^{-\tilde{k}-\tilde{\rho}(A)}\right), x \rightarrow \infty \tag{4.31}
\end{equation*}
$$

Proof. Let us prove Theorem 4.2 by induction. For $n=2$ triangularization and block-triangularization coincide. Note that in this case the statements of Theorems 4.1 and 4.2 also coincide. Suppose the statement of the theorem is true for any $n \leq$ $2^{m}, m \in \mathbb{N}$. Let us then prove it for any $n$ such that $2^{m}<n \leq 2^{m+1}$.

We start to block-triangularize (4.1) by (4.3), (4.11), choosing $l=\frac{n}{2}$ if $n$ is even or $l=\frac{n+1}{2}$ otherwise. Then, according to (4.22), (4.29), $B^{11}, B^{22} \in \mathcal{R}_{k_{1}}$, where $k_{1} \geq k-n \rho\left(A^{11}, A^{22}\right)+\rho\left(A^{11}, A^{22}\right) \geq k-(n-1) \tilde{\rho}(A)$. Note that (4.21), (4.28) imply $\tilde{\rho}\left(A^{11}\right)=\tilde{\rho}\left(B^{11}\right), \tilde{\rho}\left(A^{22}\right)=\tilde{\rho}\left(B^{22}\right)$ so that $\tilde{\rho}\left(B^{11}\right), \tilde{\rho}\left(B^{22}\right) \leq \tilde{\rho}(A)$. Then using (4.30) we obtain

$$
k_{1} \geq \tilde{k}+2(n-1) \tilde{\rho}(A)-(n-1) \tilde{\rho}(A) \geq \tilde{k}+2(l-1) \tilde{\rho}(A)
$$

Now the assertion of the theorem follows by induction arguments.
In section 1.2 we described reduction of a singular differential operator $D_{A}$ to its Jordan form. As a consequence of this reduction, one can get the classical HukuharaTurritin theorem (see, for example, [Wa, section 19.5]), stating that if $A(x)$ is a matrix-valued function, holomorphic at $\infty$, then (4.1) possesses a formal solution

$$
\begin{equation*}
Y(x)=V(x) x^{H} e^{Q(x)} \tag{4.32}
\end{equation*}
$$

where $V(x)$ is a matrix-valued function, holomorphic in some sector $S$ in the complex $x$-plane for sufficiently large values of $|x|$, that admits the asymptotic expansion

$$
\hat{V}=\sum_{j=0}^{\infty} V_{j} x^{-j / p}
$$

in $S$ with some $p \in \mathbb{N}$; $\operatorname{det} V(x)=O\left(x^{-m}\right)$ for some $m \in \mathbb{N} ; Q(x)$ is a diagonal, polynomial in $x^{1 / p}$ matrix with $Q(0)=0$; and $H$ is a constant matrix that commutes with $Q(x)$.

Theorem 4.2 extends this result to the case $A(x) \in \mathcal{R}_{k}$ in the following way.
COROLLARY 4.1. Under the assumption (4.30) there exists a solution (4.32) to (4.1), where $V(x) \in \mathcal{R}_{\tilde{k}}$, $\operatorname{det} V(x)=O\left(x^{-m}\right)$ for some $m \in \mathbb{N} ; Q(x)$ is a diagonal matrix, $x^{-r} Q(x) \in \mathcal{R}_{\tilde{k}+\tilde{\rho}(A)}$; and $H$ is a constant diagonal matrix.

Proof. According to Theorem 4.2, we can assume that $A(x)$ is a lower triangular matrix and $A(x) \in \mathcal{R}_{\tilde{k}+\tilde{\rho}(A)}$ in the notations of the theorem. Next we apply the shearing transformation $S(x)=\operatorname{diag}\left(x^{-m_{n}}, \ldots, x^{-m_{1}}\right)$, where $0=m_{1} \leq m_{2} \leq \cdots \leq$ $m_{n}$, that reduces $D_{A}$ to $D_{B}$, where $B$ is lower triangular and off-diagonal entries of B are $O\left(x^{-\tilde{k}-\tilde{\rho}(A)-\delta}\right)$. The matrix $B$ can be decomposed as $B(x)=\Lambda(x)+\tilde{B}(x)$, where $\Lambda(x)=\operatorname{diag} B(x)$ and $\tilde{B}(x)$ is strictly lower triangular. Then the change of variables

$$
Y(x)=(I+Z(x)) e^{Q(x)}
$$

where $Z(x)$ is a strictly lower triangular matrix and $x^{1-r} Q^{\prime}(x)=\Lambda(x)$, reduces the equation $D_{B} Y=0$ to

$$
x^{1-r} Z^{\prime}=\tilde{B}+B Z-Z \Lambda
$$

The latter equation is a linear nonhomogeneous equation with $\nu(\mathcal{A})=\rho(\mathcal{A})=\tilde{\rho}(A)$, where the linear operator $\mathcal{A} Z=B Z-Z \Lambda$. Then, according to Remark 3.2, there exists a solution $Z(x)=O\left(x^{-\tilde{k}-\delta}\right)$. That completes the proof of the corollary. Note that $H=0$ if $\tilde{\rho}(A)<r$.
4.5. Diagonalization. Let us consider now the problem of block-diagonalization of (4.1) provided that (4.2) holds. Considering (4.9) as an $l \times(n-l)$ vector equation of the form (0.1), we see that the Jacobian matrix $\frac{\partial f}{\partial y}(\infty, 0)$ is invertible, because the matrices $A^{11}(\infty)$ and $A^{22}(\infty)$ have a disjoint spectrum.

If the matrix-valued function $A(x)$ is analytic at $x=\infty$, then, according to Theorem 33.1 in [Wa], the equation (4.9) possesses a solution $P^{12}(x)$ such that $\lim _{x \rightarrow+\infty} P^{12}(x)=0$ and that $P^{12}(x)$ is an analytic function in the interval $(\tilde{x}, \infty)$ for some $\tilde{x} \geq x_{0}$. That implies the block-diagonalization of (4.1).

Suppose, however, that the analyticity of $A(x)$ is replaced by finite smoothness. Then, according to Remark 0.2 , the Jacobian matrix $\frac{\partial f}{\partial y}(\infty, 0)$ has to have eigenvalues with nonzero real part in order to guarantee the existence of a solution to (4.9). Accordingly, the original condition (4.2) of disjointness of the spectrum of $A(\infty)$ in the equation (4.1) should be replaced by the following condition: the eigenvalues $\lambda_{j}, j=1, \ldots, n$, of the matrix $A(\infty)$ can be separated into two sets $\sigma_{1,2}$ so that the difference $\lambda_{\alpha}-\lambda_{\beta}$ between any $\lambda_{\alpha} \in \sigma_{1}$ and any $\lambda_{\beta} \in \sigma_{2}$ is not purely imaginary.

Under the latter assumption various results on block-diagonalization of the finitelysmooth equation (4.1) were obtained (see, e.g., [Gi], [Co], and references there). However, we have not come across any result that guarantees such block-diagonalization under the weaker condition of disjointedness (4.2). Theorem 4.1 enables us to partially fill this gap by the following statement.

THEOREM 4.3. Suppose that in the equation (4.1) $A(x) \in \mathcal{R}_{k}$, where

$$
\begin{equation*}
k \geq \nu-\rho\left(A^{11}, A^{22}\right) \tag{4.33}
\end{equation*}
$$

and the matrix $A(\infty)$ has a disjoint spectrum (i.e., $A(\infty)$ can be represented by (4.2)). Then there exists a matrix $P(x)$, given by (4.7), such that $P(x)-I_{n}=o(1), x \rightarrow \infty$, and that the transformation $Y(x)=P(x) Z(x)$ block-diagonalizes (4.1) (i.e., reduces (4.1) to (4.4)-(4.5)).

Proof. A consequence of the condition (4.2) is that we can block-diagonalize $\tilde{A}(x)$, which is the polynomial part of $A(x)$. Then, in addition to (4.12) we get $A^{21}=$ $O\left(x^{-k-\delta}\right), x \rightarrow \infty$. The proof of the theorem coincides with that of Theorem 4.1, except that instead of (4.26) we now have

$$
h(x)=S_{2} A^{21} S_{1}=O\left(x^{-k-\delta}\right), \quad x \rightarrow \infty .
$$

This changes (4.27) to

$$
\begin{equation*}
-2 k-2 \delta+\nu+(n-2) \varepsilon \leq-\varepsilon . \tag{4.34}
\end{equation*}
$$

This inequality is a consequence of (4.33).
The estimate (4.33) follows from the requirement $P(x)-I_{n}=o(1), x \rightarrow \infty$, where, as in Theorem 4.1, $\gamma=k+\delta-\nu+\rho\left(A^{11}, A^{22}\right)-(n-2) \varepsilon$.

Corollary 4.2. Let $A(x) \in \mathcal{R}_{k}$ with

$$
\begin{equation*}
k \geq \tilde{\rho}(A) \tag{4.35}
\end{equation*}
$$

and let all eigenvalues of $A(\infty)$ be distinct. Then there exists a matrix $P(x)$ such that $P(x)=o(1), x \rightarrow \infty$, and that the transformation $Y(x)=\left(I_{n}+P(x)\right) Z(x)$ reduces (4.1) to (4.4), where $B(x)$ is diagonal and $B(x) \in \mathcal{R}_{k}$.

Proof. Let us choose arbitrarily some blocks $A_{0}^{1}, A_{0}^{2}$ in (4.2). Let $\tilde{A}(x)$ denote the polynomial part of $A(x)$. As is well known, under the assumptions of the corollary, we can reduce the operator $D_{\tilde{A}}$ to $D_{\Lambda}$, where the matrix $\Lambda(x)$ is diagonal modulo $O\left(x^{-k-\delta}\right)$. This implies that no shearing is needed to bring $\tilde{A}^{11}$ and $\tilde{A}^{22}$ to their $\tilde{R}$-diagonal forms. Therefore, (4.18) yields $\nu=2 \rho\left(A^{11}, A^{22}\right)$.

According to (4.29) and (4.35), assumptions of Theorem 4.3 are satisfied, so (4.1) can be decoupled into (4.4)-(4.5) by the transformation (4.3), (4.7). Note that (4.8) implies $B^{11}=A^{11}+A^{12} P^{21}, \quad B^{22}=A^{22}+A^{21} P^{12}$ and that the off-diagonal blocks $A^{12}, A^{21}$ are of the order $O\left(x^{-k-\delta}\right)$. So $B^{11}, B^{22} \in \mathcal{R}_{k}$. Each of the matrices $B^{11}(\infty), B^{22}(\infty)$ has distinct eigenvalues, so the block-diagonalization process can be continued. The proof can be completed by induction arguments.

Remark 4.2. In the case $r=1$ we have $\tilde{\rho}(A)=1$. Then Corollary 4.2 is a particular case of the Levinson theorem [CL, section 3.8].

Potentially, the obtained results on triangularization and diagonalization could have various applications in such areas as oscillations, control theory, singular perturbations and others. Within the limits of the paper we would like illustrate this with the following example in oscillation theory.

Example 4.1. Oscillatory properties of solutions of the linear differential equation

$$
\begin{equation*}
y^{(n)}(x)=p(x) y(x) \tag{4.36}
\end{equation*}
$$

on the interval $\left[x_{0}, \infty\right)$, where $p \in C^{2}\left[x_{0}, \infty\right)$ and $x_{0}$ is sufficiently large, were considered in [EG1], [EG2] (see also references there). By means of certain linear transformations, this equation was reduced to the system $D_{A} Y=0$ with $r=0$ and

$$
\begin{aligned}
A(x)= & \frac{x p^{\frac{1}{n}}(x)}{s(x)}\left(\begin{array}{ccccc}
0 & s(x) & 0 & \cdots & 0 \\
0 & 1 & s(x) & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & n-2 & s(x) \\
0 & \cdots & \cdots & 0 & n-1
\end{array}\right) \\
& +x[s(x)-s]\left(\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & 1 \\
1 & \cdots & \cdots & 0 & 0
\end{array}\right) \\
= & B(x)+\tilde{B}(x),
\end{aligned}
$$

where $B(x), \tilde{B}(x)$ denote the first and second matrix terms, respectively, $s(x)=$ $\frac{-n p^{1+1 / n}(x)}{p^{\prime}(x)}$, and $s=\lim _{x \rightarrow \infty} s(x)$ provided that the limit exists. One of the most interesting cases when $0<|s|<\infty$ and when $B(\infty)$ has a multiple eigenvalue $\lambda$ was considered in [EG2]. In this case it was demonstrated in [EG1] that the multiplicity of $\lambda$ is exactly two. Analysis of [EG2] shows that under the additional assumption

$$
\begin{equation*}
x^{n} p(x) \text { is analytic at } x=\infty \tag{4.37}
\end{equation*}
$$

the equation (4.36) possesses a two-dimensional subspace $S$ of nonoscillatory solutions, i.e., that $y \in S$ and $y \not \equiv 0$ imply existence of some $x_{1} \geq x_{0}$ such that $\operatorname{sign} y=$ const. on $\left[x_{1}, \infty\right)$.

Direct computations show that assumption (4.37) implies $s(x)-s=O\left(x^{-2}\right)$ and thus the equation $D_{A} Y=0$ can be considered as a perturbation of $D_{B} Y=0$ for large $x$. The leading term of the last equation can be split into a two-dimensional block $B^{11}$ that corresponds to the eigenvalue $\lambda$ and into the remaining $(n-2)$ dimensional block $B^{22}$. The proof of the above mentioned statement is based on the block-diagonalization of $D_{A}$ determined by $B^{11}, B^{22}$.

Our point is that, based on Theorem 4.3, the assumption (4.37) in [EG2] can be replaced by the less restrictive assumption $x^{n+1} p^{\prime}(x) \in \mathcal{R}_{1}$. Indeed, under this assumption $s(x)-s=O\left(x^{-2}\right)$ is still valid and $A(x) \in \mathcal{R}_{0}$. It remains to note that equation $D_{A} Y=0$ with regular singularity at infinity $\nu=0$; thus Theorem 4.3 guarantees block-diagonalization.
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#### Abstract

Orthogonal polynomials on the unit sphere in $\mathbb{R}^{d+1}$ and on the unit ball in $\mathbb{R}^{d}$ are shown to be closely related to each other for symmetric weight functions. Furthermore, it is shown that a large class of cubature formulae on the unit sphere can be derived from those on the unit ball and vice versa. The results provide a new approach to study orthogonal polynomials and cubature formulae on spheres.
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1. Introduction. We are interested in orthogonal polynomials in several variables with emphasis on those orthogonal with respect to a given measure on the unit sphere $S^{d}$ in $\mathbb{R}^{d+1}$. In contrast to orthogonal polynomials with respect to measures defined on the unit ball $B^{d}$ in $\mathbb{R}^{d}$, there have been relatively few studies on the structure of orthogonal polynomials on $S^{d}$ beyond the ordinary spherical harmonics which are orthogonal with respect to the surface (Lebesgue) measure (cf. [2, 3, 4, 5, 6, 8]). The classical theory of spherical harmonics is primarily based on the fact that the ordinary harmonics satisfy the Laplace equation. Recently Dunkl (cf. [2, 3, 4, 5] and the references therein) opened a way to study orthogonal polynomials on the spheres with respect to measures invariant under a finite reflection group by developing a theory of spherical harmonics analogous to the classical one. In this important theory the role of Laplacian operator is replaced by a differential-difference operator in the commutative algebra generated by a family of commuting first-order differentialdifference operators (Dunkl's operators). Other than these results, however, we are not aware of any other method of studying orthogonal polynomials on spheres.

A closely related question is constructing cubature formulae on spheres and on balls. Cubature formulae with a minimal number of nodes are known to be related to orthogonal polynomials. Over the years, a lot of effort has been put into the study of cubature formulae for measures supported on the unit ball, or on other geometric domains with nonempty interior in $\mathbb{R}^{d}$. In contrast, the study of cubature formulae on the unit sphere has been more or less focused on the surface measure on the sphere; there is little work on the construction of cubature formulae with respect to other measures. This is partly due to the importance of cubature formulae with respect to the surface measure, which play a role in several fields in mathematics, and perhaps partly due to the lack of study of orthogonal polynomials with respect to a general measure on the sphere.

One main purpose of this paper is to provide an elementary approach towards the study of orthogonal polynomials on $S^{d}$ for a large class of measures. This approach is

[^49]based on a close connection between orthogonal polynomials on $S^{d}$ and those on the unit ball $B^{d}$; a prototype of the connection is the following elementary example.

For $d=1$, the spherical harmonics of degree $n$ are given in the standard polar coordinates by

$$
\begin{equation*}
Y_{n}^{(1)}\left(x_{1}, x_{2}\right)=r^{n} \cos n \theta \quad \text { and } \quad Y_{n}^{(2)}\left(x_{1}, x_{2}\right)=r^{n} \sin n \theta \tag{1.1}
\end{equation*}
$$

Under the transform $x=\cos \theta$, the polynomials $T_{n}(x)=\cos n \theta$ and $U_{n}(x)=\sin n \theta / \sin \theta$ are the Chebyshev polynomials of the first and the second kind, orthogonal with respect to $1 / \sqrt{1-x^{2}}$ and $\sqrt{1-x^{2}}$, respectively, on the unit ball $[-1,1]$ in $\mathbb{R}$. Hence, the spherical harmonics on $S^{1}$ can be derived from orthogonal polynomials on $B^{1}$.

We shall show that for a large class of weight functions on $\mathbb{R}^{d+1}$ we can construct homogeneous orthogonal polynomials on $S^{d}$ from the corresponding orthogonal polynomials on $B^{d}$ in a similar way. This allows us to derive properties of orthogonal polynomials on $S^{d}$ from those on $B^{d}$; the latter have been studied much more extensively. Although the approach is elementary and there is no differential or differential-difference operator involved, the result offers a new way to study the structure of orthogonal polynomials on $S^{d}$.

Our approach depends on an elementary formula that links the integration on $B^{d}$ to the integration on $S^{d}$. The same formula yields an important connection between cubature formulae on $S^{d}$ and those on $B^{d}$; the result states roughly that a large class of cubature formulae on $S^{d}$ is generated by cubature formulae on $B^{d}$ and vice versa. In particular, it allows us to shift our attention from the study of cubature formulae on the unit sphere to the study of cubature formulae on the unit ball; there has been much more understanding towards the structure of the latter one. Although the result is simple and elementary, its importance is apparent. It yields, in particular, many new cubature formulae on spheres and on balls. Because the main focus of this paper is on the relation between orthogonal polynomials and cubature formulae on spheres and those on balls, we will present examples of cubature formulae in a separate paper.

The paper is organized as follows. In section 2 we introduce notation and present the necessary preliminaries, where we also prove the basic lemma. In section 3 we show how to construct orthogonal polynomials on $S^{d}$ from those on $B^{d}$. In section 4 we discuss the relation between cubature formulae on the unit sphere and those on the unit ball.
2. Preliminary and basic lemma. For $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{d}$ we let $\mathbf{x} \cdot \mathbf{y}$ denote the usual inner product of $\mathbb{R}^{d}$ and $|\mathbf{x}|=(\mathbf{x} \cdot \mathbf{x})^{1 / 2}$ the Euclidean norm of $\mathbf{x}$. Let $B^{d}$ be the unit ball of $\mathbb{R}^{d}$ and $S^{d}$ be the unit sphere on $\mathbb{R}^{d+1}$; that is,

$$
B^{d}=\left\{\mathbf{x} \in \mathbb{R}^{d}:|\mathbf{x}| \leq 1\right\} \quad \text { and } \quad S^{d}=\left\{\mathbf{y} \in \mathbb{R}^{d+1}:|\mathbf{y}|=1\right\}
$$

Polynomial spaces. Let $\mathbb{N}_{0}$ be the set of nonnegative integers. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in$ $\mathbb{N}_{0}^{d}$ and $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$ we write $\mathbf{x}^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{d}^{\alpha_{d}}$. The number $|\alpha|_{1}=$ $\alpha_{1}+\cdots+\alpha_{d}$ is called the total degree of $\mathbf{x}^{\alpha}$. We denote by $\Pi^{d}$ the set of polynomials in $d$ variables on $\mathbb{R}^{d}$ and by $\Pi_{n}^{d}$ the subset of polynomials of total degree at most $n$. We also denote by $\mathcal{P}_{n}^{d}$ the space of homogeneous polynomials of degree $n$ on $\mathbb{R}^{d}$ and we let $r_{n}^{d}=\operatorname{dim} \mathcal{P}_{n}^{d}$. It is well known that

$$
\operatorname{dim} \Pi_{n}^{d}=\binom{n+d}{n} \quad \text { and } \quad r_{n}^{d}=\binom{n+d-1}{n}
$$

Orthogonal polynomials on $B^{d}$. Let $W$ be a nonnegative weight function on $B^{d}$ and assume $\int_{B^{d}} W(\mathbf{x}) d \mathbf{x}<\infty$. It is known that for each $n \in \mathbb{N}_{0}$ the set of polynomials
of degree $n$ that are orthogonal to all polynomials of lower degree forms a vector space $\mathcal{V}_{n}$ whose dimension is $r_{n}^{d}$. We denote by $\left\{P_{k}^{n}\right\}, 1 \leq k \leq r_{n}^{d}$ and $n \in \mathbb{N}_{0}$, one family of orthonormal polynomials with respect to $W$ on $B^{d}$ that forms a basis of $\Pi_{n}^{d}$, where the superscript $n$ means that $P_{k}^{n} \in \Pi_{n}^{d}$. The orthonormality means that

$$
\int_{B^{d}} P_{k}^{n}(\mathbf{x}) P_{j}^{m}(\mathbf{x}) W(\mathbf{x}) d \mathbf{x}=\delta_{j, k} \delta_{m, n}
$$

A useful notation is $\mathbb{P}_{n}=\left(P_{1}^{n}, \ldots, P_{r_{n}^{d}}^{n}\right)^{T}$, which is a vector with $P_{j}^{n}$ as components (cf. [22, 24]). For each $n \in \mathbb{N}_{0}$, the polynomials $P_{k}^{n}, 1 \leq k \leq r_{n}^{d}$, form an orthonormal basis of $\mathcal{V}_{n}$. We note that there are many bases of $\mathcal{V}_{n}$; if $Q$ is an invertible matrix of size $r_{n}^{d}$, then the components of $Q \mathbb{P}_{n}$ form another basis of $\mathcal{V}_{n}$ which is orthonormal if $Q$ is an orthogonal matrix. For general results on orthogonal polynomials in several variables, including some of the recent development, we refer to the survey [24] and the references therein. One family of weight functions on $B^{d}$ whose corresponding orthogonal polynomials have been studied in detail is $\left(1-|\mathbf{x}|^{2}\right)^{\mu-1 / 2}, \mu \geq 0$, which we will refer to as classical orthogonal polynomials on $B^{d}$ (cf. [1, 6, 25]).

Ordinary spherical harmonics. The harmonic polynomials on $\mathbb{R}^{d}$ are the homogeneous polynomials satisfying the Laplace equation $\Delta P=0$, where

$$
\Delta=\partial_{1}^{2}+\cdots+\partial_{d}^{2} \quad \text { on } \quad \mathbb{R}^{d}
$$

and $\partial_{i}$ is the ordinary partial derivative with respect to the $i$ th coordinate. They span a subspace $\mathcal{H}_{n}^{d}=\operatorname{ker} \Delta \cap \mathcal{P}_{n}^{d}$ of $\operatorname{dimension} \operatorname{dim} \mathcal{P}_{n}^{d}-\operatorname{dim} \mathcal{P}_{n-2}^{d}$. The spherical harmonics are the restriction of harmonic polynomials on $S^{d-1}$. If $Y_{n} \in \mathcal{H}_{n}^{d}$, then $Y_{n}$ is orthogonal to $Q \in \mathcal{P}_{k}^{d}, 0 \leq k<n$, with respect to the surface measure $d \omega$ on $S^{d-1}$.

Dunkl's $h$-harmonics. For a nonzero vector $\mathbf{v} \in \mathbb{R}^{d}$ we define the reflection $\sigma_{\mathbf{v}}$ by

$$
\mathbf{x} \sigma_{\mathbf{v}}:=\mathbf{x}-2(\mathbf{x} \cdot \mathbf{v}) \mathbf{v} /|\mathbf{v}|^{2}, \quad \mathbf{x} \in \mathbb{R}^{d}
$$

Suppose that $G$ is a finite reflection group on $\mathbb{R}^{d}$ with the set $\left\{\mathbf{v}_{i}: i=1,2, \ldots, m\right\}$ of positive roots; assume that $\left|\mathbf{v}_{i}\right|=\left|\mathbf{v}_{j}\right|$ whenever $\sigma_{i}$ is conjugate to $\sigma_{j}$ in $G$, where we write $\sigma_{i}=\sigma_{\mathbf{v}_{i}}, 1 \leq i \leq m$. Then $G$ is a subgroup of the orthogonal group generated by the reflections $\left\{\sigma_{\mathbf{v}_{i}}: 1 \leq i \leq m\right\}$.

The $h$-harmonics yield orthogonal polynomials on $S^{d-1}$ with respect to $h_{\alpha}^{2} d \omega$, where the weight function $h_{\alpha}$ is defined by

$$
\begin{equation*}
h_{\alpha}(\mathbf{x}):=\prod_{i=1}^{m}\left|\mathbf{x} \cdot \mathbf{v}_{i}\right|^{\alpha_{i}}, \quad \alpha_{i} \geq 0 \tag{2.1}
\end{equation*}
$$

with $\alpha_{i}=\alpha_{j}$ whenever $\sigma_{i}$ is conjugate to $\sigma_{j}$ in $G$. The function $h_{\alpha}$ is a positively homogeneous $G$-invariant function of degree $|\alpha|_{1}=\alpha_{1}+\cdots+\alpha_{m}$. The key ingredient of the theory is a family of commuting first-order differential-difference operators, $\mathcal{D}_{i}$ (Dunkl's operators), defined by

$$
\begin{equation*}
\mathcal{D}_{i} f(\mathbf{x}):=\partial_{i} f(\mathbf{x})+\sum_{j=1}^{m} \alpha_{j} \frac{f(\mathbf{x})-f\left(\mathbf{x} \sigma_{j}\right)}{\mathbf{x} \cdot \mathbf{v}_{j}} \mathbf{v}_{j} \cdot \mathbf{e}_{i}, \quad 1 \leq i \leq d \tag{2.2}
\end{equation*}
$$

where $\mathbf{e}_{1}, \ldots, \mathbf{e}_{d}$ are the standard unit vectors of $\mathbb{R}^{d}$. The $h$-Laplacian is defined by (see [3])

$$
\begin{equation*}
\Delta_{h}=\mathcal{D}_{1}^{2}+\cdots+\mathcal{D}_{d}^{2} \tag{2.3}
\end{equation*}
$$

which plays the role of Laplacian in the theory of the ordinary harmonics. In particular, the $h$-harmonics are the homogeneous polynomials satisfying the equation $\Delta_{h} Y=0$; in other words, they are the elements of the polynomial subspace $\mathcal{H}_{n}^{d}\left(h^{2}\right):=$ $\mathcal{P}_{n}^{d} \cap$ ker $\Delta_{h}$. The $h$-spherical harmonics are the restriction of $h$-harmonics on the sphere.

Basic lemma. We let $d \omega=d \omega_{d}$ denote the surface measure on $S^{d}$, and the surface area

$$
\omega=\omega_{d}=\int_{S^{d}} d \omega_{d}=2 \pi^{(d+1) / 2} / \Gamma((d+1) / 2)
$$

The standard change of variables from $\mathbf{x} \in \mathbb{R}^{d}$ to polar coordinates $r \mathbf{x}^{\prime}, \mathbf{x}^{\prime} \in S^{d-1}$, yields the following useful formula:

$$
\begin{equation*}
\int_{B^{d}} f(\mathbf{x}) W(\mathbf{x}) d \mathbf{x}=\int_{0}^{1} r^{d-1} \int_{S^{d-1}} f\left(r \mathbf{x}^{\prime}\right) W\left(r \mathbf{x}^{\prime}\right) d \omega_{d-1} d r \tag{2.4}
\end{equation*}
$$

This formula connects the integral on $B^{d}$ to $S^{d-1}$ in a natural way. Our basic formula in the following establishes another relation between integrations over the unit sphere and over the unit ball.

Lemma 2.1. Let $H$ be defined on $\mathbb{R}^{d+1}$. Assume that $H$ is symmetric with respect to $x_{d+1}$; i.e., $H\left(\mathbf{x}, x_{d+1}\right)=H\left(\mathbf{x},-x_{d+1}\right)$, where $\mathbf{x} \in \mathbb{R}^{d}$. Then for any continuous function $f$ defined on $S^{d}$,

$$
\begin{align*}
\int_{S^{d}} f(\mathbf{y}) H(\mathbf{y}) d \omega_{d}=\int_{B^{d}} & {\left[f\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right)+f\left(\mathbf{x},-\sqrt{1-|\mathbf{x}|^{2}}\right)\right] }  \tag{2.5}\\
& \times H\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right) d \mathbf{x} / \sqrt{1-|\mathbf{x}|^{2}}
\end{align*}
$$

Proof. For $\mathbf{y} \in S^{d}$, we write $\mathbf{y}=\left(\sqrt{1-t^{2}} \mathbf{x}, t\right)$, where $\mathbf{x} \in S^{d-1}$ and $-1 \leq t \leq 1$. Then it follows that (cf. [21, p. 436])

$$
d \omega_{d}=\left(1-t^{2}\right)^{(d-2) / 2} d t d \omega_{d-1}
$$

Starting from the change of variables $\mathbf{y}=\left(\sqrt{1-t^{2}} \mathbf{x}, t\right)$ in the integral, we get

$$
\begin{aligned}
& \int_{S^{d}} f(\mathbf{y}) H(\mathbf{y}) d \omega_{d}=\int_{-1}^{1} \int_{S^{d-1}} f\left(\sqrt{1-t^{2}} \mathbf{x}, t\right) H\left(\sqrt{1-t^{2}} \mathbf{x}, t\right) d \omega_{d-1}\left(1-t^{2}\right)^{(d-2) / 2} d t \\
& \quad=\int_{0}^{1} \int_{S^{d-1}}\left[f\left(\sqrt{1-t^{2}} \mathbf{x}, t\right)+f\left(\sqrt{1-t^{2}} \mathbf{x},-t\right)\right] H\left(\sqrt{1-t^{2}} \mathbf{x}, t\right) d \omega_{d-1}\left(1-t^{2}\right)^{(d-2) / 2} d t \\
& =\int_{0}^{1} \int_{S^{d-1}}\left[f\left(r \mathbf{x}, \sqrt{1-r^{2}}\right)+f\left(r \mathbf{x},-\sqrt{1-r^{2}}\right)\right] H\left(r \mathbf{x}, \sqrt{1-r^{2}}\right) d \omega_{d-1} r^{d-1} \frac{d r}{\sqrt{1-r^{2}}} \\
& =\int_{B^{d}}\left[f\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right)+f\left(\mathbf{x},-\sqrt{1-|\mathbf{x}|^{2}}\right)\right] H\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right) \frac{d \mathbf{x}}{\sqrt{1-|\mathbf{x}|^{2}}}
\end{aligned}
$$

where in the second step we have used the symmetry of $H$ with respect to $x_{d+1}$, in the third step we have changed the variable $t \mapsto \sqrt{1-r^{2}}$, and in the last step we have used (2.4).

As a special case of this theorem, we notice that the Lebesgue measure on $S^{d}$ is related to the Chebyshev weight function $1 / \sqrt{1-|\mathbf{x}|^{2}}$ over $B^{d}$.
3. Orthogonal polynomials on spheres. Our main result in this section shows a connection between orthogonal polynomials on $B^{d}$ and those on $S^{d}$, which is the surface of $B^{d+1}$ by definition. To be more precise, we need some notation.

Throughout this section we fix the following notation: for $\mathbf{y} \in \mathbb{R}^{d+1}$, we write

$$
\begin{equation*}
\mathbf{y}=\left(y_{1}, \ldots, y_{d}, y_{d+1}\right)=\left(\mathbf{y}^{\prime}, y_{d+1}\right)=r \mathbf{x}=r\left(\mathbf{x}^{\prime}, x_{d+1}\right), \quad \mathbf{x} \in S^{d}, \quad \mathbf{x}^{\prime} \in B^{d} \tag{3.1}
\end{equation*}
$$

where $r=|\mathbf{y}|=\sqrt{y_{1}^{2}+\cdots+y_{d+1}^{2}}$ and $\mathbf{x}^{\prime}=\left(x_{1}, \ldots, x_{d}\right)$.
Definition 3.1. A weight function $H$ defined on $\mathbb{R}^{d+1}$ is called $S$-symmetric if it is symmetric with respect to $y_{d+1}$ and centrally symmetric with respect to the variables $\mathbf{y}^{\prime}=\left(y_{1}, \ldots, y_{d}\right)$; i.e.,

$$
\begin{equation*}
H\left(\mathbf{y}^{\prime}, y_{d+1}\right)=H\left(\mathbf{y}^{\prime},-y_{d+1}\right) \quad \text { and } \quad H\left(\mathbf{y}^{\prime}, y_{d+1}\right)=H\left(-\mathbf{y}^{\prime}, y_{d+1}\right) \tag{3.2}
\end{equation*}
$$

For examples of $S$-symmetric weight functions, we may take $H(\mathbf{y})=W\left(\mathbf{y}^{\prime}\right) h\left(y_{d+1}\right)$, where $W$ is a centrally symmetric function on $\mathbb{R}^{d}$ and $h$ is an even function on $\mathbb{R}$. There are many other examples of $S$-symmetric functions, including

$$
H(\mathbf{y})=\prod_{1 \leq i<j \leq d+1}\left|y_{i}^{2}-y_{j}^{2}\right|^{\alpha_{i j}}, \quad \alpha_{i j} \geq 0
$$

which becomes, when $\alpha_{i j}=\alpha$, an example of reflection invariant weight functions considered by Dunkl (associated with the octahedral group). We note that, however, the weight function $\prod_{i<j}\left|y_{i}-y_{j}\right|^{\alpha}$ associated with the symmetric group is not an $S$-symmetric function, since it is not symmetric with respect to $y_{d+1}$. Nevertheless, this function is centrally symmetric in $\mathbb{R}^{d+1}$. In fact, it is easy to see that $S$-symmetry implies central symmetry on $\mathbb{R}^{d+1}$, which we formally state in the following proposition.

Proposition 3.2. If $H$ is an $S$-symmetric weight function on $\mathbb{R}^{d+1}$, then it is centrally symmetric on $\mathbb{R}^{d+1}$; that is, $H(\mathbf{y})=H(-\mathbf{y})$ for all $\mathbf{y} \in \mathbb{R}^{d+1}$.

In association with a weight function $H$ on $\mathbb{R}^{d+1}$, we define a weight function $W_{H}$ on $B^{d}$ by

$$
\begin{equation*}
W_{H}(\mathbf{x})=H\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right), \quad \mathbf{x} \in B^{d} \tag{3.3}
\end{equation*}
$$

If $H$ is $S$-symmetric, then the assumption that $H$ is centrally symmetric with respect to the first $d$ variables implies that $W$ is centrally symmetric on $B^{d}$. We denote by $\left\{P_{k}^{n}\right\}$ and $\left\{Q_{k}^{n}\right\}$ systems of orthonormal polynomials with respect to the weight functions

$$
\begin{equation*}
W_{H}^{(1)}(\mathbf{x})=2 W_{H}(\mathbf{x}) / \sqrt{1-|\mathbf{x}|^{2}} \quad \text { and } \quad W_{H}^{(2)}(\mathbf{x})=2 W_{H}(\mathbf{x}) \sqrt{1-|\mathbf{x}|^{2}} \tag{3.4}
\end{equation*}
$$

respectively, where we keep the convention that the superscript $n$ means that $P_{k}^{n}$ and $Q_{k}^{n}$ are polynomials in $\Pi_{n}^{d}$, and the subindex $k$ has the range $1 \leq k \leq r_{n}^{d}$. Keeping in mind the notation (3.1) we define

$$
\begin{equation*}
Y_{k, n}^{(1)}(\mathbf{y})=r^{n} P_{k}^{n}\left(\mathbf{x}^{\prime}\right) \quad \text { and } \quad Y_{j, n}^{(2)}(\mathbf{y})=r^{n} x_{d+1} Q_{j}^{n-1}\left(\mathbf{x}^{\prime}\right) \tag{3.5}
\end{equation*}
$$

where $1 \leq k \leq r_{n}^{d}, 1 \leq j \leq r_{n-1}^{d}$, and we define $Y_{j, 0}^{(2)}(\mathbf{y})=0$. These functions are, in fact, homogeneous polynomials in $\mathbb{R}^{d+1}$.

Theorem 3.3. Let $H$ be an $S$-symmetric weight function defined on $\mathbb{R}^{d+1}$. Assume that $W_{H}$ in (3.3) is a nonzero weight function on $B^{d}$. Then the functions $Y_{k, n}^{(1)}(\mathbf{y})$ and $Y_{k, n}^{(2)}(\mathbf{y})$ defined in (3.5) are homogeneous polynomials of degree $n$ on $\mathbb{R}^{d+1}$ and

$$
\int_{S^{d}} Y_{k, n}^{(i)}(\mathbf{x}) Y_{l, m}^{(j)}(\mathbf{x}) H(\mathbf{x}) d \omega_{d}=\delta_{k, l} \delta_{n, m} \delta_{i, j}, \quad i, j=1,2
$$

Proof. From the definition of $W_{H}$ in (3.3), it follows that both $W_{H}^{(1)}$ and $W_{H}^{(2)}$ in (3.4) are centrally symmetric weight functions on $B^{d}$. As a consequence, the polynomials $P_{k}^{n}$ and $Q_{k}^{n}$ are even functions if $n$ is even and odd functions if $n$ is odd. In fact, recall the notation $\mathbb{P}_{n}$ in section 2 ; it is known (cf. [22]) that there exist proper matrices $D_{n, i}$ and $F_{n}$ such that

$$
\mathbb{P}_{n+1}=\sum_{i=1}^{d} x_{i} D_{n, i}^{T} \mathbb{P}_{n}+F_{n} \mathbb{P}_{n-1}
$$

from which this conclusion follows easily from induction (cf. [23, p. 20]). This allows us to write, for example,

$$
P_{k}^{2 n}\left(\mathbf{x}^{\prime}\right)=\sum_{j=0}^{n} \sum_{|\alpha|_{1}=2 j} a_{\alpha}\left(\mathbf{x}^{\prime}\right)^{\alpha}, \quad a_{\alpha} \in \mathbb{R}, \quad \mathbf{x}^{\prime} \in B^{d}
$$

where $\alpha \in \mathbb{N}_{0}^{d}$, which implies that

$$
Y_{k, 2 n}^{(1)}(\mathbf{y})=r^{n} P_{k}^{2 n}\left(\mathbf{x}^{\prime}\right)=\sum_{k=0}^{n} r^{2 n-2 k} \sum_{|\alpha|_{1}=2 k} a_{\alpha}\left(\mathbf{y}^{\prime}\right)^{\alpha}
$$

Since $r^{2}=y_{1}^{2}+\cdots+y_{d+1}^{2}$ and $\mathbf{y}^{\prime}=\left(y_{1}, \ldots, y_{d}\right)$, this shows that $Y_{k, 2 n}^{(1)}(\mathbf{y})$ is a homogeneous polynomial of degree $2 n$ in $\mathbf{y}$. Similar proof can be adopted to show that $Y_{k, 2 n-1}^{(1)}$ is homogeneous of degree $2 n-1$ and, using the fact $r x_{d+1}=y_{d+1}$, that $Y_{k, n}^{(2)}$ are homogeneous of degree $n$.

Since $Y_{k, n}^{(1)}$, when restricted to $S^{d}$, is independent of $x_{d+1}$ and $Y_{k, 2 n}^{(1)}$ contains a single factor $x_{d+1}$, it follows that

$$
\int_{S^{d}} Y_{k, n}^{(1)}(\mathbf{x}) Y_{l, m}^{(2)}(\mathbf{x}) H(\mathbf{x}) d \omega_{d}=\int_{S^{d}} x_{d+1} P_{k}^{n}\left(\mathbf{x}^{\prime}\right) Q_{l}^{m}\left(\mathbf{x}^{\prime}\right) H(\mathbf{x}) d \omega_{d}=0
$$

for any $(k, n)$ and $(l, m)$. By the basic formula (2.6),

$$
\begin{aligned}
\int_{S^{d}} Y_{k, n}^{(1)}(\mathbf{x}) Y_{l, m}^{(1)}(\mathbf{x}) H(\mathbf{x}) d \omega_{d} & =2 \int_{B^{d}} P_{k}^{n}\left(\mathbf{x}^{\prime}\right) P_{l}^{m}\left(\mathbf{x}^{\prime}\right) H\left(\mathbf{x}^{\prime}, \sqrt{1-\left|\mathbf{x}^{\prime}\right|^{2}}\right) \frac{d \mathbf{x}^{\prime}}{\sqrt{1-\left|\mathbf{x}^{\prime}\right|^{2}}} \\
& =\int_{B^{d}} P_{k}^{n}\left(\mathbf{x}^{\prime}\right) P_{l}^{m}\left(\mathbf{x}^{\prime}\right) W_{H}^{(1)}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}=\delta_{k, l} \delta_{n, m}
\end{aligned}
$$

and similarly, using the fact that $x_{d+1}^{2}=1-\left|\mathbf{x}^{\prime}\right|^{2}$,

$$
\begin{aligned}
\int_{S^{d}} Y_{k, n}^{(2)}(\mathbf{x}) Y_{l, m}^{(2)}(\mathbf{x}) H(\mathbf{x}) d \omega_{d} & =2 \int_{B^{d}}\left(1-\left|\mathbf{x}^{\prime}\right|^{2}\right) Q_{k}^{n-1}\left(\mathbf{x}^{\prime}\right) Q_{l}^{m-1}\left(\mathbf{x}^{\prime}\right) H\left(\mathbf{x}^{\prime}, \sqrt{1-\left|\mathbf{x}^{\prime}\right|^{2}}\right) \\
\times \frac{d \mathbf{x}^{\prime}}{\sqrt{1-\left|\mathbf{x}^{\prime}\right|^{2}}} & =\int_{B^{d}} Q_{k}^{n-1}\left(\mathbf{x}^{\prime}\right) Q_{l}^{m-1}\left(\mathbf{x}^{\prime}\right) W_{H}^{(2)}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}=\delta_{k, l} \delta_{n, m}
\end{aligned}
$$

This completes the proof.
The assumption that $H$ is $S$-symmetry in Theorem 3.3 is necessary; it is used to show that $Y_{k, n}^{(1)}$ and $Y_{k, n}^{(2)}$ in (3.5) are indeed polynomials in $\mathbf{y}$.

Example 3.4. If $H(\mathbf{y})=1$, then $Y_{k, n}^{(1)}$ and $Y_{k, n}^{(2)}$ are orthonormal with respect to the surface measure $d \omega$; they are the ordinary spherical harmonics. According to Theorem 3.3, the harmonics are related to the orthogonal polynomials with respect to the radial weight functions $W_{0}(\mathbf{x})=1 / \sqrt{1-|\mathbf{x}|^{2}}$ and $W_{1}(\mathbf{x})=\sqrt{1-|\mathbf{x}|^{2}}$ on $B^{d}$, both of which belong to the family of weight functions $W_{\mu}(\mathbf{x})=W_{\mu, d}(\mathbf{x})=w_{\mu}\left(1-|\mathbf{x}|^{2}\right)^{\mu-\frac{1}{2}}$, $\mu>-1 / 2$, whose corresponding orthogonal polynomials have been studied in $[1,6$, $25]$. For $d=1$, the spherical harmonics are given in the polar coordinates $\left(y_{1}, y_{2}\right)=$ $r\left(x_{1}, x_{2}\right)=r(\cos \theta, \sin \theta)$ by the formula (1.1), which can be written as

$$
Y_{n}^{(1)}\left(y_{1}, y_{2}\right)=r^{n} T_{n}\left(x_{1}\right) \quad \text { and } \quad Y_{n}^{(2)}\left(y_{1}, y_{2}\right)=r^{n} x_{2} U_{n-1}\left(x_{1}\right)
$$

where, with $t=\cos \theta, T_{n}(t)=\cos n \theta$ and $U_{n}(t)=\sin n \theta / \sin \theta$ are the Chebyshev polynomials of the first and the second kind, which are orthogonal with respect to $1 / \sqrt{1-x^{2}}$ and $\sqrt{1-x^{2}}$, respectively. It is this example that motivates our present consideration.

Definition 3.5. We define a subspace $\mathcal{H}_{n}^{d+1}(H)$ of $\mathcal{P}_{n}^{d+1}$ by

$$
\mathcal{H}_{n}^{d+1}(H)=\operatorname{span}\left\{Y_{k, n}^{(1)}, \quad 1 \leq k \leq r_{n}^{d} ; \quad \text { and } \quad Y_{j, n}^{(2)}, \quad 1 \leq j \leq r_{n-1}^{d}\right\}
$$

Theorem 3.6. Let $H$ be an $S$-symmetric function on $\mathbb{R}^{d+1}$. For each $n \in \mathbb{N}_{0}$,

$$
\operatorname{dim} \mathcal{H}_{n}^{d+1}(H)=\binom{n+d}{d}-\binom{n+d-2}{d}=\operatorname{dim} \mathcal{P}_{n}^{d+1}-\operatorname{dim} \mathcal{P}_{n-2}^{d+1}
$$

Proof. From the orthogonality in Theorem 3.3, the polynomials in $\left\{Y_{k, n}^{(1)}, Y_{j, n}^{(2)}\right\}$ are linearly independent. Hence, it follows readily that

$$
\operatorname{dim} \mathcal{H}_{n}^{d+1}(H)=r_{n}^{d}+r_{n-1}^{d}=\binom{n+d-1}{n}+\binom{n+d-2}{n-1}
$$

where we use the convention that $\binom{k}{j}=0$ if $j<0$. Using the identity $\binom{n+m}{n}-$ $\binom{n+m-1}{n}=\binom{n+m-1}{n-1}$, it is easy to verify that

$$
\operatorname{dim} \mathcal{H}_{n}^{d+1}(H)=\binom{n+d}{d}-\binom{n+d-2}{d}
$$

which is the desired result.
Theorem 3.7. Let $H$ be an $S$-symmetric function on $\mathbb{R}^{d+1}$. For $n \in \mathbb{N}_{0}$,

$$
\mathcal{P}_{n}^{d+1}=\bigoplus_{k=0}^{[n / 2]}|\mathbf{y}|^{2 k} \mathcal{H}_{n-2 k}^{d+1}(H)
$$

that is, if $P \in \mathcal{P}_{n}^{d+1}$, then there is a unique decomposition

$$
P(\mathbf{y})=\sum_{k=0}^{[n / 2]}|\mathbf{y}|^{2 k} P_{n-2 k}(\mathbf{y}), \quad P_{n-2 k} \in \mathcal{H}_{n-2 k}^{d+1}(H)
$$

Proof. Since $P$ is homogeneous of degree $n$, we can write $P(\mathbf{y})=r^{n} P(\mathbf{x})$, where we use the notation in (3.1) again. According to the power of $y_{d+1}$ being even or odd and using $x_{d+1}^{2}=1-\left|\mathbf{x}^{\prime}\right|^{2}$ whenever possible, we can further write

$$
P(\mathbf{y})=r^{n} P(\mathbf{x})=r^{n}\left[p\left(\mathbf{x}^{\prime}\right)+x_{d+1} q\left(\mathbf{x}^{\prime}\right)\right]
$$

where $p$ and $q$ are polynomials of degree at most $n$ and $n-1$, respectively, in $\mathbf{x}^{\prime} \in B^{d}$. Moreover, if $n$ is even, then $p$ is even and $q$ is odd; if $n$ is odd, then $p$ is odd and $q$ is even. Since both $\left\{P_{k}^{n}\right\}$ and $\left\{Q_{k}^{n}\right\}$ form a basis for $\Pi_{n}^{d}$ and since the weight functions $W_{H}^{(1)}$ and $W_{H}^{(2)}$ in (3.4) are centrally symmetric, we have the unique expansions

$$
p\left(\mathbf{x}^{\prime}\right)=\sum_{k=0}^{[n / 2]} \sum_{j} a_{j, k} P_{j}^{n-2 k}\left(\mathbf{x}^{\prime}\right) \quad \text { and } \quad q\left(\mathbf{x}^{\prime}\right)=\sum_{k=0}^{[(n-1) / 2]} \sum_{j} b_{j, k} Q_{j}^{n-2 k-1}\left(\mathbf{x}^{\prime}\right)
$$

where $1 \leq j \leq r_{n-2 k}^{d}$. Therefore, by the definition of $Y_{k, n}^{(1)}$ and $Y_{k, n}^{(2)}$, we have

$$
P(\mathbf{y})=\sum_{k=0}^{[n / 2]} r^{2 k} \sum_{j} a_{j, k} Y_{j, n-2 k}^{(1)}(\mathbf{y})+\sum_{k=0}^{[(n-1) / 2]} r^{2 k-1} \sum_{j} b_{j, k} Y_{j, n-2 k+1}^{(2)}(\mathbf{y})
$$

which is the desired decomposition. The uniqueness follows from the orthogonality in Theorem 3.3.

For the spherical harmonics or $h$-harmonics, the above theorem is usually established using the differential or differential-difference operator (cf. [19, 2]). The importance of the results in this section lies in the fact that they provide an approach to studying orthogonal polynomials on $S^{d}$ with respect to a large class of measures. For example, one of the essential ingredients in the recent work of orthogonal polynomials in several variables (cf. [22, 24]) is a three-term relation in a vector-matrix form,

$$
x_{i} \mathbb{P}_{n}=A_{n, i} \mathbb{P}_{n+1}+B_{n, i} \mathbb{P}_{n}+A_{n-1, i}^{T} \mathbb{P}_{n-1}
$$

where $A_{n, i}$ and $B_{n, i}$ are proper matrices, which also plays a decisive role in the study of common zeros of $\mathbb{P}_{n}$ and cubature formulae; the results in Theorem 3.3 show that the $h$-spherical harmonic polynomials that are even (or odd) in $x_{d+1}$ also satisfy such a three-term relation.

It is worthwhile to point out that the relation between orthogonal polynomials on $B^{d}$ and those on $S^{d}$ goes both ways. In fact, the following result holds.

Theorem 3.8. Let $H$ be a weight function defined on $\mathbb{R}^{d+1}$ which is symmetric with respect to $y_{d+1}$. Assume that $W_{H}$ in (3.3) is a nonzero weight function on $B^{d}$. Let $Y_{k, n}^{(1)}$ be the orthonormal polynomials of degree $n$ with respect to $H(\mathbf{y}) d \omega$ on $S^{d}$ that are even in $y_{d+1}$, and write the orthonormal polynomials that are odd in $y_{d+1}$ as $y_{d+1} Y_{k, n-1}^{(2)}$. Then

$$
P_{k}^{n}(\mathbf{x})=Y_{k, n}^{(1)}\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right) \quad \text { and } \quad Q_{k}^{n}(\mathbf{x})=Y_{k, n}^{(2)}\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right)
$$

are orthonormal polynomials of degree $n$ in $\mathbf{x} \in B^{d}$ with respect to $W_{H}^{(1)}$ and $W_{H}^{(2)}$ defined in (3.4), respectively.

Proof. The orthogonality follows easily from Lemma 2.1 as in the proof of Theorem 3.3. We show that the assumption on $Y_{k, n}^{(i)}$ is justified. Since $H$ is symmetric
with respect to $y_{d+1}$, we can pick the orthogonal polynomials with respect to $H d \omega$ on $S^{d}$ as either even in $y_{d+1}$ or odd in $y_{d+1}$ (recall the nonuniqueness of orthonormal bases). Indeed, if $Y_{n}$ is a polynomial of degree $n$ orthogonal to lower degree polynomials with respect to $H d \omega$, so is the polynomial $Y_{n}\left(\mathbf{y}^{\prime},-y_{d+1}\right)$ by the symmetry of $H$ with respect to $y_{d+1}$. Hence, if $n$ is even, then the polynomial $Y_{n}(\mathbf{y})+Y_{n}\left(\mathbf{y}^{\prime},-y_{d+1}\right)$ is an orthogonal polynomial of degree $n$ which is even in $y_{d+1}$; if $n$ is odd, then we consider $Y_{n}(\mathbf{y})-Y_{n}\left(\mathbf{y}^{\prime},-y_{d+1}\right)$ instead. Therefore, the polynomials $P_{k}^{n}$ and $Q_{k}^{n}$ are well defined on $B^{d}$.

It should be noted that there is no need to assume that $H$ is $S$-symmetric in the above theorem; consequently, there is no assurance that $Y_{k, n}^{(i)}$ are homogeneous.

In an effort to understand Dunkl's theory of $h$-harmonics, we study the orthogonal polynomials on $S^{d}$ associated to $h(\mathbf{y})=\left|y_{1}\right|^{\alpha_{1}} \cdots\left|y_{d+1}\right|^{\alpha_{d+1}}$ in detail in [26]. In particular, making use of the product structure of the measure, an orthonormal basis of $h$-harmonics is given in terms of the orthonormal polynomials of one variable with respect to the measure $\left(1-t^{2}\right)^{\lambda}|t|^{2 \mu}$ on $[-1,1]$ (which in turn can be written in terms of Jacobi polynomials). By Theorem 3.8, we can then derive an explicit basis of orthogonal polynomials with respect to $W_{H}(\mathbf{x})=\left|x_{1}\right|^{\alpha_{1}} \cdots\left|x_{d}\right|^{\alpha_{d}}\left(1-|\mathbf{x}|^{2}\right)^{\alpha_{d+1}}$.

The theory of the $h$-harmonics developed by Dunkl recently is a rich one; it has found applications in a number of fields. For numerical work, one essential problem in dealing with $h$-harmonics is the construction of a workable orthonormal basis for $\mathcal{H}_{n}^{d+1}\left(h^{2}\right)$. So far, such a basis has been constructed only in the case of $h(\mathbf{y})=$ $\left|y_{1}\right|^{\alpha_{1}} \cdots\left|y_{d+1}\right|^{\alpha_{d+1}}$, associated to the reflection group $Z_{2} \times \cdots \times Z_{2}$. Theorem 3.3 indicates that an explicit construction of such a basis may be difficult for the reflection invariant weight functions $h$ associated with most of other reflection groups. We illustrate by the following example.

Example 3.9. Consider the weight function $h$ on $\mathbb{R}^{3}$ defined by

$$
h\left(y_{1}, y_{2}, y_{3}\right)=\left|\left(y_{1}^{2}-y_{2}^{2}\right)\left(y_{1}^{2}-y_{3}^{2}\right)\left(y_{2}^{2}-y_{3}^{2}\right)\right|^{\mu}
$$

which is associated to the octahedral group; the group is generated by the reflections in $y_{i}=0,1 \leq i \leq 3$, and $y_{i} \pm y_{j}=0,1 \leq i, j \leq 3$; it is the Weyl group of type $B_{3}$. This weight function is one of the simplest nonproduct weight functions on $S^{2}$. According to Theorem 3.1, the $h$-harmonics associated to the function $H(\mathbf{y})=h^{2}(\mathbf{y})$ are related to the orthogonal polynomials on the $\operatorname{disc} B^{2} \subset \mathbb{R}^{2}$ with respect to the weight function $W_{H}^{(1)}$ and $W_{H}^{(2)}$ in (3.4), where the weight function $W_{H}^{(1)}$ is given by
$W_{H}^{(1)}\left(x_{1}, x_{2}\right)=2\left|\left(x_{1}^{2}-x_{2}^{2}\right)\left(1-2 x_{1}^{2}-x_{2}^{2}\right)\left(1-x_{1}^{2}-2 x_{2}^{2}\right)\right|^{2 \mu} / \sqrt{1-x_{1}^{2}-x_{2}^{2}}, \quad\left(x_{1}, x_{2}\right) \in B^{2}$.
An explicit basis for the $h$-harmonics will mean an explicit basis for orthogonal polynomials with respect to $W_{H}^{(1)}$ and vice versa. However, the form of $W_{H}^{(1)}$ given above indicates that it may be difficult to find a closed formula for such a basis.
4. Cubature formula on spheres and on balls. In this section we discuss the connection between cubature formulae on spheres and on balls. For a given integral $\mathcal{L}(f):=\int f d \mu$, where $d \mu$ is a nonnegative measure with support set on $B^{d}$, a cubature formula of degree $M$ is a linear functional

$$
\mathcal{I}_{M}(f)=\sum_{k=1}^{N} \lambda_{k} f\left(\mathbf{x}_{k}\right), \quad \lambda_{k}>0, \quad \mathbf{x}_{k} \in \mathbb{R}^{d}
$$

defined on $\Pi^{d}$, such that $\mathcal{L}(f)=\mathcal{I}_{M}(f)$ whenever $f \in \Pi_{M}^{d}$, and $\mathcal{L}\left(f^{*}\right) \neq \mathcal{I}_{M}\left(f^{*}\right)$ for at least one $f^{*} \in \Pi_{M+1}^{d}$. When the measure is supported on $S^{d}$, we need to replace $\Pi_{M}^{d}$ by $\bigcup_{k=0}^{M} \mathcal{P}_{k}^{d+1}$ in the above formulation and require $\mathbf{x}_{k} \in S^{d}$. The points $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}$ are called nodes and the numbers $\lambda_{1}, \ldots, \lambda_{N}$ are called weights. Such a formula is called minimal if $N$, the number of nodes, is minimal among all cubature formulae of degree $M$.

Cubature formulae on the unit sphere have important applications in numerical integration and in areas ranging from coding theory to isometric embeddings between classical Banach spaces (cf. [11, 15, 16] and the references therein). Over years, construction of cubature formulae on the unit sphere with respect to the surface measure $d \omega$ has attracted a lot of attention. For example, starting from the pioneer work of Sobolev (cf. [17]), the Russian school of mathematicians have constructed various cubature formulae on $S^{d}$ that are invariant under finite groups (cf. [14, 10] and the references therein). There are also important studies on Chebyshev cubature formulae, which are formulae with equal weights (cf. [9, 11, 15] and the references therein). Nevertheless, the simple results we present below on the connection between cubature formula on balls and on spheres do not seem to have been noticed before.

Theorem 4.1. Let $H$ defined on $\mathbb{R}^{d+1}$ be symmetric with respect to $y_{d+1}$. Suppose that there is a cubature formula of degree $M$ on $B^{d}$ for $W_{H}$ defined in (3.3),

$$
\begin{equation*}
\int_{B^{d}} g(\mathbf{x}) W_{H}(\mathbf{x}) \frac{d \mathbf{x}}{\sqrt{1-|\mathbf{x}|^{2}}}=\sum_{i=1}^{N} \lambda_{i} g\left(\mathbf{x}_{i}\right), \quad g \in \Pi_{M}^{d} \tag{4.1}
\end{equation*}
$$

whose $N$ nodes lie inside the unit ball $B^{d}$; that is, $\left|\mathbf{x}_{i}\right| \leq 1$. Then there is a cubature formula of degree $M$ on the unit sphere $S^{d}$,

$$
\begin{align*}
\int_{S^{d}} f(\mathbf{y}) & H(\mathbf{y}) d \omega  \tag{4.2}\\
= & \sum_{i=1}^{N} \lambda_{i}\left[f\left(\mathbf{x}_{i}, \sqrt{1-\left|\mathbf{x}_{i}\right|^{2}}\right)+f\left(\mathbf{x}_{i},-\sqrt{1-\left|\mathbf{x}_{i}\right|^{2}}\right)\right], \quad f \in \bigcup_{k=0}^{M} \mathcal{P}_{k}^{d+1}
\end{align*}
$$

Proof. Assuming (4.1), to prove (4.2) it suffices to prove, by Lemma 2.1, that

$$
\begin{align*}
\int_{B^{d}}\left[f\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right)+f\left(\mathbf{x},-\sqrt{1-|\mathbf{x}|^{2}}\right)\right] W_{H}(\mathbf{x}) \frac{d \mathbf{x}}{\sqrt{1-|\mathbf{x}|^{2}}}  \tag{4.3}\\
=\sum_{i=1}^{N} \lambda_{i}\left[f\left(\mathbf{x}_{i}, \sqrt{1-\left|\mathbf{x}_{i}\right|^{2}}\right)+f\left(\mathbf{x}_{i},-\sqrt{1-\left|\mathbf{x}_{i}\right|^{2}}\right)\right]
\end{align*}
$$

for all polynomials $f \in \Pi_{M}^{d}$. We consider the basis of $\bigcup_{k=0}^{M} \mathcal{P}_{k}^{d+1}$ consisting of monomial $\left\{f_{\alpha}\right\}_{|\alpha|_{1} \leq M}$, where $f_{\alpha}(\mathbf{y})=\mathbf{y}^{\alpha}$ and $\alpha \in \mathbb{N}^{d+1}$. If $f_{\alpha}$ is an odd function in $y_{d+1}$, then both the left side and the right side of (4.3) are zero, so the equality holds. If $f_{\alpha}$ is even in $y_{d+1},|\alpha|_{1} \leq M$, then the function

$$
f_{\alpha}\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right)=\mathbf{x}^{\alpha^{\prime}}\left(1-|\mathbf{x}|^{2}\right)^{\alpha_{d+1} / 2}
$$

where we write $\alpha=\left(\alpha^{\prime}, \alpha_{d+1}\right)$, is a polynomial of degree at most $M$ in $\mathbf{x}$. Hence, it follows from the cubature formula (4.1) that

$$
\int_{B^{d}} f\left(\mathbf{x}, \pm \sqrt{1-|\mathbf{x}|^{2}}\right) W_{H}(\mathbf{x}) \frac{d \mathbf{x}}{\sqrt{1-|\mathbf{x}|^{2}}}=\sum_{i=1}^{N} \lambda_{i} f\left(\mathbf{x}_{i}, \pm \sqrt{1-\left|\mathbf{x}_{i}\right|^{2}}\right)
$$

holds. Adding the above equations for $f\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right)$ and for $f\left(\mathbf{x},-\sqrt{1-|\mathbf{x}|^{2}}\right)$ together proves (4.3).

The theorem states that each cubature formula on the unit ball $B^{d}$ leads to a cubature formula on the unit sphere $S^{d}$. The converse of this result is also true.

ThEOREM 4.2. Let $H$ be a weight function on $\mathbb{R}^{d+1}$ which is symmetric with respect to $x_{d+1}$. Suppose that there is a cubature formula of degree $M$ on the sphere $S^{d}$

$$
\begin{equation*}
\int_{S^{d}} f(\mathbf{y}) H(\mathbf{y}) d \omega=\sum_{i=1}^{N} \lambda_{i} f\left(\mathbf{y}_{i}\right), \quad f \in \bigcup_{k=0}^{M} \mathcal{P}_{k}^{d+1} \tag{4.4}
\end{equation*}
$$

whose nodes are all located on $S^{d}$. Then there is a cubature formula of degree $M$ on the unit ball $B^{d}$

$$
\begin{equation*}
2 \int_{B^{d}} g(\mathbf{x}) W_{H}(\mathbf{x}) \frac{d \mathbf{x}}{\sqrt{1-|\mathbf{x}|^{2}}}=\sum_{i=1}^{N} \lambda_{i} g\left(\mathbf{x}_{i}\right), \quad g \in \Pi_{M}^{d} \tag{4.5}
\end{equation*}
$$

where $\mathbf{x}_{i} \in B^{d}$ are the first d components of $\mathbf{y}_{i}$; that is, $\mathbf{y}_{i}=\left(\mathbf{x}_{i}, x_{d+1, i}\right)$.
Proof. By Lemma 2.1, the cubature formula (4.4) is equivalent to

$$
\begin{equation*}
\int_{B^{d}}\left[f\left(\mathbf{x}, \sqrt{1-|\mathbf{x}|^{2}}\right)+f\left(\mathbf{x},-\sqrt{1-|\mathbf{x}|^{2}}\right)\right] W_{H}(\mathbf{x}) \frac{d \mathbf{x}}{\sqrt{1-|\mathbf{x}|^{2}}}=\sum_{i=1}^{N} \lambda_{i} f\left(\mathbf{y}_{i}\right) \tag{4.6}
\end{equation*}
$$

If we write $\mathbf{y}=\left(\mathbf{x}, x_{d+1}\right) \in \mathbb{R}^{d+1}$, where $\mathbf{x} \in \mathbb{R}^{d}$, then for every monomial $g_{\alpha}(\mathbf{x})=$ $\mathbf{x}^{\alpha} \in \Pi_{M}^{d}$ the function $f_{\alpha}$ defined by $f_{\alpha}(\mathbf{y})=g_{\alpha}(\mathbf{x})$ is a polynomial in $\mathcal{P}_{k}^{d+1}$, where $|\alpha|_{1}=k \leq M$. We can apply cubature formula (4.4) to it. Since $f$ so defined is apparently even in $x_{d+1}$, the cubature (4.6) becomes cubature formula (4.5). $\quad \square$

Although these theorems are simple to state, they have important implications. They allow us to fit a large class of cubature formula on spheres into the structure of cubature formulae on balls, which suggests an alternative approach to study and construct cubature formulae.

Example 4.3. In the case $d=1$, the formula (4.1) under the change of variable $x=\cos \theta$ becomes

$$
\int_{0}^{\pi} g(\cos \theta) W_{H}(\cos \theta) d \theta=\sum_{i=1}^{N} \lambda_{i} g\left(\cos \theta_{i}\right)
$$

On the other hand, we can write the integral over $S^{1}$ in the polar coordinates as

$$
\int_{S^{1}} f(\mathbf{y}) H(\mathbf{y}) d \omega=\int_{0}^{2 \pi} f(\cos \theta, \sin \theta) H(\cos \theta, \sin \theta) d \theta
$$

Since $H$ is symmetric with respect to $x_{2}$, it follows that $W_{H}(\cos \theta)=H(\cos \theta, \sin \theta)$ in the notation of (3.3). Hence, (4.2) becomes

$$
\int_{0}^{2 \pi} f(\cos \theta, \sin \theta) W_{H}(\cos \theta) d \theta=\sum_{i=1}^{N} \lambda_{i}\left[f\left(\cos \theta_{i}, \sin \theta_{i}\right)+f\left(\cos \theta_{i},-\sin \theta_{i}\right)\right]
$$

From these formulae the relation between (4.1) and (4.2) is evident.

YUAN XU

In a separate paper we will present a number of examples on $S^{2}$ that are obtained using this approach. Here we concentrate on the theoretic side of the matter. What we are interested in is the minimal cubature formula, or cubature formula whose number of nodes is close to minimal.

We state the lower bounds on the number of nodes of cubature formulae, which are used to test whether a given cubature is minimal. Let us denote by $N_{B^{d}}$ the number of nodes for a cubature formula on $B^{d}$, and by $N_{S^{d}}$ the number of nodes for a cubature formula on $S^{d}$. It is well known (cf. [7, 18]) that

$$
\begin{equation*}
N_{B^{d}} \geq \operatorname{dim} \Pi_{n}^{d}=\binom{n+d}{n}, \quad M=2 n \text { or } M=2 n+1 \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{S^{d}} \geq \sum_{k=0}^{n} \operatorname{dim} \mathcal{H}_{k}^{d+1}=\binom{n+d}{n}+\binom{n+d-1}{n-1}, \quad M=2 n \text { or } M=2 n+1 \tag{4.8}
\end{equation*}
$$

where the equal sign in (4.8) follows from the formula for $\operatorname{dim} \mathcal{H}_{k}^{d+1}$ (cf. Theorem 3.6 with $H=1$ ) and simple computation. Moreover, for centrally symmetric weight functions there are improved lower bounds for cubature formula of odd degree, due to Möller for $N_{B^{d}}$ and to Mysovskikh for $N_{S^{d}}(c f .[13,14])$, which states that

$$
\begin{equation*}
N_{B^{2}} \geq\binom{ n+2}{n}+\left[\frac{n+1}{2}\right], \quad M=2 n+1 \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{S^{d}} \geq 2\binom{n+d}{n}, \quad M=2 n+1 \tag{4.10}
\end{equation*}
$$

where, for simplicity, we have restricted the lower bound of $N_{B^{d}}$ to the case $d=2$.
Several characterizations of cubature formulas on $B^{d}$ that attain the lower bound in (4.7), or (4.9), are known. For example, there is a cubature formula that attains the bound (4.7) for $M=2 n+1$ if, and only if, the corresponding orthogonal polynomials $P_{1}^{n+1}, \ldots, P_{r_{n+1}^{d}}^{n+1}$ of degree $n+1$ have $\operatorname{dim} \Pi_{n}^{d}$ many distinct real common zeros. The characterization for the case (4.7) with $M=2 n$ and the case (4.9) for centrally symmetric weight functions will involve common zeros of quasi-orthogonal polynomials. For these characterizations and extensions of them we refer to [12, 14, 23, 24] and the references therein. In view of the results in section 3, we see that when $H$ is centrally symmetric, we can relate these characterizations to orthogonal polynomials on spheres.

Let us consider the number of nodes of the cubature formulae in (4.2) and (4.5).
Remark 4.4. In Theorem 4.1, the number of nodes in the cubature formula (4.2) may be less than $2 N$, since if one of the nodes of (4.1), say $\mathbf{x}_{i}$, lies on the boundary $\partial B^{d}=S^{d-1}$, then $\left|\mathbf{x}_{i}\right|=1$ and two nodes $\left(\mathbf{x}_{i}, \sqrt{1-\left|\mathbf{x}_{i}\right|^{2}}\right)$ and $\left(\mathbf{x}_{i},-\sqrt{1-\left|\mathbf{x}_{i}\right|^{2}}\right)$ in (4.2) become one. That is,

$$
\begin{equation*}
\text { number of nodes of }(4.2)=2 N-\text { number of } \mathbf{x}_{i} \text { on } S^{d-1} \text {. } \tag{4.11}
\end{equation*}
$$

Similarly, in Theorem 4.2, the number of nodes in the cubature formula (4.5) may be less than $N$, since different $\mathbf{y}_{i} \in S^{d}$ may have the same first $d$ components, which
happens when $\mathbf{y}_{i}$ and $\mathbf{y}_{j}$ form a symmetric pair with respect to the last component; i.e., $\mathbf{y}_{i}=\left(\mathbf{x}_{i}, x_{d+1}\right)$ and $\mathbf{y}_{j}=\left(\mathbf{x}_{i},-x_{d+1}\right)$ with $x_{d+1} \neq 0$. We conclude that

$$
\begin{equation*}
\text { number of nodes of }(4.5)=N-\text { number of symmetric pairs among } \mathbf{y}_{i} \text {. } \tag{4.12}
\end{equation*}
$$

Clearly, the number of nodes in (4.5) satisfies a lower bound $N / 2$, which is attained when the nodes of (4.4) consist of only symmetric pairs.

It is important to remark that even if the cubature formula (4.1) on $B^{d}$ in Theorem 4.1 attains the lower bound (4.7) or (4.9), the cubature formula (4.2) on $S^{d}$ may not attain the lower bound (4.8) or (4.10), respectively. For example, when $d=1$, the formula (4.1) for $M=2 n+1$ attains the lower bound (4.7) with $N_{B^{1}}=n+1$, which is the classical Gaussian quadrature formula. On the other hand, the corresponding formula in (4.2) attains the lower bound (4.8) with $N_{S^{1}}=2 n+1$ only when $x=1$ or $x=-1$ is a node of (4.1), which does not hold in general since the nodes of a Gaussian quadrature formula on $[-1,1]$ are zeros of orthogonal polynomials and are located in $(-1,1)$.

As an immediate consequence of these lower bounds and Theorems 4.1 and 4.2, we formulate a corollary that seems to be of independent interest.

Corollary 4.5. Let $H$ be an $S$-symmetric weight function on $\mathbb{R}^{3}$. If there is a cubature formula of degree $2 n+1$ with respect to $H$ on $S^{2}$ that attains the lower bound in (4.10), then it contains at least $2[(n+1) / 2]$ nodes which are not symmetric with respect to $x_{3}$.

Proof. Assume that a cubature formula with respect to $H$ on $S^{2}$ exists which attains the lower bound in (4.10). Let $E$ be the number of symmetric pairs among the nodes of the cubature. By Theorem 4.2 and (4.12), there is a cubature formula on $B^{2}$ with $N_{S^{2}}-E=2\binom{n+2}{n}-E$ many nodes. Moreover, the weight function associated with the new cubature formula is centrally symmetric on $B^{2}$. Hence, by (4.9), we have the inequality that

$$
N_{S^{2}}-E=2\binom{n+2}{n}-E \geq\binom{ n+2}{n}+\left[\frac{n+1}{2}\right]
$$

from which we get an upper bound for $E$. Evidently, the number of nodes that do not contain symmetric pairs is equal to $N_{S^{2}}-2 E$. Hence, the upper bound for $E$ leads to a lower bound on the number of nodes that are not symmetric with respect to $x_{3}$, which gives the desired result.

In particular, if the cubature formula on $S^{2}$ is symmetric with respect to $x_{3}$, which means that the node of the cubature always contains the pair $\left(x_{1}, x_{2}, x_{3}\right)$ and $\left(x_{1}, x_{2},-x_{3}\right)$ whenever $x_{3}>0$, then there are at least $2[(n+1) / 2]$ many nodes on the largest circle $x_{1}^{2}+x_{2}^{2}=1$ which is perpendicular to $x_{3}$ axis. Results as such provide necessary conditions on the minimal cubature formulae; they may provide insight in the construction of the minimal formula or can be used to prove that such a formula does not exist. An analogue of Corollary 4.5 is as follows.

Corollary 4.6. If there is a cubature formula on $B^{2}$ that attains the lower bound in (4.9) with all nodes in $B^{2}$, then it can have no more than $2[(n+1) / 2]$ points on the boundary $\partial B^{2}=S^{1}$.

Proof. If a cubature formula on $B^{2}$ as stated exists which attains the lower bound (4.9), then by Theorem 4.1 and (4.11) there is a cubature formula on $S^{2}$ with

$$
N_{S^{2}}=2\binom{n+2}{n}+2\left[\frac{n+1}{2}\right]-\text { number of nodes on } S^{1} .
$$

The desired result then follows from the lower bound (4.10).
We conclude this paper with another simple application dealing with Chebyshev cubature formulae, which are cubature formulae with equal weights. It is proved in [9] that the number of nodes of a Chebyshev cubature formula of degree $M$ with respect to $1 / \sqrt{1-|\mathbf{x}|^{2}}$ on $B^{2}$ is of order $\mathcal{O}\left(M^{3}\right)$. Furthermore, it is conjectured there that the number of nodes of a Chebyshev cubature formula of degree $M$ with respect to the surface measure on $S^{2}$ is of order $\mathcal{O}\left(M^{2}\right)$.

Corollary 4.7. If there is a Chebyshev cubature formula of degree $M$ with respect to the surface measure on $S^{2}$ whose number of nodes is of order $\mathcal{O}\left(M^{2}\right)$, then its nodes cannot all be symmetric with respect to a plane that contains one largest circle of $S^{2}$ and none of the nodes.

Indeed, if such a cubature formula exists, we may assume that the plane is the coordinate plane perpendicular to the $x_{3}$ axis since the integral is invariant under rotation. Then there are an even number of nodes and all nodes form symmetric pairs. Therefore, by Theorem 4.2, there would be a Chebyshev cubature formula of degree $M$ with respect to $1 / \sqrt{1-|\mathbf{x}|^{2}}$ on $B^{2}$ with the number of nodes in the order of $\mathcal{O}\left(M^{2}\right)$, which leads to a contradiction.
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#### Abstract

The interpretation of the Meixner-Pollaczek, Meixner, and Laguerre polynomials as overlap coefficients in the positive discrete series representations of the Lie algebra $\mathfrak{s u}(1,1)$ and the Clebsch-Gordan decomposition lead to generalizations of the convolution identities for these polynomials. Using the Racah coefficients, convolution identities for continuous Hahn, Hahn, and Jacobi polynomials are obtained. From the quantized universal enveloping algebra for $\mathfrak{s u}(1,1)$, convolution identities for the Al-Salam and Chihara polynomials and the Askey-Wilson polynomials are derived by using the Clebsch-Gordan and Racah coefficients. For the quantized universal enveloping algebra for $\mathfrak{s u}(2), q$-Racah polynomials are interpreted as Clebsch-Gordan coefficients, and the linearization coefficients for a two-parameter family of Askey-Wilson polynomials are derived.
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1. Introduction. The representation theory of Lie algebras and quantum algebras, or quantized universal enveloping algebras [9], is intimately linked to special functions of (basic) hypergeometric type; see, e.g., [35], [9]. In this paper we consider especially the Lie algebra $\mathfrak{s u}(1,1)$ and its quantum analogue $U_{q}(\mathfrak{s u}(1,1))$, and we derive convolution identities for certain orthogonal polynomials which occur as overlap coefficients. The idea, which is due to Granovskii and Zhedanov [15], [16], [17], see also [34], is to consider (generalized) eigenvectors of a suitable element of the Lie algebra which is a recurrence operator in an irreducible representation of this Lie algebra. Then there is a relation between these eigenvectors and the eigenvectors of this Lie algebra element in the $n$-fold tensor product of irreducible representations of the Lie algebra. From the tensor product decomposition in irreducible representations for $n=2$, 3 , we obtain identities for these eigenvectors involving ClebschGordan and Racah coefficients. In particular, if the overlap coefficients are known in terms of special functions, we obtain identities for these special functions in this way.

For the Lie algebra $\mathfrak{s u}(1,1)$ and the positive discrete series representations, a special case of this approach is contained in Granovskii and Zhedanov [16], but the result is not worked out in detail. Elaborating the method of Granovskii and Zhedanov, Van der Jeugt [34] obtains a generalization of the classical convolution identity for the Laguerre polynomials [13, section 10.12 , eq. (41)]. Van der Jeugt [34] also considers the boson Lie algebra $\mathfrak{b}(1)$, a central extension of the oscillator algebra, leading to a generalization of the convolution identity for Hermite polynomials [13, section

[^50]10.13 , eq. (38)]. The last identity follows from the previous one by a well-known limit transition of Laguerre polynomials to Hermite polynomials; see, e.g., [22].

Apart from the Laguerre and the Hermite polynomials, the Meixner-Pollaczek, Meixner, and Charlier polynomials, which all fit into the Askey scheme of hypergeometric orthogonal polynomials [5], [22], also satisfy a convolution identity of the same form. This is a straightforward consequence of the existence of a generating function of a special kind; see Al-Salam [1]. It is also known that the Meixner-Pollaczek and the Meixner polynomials can be interpreted as overlap coefficients in the positive discrete series representations of $\mathfrak{s u}(1,1)$; see Masson and Repka [29]. In section 3 we show how the method of Granovskii and Zhedanov for the two-fold tensor product of positive discrete series representations of $\mathfrak{s u}(1,1)$ leads to a generalization of the convolution identity for Meixner-Pollaczek polynomials, from which generalized convolution formulas for Meixner, Laguerre, Charlier, and Hermite polynomials can be obtained by substitution or by limit transitions. Next, using the three-fold tensor product representation, we obtain a very general convolution identity for continuous Hahn polynomials, and similarly for the Hahn and Jacobi polynomials. These identities can also be viewed as yielding connection coefficients between two sets of orthogonal polynomials in two variables with respect to the same orthogonality measure. With this point of view, this result coincides with Dunkl's results [11], [12]. Our derivation gives an intrinsic explanation for the occurrence of balanced ${ }_{4} F_{3}$-series as connection coefficients; they are Racah coefficients. Actually, the interpretation as orthogonal polynomials in two variables works in general and is an intrinsic way to determine the $S$-functions in [16] and [34] in terms of orthogonal polynomials instead of reducing a triple sum to a single sum.

In section 4 we apply the same idea to the quantized universal enveloping algebra $U_{q}(\mathfrak{s u}(1,1))$ and its positive discrete series representations. Due to the noncocommutativity of the comultiplication, which is needed to define the tensor product representation, the tensor product of eigenvectors is no longer an eigenvector in the tensor product representation. This can be solved if we restrict to operators related to so-called twisted primitive elements in $U_{q}(\mathfrak{s u}(1,1))$; see, e.g., [28], [24]. Then the whole machinery works and we obtain a generalization of the Al-Salam and Chihara [2] convolution identity for the Al-Salam and Chihara polynomials by considering the Clebsch-Gordan coefficients in the two-fold tensor product. Going to the three-fold tensor product representations yields a very general convolution identity for AskeyWilson polynomials also involving $q$-Racah polynomials, and Theorem 4.10 is the key result of this paper. Overlap coefficients are also considered in somewhat more generality in Klimyk and Kachurik [21], but we have to restrict ourselves to the twisted primitive elements in order to keep the action in the tensor product representations manageable.

It is interesting to note that in this derivation we have a natural interpretation of the continuous Hahn, Hahn, and Jacobi polynomials as Clebsch-Gordan coefficients for the Lie algebra $\mathfrak{s u}(1,1)$. Similarly, we have an interpretation of the Askey-Wilson polynomials as Clebsch-Gordan coefficients for the quantized universal enveloping algebra $U_{q}(\mathfrak{s u}(1,1))$. In section 5 we shortly discuss the corresponding result for the quantized universal enveloping algebra $U_{q}(\mathfrak{s u}(2))$, where the $q$-Racah polynomials then occur as Clebsch-Gordan coefficients. This case can be obtained formally from the results for $U_{q}(\mathfrak{s u}(1,1))$. Since in the dual Hopf $*$-algebra the so-called zonal spherical elements are known in terms of a two-parameter family of Askey-Wilson polynomials, cf. [28], we obtain the explicit linearization coefficients for this subfamily of the AskeyWilson polynomials.

It should be remarked that there does not seem to be an appropriate $q$-analogue of the boson Lie algebra $\mathfrak{b}(1)$. Either the Hopf $*$-algebra structure is lacking, or, as in [19], the recurrence in the two-fold tensor product representation seems unmanageable.

Instead of using generalized eigenvectors we use the spectral theory of Jacobi matrices, which we recall briefly in section 2 . In particular we use this theory to interpret certain recurrence operators in $\ell^{2}\left(\mathbb{Z}_{+}\right)^{\otimes n}, n=1,2,3$, as multiplication operators in certain weighted $L^{2}$-spaces on $\mathbb{R}^{n}$. This approach exploits the theory of orthogonal polynomials; cf. Propositions 3.3 and 4.3.

The notation for (basic) hypergeometric series is the standard one as in Gasper and Rahman [14]. Unexplained notions for quantized universal enveloping algebras can be found in Chari and Pressley [9].
2. Jacobi matrices and orthogonal polynomials. We recall some of the results on the spectral theory of Jacobi matrices and the relation with orthogonal polynomials. For more information we refer to Berezanskiĭ [7, Chap. VII, section 1]; see also Masson and Repka [29] and Klimyk and Kachurik [21]. The operator $J$ acting on the standard orthonormal basis $\left\{e_{n} \mid n \in \mathbb{Z}_{+}\right\}$of $\ell^{2}\left(\mathbb{Z}_{+}\right)$by

$$
\begin{equation*}
J e_{n}=a_{n} e_{n+1}+b_{n} e_{n}+a_{n-1} e_{n-1}, \quad a_{n}>0, b_{n} \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

is called a Jacobi matrix. This operator is symmetric, and its deficiency indices are $(0,0)$ or $(1,1)$. In particular, if the coefficients $a_{n}$ and $b_{n}$ are bounded, $J$ is a bounded operator on $\ell^{2}\left(\mathbb{Z}_{+}\right)$and thus self-adjoint. $J$ is a self-adjoint operator, possibly unbounded, if $\sum_{n=0}^{\infty} a_{n}^{-1}=\infty$ by Carleman's condition. Then $e_{0}$ is a cyclic vector for $J$; i.e., the span of finite linear combinations of the form $J^{p} e_{0}, p \in \mathbb{Z}_{+}$, is dense in $\ell^{2}\left(\mathbb{Z}_{+}\right)$. This is the case for all Jacobi matrices considered in this paper.

Assuming this, we can use the same coefficients $a_{n}, b_{n}$ to generate polynomials $p_{n}(x)$ of degree $n$ in $x$ by the recurrence relation

$$
\begin{equation*}
x p_{n}(x)=a_{n} p_{n+1}(x)+b_{n} p_{n}(x)+a_{n-1} p_{n-1}(x), \quad p_{-1}(x)=0, p_{0}(x)=1 . \tag{2.2}
\end{equation*}
$$

By Favard's theorem there exists a positive measure $m$ on the real line such that the polynomials $p_{n}(x)$ are orthonormal;

$$
\int_{\mathbb{R}} p_{n}(x) p_{m}(x) d m(x)=\delta_{n, m}
$$

The measure is obtained by $m(B)=\left\langle E(B) e_{0}, e_{0}\right\rangle, B$ Borel set, where $E$ denotes the spectral decomposition of the self-adjoint operator $J$.

We can represent the operator $J$ as a multiplication operator $M_{x}$ on $L^{2}(m)$, where $M_{x} f(x)=x f(x)$. For this we define

$$
\Lambda: \ell^{2}\left(\mathbb{Z}_{+}\right) \rightarrow L^{2}(m), \quad\left(\Lambda e_{n}\right)(x)=p_{n}(x)
$$

then $\Lambda$ is a unitary operator, since it maps an orthonormal basis onto an orthonormal basis. Note that we use here that the polynomials are dense in $L^{2}(m)$, since the self-adjointness of $J$ implies that the corresponding moment problem is determined. From (2.1) and (2.2) it follows that $\Lambda \circ J=M_{x} \circ \Lambda$, so $\Lambda$ intertwines the Jacobi matrix $J$ on $\ell^{2}\left(\mathbb{Z}_{+}\right)$with the multiplication operator $M_{x}$ on $L^{2}(m)$.
3. The case $\mathfrak{s u}(\mathbf{1}, \mathbf{1})$. The Lie algebra $\mathfrak{s u}(1,1)$ is given by

$$
[H, B]=2 B, \quad[H, C]=-2 C, \quad[B, C]=H
$$

There is a $*$-structure by $H^{*}=H$ and $B^{*}=-C$.
The positive discrete series representations $\pi_{k}$ of $\mathfrak{s u}(1,1)$ are unitary representations labelled by $k>0$. The representation space is $\ell^{2}\left(\mathbb{Z}_{+}\right)$equipped with orthonormal basis $\left\{e_{n}^{k}\right\}_{\left\{n \in \mathbb{Z}_{+}\right\}}$. The action is given by

$$
\begin{align*}
& \pi_{k}(H) e_{n}^{k}=2(k+n) e_{n}^{k} \\
& \pi_{k}(B) e_{n}^{k}=\sqrt{(n+1)(2 k+n)} e_{n+1}^{k}  \tag{3.1}\\
& \pi_{k}(C) e_{n}^{k}=-\sqrt{n(2 k+n-1)} e_{n-1}^{k}
\end{align*}
$$

The tensor product of two positive discrete series representations decomposes as

$$
\begin{equation*}
\pi_{k_{1}} \otimes \pi_{k_{2}}=\bigoplus_{j=0}^{\infty} \pi_{k_{1}+k_{2}+j} \tag{3.2}
\end{equation*}
$$

The corresponding intertwining operator can be expressed by means of the ClebschGordan coefficients

$$
\begin{equation*}
e_{n}^{k}=\sum_{n_{1}, n_{2}} C_{n_{1}, n_{2}, n}^{k_{1}, k_{2}, k} e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}} \tag{3.3}
\end{equation*}
$$

Later we also use the notation $e_{n}^{\left(k_{1} k_{2}\right) k}$ for $e_{n}^{k}$ to stress the fact that this vector arises from the decomposition $\pi_{k_{1}} \otimes \pi_{k_{2}}$ into irreducible representations. The ClebschGordan coefficients are nonzero only if $n_{1}+n_{2}=n+j, k=k_{1}+k_{2}+j$ for $j, n_{1}, n_{2}, n \in$ $\mathbb{Z}_{+}$by considering the action of $H$ on both sides. We normalize the Clebsch-Gordan coefficients by $\left\langle e_{0}^{k}, e_{0}^{k_{1}} \otimes e_{j}^{k_{2}}\right\rangle>0$.

For the above results Vilenkin and Klimyk [35, section 8.7] can be consulted.
3.1. Clebsch-Gordan coefficients and orthogonal polynomials. The Meix-ner-Pollaczek polynomials are defined by

$$
P_{n}^{(\lambda)}(x ; \phi)=\frac{(2 \lambda)_{n}}{n!} e^{i n \phi}{ }_{2} F_{1}\left(\begin{array}{c}
-n, \lambda+i x  \tag{3.4}\\
2 \lambda
\end{array} ; 1-e^{-2 i \phi}\right)
$$

For $\lambda>0$ and $0<\phi<\pi$, these are orthogonal polynomials with respect to a positive measure on $\mathbb{R}$; see [22], [33, App.], and references therein. The orthonormal MeixnerPollaczek polynomials

$$
p_{n}(x)=p_{n}^{(\lambda)}(x ; \phi)=\sqrt{\frac{n!}{\Gamma(n+2 \lambda)}} P_{n}^{(\lambda)}(x ; \phi)
$$

satisfy the three-term recurrence relation

$$
\begin{aligned}
2 x \sin \phi p_{n}(x) & =a_{n} p_{n+1}(x)-2(n+\lambda) \cos \phi p_{n}(x)+a_{n-1} p_{n-1}(x) \\
a_{n} & =\sqrt{(n+1)(n+2 \lambda)}
\end{aligned}
$$

The orthogonality measure for Meixner-Pollaczek polynomials is absolutely continuous. Define

$$
w^{(\lambda)}(x ; \phi)=\frac{(2 \sin \phi)^{2 \lambda}}{2 \pi} e^{(2 \phi-\pi) x}|\Gamma(\lambda+i x)|^{2}
$$

then

$$
\int_{\mathbb{R}} p_{n}^{(\lambda)}(x ; \phi) p_{m}^{(\lambda)}(x ; \phi) w^{(\lambda)}(x ; \phi) d x=\delta_{n m} .
$$

Define the self-adjoint element in $\mathfrak{s u}(1,1)$;

$$
\begin{equation*}
X_{\phi}=-\cos \phi H+B-C . \tag{3.5}
\end{equation*}
$$

PROPOSITION 3.1. $\Lambda: \ell^{2}\left(\mathbb{Z}_{+}\right) \rightarrow L^{2}\left(\mathbb{R}, w^{(k)}(x ; \phi) d x\right), e_{n}^{k} \mapsto p_{n}^{(k)}(\cdot ; \phi)$, is a unitary mapping intertwining $\pi_{k}\left(X_{\phi}\right)$ acting in $\ell^{2}\left(\mathbb{Z}_{+}\right)$with $M_{2 x \sin \phi}$ on $L^{2}\left(\mathbb{R}, w^{(k)}(x ; \phi) d x\right)$.

Here, and elsewhere, $M_{g}$ denotes multiplication by the function $g$, so $M_{g} f(x)=$ $g(x) f(x)$.

Proof. Use (3.1) and (3.5) to see that $\pi_{k}\left(X_{\phi}\right)$ is a Jacobi matrix. Next compare the coefficients with the three-term recurrence relation for the orthonormal MeixnerPollaczek polynomials to find the result as in section 2.

Proposition 3.1 states that $v^{k}(x)=\sum_{n=0}^{\infty} p_{n}^{(k)}(x ; \phi) e_{n}^{k}$ is a generalized eigenvector for $\pi_{k}\left(X_{\phi}\right)$ for the eigenvalue $2 x \sin \phi$. Next we study the action of $X_{\phi}$ in the tensor product representation $\pi_{k_{1}} \otimes \pi_{k_{2}}$. Recall that $\Delta\left(X_{\phi}\right)=1 \otimes X_{\phi}+X_{\phi} \otimes 1$.

PROPOSITION 3.2. $\Upsilon: \ell^{2}\left(\mathbb{Z}_{+}\right) \otimes \ell^{2}\left(\mathbb{Z}_{+}\right) \rightarrow L^{2}\left(\mathbb{R}^{2}, w^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) w^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) d x_{1} d x_{2}\right)$, defined by $e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}} \mapsto p_{n_{1}}^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) p_{n_{2}}^{\left(k_{2}\right)}\left(x_{2} ; \phi\right)$, is a unitary mapping intertwining $\pi_{k_{1}} \otimes \pi_{k_{2}}\left(\Delta\left(X_{\phi}\right)\right)$ with $M_{2\left(x_{1}+x_{2}\right) \sin \phi}$.

Proof. This can be seen by using the mapping $\Lambda$ of Proposition 3.1 in the second tensor factor and solving the resulting three-term recurrence in the first factor.

Proposition 3.2 states that

$$
v^{k_{1}, k_{2}}\left(x_{1}, x_{2}\right)=\sum_{n_{1}, n_{2}=0}^{\infty} p_{n_{1}}^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) p_{n_{2}}^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}}
$$

are generalized eigenvectors for $\pi_{k_{1}} \otimes \pi_{k_{2}}\left(\Delta\left(X_{\phi}\right)\right)$ for the eigenvalue $2\left(x_{1}+x_{2}\right) \sin \phi$.
So $\Upsilon$ maps the basis $e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}}$ onto orthonormal polynomials in two variables. By the Clebsch-Gordan decomposition (3.2) there exists another orthonormal basis $e_{n}^{k}$ for the tensor product representation space. So $\Upsilon e_{n}^{k}$ gives another set of orthonormal polynomials in two variables in $L^{2}\left(\mathbb{R}^{2}, w^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) w^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) d x_{1} d x_{2}\right)$.

In order to formulate the result we need the continuous Hahn polynomials introduced by Atakishiyev and Suslov [6], for which we use Askey's [3] notation; see also [22], [23];

$$
p_{n}(x ; a, b, c, d)=i^{n} \frac{(a+c)_{n}(a+d)_{n}}{n!}{ }_{3} F_{2}\left(\begin{array}{c}
-n, n+a+b+c+d-1, a+i x  \tag{3.6}\\
a+c, a+d
\end{array} ; 1\right),
$$

satisfying the orthogonality relations for $\Re(a, b, c, d)>0$,

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{\mathbb{R}} \Gamma(a+i x) \Gamma(b & +i x) \Gamma(c-i x) \Gamma(d-i x) p_{n}(x ; a, b, c, d) p_{m}(x ; a, b, c, d) d x \\
& =\delta_{n m} \frac{\Gamma(n+a+c) \Gamma(n+a+d) \Gamma(n+b+c) \Gamma(n+b+d)}{n!(2 n+a+b+c+d-1) \Gamma(n+a+b+c+d-1)} .
\end{aligned}
$$

The orthogonality measure is positive for $a=\bar{c}, b=\bar{d}$.

Proposition 3.3. In $L^{2}\left(\mathbb{R}^{2}, w^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) w^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) d x_{1} d x_{2}\right)$ we have

$$
\begin{aligned}
\Upsilon e_{n}^{k}\left(x_{1}, x_{2}\right) & =p_{n}^{(k)}\left(x_{1}+x_{2} ; \phi\right) \Upsilon e_{0}^{k}\left(x_{1}, x_{2}\right) \\
\Upsilon e_{0}^{k}\left(x_{1}, x_{2}\right) & =C p_{j}\left(x_{1} ; k_{1}, k_{2}-i\left(x_{1}+x_{2}\right), k_{1}, k_{2}+i\left(x_{1}+x_{2}\right)\right) \\
C & =(-2 \sin \phi)^{j} \sqrt{\frac{j!\left(2 j+2 k_{1}+2 k_{2}-1\right) \Gamma\left(j+2 k_{1}+2 k_{2}-1\right)}{\Gamma\left(2 k_{1}+j\right) \Gamma\left(2 k_{2}+j\right)}} .
\end{aligned}
$$

Note that $\Upsilon e_{0}^{k}\left(x_{1}, x_{2}\right)$ is indeed a polynomial in $x_{1}, x_{2}$.
Proof. The first statement follows from use of the intertwining of Proposition 3.2 and the intertwining of (3.2);

$$
2\left(x_{1}+x_{2}\right) \sin \phi \Upsilon e_{n}^{k}\left(x_{1}, x_{2}\right)=M_{2\left(x_{1}+x_{2}\right) \sin \phi} \Upsilon e_{n}^{k}\left(x_{1}, x_{2}\right)=\left(\Upsilon \pi_{k}\left(X_{\phi}\right) e_{n}^{k}\right)\left(x_{1}, x_{2}\right)
$$

which gives a three-term recurrence relation for $\Upsilon e_{n}^{k}$ with respect to $n$ of the same form as in Proposition 3.1. Taking into account the initial conditions proves the first statement.

To prove the second statement we note that for $k=k_{1}+k_{2}+j, l=k_{1}+k_{2}+i$,

$$
\begin{aligned}
\delta_{i j} \delta_{m n}=\left\langle e_{n}^{k}, e_{m}^{l}\right\rangle= & \left\langle\Upsilon e_{n}^{k}, \Upsilon e_{m}^{l}\right\rangle=\iint_{\mathbb{R}^{2}} p_{n}^{(k)}\left(x_{1}+x_{2} ; \phi\right) p_{m}^{(l)}\left(x_{1}+x_{2} ; \phi\right) \\
& \times\left(\Upsilon e_{0}^{k}\left(x_{1}, x_{2}\right) \Upsilon e_{0}^{l}\left(x_{1}, x_{2}\right)\right) w^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) w^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) d x_{1} d x_{2}
\end{aligned}
$$

by the first statement and Proposition 3.2. Introduce $s=x_{1}+x_{2}, t=x_{1}$; then we find
$\delta_{i j} \delta_{m n}=\int_{\mathbb{R}} p_{n}^{(k)}(s ; \phi) p_{m}^{(l)}(s ; \phi) \int_{\mathbb{R}} \Upsilon e_{0}^{k}(t, s-t) \Upsilon e_{0}^{l}(t, s-t) w^{\left(k_{1}\right)}(t ; \phi) w^{\left(k_{2}\right)}(s-t ; \phi) d t d s$.
In case $k=l$, or $i=j$, we see that the inner integral must equal the normalized orthogonality measure for the Meixner-Pollaczek polynomials $p_{n}^{(k)}(s ; \phi)$, since the corresponding moment problem is determined. In case $k \neq l$, or $i \neq j$, we conclude that the inner integral integrated against any polynomial gives zero, so it must be zero since the polynomials are dense in $L^{2}\left(\mathbb{R}^{2}, w^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) w^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) d x_{1} d x_{2}\right)$. So we get

$$
\begin{aligned}
& \delta_{i j} w^{(k)}(s ; \phi)=e^{(2 \phi-\pi) s} \frac{(2 \sin \phi)^{2 k_{1}+2 k_{2}}}{4 \pi^{2}} \int_{\mathbb{R}} \Upsilon e_{0}^{k}(t, s-t) \Upsilon e_{0}^{l}(t, s-t) \\
& \times \Gamma\left(k_{1}+i t\right) \Gamma\left(k_{2}-i s+i t\right) \Gamma\left(k_{1}-i t\right) \Gamma\left(k_{2}+i s-i t\right) d t
\end{aligned}
$$

Apply $\Upsilon$ to (3.3) for $n=0$ to see that $\Upsilon e_{0}^{k}(t, s-t)$ is a polynomial of degree $j$ in $t$. Hence, $\Upsilon e_{0}^{k}(t, s-t)$ is a multiple of a continuous Hahn polynomial of degree $j$ with the parameters as in Proposition 3.3.

The value of the constant follows from comparing the squared norms up to a sign. The sign is determined from the condition on the Clebsch-Gordan coefficients. This implies $0<\left\langle\Upsilon e_{0}^{k}, \Upsilon e_{0}^{k_{1}} \otimes e_{j}^{k_{2}}\right\rangle$, and using the first two parts of Proposition 3.3 and Proposition 3.2 shows that the sign of $C$ follows from the sign of a double integral of two orthogonal polynomials. Only the integral over $x_{2}$ is relevant, and the sign of $C$ equals the sign of the leading coefficient of the continuous Hahn polynomials viewed as a polynomial in $x_{2}$, which is $(-1)^{j}$.

So we can now apply $\Upsilon$ to (3.3) to find $k=k_{1}+k_{2}+j$,

$$
\begin{align*}
& \sum_{n_{1}+n_{2}=n+j} C_{n_{1}, n_{2}, n}^{k_{1}, k_{2}, k} p_{n_{1}}^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) p_{n_{2}}^{\left(k_{2}\right)}\left(x_{2} ; \phi\right)=C p_{n}^{(k)}\left(x_{1}+x_{2} ; \phi\right)  \tag{3.7}\\
& \quad \times p_{j}\left(x_{1} ; k_{1}, k_{2}-i\left(x_{1}+x_{2}\right), k_{1}, k_{2}+i\left(x_{1}+x_{2}\right)\right) .
\end{align*}
$$

The Clebsch-Gordan coefficients remain to be determined, and this can be done from this formula; see [34]. They can be expressed in terms of ${ }_{3} F_{2}$-series, which are known as Hahn polynomials. Using the Hahn polynomials defined by

$$
Q_{n}(x ; a, b, N)={ }_{3} F_{2}\left(\begin{array}{c}
-n, n+a+b+1,-x  \tag{3.8}\\
a+1,-N
\end{array} ; 1\right)
$$

for $N \in \mathbb{Z}_{+}, 0 \leq n \leq N$, we have, with $k=k_{1}+k_{2}+j, n_{1}+n_{2}=n+j$,

$$
\begin{aligned}
C_{n_{1}, n_{2}, n}^{k_{1}, k_{2}, k}=\sqrt{\frac{\left(2 k_{1}\right)_{n_{1}}\left(2 k_{2}\right)_{n_{2}}\left(2 k_{1}\right)_{j}}{n!n_{1}!n_{2}!j!\left(2 k_{1}+2 k_{2}+2 j\right)_{n}\left(2 k_{2}\right)_{j}\left(2 k_{1}+2 k_{2}+j-1\right)_{j}}} \\
\times(n+j)!Q_{j}\left(n_{1} ; 2 k_{1}-1,2 k_{2}-1 ; n+j\right)
\end{aligned}
$$

see [35, section 8.7] for another proof.
Using this in (3.7) gives an identity in a weighted $L^{2}$-space, but since it is a polynomial identity it holds for all $x_{1}, x_{2}$. Simplifying proves the following theorem.

THEOREM 3.4. With the notation for continuous Hahn, Meixner-Pollaczek, and Hahn polynomials as in (3.4), (3.6), and (3.8), the following convolution formula holds:

$$
\begin{aligned}
& \binom{n+j}{n} \sum_{l=0}^{n+j} Q_{j}\left(l ; 2 k_{1}-1,2 k_{2}-1, n+j\right) P_{l}^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) P_{n+j-l}^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) \\
& =\frac{(-2 \sin \phi)^{j}}{\left(2 k_{1}\right)_{j}} P_{n}^{\left(k_{1}+k_{2}+j\right)}\left(x_{1}+x_{2} ; \phi\right) p_{j}\left(x_{1} ; k_{1}, k_{2}-i\left(x_{1}+x_{2}\right), k_{1}, k_{2}+i\left(x_{1}+x_{2}\right)\right)
\end{aligned}
$$

Remark 3.5. (i) The case $j=0$ gives back the convolution identity for the Meixner-Pollaczek polynomials; see, e.g., [1, section 8], [2]. The case $n=0$ gives another convolution identity for Meixner-Pollaczek polynomials, since the Hahn polynomial reduces to a summable ${ }_{2} F_{1}$-series.
(ii) The polynomials on both sides of the formula in Theorem 3.4 are orthogonal polynomials in two variables for the space $L^{2}\left(\mathbb{R}^{2}, w^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) w^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) d x_{1} d x_{2}\right)$, so we have proved a connection coefficient formula for these polynomials. The dual connection coefficient formula follows from the orthogonality of the Clebsch-Gordan matrix, or equivalently, from the orthogonality relations for the dual Hahn polynomials.
(iii) Theorem 3.4 shows that the continuous Hahn polynomials have an interpretation as Clebsch-Gordan coefficients for $\mathfrak{s u}(1,1)$. Using the generalized eigenvectors, we formally have, cf. (3.3),

$$
v^{k_{1}, k_{2}}\left(x_{1}, x_{2}\right)=\sum_{k} C p_{j}\left(x_{1} ; k_{1}, k_{2}-i\left(x_{1}+x_{2}\right), k_{1}, k_{2}+i\left(x_{1}+x_{2}\right)\right) v^{k}\left(x_{1}+x_{2}\right)
$$

with $C$ as in Proposition 3.3. The dual relations can be written using the orthogonality measure for the continuous Hahn polynomials.

Recall the Laguerre polynomials $L_{n}^{(a)}(x)=(a+1)_{n} / n!{ }_{1} F_{1}(-n ; a+1 ; x)$, the Jacobi polynomials $P_{n}^{(a, b)}(x)=\frac{(a+1)_{n}}{n!}{ }_{2} F_{1}(-n, n+a+b+1 ; a+1 ;(1-x) / 2)$, and the Meixner polynomials $M_{n}(x ; \beta ; c)={ }_{2} F_{1}\left(-n,-x ; \beta ; 1-c^{-1}\right)$; see [1], [33].

COROLLARY 3.6 (see [34]). (i) The Laguerre polynomials satisfy the following convolution identity:

$$
\begin{aligned}
\sum_{l=0}^{n+j} Q_{j}(l ; a, b, n+j) L_{l}^{(a)}\left(x_{1}\right) & L_{n+j-l}^{(b)}\left(x_{2}\right)=\frac{(-1)^{j} n!j!}{(a+1)_{j}(n+j)!} \\
& \times L_{n}^{(a+b+1+2 j)}\left(x_{1}+x_{2}\right)\left(x_{1}+x_{2}\right)^{j} P_{j}^{(a, b)}\left(\frac{x_{2}-x_{1}}{x_{1}+x_{2}}\right)
\end{aligned}
$$

(ii) The Meixner polynomials satisfy the following convolution identity:

$$
\begin{aligned}
& \left(c^{-1}-1\right)^{-j} \sum_{l=0}^{n+j} \frac{(a)_{l}(b)_{n+j-l}}{l!(n+j-l)!} Q_{j}(l ; a-1, b-1, n+j) M_{l}\left(x_{1} ; a ; c\right) M_{n+j-l}\left(x_{2} ; b ; c\right) \\
& =\frac{(a+b+2 j)_{n}}{(n+j)!} M_{n}\left(x_{1}+x_{2}-j ; a+b+2 j ; c\right)\left(-x_{1}-x_{2}\right)_{j} Q_{j}\left(x_{1} ; a-1, b-1, x_{1}+x_{2}\right)
\end{aligned}
$$

Proof. The first case follows from the limit transition of the Meixner-Pollaczek polynomials to the Laguerre polynomials; $\lim _{\phi \downarrow 0} P_{n}^{((a+1) / 2)}(-2 x / \phi ; \phi)=L_{n}^{(a)}(x)$. In this limit transition the continuous Hahn polynomials tend to the Jacobi polynomials.

The second case follows from the substitution $\phi=\ln c / 2 i$ and replacing $x_{1}$ and $x_{2}$ by $i k_{1}+i x_{1}$ and $i k_{2}+i x_{2}$. For this substitution the continuous Hahn polynomials go over into the Hahn polynomials.

Remark 3.7. (i) The case $j=0$ in both formulas gives back the convolution identities for the Laguerre and Meixner polynomials, see, e.g., [1], [2], [13, section 10.12, eq. (41)], and the case $n=0$ gives another convolution identity for the Laguerre and Meixner polynomials. Again these formulas can be viewed as connection coefficient formulas for orthogonal polynomials in two variables.
(ii) The identities of Corollary 3.6 can be obtained by considering the action of $X=-H+B-C$ in the representations $\pi_{k}$ and $\pi_{k_{1}} \otimes \pi_{k_{2}}$ for the Laguerre case, see [34], and by considering the action of $X_{c}=-((1+c) /(2 \sqrt{c})) H+B-C, 0<c<1$, in the representations $\pi_{k}$ and $\pi_{k_{1}} \otimes \pi_{k_{2}}$ for the Meixner case. The limit case $c \uparrow 1$ in the Meixner result gives the Laguerre result. In this case we can interpret the Jacobi and Hahn polynomials as Clebsch-Gordan coefficients; cf. Remark 3.5(iii).
(iii) Corollary 3.6(ii) is equivalent to Theorem 3.4 by the same substitution. Theorem 3.4 can also be obtained from Corollary $3.6(\mathrm{i})$ by a double application of the Mellin transform. For this we have to use the Laguerre polynomials that are mapped onto Meixner-Pollaczek polynomials, cf. [25, section 3], and the Jacobi polynomials that are mapped onto the continuous Hahn polynomials, cf. [23, eq. (3.4) with $\Gamma(\beta-i \lambda)$ replaced by $\Gamma(\beta+i \lambda)]$.

The other hypergeometric orthogonal polynomials satisfying a convolution identity are the Charlier and Hermite polynomials; cf. [1], [2]. These identities can be obtained by taking the appropriate limits from the Meixner polynomials to the Charlier polynomials and from the Laguerre polynomials to the Hermite polynomials; cf., e.g., [22]. The Hahn polynomials tend to Krawtchouk polynomials and the Jacobi polynomials tend to Hermite polynomials. We use the notation $K_{n}(x ; p, N)=$ ${ }_{2} F_{1}\left(-n,-x ;-N ; p^{-1}\right)$ for Krawtchouk polynomials, $C_{n}(x ; a)={ }_{2} F_{0}\left(-n,-x ;-; a^{-1}\right)$ for Charlier polynomials and $H_{n}(x)=(2 x)^{n}{ }_{2} F_{0}\left(-n / 2,-(n-1) / 2 ;-;-x^{-2}\right)$ for the Hermite polynomials; see Szegő [33].

COROLLARY 3.8 (see [34]). (i) The Hermite polynomials satisfy the following convolution identity:

$$
\begin{aligned}
\sum_{l=0}^{n+j} K_{j}\left(l ; \frac{a^{2}}{a^{2}+b^{2}}\right. & , n+j) \frac{a^{l}}{l!} H_{l}(x) \frac{b^{n+j-l}}{(n+j-l)!} H_{n+j-l}(y) \\
& =\frac{\left(a^{2}+b^{2}\right)^{(n+j) / 2}}{(n+j)!}\left(\frac{b}{a}\right)^{j} H_{n}\left(\frac{a x+b y}{\sqrt{a^{2}+b^{2}}}\right) H_{j}\left(\frac{a y-b x}{\sqrt{a^{2}+b^{2}}}\right) .
\end{aligned}
$$

(ii) The Charlier polynomials satisfy the following convolution identity:

$$
\begin{aligned}
\sum_{l=0}^{n+j}\binom{n+j}{l} & \alpha^{l} \beta^{n+j-l} K_{j}\left(l ; \frac{\alpha}{\alpha+\beta}, n+j\right) C_{l}(x ; \alpha) C_{n+j-l}(y ; \beta) \\
& =(-1)^{j}(\alpha+\beta)^{n} C_{n}(x+y-j ; \alpha+\beta)(-x-y)_{j} K_{j}\left(x ; \frac{\alpha}{\alpha+\beta}, x+y\right)
\end{aligned}
$$

Remark 3.9. (i) Again the case $j=0$ gives known convolution formulas; cf. [1, section 8$]$, [2], [13, section 10.13, eq. (40)]. Corollary 3.8 (ii) is derived in a different way in Vilenkin and Klimyk [35, section 8.6.5].
(ii) This time the identities have a similar interpretation, but now we have to use the Lie algebra $\mathfrak{b}(1)$, a central extension of the oscillator algebra; cf. [34]. In particular we can now interpret the Hermite and Charlier polynomials as ClebschGordan coefficients.
3.2. Racah coefficients and orthogonal polynomials. In the tensor product of three positive discrete series representations $\pi_{k_{1}} \otimes \pi_{k_{2}} \otimes \pi_{k_{3}}$ of $\mathfrak{s u}(1,1)$ we consider the following orthogonal bases:

$$
\begin{align*}
e_{n}^{\left(\left(k_{1} k_{2}\right) k_{12} k_{3}\right) k} & =\sum_{n_{12}, n_{3}} C_{n_{12}, n_{3}, n}^{k_{12}, k_{3}, k} e_{n_{12}}^{\left(k_{1} k_{2}\right) k_{12}} \otimes e_{n_{3}}^{k_{3}}  \tag{3.9}\\
& =\sum_{n_{1}, n_{2}, n_{3}, n_{12}} C_{n_{1}, n_{2}, n_{12}}^{k_{1}, k_{2}, k_{12}} C_{n_{12}, n_{3}, n}^{k_{12}, k_{3}, k} e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}} \otimes e_{n_{3}}^{k_{3}} \tag{3.10}
\end{align*}
$$

and

$$
\begin{align*}
e_{n}^{\left(k_{1}\left(k_{2} k_{3}\right) k_{23}\right) k} & =\sum_{n_{1}, n_{23}} C_{n_{1}, n_{23}, n}^{k_{1}, k_{23}, k} e_{n_{1}}^{k_{1}} \otimes e_{n_{23}}^{\left(k_{2} k_{3}\right) k_{23}}  \tag{3.11}\\
& =\sum_{n_{1}, n_{2}, n_{3}, n_{23}} C_{n_{2}, n_{3}, n_{23}}^{k_{2}, k_{3}, k_{23}} C_{n_{1}, n_{23}, n}^{k_{1}, k_{23}, k} e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}} \otimes e_{n_{3}}^{k_{3}} . \tag{3.12}
\end{align*}
$$

Here we use the extended notation $e_{n}^{\left(k_{1} k_{2}\right) k}$ for the basis of the tensor product decomposition to keep track of how the decomposition is obtained.

These bases are connected by the Racah coefficients, which leads to an intertwiner for the action of $\mathfrak{s u}(1,1)$. The Racah coefficients are defined by

$$
\begin{equation*}
e_{n}^{\left(\left(k_{1} k_{2}\right) k_{12} k_{3}\right) k}=\sum_{k_{23}} U_{k_{3}, k, k_{23}}^{k_{1}, k_{2}, k_{12}} e_{n}^{\left(k_{1}\left(k_{2} k_{3}\right) k_{23}\right) k} \tag{3.13}
\end{equation*}
$$

In the previous formulas the following constraints hold:

$$
\begin{gather*}
k_{12}=k_{1}+k_{2}+j_{12}, \quad k_{23}=k_{2}+k_{3}+j_{23}  \tag{3.14}\\
k=k_{12}+k_{3}+j=k_{1}+k_{23}+j^{\prime}, \quad j_{12}, j, j_{23}, j^{\prime} \in \mathbb{Z}_{+}, \text {and } j_{12}+j=j_{23}+j^{\prime}
\end{gather*}
$$

Thus all above sums are finite sums.

Recall that $(1 \otimes \Delta)\left(\Delta\left(X_{\phi}\right)\right)=1 \otimes 1 \otimes X_{\phi}+1 \otimes X_{\phi} \otimes 1+X_{\phi} \otimes 1 \otimes 1$. The following proposition is proved as Proposition 3.2.

Proposition 3.10. Define the unitary mapping
$\Theta: \ell^{2}\left(\mathbb{Z}_{+}\right) \otimes \ell^{2}\left(\mathbb{Z}_{+}\right) \otimes \ell^{2}\left(\mathbb{Z}_{+}\right) \rightarrow L^{2}\left(\mathbb{R}^{3}, w^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) w^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) w^{\left(k_{3}\right)}\left(x_{3} ; \phi\right) d x_{1} d x_{2} d x_{3}\right)$
by

$$
\Theta: e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}} \otimes e_{n_{3}}^{k_{3}} \mapsto p_{n_{1}}^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) p_{n_{2}}^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) p_{n_{3}}^{\left(k_{3}\right)}\left(x_{3} ; \phi\right) ;
$$

then $\Theta$ intertwines $\pi_{k_{1}} \otimes \pi_{k_{2}} \otimes \pi_{k_{3}}(1 \otimes \Delta)\left(\Delta\left(X_{\phi}\right)\right)$ with $M_{2\left(x_{1}+x_{2}+x_{3}\right) \sin \phi}$.
Remark 3.11. Let $\Lambda^{(k)}=\Lambda$ be the unitary mapping defined in Proposition 3.1 and $\Upsilon^{\left(k_{1} k_{2}\right)}=\Upsilon$ be the unitary mapping defined in Proposition 3.2. Using the identifications

$$
\begin{aligned}
& L^{2}\left(\mathbb{R}^{3}, w^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) w^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) w^{\left(k_{3}\right)}\left(x_{3} ; \phi\right) d x_{1} d x_{2} d x_{3}\right) \\
& \quad=L^{2}\left(\mathbb{R}, w^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) d x_{1}\right) \otimes L^{2}\left(\mathbb{R}^{2}, w^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) w^{\left(k_{3}\right)}\left(x_{3} ; \phi\right) d x_{2} d x_{3}\right) \\
& \quad=L^{2}\left(\mathbb{R}^{2}, w^{\left(k_{1}\right)}\left(x_{1} ; \phi\right) w^{\left(k_{2}\right)}\left(x_{2} ; \phi\right) d x_{1} d x_{2}\right) \otimes L^{2}\left(\mathbb{R}, w^{\left(k_{3}\right)}\left(x_{3} ; \phi\right) d x_{3}\right)
\end{aligned}
$$

we have $\Theta=\Lambda^{\left(k_{1}\right)} \otimes \Upsilon^{\left(k_{2} k_{3}\right)}=\Upsilon^{\left(k_{1} k_{2}\right)} \otimes \Lambda^{\left(k_{3}\right)}$. Hence, for the orthogonal bases on the right-hand side of (3.9) and (3.12) we have

$$
\begin{aligned}
& \Theta e_{n_{12}}^{\left(k_{1} k_{2}\right) k_{12}} \otimes e_{n_{3}}^{k_{3}}=\left(\Upsilon^{\left(k_{1} k_{2}\right)} e_{n_{12}}^{\left(k_{1} k_{2}\right) k_{12}}\right)\left(\Lambda^{\left(k_{3}\right)} e_{n_{3}}^{k_{3}}\right) \\
& \Theta e_{n_{1}}^{k_{1}} \otimes e_{n_{23}}^{\left(k_{2} k_{3}\right) k_{23}}=\left(\Lambda^{\left(k_{1}\right)} e_{n_{1}}^{k_{1}}\right)\left(\Upsilon^{\left(k_{2} k_{3}\right)} e_{n_{23}}^{\left(k_{2} k_{3}\right) k_{23}}\right)
\end{aligned}
$$

And the right-hand sides are known from Propositions 3.1 and 3.2 in terms of MeixnerPollaczek polynomials times continuous Hahn polynomials.

Proposition 3.12. (i) The following expressions hold:

$$
\begin{aligned}
& \Theta\left(e_{n}^{\left(\left(k_{1} k_{2}\right) k_{12} k_{3}\right) k}\right)\left(x_{1}, x_{2}, x_{3}\right)=p_{n}^{(k)}\left(x_{1}+x_{2}+x_{3} ; \phi\right) \Theta\left(e_{0}^{\left(\left(k_{1} k_{2}\right) k_{12} k_{3}\right) k}\right)\left(x_{1}, x_{2}, x_{3}\right), \\
& \Theta\left(e_{0}^{\left(\left(k_{1} k_{2}\right) k_{12} k_{3}\right) k}\right)\left(x_{1}, x_{2}, x_{3}\right)=\Upsilon^{\left(k_{1} k_{2}\right)} e_{0}^{\left(k_{1} k_{2}\right) k_{12}}\left(x_{1}, x_{2}\right) \Upsilon^{\left(k_{12} k_{3}\right)} e_{0}^{\left(k_{12} k_{3}\right) k}\left(x_{1}+x_{2}, x_{3}\right) .
\end{aligned}
$$

(ii) The following expressions hold:

$$
\begin{aligned}
& \Theta\left(e_{n}^{\left(k_{1}\left(k_{2} k_{3}\right) k_{23}\right) k}\right)\left(x_{1}, x_{2}, x_{3}\right)=p_{n}^{(k)}\left(x_{1}+x_{2}+x_{3} ; \phi\right) \Theta\left(e_{0}^{\left(k_{1}\left(k_{2} k_{3}\right) k_{23}\right) k}\right)\left(x_{1}, x_{2}, x_{3}\right), \\
& \Theta\left(e_{0}^{\left(k_{1}\left(k_{2} k_{3}\right) k_{23}\right) k}\right)\left(x_{1}, x_{2}, x_{3}\right)=\Upsilon^{\left(k_{2} k_{3}\right)} e_{0}^{\left(k_{2} k_{3}\right) k_{23}}\left(x_{2}, x_{3}\right) \Upsilon^{\left(k_{1} k_{23}\right)} e_{0}^{\left(k_{1} k_{23}\right) k}\left(x_{1}, x_{2}+x_{3}\right)
\end{aligned}
$$

Proof. Statement (ii) is proved analogously as statement (i). The first statement of (i) follows from Proposition 3.10 and the decomposition of the three-fold tensor product; cf. Proposition 3.3.

For the second statement we use (3.9), Remark 3.11, and Propositions 3.3 and 3.1 to find

$$
\begin{aligned}
& \Theta\left(e_{0}^{\left(\left(k_{1} k_{2}\right) k_{12} k_{3}\right) k}\right)\left(x_{1}, x_{2}, x_{3}\right) \\
& \quad=\left(\Upsilon^{\left(k_{1} k_{2}\right)} e_{0}^{\left(k_{1} k_{2}\right) k_{12}}\right)\left(x_{1}, x_{2}\right) \sum_{n_{12}+n_{3}=j} C_{n_{12}, n_{3}, 0}^{k_{12}, k_{3}, k} p_{n_{12}}^{\left(k_{12}\right)}\left(x_{1}+x_{2} ; \phi\right) p_{n_{3}}^{\left(k_{3}\right)}\left(x_{3} ; \phi\right)
\end{aligned}
$$

The sum can be evaluated as $\left(\Upsilon^{\left(k_{12} k_{3}\right)} e_{0}^{\left(k_{12} k_{3}\right) k}\right)\left(x_{1}+x_{2}, x_{3}\right)$ by (3.7).

Next we apply $\Theta$ to (3.13); then it follows from Proposition 3.12 that we can divide both sides by the Meixner-Pollaczek polynomial of degree $n$. Since $\Theta$ is unitary we obtain the Wigner-Eckart theorem [35, Chap. 8], stating that the Racah coefficients in (3.13) are independent of $n$. So we can restrict to the case $n=0$ of (3.13) before applying $\Theta$ without loss of generality. We obtain

$$
\begin{gather*}
\sum_{j_{23}} U_{k_{3}, k, k_{23}}^{k_{1}, k_{2}, k_{12}}\left(\Upsilon^{\left(k_{2} k_{3}\right)} e_{0}^{\left(k_{2} k_{3}\right) k_{23}}\right)\left(x_{2}, x_{3}\right)\left(\Upsilon^{\left(k_{1} k_{23}\right)} e_{0}^{\left(k_{1} k_{23}\right) k}\right)\left(x_{1}, x_{2}+x_{3}\right)  \tag{3.15}\\
=\left(\Upsilon^{\left(k_{1} k_{2}\right)} e_{0}^{\left(k_{1} k_{2}\right) k_{12}}\right)\left(x_{1}, x_{2}\right)\left(\Upsilon^{\left(k_{12} k_{3}\right)} e_{0}^{\left(k_{12} k_{3}\right) k}\right)\left(x_{1}+x_{2}, x_{3}\right)
\end{gather*}
$$

The Racah coefficients remain to be determined, and this can actually be done from (3.15); see [34]. One can either copy the expression [34, eq. (4.8)] or use the limit $q \uparrow 1$ of the expression for the $q$-Racah coefficient given in Proposition 4.9. Both lead to the following expression of the Racah coefficients in terms of balanced ${ }_{4} F_{3}$-series:

$$
\begin{align*}
& U_{k_{3}, k, k_{23}}^{k_{1}, k_{2}, k_{12}}=\binom{j+j_{12}}{j_{23}} \frac{\left(2 k_{2}\right)_{j_{12}}\left(2 k_{3}\right)_{j}\left(2 k_{1}+2 k_{2}+2 k_{3}+j+j_{12}-1\right)_{j_{23}}}{\left(2 k_{3}, 2 k_{2}+2 k_{3}+j_{23}-1\right)_{j_{23}}\left(2 k_{2}+2 k_{3}+2 j_{23}\right)_{j^{\prime}}}  \tag{3.16}\\
& \quad \times\left(\frac{j^{\prime}!\left(2 k_{1}, 2 k_{23}, 2 k_{1}+2 k_{23}+j^{\prime}-1\right)_{j^{\prime}} j_{23}!\left(2 k_{2}, 2 k_{3}, 2 k_{2}+2 k_{3}+j_{23}-1\right)_{j_{23}}}{j!\left(2 k_{12}, 2 k_{3}, 2 k_{12}+2 k_{3}+j-1\right)_{j} j_{12}!\left(2 k_{1}, 2 k_{2}, 2 k_{1}+2 k_{2}+j_{12}-1\right)_{j_{12}}}\right)^{1 / 2} \\
& \quad \times{ }_{4} F_{3}\binom{2 k_{1}+2 k_{2}+j_{12}-1,2 k_{2}+2 k_{3}+j_{23}-1,-j_{12},-j_{23}}{2 k_{2}, 2 k_{1}+2 k_{2}+2 k_{3}+j+j_{12}-1,-j-j_{12}}
\end{align*}
$$

with the convention (3.14).
The Racah coefficients can be rewritten in terms of the Racah polynomials defined by

$$
\begin{equation*}
R_{n}(\lambda(x) ; \alpha, \beta, \gamma, \delta)={ }_{4} F_{3}\binom{-n, n+\alpha+\beta+1,-x, x+\gamma+\delta+1}{\alpha+1, \beta+\delta+1, \gamma+1} \tag{3.17}
\end{equation*}
$$

where $\lambda(x)=x(x+\gamma+\delta+1)$, one of the lower parameters equals $-N, N \in \mathbb{Z}_{+}$, and $0 \leq n \leq N$; see Wilson [36] or [22]. The orthogonality relations for the Racah polynomials follow from the fact that the Racah coefficients form a unitary matrix.

So we obtain the following theorem by simplifying (3.15) using $s=x_{1}+x_{2}+x_{3}$ and the explicit expression (3.16).

THEOREM 3.13. The continuous Hahn polynomials satisfy the following convolution identity:

$$
\begin{aligned}
& \sum_{l=0}^{n+j}\binom{j+n}{n} \frac{\left(2 k_{2}\right)_{n}\left(2 k_{3}\right)_{j}\left(2 k_{1}+2 k_{2}+2 k_{3}+j+n-1\right)_{l}}{\left(2 k_{3}\right)_{l}\left(2 k_{2}+2 k_{3}+l-1\right)_{l}\left(2 k_{2}+2 k_{3}+2 l\right)_{j+n-l}} \\
& \quad \times R_{l}\left(\lambda(n) ; 2 k_{2}-1,2 k_{3}-1,-j-n-1,2 k_{1}+2 k_{2}+j+n-1\right) \\
& \quad \times p_{n+j-l}\left(x_{1} ; k_{1}, k_{2}+k_{3}+l-i s, k_{1}, k_{2}+k_{3}+l+i s\right) \\
& \quad \times p_{l}\left(x_{2} ; k_{2}, k_{3}-i\left(s-x_{1}\right), k_{2}, k_{3}+i\left(s-x_{1}\right)\right) \\
& =p_{n}\left(x_{1} ; k_{1}, k_{2}-i\left(x_{1}+x_{2}\right), k_{1}, k_{2}+i\left(x_{1}+x_{2}\right)\right) \\
& \quad \times p_{j}\left(x_{1}+x_{2} ; k_{1}+k_{2}+n, k_{3}-i s, k_{1}+k_{2}+n, k_{3}+i s\right)
\end{aligned}
$$

with the notation as in (3.6), (3.17).

Remark 3.14. (i) Theorem 3.13 can be considered as a connection coefficient formula between two systems of orthogonal polynomials for the absolutely continuous orthogonality measure with weight
$\Gamma\left(k_{1}+i x_{1}\right) \Gamma\left(k_{1}-i x_{1}\right) \Gamma\left(k_{2}+i x_{2}\right) \Gamma\left(k_{2}-i x_{2}\right) \Gamma\left(k_{3}+i\left(s-x_{1}-x_{2}\right)\right) \Gamma\left(k_{3}-i\left(s-x_{1}-x_{2}\right)\right)$
on $\mathbb{R}^{2}$. This follows from substituting $s=x_{1}+x_{2}+x_{3}$ in the weighted $L^{2}$-space of Proposition 3.10 and leaving out the integration with respect to $s$, which can be done by Proposition 3.12 and the Wigner-Eckart theorem.
(ii) Theorem 3.4 can be obtained as a limit case of Theorem 3.13 by letting $k_{3} \rightarrow \infty$ and using the limit transition of the continuous Hahn polynomials to the Meixner-Pollaczek polynomials; see, e.g., [22]. Note that Theorem 3.4 is used in the derivation of Theorem 3.13.
(iii) Application of $\Theta$ to (3.9)-(3.12) gives results which are immediately derivable from Theorem 3.4.

COROLLARY 3.15 (see [34]). (i) The Jacobi polynomials satisfy the convolution identity

$$
\begin{aligned}
& \sum_{l=0}^{n+j}\binom{j+n}{n} \frac{(b+1)_{n}(c+1)_{j}(a+b+c+j+n+2)_{l}}{(c+1)_{l}(b+c+l+1)_{l}(b+c+2 l+2)_{j+n-l}} \\
& \quad \times R_{l}(\lambda(n) ; b, c,-j-n-1, a+b+j+n+1) \\
& \quad \times P_{n+j-l}^{(a, b+c+2 l+1)}\left(1-2 x_{1}\right)\left(1-x_{1}\right)^{l} P_{l}^{(b, c)}\left(\frac{1-x_{1}-2 x_{2}}{1-x_{1}}\right) \\
& =\left(x_{1}+x_{2}\right)^{n} P_{n}^{(a, b)}\left(\frac{x_{2}-x_{1}}{x_{1}+x_{2}}\right) P_{j}^{(a+b+2 n+1, c)}\left(1-2\left(x_{1}+x_{2}\right)\right)
\end{aligned}
$$

(ii) The Hahn polynomials satisfy the following convolution identity:

$$
\begin{aligned}
& \sum_{l=0}^{n+j}\binom{j+n}{l} \frac{(a+1)_{n+j-l}(b+1)_{l}(b+1)_{n}(c+1)_{j}(a+b+c+j+n+2)_{l}}{(a+1)_{n}(c+1)_{l}(b+c+l+1)_{l}(b+c+2 l+2)_{j+n-l}(a+b+2 n+2)_{j}} \\
& \quad \times R_{l}(\lambda(n) ; b, c,-j-n-1, a+b+j+n+1) \\
& \quad \times(l-s)_{n+j-l} Q_{n+j-l}\left(x_{1} ; a, b+c+2 l+1, s-l\right)\left(x_{1}-s\right)_{l} Q_{l}\left(x_{2} ; b, c, s-x_{1}\right) \\
& \quad=\left(-x_{1}-x_{2}\right)_{n} Q_{n}\left(x_{1} ; a, b, x_{1}+x_{2}\right)(n-s)_{j} Q_{j}\left(x_{1}+x_{2}-n ; a+b+2 n+1, c, s-n\right)
\end{aligned}
$$

with the notation (3.8), (3.17).
Proof. The first result follows from the limit transition of the continuous Hahn polynomials to the Jacobi polynomials. Replace $x_{i}$ by $s x_{i}$ and let $s \rightarrow \infty$. The second result follows by a similar substitution as in the proof of Corollary 3.6(ii).

Remark 3.16. (i) Similar to Remark 3.7 (iii) we have that Corollary 3.15(ii) and Theorem 3.13 can be obtained from each other by formal substitution. Theorem 3.13 can be obtained from Corollary 3.15 (i) by a double application of the Mellin transform. Moreover, Corollary 3.15 can be proved as Theorem 3.13 by analyzing the action of $X$ and $X_{c}$, cf. Remark 3.7(ii), in the three-fold tensor product.
(ii) Dunkl [11, Thm. 4.2, Prop. 5.4], [12, Thm. 1.7] has obtained Corollary 3.15, and hence Theorem 3.13, by a different method. Dunkl [11] obtains the two-variable Hahn polynomials by judiciously guessing solutions for a certain difference equation arising from the representation theory of the symmetric group. By symmetry considerations there are more solutions of this type, and the connection coefficients can
be calculated in terms of balanced ${ }_{4} F_{3}$-series. The derivation in this paper gives an intrinsic explanation for the occurrence of the Racah polynomials as connection coefficients. See also Dunkl [11], [12] for the orthogonality relations for these two-variable Hahn and Jacobi polynomials for suitable restrictions on the parameters.

We do not obtain extensions of Corollary 3.8 in this way. For $k_{1}, k_{2}, k_{3} \rightarrow \infty$ in Theorem 3.13 we obtain the same result. This is also explained by the fact that the Racah coefficients for the Lie algebra $\mathfrak{b}(1)$ are of the same form as the Clebsch-Gordan coefficients; cf. [34].
4. The case $\boldsymbol{U}_{\boldsymbol{q}}(\mathfrak{s u}(1,1))$. Let $U_{q}(\mathfrak{s l}(2, \mathbb{C}))$ be the complex unital associative algebra generated by $A, B, C, D$ subject to the relations

$$
\begin{equation*}
A D=1=D A, \quad A B=q B A, \quad A C=q^{-1} C A, \quad B C-C B=\frac{A^{2}-D^{2}}{q-q^{-1}} \tag{4.1}
\end{equation*}
$$

It is a Hopf algebra. We are only concerned with the comultiplication, which is defined by

$$
\begin{align*}
& \Delta(A)=A \otimes A, \quad \Delta(B)=A \otimes B+B \otimes D \\
& \Delta(C)=A \otimes C+C \otimes D, \quad \Delta(D)=D \otimes D \tag{4.2}
\end{align*}
$$

on the level of generators and extended as an algebra homomorphism. There are several possible $*$-structures on $U_{q}(\mathfrak{s l}(2, \mathbb{C}))$, and assuming $0<q<1$ we take

$$
A^{*}=A, \quad B^{*}=-C, \quad C^{*}=-B, \quad D^{*}=D
$$

and the corresponding Hopf $*$-algebra is denoted by $U_{q}(\mathfrak{s u}(1,1))$.
The positive discrete series representations $\pi_{k}$ of $U_{q}(\mathfrak{s u}(1,1))$ are unitary representations labelled by $k>0$. They act in $\ell^{2}\left(\mathbb{Z}_{+}\right)$and the action of the generators is given by

$$
\begin{align*}
& \pi_{k}(A) e_{n}^{k}=q^{k+n} e_{n}^{k}, \quad \pi_{k}(D) e_{n}^{k}=q^{-k-n} e_{n}^{k} \\
& \pi_{k}(C) e_{n}^{k}=q^{1 / 2-k-n} \frac{\sqrt{\left(1-q^{2 n}\right)\left(1-q^{4 k+2 n-2}\right)}}{q-q^{-1}} e_{n-1}^{k},  \tag{4.3}\\
& \pi_{k}(B) e_{n}^{k}=q^{-1 / 2-k-n} \frac{\sqrt{\left(1-q^{2 n+2}\right)\left(1-q^{4 k+2 n}\right)}}{q^{-1}-q} e_{n+1}^{k} .
\end{align*}
$$

Note that $\pi_{k}(D), \pi_{k}(B), \pi_{k}(C)$ are unbounded operators, but $\pi_{k}(A) \in \mathcal{B}\left(\ell^{2}\left(\mathbb{Z}_{+}\right)\right)$. The operators that we consider are bounded.

Recall that the tensor product of two representations are defined by use of the comultiplication. The tensor product of two positive discrete series representation decomposes as for the Lie algebra $\mathfrak{s u}(1,1)$;

$$
\begin{equation*}
\pi_{k_{1}} \otimes \pi_{k_{2}} \cong \bigoplus_{j=0}^{\infty} \pi_{k_{1}+k_{2}+j} \tag{4.4}
\end{equation*}
$$

So there exists a unitary matrix mapping the orthogonal basis $e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}}$ onto $e_{n}^{k_{1}+k_{2}+j}$ intertwining the action of $U_{q}(\mathfrak{s u}(1,1))$. The matrix elements of this unitary mapping are the Clebsch-Gordan coefficients;

$$
\begin{equation*}
e_{n}^{k}=\sum_{n_{1}, n_{2}=0}^{\infty} C_{n_{1}, n_{2}, n}^{k_{1}, k_{2}, k} e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}} \tag{4.5}
\end{equation*}
$$

where $k=k_{1}+k_{2}+j$ for $j \in \mathbb{Z}_{+}$. The sum is finite; $n_{1}+n_{2}=n+j$. The Clebsch-Gordan coefficients are normalized by $\left\langle e_{0}^{k}, e_{0}^{k_{1}} \otimes e_{j}^{k_{2}}\right\rangle>0$.

These results can be found in Burban and Klimyk [8] and Kalnins, Manocha, and Miller [19]. See Chari and Pressley [9] for general information on quantized universal enveloping algebras.
4.1. Clebsch-Gordan coefficients and orthogonal polynomials. For this section we need the Askey-Wilson polynomials and the Al-Salam and Chihara polynomials, which are a subclass of the Askey-Wilson polynomials. The Askey-Wilson polynomial is defined by
$p_{m}(\cos \theta ; a, b, c, d \mid q)=a^{-m}(a b, a c, a d ; q)_{m 4} \varphi_{3}\left(\begin{array}{c}q^{-m}, a b c d q^{m-1}, a e^{i \theta}, a e^{-i \theta} \\ a b, a c, a d\end{array} ; q, q\right)$,
and it is symmetric in its parameters $a, b, c$, and $d$; see [5]. The Al-Salam and Chihara polynomials, introduced originally in [2], are obtained by taking $c=d=0$ in the Askey-Wilson polynomials;
$s_{m}(\cos \theta ; a, b \mid q)=p_{m}(\cos \theta ; a, b, 0,0 \mid q)=a^{-m}(a b ; q)_{m 3} \varphi_{2}\left(\begin{array}{c}q^{-m}, a e^{i \theta}, a e^{-i \theta} \\ a b, 0\end{array} ; q, q\right)$.
Let $d m(\cdot ; a, b, c, d \mid q)$ denote the normalized orthogonality measure for the AskeyWilson polynomials, which is absolutely continuous on $[-1,1]$ and has at most a finite number of discrete mass points outside $[-1,1]$. We put $d m(\cdot ; a, b \mid q)=d m(\cdot ; a, b, 0,0 \mid q)$ for the normalized orthogonality measure for the Al-Salam and Chihara polynomials. Explicitly, let

$$
w(z)=\frac{\left(z^{2}, z^{-2} ; q\right)_{\infty}}{(a z, a / z, b z, b / z, c z, c / z, d z, d / z ; q)_{\infty}}
$$

we use $w(z)=w(z ; a, b, c, d \mid q)$ to stress the dependence on the parameters when needed. Let $a, b, c$, and $d$ be real, or, if complex, appearing in conjugate pairs, and let all the pairwise products of $a, b, c$, and $d$ not be greater than or equal to 1 . Then the Askey-Wilson polynomials $p_{n}(x)=p_{n}(x ; a, b, c, d \mid q)$ satisfy the orthogonality relations

$$
\begin{gather*}
\frac{1}{2 \pi h_{0}} \int_{0}^{\pi} p_{n}(\cos \theta) p_{m}(\cos \theta) w\left(e^{i \theta}\right) d \theta+\frac{1}{h_{0}} \sum_{k} p_{n}\left(x_{k}\right) p_{m}\left(x_{k}\right) w_{k}=\delta_{n, m} h_{n} \\
h_{n}=\frac{\left(1-q^{n-1} a b c d\right)}{\left(1-q^{2 n-1} a b c d\right)} \frac{(q, a b, a c, a d, b c, b d, c d ; q)_{n}}{(a b c d ; q)_{n}}  \tag{4.8}\\
h_{0}=\frac{(a b c d ; q)_{\infty}}{(q, a b, a c, a d, b c, b d, c d ; q)_{\infty}}
\end{gather*}
$$

The points $x_{k}$ are of the form $\frac{1}{2}\left(e q^{k}+e^{-1} q^{-k}\right)$ for $e$ any of the parameters $a, b, c$, or $d$ with absolute value greater than 1 ; the sum is over $k \in \mathbb{Z}_{+}$such that $\left|e q^{k}\right|>1$ and $w_{k}$ is the residue of $z \mapsto w(z)$ at $z=e q^{k}$ minus the residue at $z=e^{-1} q^{-k}$. So the normalized orthogonality measure $d m(\cdot ; a, b, c, d \mid q)$ can be read off from (4.8); see Askey and Wilson [5] or [14].

Let $S_{m}(x ; a, b \mid q)=s_{m}(x ; a, b \mid q) / \sqrt{(q, a b ; q)_{m}}$ denote the orthonormal Al-Salam and Chihara polynomials, which satisfy the three-term recurrence relation

$$
\begin{align*}
2 x S_{n}(x) & =a_{n+1} S_{n+1}(x)+q^{n}(a+b) S_{n}(x)+a_{n} S_{n-1}(x),  \tag{4.9}\\
a_{n} & =\sqrt{\left(1-a b q^{n-1}\right)\left(1-q^{n}\right)} .
\end{align*}
$$

We now define

$$
\begin{equation*}
Y_{s}=q^{1 / 2} B-q^{-1 / 2} C+\frac{s^{-1}+s}{q^{-1}-q}(A-D) \in U_{q}(\mathfrak{s u}(1,1)) . \tag{4.10}
\end{equation*}
$$

Then $Y_{s} A$ is a self-adjoint element in $U_{q}(\mathfrak{s u}(1,1))$ for $s \in \mathbb{R} \backslash\{0\}$, or $s \in \mathbb{T}$. $Y_{s}$ is a twisted primitive element, i.e., $\Delta\left(Y_{s}\right)=A \otimes Y_{s}+Y_{s} \otimes D$, meaning that $Y_{s}$ is very much like a Lie algebra element.

We also use the notation $\mu(x)=\left(x+x^{-1}\right) / 2=\mu\left(x^{-1}\right)$ for $x \neq 0$ in this section.
PROPOSITION 4.1. Let $\Lambda: \ell^{2}\left(\mathbb{Z}_{+}\right) \rightarrow L^{2}\left(\mathbb{R}, d m\left(\cdot ; q^{2 k} s, q^{2 k} / s \mid q^{2}\right)\right)$ be the unitary mapping defined by $\Lambda: e_{n}^{k} \mapsto S_{n}\left(\cdot ; q^{2 k} s, q^{2 k} / s \mid q^{2}\right)$; then $\Lambda$ intertwines $\pi_{k}\left(Y_{s} A\right)$ acting in $\ell^{2}\left(\mathbb{Z}_{+}\right)$with $2\left(M_{x}-\mu(s)\right) /\left(q^{-1}-q\right)$.

Proof. The bounded self-adjoint operator $\pi_{k}\left(Y_{s} A\right)$ is a Jacobi matrix by (4.10) and (4.3), and the result follows upon comparing with the three-term recurrence (4.9) for the Al-Salam and Chihara polynomials as in section 2.

Proposition 4.1 says that $v^{k}(x)=\sum_{n=0}^{\infty} S_{n}\left(\mu(x) ; q^{2 k} s, q^{2 k} / s \mid q^{2}\right) e_{n}^{k}$ is a generalized eigenvector of the self-adjoint operator $\pi_{k}\left(Y_{s} A\right)$ for the eigenvalue

$$
\lambda_{x}=\frac{x+x^{-1}-s-s^{-1}}{q^{-1}-q}=2 \frac{\mu(x)-\mu(s)}{q^{-1}-q}
$$

Due to the fact that the comultiplication on $U_{q}(\mathfrak{s u}(1,1))$ is less simple than for the Lie algebra $\mathfrak{s u}(1,1)$, it takes a little more effort to determine the action of $Y_{s} A$ in $\pi_{k_{1}} \otimes \pi_{k_{2}}$. The result can still be phrased using orthogonal polynomials in two variables.

PROPOSITION 4.2. Define $\Upsilon: \ell^{2}\left(\mathbb{Z}_{+}\right) \otimes \ell^{2}\left(\mathbb{Z}_{+}\right) \rightarrow L^{2}\left(\mathbb{R}^{2}, d m\left(x_{1}, x_{2}\right)\right)$, where

$$
d m\left(x_{1}, x_{2}\right)=d m\left(x_{1} ; q^{2 k_{1}} w_{2}, q^{2 k_{1}} / w_{2} \mid q^{2}\right) d m\left(x_{2} ; q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right), \quad x_{2}=\mu\left(w_{2}\right)
$$

by

$$
\Upsilon: e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}} \mapsto S_{n_{1}}\left(x_{1} ; q^{2 k_{1}} w_{2}, q^{2 k_{1}} / w_{2} \mid q^{2}\right) S_{n_{2}}\left(x_{2} ; q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right)
$$

then $\Upsilon$ is a unitary mapping intertwining $\pi_{k_{1}} \otimes \pi_{k_{2}}\left(\Delta\left(Y_{s} A\right)\right)$ with $2\left(M_{x_{1}}-\mu(s)\right) /\left(q^{-1}-\right.$ q) in $L^{2}\left(d m\left(x_{1}, x_{2}\right)\right)$.

Note that $\Upsilon\left(e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}}\right)$ forms a set of orthogonal polynomials in two variables $x_{1}$ and $x_{2}$ for $L^{2}\left(\mathbb{R}^{2}, d m\left(x_{1}, x_{2}\right)\right)$, since the Al-Salam and Chihara polynomial is symmetric in its parameters.

Proposition 4.2 states that the vector

$$
\begin{aligned}
& w\left(x_{1} ; x_{2}\right)=\sum_{n_{1}=0}^{\infty} S_{n_{1}}\left(\mu\left(x_{1}\right) ; q^{2 k_{1}} x_{2}, q^{2 k_{1}} / x_{2} \mid q^{2}\right) e_{n_{1}}^{k_{1}} \otimes v^{k_{2}}\left(x_{2}\right) \\
& \quad=\sum_{n_{1}, n_{2}=0}^{\infty} S_{n_{1}}\left(\mu\left(x_{1}\right) ; q^{2 k_{1}} x_{2}, q^{2 k_{1}} / x_{2} \mid q^{2}\right) S_{n_{2}}\left(\mu\left(x_{2}\right) ; q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right) e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}}
\end{aligned}
$$

is a generalized eigenvector of $\pi_{k_{1}} \otimes \pi_{k_{2}}\left(\Delta\left(Y_{s} A\right)\right)$ for the eigenvalue $\lambda_{x_{1}}$. This last observation is essentially the way to obtain Proposition 4.2, since $\Delta\left(Y_{s} A\right)=A^{2} \otimes$ $Y_{s} A+Y_{s} A \otimes 1$ acts as a three-term recurrence operator in $e_{n_{1}}^{k_{1}} \otimes v^{k_{2}}\left(x_{2}\right)$.

Proof. We use $\Delta\left(Y_{s} A\right)=A^{2} \otimes Y_{s} A+Y_{s} A \otimes 1$ and Proposition 4.1 to define for fixed $x_{2}$ the map $\Lambda_{0}: \ell^{2}\left(\mathbb{Z}_{+}\right) \otimes \ell^{2}\left(\mathbb{Z}_{+}\right) \rightarrow \ell^{2}\left(\mathbb{Z}_{+}\right)$by

$$
\Lambda_{0}: e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}} \mapsto S_{n_{2}}\left(x_{2} ; q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right) e_{n_{1}}^{k_{1}}
$$

to obtain the recurrence in $n_{1}$

$$
\begin{aligned}
& \Lambda_{0}\left(\left(q^{-1}-q\right)\left(\pi_{k_{1}} \otimes \pi_{k_{2}} \Delta\left(Y_{s} A\right)\right)+s+s^{-1}\right) e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}} \\
& \quad=S_{n_{2}}\left(x_{2} ; q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right)\left(q^{2 n_{1}}\left(\left(s+s^{-1}\right) q^{2 k_{1}}+\lambda_{w_{2}} q^{2 k_{1}}\left(q^{-1}-q\right)\right) e_{n_{1}}^{k_{1}}\right. \\
& \left.\left.\left.\quad+\sqrt{\left(1-q^{2 n_{1}+2}\right)\left(1-q^{4 k_{1}+2 n}\right.}\right) e_{n_{1}+1}^{k_{1}}+\sqrt{\left(1-q^{2 n_{1}}\right)\left(1-q^{4 k_{1}+2 n_{1}-1}\right.}\right) e_{n_{1}-1}^{k_{1}}\right) .
\end{aligned}
$$

Use the explicit expression for $\lambda_{w_{2}}$ and the three-term recurrence relation (4.9) to obtain the result.

We now calculate the action of $\Upsilon e_{n}^{k}$, which yields another set of orthonormal polynomials for $L^{2}\left(\mathbb{R}^{2}, d m\left(x_{1}, x_{2}\right)\right)$.

Proposition 4.3. Let $k=k_{1}+k_{2}+j$ for $j \in \mathbb{Z}_{+}$and $x_{1}=\mu\left(w_{1}\right)$; then

$$
\begin{aligned}
\left(\Upsilon e_{n}^{k}\right)\left(x_{1}, x_{2}\right) & =S_{n}\left(x_{1} ; q^{2 k} s, q^{2 k} / s \mid q^{2}\right)\left(\Upsilon e_{0}^{k}\right)\left(x_{1}, x_{2}\right) \\
\left(\Upsilon e_{0}^{k}\right)\left(x_{1}, x_{2}\right) & =C p_{j}\left(x_{2} ; q^{2 k_{1}} w_{1}, q^{2 k_{1}} / w_{1}, q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right), \\
C^{-1}=\left(C_{j}\left(k_{1}, k_{2}\right)\right)^{-1} & =\sqrt{\left(q^{2}, q^{4 k_{1}}, q^{4 k_{2}}, q^{4 k_{1}+4 k_{2}+2 j-2} ; q^{2}\right)_{j}}
\end{aligned}
$$

Proof. By Proposition 4.2, (4.4), and

$$
2 \frac{x_{1}-\mu(s)}{q^{-1}-q} \Upsilon e_{n}^{k}\left(x_{1}, x_{2}\right)=\Upsilon\left(\pi_{k}\left(Y_{s} A\right) e_{n}^{k}\right)\left(x_{1}, x_{2}\right)
$$

we obtain the three-term recurrence relation as in Proposition 4.1, but with different initial conditions. Hence, the first statement follows.

Since $\Upsilon$ is unitary we have the orthogonality relations $\delta_{n m} \delta_{k l}=\left\langle\Upsilon e_{n}^{k}, \Upsilon e_{m}^{l}\right\rangle=$

$$
\int S_{n}\left(x_{1} ; q^{2 k} s, q^{2 k} / s \mid q^{2}\right) S_{m}\left(x_{1} ; q^{2 l} s, q^{2 l} / s \mid q^{2}\right) \int \Upsilon e_{0}^{k}\left(x_{1}, x_{2}\right) \Upsilon e_{0}^{l}\left(x_{1}, x_{2}\right) d m\left(x_{1}, x_{2}\right)
$$

by our first observation. As in the proof of Proposition 3.3 we conclude $\Upsilon e_{0}^{k}\left(x_{1}, x_{2}\right)=$ $p_{j}\left(x_{2}\right)$ is a polynomial of degree $j, k=k_{1}+k_{2}+j$, in $x_{2}$ satisfying the orthogonality relations

$$
\int_{x_{2}} p_{j}\left(x_{2}\right) p_{i}\left(x_{2}\right) d m\left(x_{1}, x_{2}\right)=\delta_{i j} d m\left(x_{1} ; q^{2 k} s, q^{2 k} / s \mid q^{2}\right)
$$

as measures with respect to functions in the variable $x_{1}$.
We now assume for ease of presentation that $d m\left(x_{1}, x_{2}\right)$ is absolutely continuous. The general case can be proved similarly, or it can be obtained by analytic continuation with respect to $s$. The measure is absolutely continuous for $q^{2 k_{2}}<|s|<q^{-2 k_{2}}$, since $k_{1}, k_{2}>0$. Put $x_{1}=\cos \theta, x_{2}=\cos \psi$; then we obtain the explicit expression (4.8)
for the orthogonality measure;

$$
\begin{array}{r}
\frac{1}{2 \pi} \int_{0}^{\pi} p_{i}(\cos \psi) p_{j}(\cos \psi) \frac{\left(e^{ \pm 2 i \psi}, e^{ \pm 2 i \theta} ; q^{2}\right)_{\infty}}{\left(q^{2 k_{2}} s e^{ \pm i \psi}, q^{2 k_{2}} e^{ \pm i \psi} / s, q^{2 k_{1}} e^{ \pm i \psi \pm i \theta} ; q^{2}\right)_{\infty}} d \psi \\
\quad=\delta_{i j} \frac{\left(q^{4 k_{1}+4 k_{2}+4 j} ; q^{2}\right)_{\infty}}{\left(q^{2}, q^{4 k_{1}}, q^{4 k_{2}} ; q^{2}\right)_{\infty}} \frac{\left(e^{ \pm 2 i \theta} ; q^{2}\right)_{\infty}}{\left(q^{2 k_{1}+2 k_{2}+2 j} s e^{ \pm i \theta}, q^{2 k_{1}+2 k_{2}+2 j} e^{ \pm i \theta} / s ; q^{2}\right)_{\infty}}
\end{array}
$$

for almost all $\theta$. The $\pm$ signs mean that we take all possible combinations in the infinite $q$-shifted factorials. Cancelling the $\left(e^{ \pm 2 i \theta} ; q^{2}\right)_{\infty}$ on both sides and comparing the result with (4.8), we see that $p_{j}$ is a multiple of $p_{j}\left(\cdot ; q^{2 k_{1}} e^{i \theta}, q^{2 k_{1}} e^{-i \theta}, q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right)$. The constant in front follows up to a sign by comparing the squared norms. As in the proof of Proposition 3.3 the sign of $C$ follows from the normalization of the Clebsch-Gordan coefficients, and now we obtain $C>0$.

So we obtain a second set of orthonormal polynomials for $L^{2}\left(\mathbb{R}^{2}, d m\left(x_{1}, x_{2}\right)\right)$ in terms of Al-Salam and Chihara polynomials and Askey-Wilson polynomials.

The convolution formula for the Al-Salam and Chihara polynomials is obtained by applying $\Upsilon$ to (4.5) using the results of Propositions 4.2 and 4.3. The results hold as an identity in a weighted $L^{2}$-space, but since it is a polynomial identity it holds for all $x_{1}, x_{2}$; with $x_{1}=\mu\left(w_{1}\right), x_{2}=\mu\left(w_{2}\right)$, and $k=k_{1}+k_{2}+j$,

$$
\begin{align*}
& \sum_{n_{1}+n_{2}=n+j} C_{n_{1}, n_{2}, n}^{k_{1}, k_{2}, k} S_{n_{1}}\left(x_{1} ; q^{2 k_{1}} w_{2}, q^{2 k_{1}} / w_{2} \mid q^{2}\right) S_{n_{2}}\left(x_{2} ; q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right) \\
& =\frac{S_{n}\left(x_{1} ; q^{2 k} s, q^{2 k} / s \mid q^{2}\right) p_{j}\left(x_{2} ; q^{2 k_{1}} w_{1}, q^{2 k_{1}} / w_{1}, q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right)}{\sqrt{\left(q^{2}, q^{4 k_{1}}, q^{4 k_{2}}, q^{4 k_{1}+4 k_{2}+2 j-2} ; q^{2}\right)_{j}} .} \tag{4.11}
\end{align*}
$$

We have not yet calculated the Clebsch-Gordan coefficients explicitly, but we can now use (4.11) to determine $C_{n_{1}, n_{2}, n}^{k_{1}, k_{2}, k}$ by specializing to a generating function for the Clebsch-Gordan coefficients. The result is phrased in terms of $q$-Hahn polynomials, which are defined as follows (cf. [4]):

$$
Q_{n}\left(q^{-x} ; a, b, N ; q\right)={ }_{3} \varphi_{2}\left(\begin{array}{c}
q^{-n}, q^{-x}, a b q^{n+1} \\
a q, q^{-N}
\end{array} ; q, q\right) .
$$

See, e.g., [19] for other derivations of the following lemma.
LEMMA 4.4. With $n_{1}+n_{2}=n+j$ we get

$$
C_{n_{1}, n_{2}, n}^{k_{1}, k_{2}, k_{1}+k_{2}+j}=C Q_{j}\left(q^{-2 n_{1}} ; q^{4 k_{1}-2}, q^{4 k_{2}-2}, n+j ; q^{2}\right)
$$

with the constant $C$ given by

$$
\frac{q^{2 k_{1}\left(n-n_{1}\right)}\left(q^{2} ; q^{2}\right)_{n+j} \sqrt{\left(q^{4 k_{1}} ; q^{2}\right)_{n_{1}}\left(q^{4 k_{2}} ; q^{2}\right)_{n_{2}}\left(q^{4 k_{1}} ; q^{2}\right)_{j}}}{\sqrt{\left(q^{2} ; q^{2}\right)_{n_{1}}\left(q^{2} ; q^{2}\right)_{n_{2}}\left(q^{2}, q^{4 k_{1}+4 k_{2}+4 j} ; q^{2}\right)_{n}\left(q^{2}, q^{4 k_{2}}, q^{4 k_{1}+4 k_{2}+2 j-2} ; q^{2}\right)_{j}}} .
$$

Proof. Observe that $C_{n_{1}, n_{2}, n}^{k_{1}, k_{2}, k}$ is independent of $s, x_{1}=\mu\left(w_{1}\right)$ and $x_{2}=\mu\left(w_{2}\right)$. Specialize $w_{2}=q^{2 k_{2}} s$ and $w_{1}=q^{2 k_{1}} / w_{2}=q^{2 k_{1}-2 k_{2}} / s$; then the Al-Salam and Chihara polynomials in the summand on the left-hand side of (4.11) can be evaluated explicitly, since the ${ }_{3} \varphi_{2}$-series reduces to 1 . For this choice the Askey-Wilson polynomial on the right-hand side can also be evaluated explicitly, and we obtain the generating function
for the Clebsch-Gordan coefficients

$$
\begin{array}{r}
\sum_{n_{1}+n_{2}=n+j} C_{n_{1}, n_{2}, n}^{k_{1}, k_{2}, k} q^{2 n_{1}\left(k_{2}-k_{1}\right)-2 n_{2} k_{2}} s^{n_{1}-n_{2}} \frac{\sqrt{\left(q^{4 k_{1}} ; q^{2}\right)_{n_{1}}\left(q^{4 k_{2}} ; q^{2}\right)_{n_{2}}}}{\sqrt{\left(q^{2} ; q^{2}\right)_{n_{1}}\left(q^{2} ; q^{2}\right)_{n_{2}}}} \\
=\frac{q^{-2 j k_{2}-2 n\left(k_{1}+k_{2}+j\right)} s^{n-j}\left(q^{4 k_{1}}, q^{4 k_{2}}, q^{4 k_{2}} s^{2} ; q^{2}\right)_{j}}{\sqrt{\left(q^{2}, q^{4 k_{1}}, q^{4 k_{2}}, q^{4 k_{1}+4 k_{2}+2 j-2} ; q^{2}\right)_{j}}} \sqrt{\frac{\left(q^{4 k_{1}+4 k_{2}+4 j} ; q^{2}\right)_{n}}{\left(q^{2} ; q^{2}\right)_{n}}} \\
\times{ }_{3} \varphi_{2}\left(\begin{array}{c}
q^{-2 n}, q^{4 k_{2}+2 j}, q^{4 k_{1}+2 j} / s^{2} \\
q^{4 k_{1}+4 k_{2}+4 j}, 0
\end{array} ; q^{2}, q^{2}\right) .
\end{array}
$$

This determines $C_{n_{1}, n_{2}, n}^{k_{1}, k_{2}, k}$, but it takes some work to find the expression in terms of $q$-Hahn polynomials. First, take $n_{1}$ as the summation parameter in the sum and multiply both sides by $s^{n+j}$ to find that both sides are polynomials of degree $n+j$ in $s^{2}$. Apply [14, eq. (III.6)] to rewrite the ${ }_{3} \varphi_{2}$-series as a polynomial in $s^{2}$ and the $q$-binomial theorem [14, eq. (II.3)] to write $\left(q^{4 k_{2}} s^{2} ; q^{2}\right)_{j}$ as a polynomial in $s^{2}$. Comparing next the coefficients on both sides gives an expression for the ClebschGordan coefficients as a terminating ${ }_{3} \varphi_{2}$-series. To put it into the required form in terms of $q$-Hahn polynomials, we need to apply some transformations for ${ }_{3} \varphi_{2}$-series, namely [14, (III.13), (III.11)]. The constant follows by a straightforward calculation. $\square$

Combining Lemma 4.4 with the unitarity of the intertwining operator consisting of the Clebsch-Gordan coefficients results in the orthogonality relations for the $q$-Hahn and dual $q$-Hahn polynomials; cf. [14, section 7.2].

We now have all ingredients to rewrite (4.11). Simplifying proves the following theorem.

THEOREM 4.5. With the notation (4.7) and (4.6) for the Al-Salam and Chihara polynomials and Askey-Wilson polynomials and $x_{1}=\mu\left(w_{1}\right), x_{2}=\mu\left(w_{2}\right), n, j \in \mathbb{Z}_{+}$, $k_{1}, k_{2}>0$ we have

$$
\begin{aligned}
& \left(q^{4 k_{1}} ; q^{2}\right)_{j} \sum_{l=0}^{n+j} q^{2 k_{1}(n-l)}\left[\begin{array}{c}
n+j \\
l
\end{array}\right]_{q^{2}} Q_{j}\left(q^{-2 l} ; q^{4 k_{1}-2}, q^{4 k_{2}-2}, n+j ; q^{2}\right) \\
& \quad \times s_{l}\left(x_{1} ; q^{2 k_{1}} w_{2}, q^{2 k_{1}} / w_{2} \mid q^{2}\right) s_{n+j-l}\left(x_{2} ; q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right) \\
& =s_{n}\left(x_{1} ; q^{2 k_{1}+2 k_{2}+2 j} s, q^{2 k_{1}+2 k_{2}+2 j} / s \mid q^{2}\right) p_{j}\left(x_{2} ; q^{2 k_{1}} w_{1}, q^{2 k_{1}} / w_{1}, q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right)
\end{aligned}
$$

Remark 4.6. (i) Theorem 4.5 is a connection coefficient formula for orthogonal polynomials in two variables, orthogonal for the same measure, where the connection coefficients are given by the $q$-Hahn polynomials. The dual connection coefficient problem follows from the orthogonality for the Clebsch-Gordan coefficients or, equivalently, from the orthogonality relations for the dual $q$-Hahn polynomials.
(ii) The case $j=0$ gives a simple convolution property for the Al-Salam and Chihara polynomials, since the $q$-Hahn and the Askey-Wilson polynomial reduce to 1 . This was the motivation for Al-Salam and Chihara [2] to introduce the Al-Salam and Chihara polynomials as the most general set of orthogonal polynomials still satisfying a convolution property; see also Al-Salam [1, section 8$]$. The case $n=0$ is also of interest, since then the $q$-Hahn polynomial can be evaluated and the Al-Salam and Chihara polynomial on the right-hand side reduces to 1 . In both cases we have a free parameter in the sum.
(iii) Formally, in the representation space $\ell^{2}\left(\mathbb{Z}_{+}\right) \otimes \ell^{2}\left(\mathbb{Z}_{+}\right)$we have two bases of (generalized) eigenvectors for the action of $Y_{s} A$, namely $v^{k}(x)$ and $w\left(x_{1} ; x_{2}\right)$. They
are connected by Clebsch-Gordan coefficients, which are now expressible as AskeyWilson polynomials;

$$
w\left(x_{1} ; x_{2}\right)=\sum_{j=0}^{\infty} \frac{p_{j}\left(\mu\left(x_{2}\right) ; q^{2 k_{1}} x_{1}, q^{2 k_{1}} / x_{1}, q^{2 k_{2}} s, q^{2 k_{2}} / s \mid q^{2}\right)}{\sqrt{\left(q^{2}, q^{4 k_{1}}, q^{4 k_{2}}, q^{4 k_{1}+4 k_{2}+2 j-2} ; q^{2}\right)_{j}}} v^{k_{1}+k_{2}+j}\left(x_{1}\right)
$$

cf. $[15,(23)]$ for the appropriate analogue in the case $U_{q}(\mathfrak{s u}(2))$ in which the AskeyWilson polynomials are replaced by $q$-Racah polynomials. The dual Clebsch-Gordan coefficient relation follows by integrating against the appropriate orthogonality measure for the Askey-Wilson polynomials.
4.2. Racah coefficients and orthogonal polynomials. In the tensor product of three positive discrete series representations $\pi_{k_{1}} \otimes \pi_{k_{2}} \otimes \pi_{k_{3}}$ of $U_{q}(\mathfrak{s u}(1,1))$ we have the same orthogonal bases as in section 3.2 and we use the same notation as in (3.9)(3.12). Similarly, we now have an intertwiner for the $U_{q}(\mathfrak{s u}(1,1))$-action in terms of $q$-Racah coefficients;

$$
\begin{equation*}
e_{n}^{\left(\left(k_{1} k_{2}\right) k_{12} k_{3}\right) k}=\sum_{k_{23}} U_{k_{3}, k, k_{23}}^{k_{1}, k_{2}, k_{12}} e_{n}^{\left(k_{1}\left(k_{2} k_{3}\right) k_{23}\right) k} \tag{4.12}
\end{equation*}
$$

Again the constraints (3.14) hold.
Proposition 4.7. Define $\Theta: \ell^{2}\left(\mathbb{Z}_{+}\right) \otimes \ell^{2}\left(\mathbb{Z}_{+}\right) \otimes \ell^{2}\left(\mathbb{Z}_{+}\right) \rightarrow L^{2}\left(\mathbb{R}^{3}, d m\left(x_{1}, x_{2}, x_{3}\right)\right)$ by

$$
\begin{aligned}
& \Theta\left(e_{n_{1}}^{k_{1}} \otimes e_{n_{2}}^{k_{2}} \otimes e_{n_{3}}^{k_{3}}\right)\left(x_{1}, x_{2}, x_{3}\right) \\
& =S_{n_{1}}\left(x_{1} ; q^{2 k_{1}} w_{2}, q^{2 k_{1}} / w_{2} \mid q^{2}\right) S_{n_{2}}\left(x_{2} ; q^{2 k_{2}} w_{3}, q^{2 k_{2}} / w_{3} \mid q^{2}\right) S_{n_{3}}\left(x_{3} ; q^{2 k_{3}} s, q^{2 k_{3}} / s \mid q^{2}\right)
\end{aligned}
$$

with the measure $d m\left(x_{1}, x_{2}, x_{3}\right)$ given by

$$
d m\left(x_{1} ; q^{2 k_{1}} w_{2}, q^{2 k_{1}} / w_{2} \mid q^{2}\right) d m\left(x_{2} ; q^{2 k_{2}} w_{3}, q^{2 k_{2}} / w_{3} \mid q^{2}\right) d m\left(x_{3} ; q^{2 k_{3}} s, q^{2 k_{3}} / s \mid q^{2}\right)
$$

where $x_{i}=\mu\left(w_{i}\right)$. Then $\Theta$ is a unitary map intertwining $\pi_{k_{1}} \otimes \pi_{k_{2}} \otimes \pi_{k_{3}}(1 \otimes$ $\Delta)\left(\Delta\left(Y_{s} A\right)\right)$ with $2\left(M_{x_{1}}-\mu(s)\right) /\left(q^{-1}-q\right)$.

Proof. Observe that $(1 \otimes \Delta)\left(\Delta\left(Y_{s} A\right)\right)=A^{2} \otimes \Delta\left(Y_{s} A\right)+Y_{s} A \otimes \Delta(1)$. The proof now proceeds as the proof of Proposition 4.2.

Proposition 4.8. (i) The following equality holds with $x_{i}=\mu\left(w_{i}\right)$ :

$$
\begin{aligned}
& \Theta\left(e_{n}^{\left(\left(k_{1} k_{2}\right) k_{12} k_{3}\right) k}\right)\left(x_{1}, x_{2}, x_{3}\right)=C_{j}\left(k_{12}, k_{3}\right) C_{j_{12}}\left(k_{1}, k_{2}\right) S_{n}\left(x_{1} ; q^{2 k} s, \left.\frac{q^{2 k}}{s} \right\rvert\, q^{2}\right) \\
\times & p_{j}\left(x_{3} ; q^{2 k_{12}} w_{1}, \frac{q^{2 k_{12}}}{w_{1}}, q^{2 k_{3}} s, \left.\frac{q^{2 k_{3}}}{s} \right\rvert\, q^{2}\right) p_{j_{12}}\left(x_{2} ; q^{2 k_{1}} w_{1}, \frac{q^{2 k_{1}}}{w_{1}}, q^{2 k_{2}} w_{3}, \left.\frac{q^{2 k_{2}}}{w_{3}} \right\rvert\, q^{2}\right) .
\end{aligned}
$$

(ii) The following equality holds with $x_{i}=\mu\left(w_{i}\right)$ :

$$
\begin{aligned}
& \Theta\left(e_{n}^{\left(k_{1}\left(k_{2} k_{3}\right) k_{23}\right) k}\right)\left(x_{1}, x_{2}, x_{3}\right)=C_{j^{\prime}}\left(k_{1}, k_{23}\right) C_{j_{23}}\left(k_{2}, k_{3}\right) S_{n}\left(x_{1} ; q^{2 k} s, \left.\frac{q^{2 k}}{s} \right\rvert\, q^{2}\right) \\
\times & p_{j^{\prime}}\left(x_{2} ; q^{2 k_{1}} w_{1}, \frac{q^{2 k_{1}}}{w_{1}}, q^{2 k_{23}} s, \left.\frac{q^{2 k_{23}}}{s} \right\rvert\, q^{2}\right) p_{j_{23}}\left(x_{3} ; q^{2 k_{2}} w_{2}, \frac{q^{2 k_{2}}}{w_{2}}, q^{2 k_{3}} s, \left.\frac{q^{2 k_{23}}}{s} \right\rvert\, q^{2}\right) .
\end{aligned}
$$

The constant $C_{j}\left(k_{1}, k_{2}\right)$ is defined in Proposition 4.3.

The proof of Proposition 4.8 is slightly more complicated than the proof of its counterpart Proposition 3.12 due to the fact that we do not have a nice factorization for $\Theta$ as in Remark 3.11. This is a consequence of the noncocommutativity of the comultiplication for $U_{q}(\mathfrak{s u}(1,1))$.

Note that the occurrence of $S_{n}\left(x_{1} ; q^{2 k} s, q^{2 k} / s \mid q^{2}\right)$ on the right-hand side corresponds to the intertwining property of the Racah coefficients as in the proof of the first statement of Proposition 4.3.

Proof. The proof of (i) and (ii) is similar. To prove (i) we use (3.10) (for the $U_{q}(\mathfrak{s u}(1,1))$-setting $)$ and Proposition 4.7 to find

$$
\begin{aligned}
& \quad \Theta\left(e_{n}^{\left(\left(k_{1} k_{2}\right) k_{12} k_{3}\right) k}\right)\left(x_{1}, x_{2}, x_{3}\right)=\sum_{n_{12}+n_{3}=n+j} C_{n_{12}, n_{3}, n}^{k_{12}, k_{3}, k} S_{n_{3}}\left(x_{3} ; q^{2 k_{3}} s, q^{2 k_{3}} / s \mid q^{2}\right) \\
& \quad \times \sum_{n_{1}+n_{2}=n_{12}+j_{12}} C_{n_{1}, n_{2}, n_{12}}^{k_{1}, k_{2}, k_{12}} S_{n_{1}}\left(x_{1} ; q^{2 k_{1}} w_{2}, q^{2 k_{1}} / w_{2} \mid q^{2}\right) S_{n_{2}}\left(x_{2} ; q^{2 k_{2}} w_{3}, q^{2 k_{2}} / w_{3} \mid q^{2}\right) \\
& =C_{j_{12}}\left(k_{1}, k_{2}\right) p_{j_{12}}\left(x_{2} ; q^{2 k_{1}} w_{1}, q^{2 k_{1}} / w_{1}, q^{2 k_{2}} w_{3}, q^{2 k_{2}} / w_{3} \mid q^{2}\right) \\
& \quad \times \sum_{n_{12}+n_{3}=n+j} C_{n_{12}, n_{3}, n}^{k_{12}, k_{3}, k} S_{n_{3}}\left(x_{3} ; q^{2 k_{3}} s, q^{2 k_{3}} / s \mid q^{2}\right) S_{n_{12}( }\left(x_{1} ; q^{2 k_{12}} w_{3}, q^{2 k_{12}} / w_{3}, \mid q^{2}\right)
\end{aligned}
$$

by (4.11). The last sum can be evaluated by another application of (4.11) leading to the result.

The $n$-dependence in the right-hand sides of Proposition 4.8 is the same, so we obtain the Wigner-Eckhart theorem for the $U_{q}(\mathfrak{s u}(1,1))$-setting by applying $\Theta$ to (4.12). So we can restrict to $n=0$ in (4.12) before applying $\Theta$ without loss of generality, and we obtain the following polynomial identity in $x_{2}$ and $x_{3}$ with $w_{1}$ as a parameter:

$$
\begin{align*}
& C_{j}\left(k_{12}, k_{3}\right) C_{j_{12}}\left(k_{1}, k_{2}\right) p_{j}\left(x_{3} ; q^{2 k_{12}} w_{1}, q^{2 k_{12}} / w_{1}, q^{2 k_{3}} s, q^{2 k_{3}} / s \mid q^{2}\right)  \tag{4.13}\\
& \times p_{j_{12}}\left(x_{2} ; q^{2 k_{1}} w_{1}, q^{2 k_{1}} / w_{1}, q^{2 k_{2}} w_{3}, q^{2 k_{2}} / w_{3} \mid q^{2}\right) \\
& =\sum_{j_{23}=0}^{j_{12}+j} U_{k_{3}, k, k_{23}}^{k_{1}, k_{2}, k_{12}} C_{j^{\prime}}\left(k_{1}, k_{23}\right) C_{j_{23}}\left(k_{2}, k_{3}\right) p_{j^{\prime}}\left(x_{2} ; q^{2 k_{1}} w_{1}, q^{2 k_{1}} / w_{1}, q^{2 k_{23}} s, q^{2 k_{23}} / s \mid q^{2}\right) \\
& \times p_{j_{23}}\left(x_{3} ; q^{2 k_{2}} w_{2}, q^{2 k_{2}} / w_{2}, q^{2 k_{3}} s, q^{2 k_{23}} / s \mid q^{2}\right)
\end{align*}
$$

Again we can use (4.13) in two ways. First, we specialize to a suitable formula from which the Racah coefficients can be determined explicitly. The Racah coefficients for the finite dimensional representations of $U_{q}(\mathfrak{s l}(2, \mathbb{C}))$, see section 5 , are due to Kirillov and Reshetikhin [20]; see also [35, section 14.5]. Second, with the explicit expression for the Racah coefficients we derive a convolution identity for the AskeyWilson polynomials.

Proposition 4.9. The Racah coefficients of (4.12) are given by

$$
U_{k_{3}, k, k_{23}}^{k_{1}, k_{2}, k_{12}}=C_{4} \varphi_{3}\left(\begin{array}{c}
q^{4 k_{1}+4 k_{2}+2 j_{12}-2}, q^{4 k_{2}+4 k_{3}+2 j_{23}-2}, q^{-2 j_{12}}, q^{-2 j_{23}} \\
q^{4 k_{2}}, q^{4 k_{1}+4 k_{2}+4 k_{3}+2 j+2 j_{12}-2}, q^{-2 j-2 j_{12}}
\end{array} ; q^{2} ; q^{2}\right),
$$

with the constant $C$ given by

$$
\begin{aligned}
& \frac{\left(q^{2}, q^{4 k_{1}}, q^{4 k_{23}}, q^{4 k_{1}+4 k_{23}+2\left(j+j_{12}-j_{23}\right)-2} ; q^{2}\right)_{j+j_{12}-j_{23}}^{1 / 2}}{\left(q^{2}, q^{4 k_{12}}, q^{4 k_{3}}, q^{4 k_{12}+4 k_{3}+2 j-2} ; q^{2}\right)_{j}^{1 / 2}} \frac{\left(q^{2}, q^{4 k_{2}}, q^{4 k_{3}}, q^{4 k_{2}+4 k_{3}+2 j_{23}-2} ; q^{2}\right)_{j_{23}}^{1 / 2}}{\left(q^{2}, q^{4 k_{1}}, q^{4 k_{2}}, q^{4 k_{1}+4 k_{2}+2 j_{12}-2} ; q^{2}\right)_{j_{12}}^{1 / 2}} \\
& \quad \times q^{2 k_{2}\left(j-j_{23}\right)}\left[\begin{array}{c}
j+j_{12} \\
j_{23}
\end{array}\right]_{q^{2}} \frac{\left(q^{4 k_{3}} ; q^{2}\right)_{j}\left(q^{4 k_{2}} ; q^{2}\right)_{j_{12}}\left(q^{4 k_{1}+4 k_{2}+4 k_{3}+2 j+2 j_{12}-2} ; q^{2}\right)_{j_{23}}}{\left(q^{4 k_{3}}, q^{4 k_{2}+4 k_{3}+2 j_{23}-2} ; q^{2}\right)_{j_{23}\left(q^{4 k_{2}+4 k_{3}+4 j_{23}} ; q^{2}\right)_{j+j_{12}-j_{23}}}} .
\end{aligned}
$$

Proof. Take $w_{1}=s=1$ and $x_{2}=\mu\left(q^{2 k_{1}}\right)$ in (4.13) to find

$$
\begin{aligned}
& p_{j}\left(x_{3} ; q^{2 k_{12}}, q^{2 k_{12}}, q^{2 k_{3}}, q^{2 k_{3}} \mid q^{2}\right)\left(q^{2 k_{1}+2 k_{2}} w_{3}, q^{2 k_{1}+2 k_{2}} / w_{3} ; q^{2}\right)_{j_{12}} \\
& =\sum_{j_{23}} C_{1} U_{k_{3}, k, k_{23}}^{k_{1}, k_{2}, k_{12}} p_{j_{23}}\left(x_{3} ; q^{2 k_{1}+2 k_{2}}, q^{2 k_{2}-2 k_{1}}, q^{2 k_{3}}, q^{2 k_{3}} \mid q^{2}\right)
\end{aligned}
$$

for $C_{1}$ an explicit constant depending upon $k_{1}, k_{2}, k_{3}, j_{12}, j_{23}$, and $j$, since two AskeyWilson polynomials can be evaluated for this choice. So the Racah coefficients occur as the coefficients when developing the polynomial of degree $j+j_{12}$ on the left-hand side into Askey-Wilson polynomials. Hence the Racah coefficients can be obtained from

$$
\begin{aligned}
& C_{2} U_{k_{3}, k, k_{23}}^{k_{1}, k_{2}, k_{12}} \\
& =\int p_{j_{23}}\left(x_{3} ; q^{2 k_{1}+2 k_{2}}, q^{2 k_{2}-2 k_{1}}, q^{2 k_{3}}, q^{2 k_{3}} \mid q^{2}\right) p_{j}\left(x_{3} ; q^{2 k_{12}}, q^{2 k_{12}}, q^{2 k_{3}}, q^{2 k_{3}} \mid q^{2}\right) \\
& \quad \times\left(q^{2 k_{1}+2 k_{2}} w_{3}, q^{2 k_{1}+2 k_{2}} / w_{3} ; q^{2}\right)_{j_{12}} d m\left(x_{3} ; q^{2 k_{1}+2 k_{2}}, q^{2 k_{2}-2 k_{1}}, q^{2 k_{3}}, q^{2 k_{3}} \mid q^{2}\right),
\end{aligned}
$$

for some known constant $C_{2}$. Now observe that

$$
\begin{gathered}
\left(q^{2 k_{1}+2 k_{2}} w_{3}, q^{2 k_{1}+2 k_{2}} / w_{3} ; q^{2}\right)_{j_{12}} d m\left(x_{3} ; q^{2 k_{1}+2 k_{2}}, q^{2 k_{2}-2 k_{1}}, q^{2 k_{3}}, q^{2 k_{3}} \mid q^{2}\right) \\
=C_{3} d m\left(x_{3} ; q^{2 k_{12}}, q^{2 k_{2}-2 k_{1}}, q^{2 k_{3}}, q^{2 k_{3}} \mid q^{2}\right)
\end{gathered}
$$

for some known constant $C_{3}$ by (3.14) and (4.8). Thus the Racah coefficients can be obtained by integration;

$$
\begin{align*}
& C_{4} U_{k_{3}, k, k_{23}}^{k_{1}, k_{2}, k_{12}}=\int p_{j_{23}}\left(x_{3} ; q^{2 k_{1}+2 k_{2}}, q^{2 k_{2}-2 k_{1}}, q^{2 k_{3}}, q^{2 k_{3}} \mid q^{2}\right)  \tag{4.14}\\
& \quad \times p_{j}\left(x_{3} ; q^{2 k_{12}}, q^{2 k_{12}}, q^{2 k_{3}}, q^{2 k_{3}} \mid q^{2}\right) d m\left(w_{3} ; q^{2 k_{12}}, q^{2 k_{2}-2 k_{1}}, q^{2 k_{3}}, q^{2 k_{3}} \mid q^{2}\right)
\end{align*}
$$

with $C_{4}$ explicitly known. Observe that three out of four of the parameters of each of the Askey-Wilson polynomials in (4.14) coincide with the parameters of the AskeyWilson measure in (4.14). Use the connection coefficient formula for Askey-Wilson polynomials with one different parameter, cf. Askey and Wilson [5, (6.4-5)] or see [14, (7.6.8-9) with the right-hand side of (7.6.9) multiplied by $\left.(q ; q)_{n}\right]$, twice to rewrite the Askey-Wilson polynomials in terms of Askey-Wilson polynomials with the same parameters as the Askey-Wilson measure in (4.14). By orthogonality the integration is then easily performed and we are left with a single sum, which can be written as a very well poised ${ }_{8} \varphi_{7}$-series. This can be transformed to a balanced ${ }_{4} \varphi_{3}$-series by Watson's transformation [14, (III.17)], and another application of Sears's transformation [14, (III.15)] gives the form as in the statement of the proposition. The constant follows from bookkeeping.

Recall the $q$-Racah polynomials, see Askey and Wilson [4] or [14, section 7.2], [22],

$$
R_{n}(\nu(x) ; \alpha, \beta, \gamma, \delta ; q)={ }_{4} \varphi_{3}\left(\begin{array}{c}
q^{-n}, \alpha \beta q^{n+1}, q^{-x}, \gamma \delta q^{x+1}  \tag{4.15}\\
\alpha q, \beta \delta q, \gamma q
\end{array} ; q, q\right)
$$

with $\nu(x)=q^{-x}+\gamma \delta q^{x+1}$, one of the lower parameters equals $q^{-N}, N \in \mathbb{Z}_{+}$, and $0 \leq n \leq N$. The ${ }_{4} \varphi_{3}$-series in Proposition 4.9 can be written in terms of a $q$-Racah polynomial.

We can now rewrite (4.13) to arrive at the key result of this paper. For convenience we replace $q^{2}$ by $q,(a, b, c)=\left(q^{k_{1}}, q^{k_{2}}, q^{k_{3}}\right)$, and we relabel $w_{1}, j_{23}$, and $j_{12}$ by $t, l$, and $n$, and finally replace $x_{2}, x_{3}$ by $x_{1}, x_{2}$. We obtain the following $q$-analogue of Theorem 3.13 and Corollary 3.15.

THEOREM 4.10. With $x_{1}=\mu\left(w_{1}\right), x_{2}=\mu\left(w_{2}\right), n, j \in \mathbb{Z}_{+}$, we have the convolution identity for the Askey-Wilson polynomials

$$
\begin{aligned}
& \sum_{l=0}^{n+j} b^{j-l}\left[\begin{array}{c}
j+n \\
l
\end{array}\right]_{q} \frac{\left(b^{2} ; q\right)_{n}\left(a^{2} b^{2} c^{2} q^{j+n-1} ; q\right)_{l}\left(c^{2} ; q\right)_{j}}{\left(c^{2}, b^{2} c^{2} q^{l-1} ; q\right)_{l}\left(b^{2} c^{2} q^{2 l} ; q\right)_{j+n-l}} \\
& \quad \times R_{l}\left(\nu(n) ; b^{2} / q, c^{2} / q, q^{-j-n-1}, a^{2} b^{2} q^{n+j-1} ; q\right) \\
& \quad \times p_{j+n-l}\left(x_{1} ; a t, a / t, b c q^{l} s, b c q^{l} / s \mid q\right) p_{l}\left(x_{2} ; b w_{1}, b / w_{1}, c s, c / s \mid q\right) \\
& \quad=p_{n}\left(x_{1} ; a t, a / t, b w_{2}, b / w_{2} \mid q\right) p_{j}\left(x_{2} ; a b q^{n} t, a b q^{n} / t, c s, c / s \mid q\right)
\end{aligned}
$$

with the notation of (4.6), (4.15).
Remark 4.11. (i) Theorem 4.5 can be obtained as a special case of Theorem 4.10 by letting $c \rightarrow 0$.
(ii) Dunkl [10, section 3] obtains a special case of Theorem 4.10 in the same spirit as his proof [11] of Corollary 3.15; see Remark 3.16(ii). The symmetric group is now replaced by the general linear group over the field of $q$ elements. This finite group of Lie type has the symmetric group as its Weyl group; see [10] for more information.
(iii) Theorem 4.10 leads to a kind of generating function for the $q$-Racah and $q$-Hahn polynomials. Choosing $w_{1}=a t$ and $w_{2}=c s$ in Theorem 4.10 reduces all four Askey-Wilson polynomials to a single term. The remaining free parameters $s$ and $t$ appear only in the combination $s / t$. Replacing $b c s /(a t)$ by $u$ and $\left(a^{2}, b^{2}, c^{2}\right)$ by $(\alpha, \beta, \gamma)$ gives

$$
\begin{aligned}
\sum_{l=0}^{n+j}\left[\begin{array}{c}
j+n \\
l
\end{array}\right]_{q} & \frac{(\alpha ; q)_{j+n-l}(\beta ; q)_{n}\left(\alpha \beta \gamma q^{j+n-1} ; q\right)_{l}}{(\alpha ; q)_{n}\left(\beta \gamma q^{l-1} ; q\right)_{l}\left(\beta \gamma q^{2 l} ; q\right)_{j+n-l}^{j-l}\left(\beta \gamma q^{l} / u ; q\right)_{j+n-l}(u ; q)_{l}} \\
& \times R_{l}\left(\nu(n) ; \beta / q, \gamma / q, q^{-j-n-1}, \alpha \beta q^{n+j-1} ; q\right)=\left(\alpha q^{n} u ; q\right)_{j}(\beta / u ; q)_{n}
\end{aligned}
$$

For $\gamma=0$ we obtain a similar identity for $q$-Hahn polynomials:

$$
\begin{aligned}
& \sum_{l=0}^{n+j}\left[\begin{array}{c}
j+n \\
l
\end{array}\right]_{q} \frac{(\alpha ; q)_{j+n-l}(\beta ; q)_{n}}{(\alpha ; q)_{n}} Q_{n}\left(q^{-l} ; \beta / q, \alpha / q, n+j ; q\right) u^{j-l}(u ; q)_{l} \\
&=\left(\alpha q^{n} u ; q\right)_{j}(\beta / u ; q)_{n}
\end{aligned}
$$

(iv) Theorem 4.10 gives the connection coefficients for two sets of orthogonal polynomials with respect to the absolutely continuous measure

$$
\frac{\left(w_{1}^{ \pm 2}, w_{2}^{ \pm 2} ; q\right)_{\infty}}{\left(t a w_{1}^{ \pm 1}, a w_{1}^{ \pm 1} / t, c s w_{2}^{ \pm 1}, c w_{2}^{ \pm 1} / s ; q\right)_{\infty}} \frac{1}{\left(b w_{1}^{ \pm 1} w_{2}^{ \pm 1} ; q\right)_{\infty}} \frac{d w_{1}}{w_{1}} \frac{d w_{2}}{w_{2}}
$$

on the torus $\mathbb{T}^{2}$ for $|t|^{-1}<|a|<|t|,|s|^{-1}<|c|<|s|$, and $|b|<1$. Here all possible signs for $\pm$ have to be used. (Otherwise discrete masses at points and lines have to be added.) This weight function is invariant under simultaneously interchanging $w_{1}$ with $w_{2}, t$ with $s$, and $a$ with $c$. This transforms the orthogonal polynomials on the right-hand side of Theorem 4.10 to the ones occurring in the left-hand side.

In particular, note that for $s=t, a=c$, the weight function is invariant under the Weyl group for $B_{2}$, i.e., the group generated by $\left(w_{1}, w_{2}\right) \mapsto\left(w_{2}, w_{1}\right)$ and $\left(w_{1}, w_{2}\right) \mapsto$ $\left(w_{1}, w_{2}^{-1}\right)$. The corresponding Weyl group invariant orthogonal polynomials are

$$
\begin{aligned}
& p_{n}\left(\mu\left(w_{1}\right) ; a t, a / t, b w_{2}, b / w_{2} \mid q\right) p_{j}\left(\mu\left(w_{2}\right) ; a b q^{n} t, a b q^{n} / t, a t, a / t \mid q\right) \\
& \quad+p_{n}\left(\mu\left(w_{2}\right) ; a t, a / t, b w_{1}, b / w_{1} \mid q\right) p_{j}\left(\mu\left(w_{1}\right) ; a b q^{n} t, a b q^{n} / t, a t, a / t \mid q\right)
\end{aligned}
$$

for $n \geq j \geq 0$. These orthogonal polynomials do not seem directly related to the Koornwinder-Macdonald orthogonal polynomials associated with root system $B C_{2}$, see [27], although the structure of the orthogonality measure is similar.
5. Linearization coefficients for Askey-Wilson polynomials. In the results of the previous section using $U_{q}(\mathfrak{s u}(1,1))$, especially Theorems 4.5 and 4.10, we can use analytic continuation with respect to the parameters involved in finding similar identities but with the Al-Salam and Chihara polynomials and the Askey-Wilson polynomials replaced by the dual $q$-Krawtchouk polynomials and the $q$-Racah polynomials; cf. [15], [20], [28]. These identities can be obtained by the same procedure using $U_{q}(\mathfrak{s u}(2))$ and its representation theory instead of using $U_{q}(\mathfrak{s u}(1,1))$. In particular we can now give an interpretation for $q$-Racah polynomials as Clebsch-Gordan coefficients for $U_{q}(\mathfrak{s u}(2))$; see $[15,(23)]$. In this case we also have some knowledge on the structure of the dual Hopf $*$-algebra and this can be used to obtain a linearization formula for a two-parameter family of Askey-Wilson polynomials. This is an application of the results of the previous section.

We first recall $U_{q}(\mathfrak{s u}(2))$ and its representation theory; see, e.g., [9], [24], [28], [30]. The Hopf algebra structure on $U_{q}(\mathfrak{s u}(2))$ is the same as the Hopf algebra structure on $U_{q}(\mathfrak{s l}(2, \mathbb{C}))$; cf. (4.1), (4.2). The $*$-operator making $U_{q}(\mathfrak{s u}(2))$ into a Hopf $*$-algebra for $0<q<1$ is given by

$$
A^{*}=A, \quad B^{*}=C, \quad C^{*}=B, \quad D^{*}=D
$$

There is precisely one irreducible unitary $U_{q}(\mathfrak{s u}(2))$-module $W_{N}$ of each dimension $N+1$ with highest weight vector $v_{+}$, i.e., $A v_{+}=q^{N / 2} v_{+}, B v_{+}=0$. The corresponding representation is denoted by $t^{N}$. With respect to the standard orthonormal basis $e_{n}^{N}, 0 \leq n \leq N$, the action of the generators is given by $t^{N}(A) e_{n}^{N}=q^{n-N / 2} e_{d}^{N}$ and

$$
\begin{aligned}
& t^{N}(B) e_{n}^{N}=\frac{q^{(1-N) / 2}}{1-q^{2}} \sqrt{\left(1-q^{2 n+2}\right)\left(1-q^{2 N-2 n}\right)} e_{n+1}^{N} \\
& t^{N}(C) e_{n}^{N}=\frac{q^{(1-N) / 2}}{1-q^{2}} \sqrt{\left(1-q^{2 n}\right)\left(1-q^{2 N-2 n+2}\right)} e_{n-1}^{N}
\end{aligned}
$$

with the convention $e_{-1}^{N}=0=e_{N+1}^{N}$. So $e_{N}^{N}$ is the highest weight vector. The representation $t^{N}$, considered as a representation of $U_{q}(\mathfrak{s l}(2, \mathbb{C}))$, can be obtained from the discrete series representation $\pi_{k}$ of (4.3) by formally replacing $k$ by $-N / 2$.

The Clebsch-Gordan decomposition holds; as unitary $U_{q}(\mathfrak{s u}(2))$-modules

$$
W_{N_{1}} \otimes W_{N_{2}}=\bigoplus_{j=0}^{\min \left(N_{1}, N_{2}\right)} W_{N_{1}+N_{2}-2 j}
$$

The matrix coefficients of the intertwining operator give the Clebsch-Gordan coefficients;

$$
\begin{equation*}
e_{n}^{N}=\sum_{n_{1}, n_{2}} C_{n_{1}, n_{2}, n}^{N_{1}, N_{2}, N} e_{n_{1}}^{N_{1}} \otimes e_{n_{2}}^{N_{2}} \tag{5.1}
\end{equation*}
$$

Of course, the Clebsch-Gordan coefficient is zero if $N \neq N_{1}+N_{2}-2 j$ for $0 \leq j \leq$ $\min \left(N_{1}, N_{2}\right)$. By considering the action of $A$ on both sides we see that the ClebschGordan coefficient is zero unless $n_{1}+n_{2}=n+j$, so the sum is actually a single sum. The Clebsch-Gordan coefficients are normalized by $\left\langle e_{0}^{N}, e_{j}^{N_{1}} \otimes e_{0}^{N_{2}}\right\rangle>0$ if $N=N_{1}+N_{2}-2 j, 0 \leq j \leq \min \left(N_{1}, N_{2}\right)$.

We are particularly interested in the element

$$
X_{p}=q^{1 / 2} B+q^{-1 / 2} C-\frac{p^{1 / 2}-p^{-1 / 2}}{q-q^{-1}}(A-D) \in U_{q}(\mathfrak{s l}(2, \mathbb{C})), \quad p>0
$$

Then $X_{p} A$ is self-adjoint and $\Delta\left(X_{p} A\right)=A^{2} \otimes X_{p} A+X_{p} A \otimes 1$. Koornwinder [28] has shown that in each module $W_{N}$ the action of $X_{p} A$ is completely diagonalizable. To formulate this result we introduce the orthonormal dual $q$-Krawtchouk polynomials; for $a>0$,
$r_{n}\left(q^{-x}-q^{x-N} / a ; a, N ; q\right)=(-1)^{n} a^{n / 2} q^{n(n-1) / 4}\left[\begin{array}{c}N \\ n\end{array}\right]_{q}^{1 / 2} R_{n}\left(q^{-x}-q^{x-N} / a ; a, N ; q\right)$
for $N \in \mathbb{Z}_{+}$and $0 \leq x, n \leq N$. The dual $q$-Krawtchouk polynomials are special cases of the $q$-Racah polynomials (4.15) and are defined by

$$
R_{n}\left(q^{-x}-q^{x-N} / a ; a, N ; q\right)={ }_{3} \varphi_{2}\left(\begin{array}{c}
q^{-n}, q^{-x},-q^{x-N} / a \\
q^{-N}, 0
\end{array} ; q, q\right)
$$

The corresponding three-term recurrence relation is

$$
\begin{align*}
\left(q^{-x}-q^{x-N} / a\right) r_{n} & =A_{n} r_{n+1}+q^{n-N}\left(1-a^{-1}\right) r_{n}+A_{n-1} r_{n-1} \\
A_{n} & =a^{-1 / 2} q^{-N+n / 2} \sqrt{\left(1-q^{n+1}\right)\left(1-q^{N-n}\right)} \tag{5.2}
\end{align*}
$$

for $0 \leq x, n \leq N$, and $r_{n}=r_{n}\left(q^{-x}-q^{x-N} / a ; a, N ; q\right)$.
Proposition 5.1 (see [28]). There exists an orthogonal basis $\phi_{f}^{N}=\phi_{f}^{N}(p), 0 \leq$ $f \leq N$, of $W_{N}$ of eigenvectors of $t^{N}\left(X_{p} A\right)$ for the eigenvalue

$$
\lambda_{f}^{N}(p)=\frac{p^{1 / 2} q^{N-2 f}-p^{-1 / 2} q^{2 f-N}+p^{-1 / 2}-p^{1 / 2}}{q^{-1}-q}
$$

Moreover, $\phi_{f}^{N}(p)=\sum_{n=0}^{N} r_{n}\left(q^{-2 f}-q^{2 f-2 N} / p ; p, N ; q^{2}\right) e_{d}^{N}$.
Proposition 5.1 is the analogue of Proposition 4.1, and we could have formulated it in a similar fashion using the finite discrete orthogonality measure for the dual $q$-Krawtchouk polynomials. Actually, replacing $e^{i \theta}, k$ in $S_{n}\left(\cos \theta ; q^{2 k} s, q^{2 k} / s \mid q^{2}\right)$ by $q^{-2 f+N} / s,-N / 2$ and next taking $s^{2}=-p^{-1}$ gives $r_{n}\left(q^{-2 f}-q^{2 f-2 N} / p ; p, N ; q^{2}\right)$. The analogue of Proposition 4.2 is the following.

Proposition 5.2. For $0 \leq f_{1} \leq N_{1}, 0 \leq f_{2} \leq N_{2}$, define in $W_{N_{1}} \otimes W_{N_{2}}$ the vector

$$
\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}=\sum_{n_{1}=0}^{N_{1}} r_{n_{1}}\left(q^{-2 f_{1}}-q^{2 f_{1}-2 N_{1}-2 N_{2}+4 f_{2}} / p ; p q^{2 N_{2}-4 f_{2}}, N_{1} ; q^{2}\right) e_{n_{1}}^{N_{1}} \otimes \phi_{f_{2}}^{N_{2}}
$$

then $t^{N_{1}} \otimes t^{N_{2}}\left(\Delta\left(X_{p} A\right)\right) \phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}=\lambda_{f_{1}+f_{2}}^{N_{1}+N_{2}}(p) \phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}$. Moreover, $\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}, 0 \leq f_{1} \leq$ $N_{1}, 0 \leq f_{2} \leq N_{2}$, constitutes an orthogonal basis of $W_{N_{1}} \otimes W_{N_{2}}$ of eigenvectors of $\Delta\left(X_{p} A\right)$.

Proof. From $\Delta\left(X_{p} A\right)=A^{2} \otimes X_{p} A+X_{p} A \otimes 1$ it follows that there is an eigenvector of the form $\sum_{n_{1}=0}^{N_{1}} p_{n_{1}} e_{n_{1}}^{N_{1}} \otimes \phi_{f_{2}}^{N_{2}}$ by solving a three-term recurrence relation for the $p_{n_{1}}$. Now (5.2) can be used to solve this.

There are $\left(N_{1}+1\right)\left(N_{2}+1\right)$ eigenvectors in $W_{N_{1}} \otimes W_{N_{2}}$, and $\left\langle\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}, \phi_{g_{1}, g_{2}}^{N_{1}, N_{2}}\right\rangle$ equals zero if $f_{2} \neq g_{2}$ by Proposition 5.1. It also equals zero if $f_{1}+f_{2} \neq g_{1}+g_{2}$ by the self-adjointness of $X_{p} A$.

The result of Proposition 5.2 can be obtained from Proposition 4.2 by substituting $k_{1}, k_{2}$ by $-N_{1} / 2,-N_{2} / 2$ and $w_{1}, w_{2}$ by $q^{N_{1}+N_{2}-2 f_{1}-2 f_{2}} / s, q^{N_{2}-2 f_{2}} / s$ and $s^{2}$ by $-p^{-1}$. Proposition 5.3. For $N=N_{1}+N_{2}-2 j, 0 \leq j \leq \min \left(N_{1}, N_{2}\right)$, we have

$$
\left\langle\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}, e_{n}^{N}\right\rangle=r_{n}\left(q^{2 j-2 f_{1}-2 f_{2}}-q^{2 f_{1}+2 f_{2}-2 j-2 N} / p ; p, N ; q^{2}\right)\left\langle\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}, e_{0}^{N}\right\rangle
$$

if $0 \leq f_{1}+f_{2}-j \leq N$, and $\left\langle\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}, e_{n}^{N}\right\rangle=0$ otherwise. If nonzero, then

$$
\begin{aligned}
& \left\langle\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}, e_{0}^{N}\right\rangle=\left[\begin{array}{c}
N_{2} \\
j
\end{array}\right]_{q^{2}}^{1 / 2} \frac{p^{j / 2} q^{j\left(2 N_{1}+N_{2}\right)} q^{-3 j(j-1) / 2}}{\sqrt{\left(q^{2 N_{1}}, q^{2 N_{1}+2 N_{2}-2 j+2} ; q^{-2}\right)_{j}}}\left(-p^{-1} q^{2 f_{1}+2 f_{2}-2 N_{1}-2 N_{2}} ; q^{2}\right)_{j} \\
& \times\left(q^{-2 f_{1}-2 f_{2}} ; q^{2}\right)_{j 4} \varphi_{3}\left(\begin{array}{c}
q^{-2 j}, q^{2 j-2-2 N_{1}-2 N_{2}}, q^{-2 f_{2}},-p^{-1} q^{2 f_{2}-2 N_{2}} \\
\left.q^{-2 N_{2}}, q^{-2 f_{1}-2 f_{2}},-p^{-1} q^{2 f_{1}+2 f_{2}-2 N_{1}-2 N_{2}} ; q^{2}, q^{2}\right) .
\end{array} . .\right.
\end{aligned}
$$

Note that the ${ }_{4} \varphi_{3}$-series is balanced and can be written in terms of $q$-Racah polynomials (4.15). The ${ }_{4} \varphi_{3}$-series in Proposition 5.3 equals

$$
R_{j}\left(q^{-2 f_{2}}-p^{-1} q^{2 f_{2}-2 N_{2}} ; q^{-2 N_{2}-2}, q^{-2 N_{1}-2}, q^{-2 f_{1}-2 f_{2}-2},-p^{-1} q^{2 f_{1}+2 f_{2}-2 N_{2}} ; q^{2}\right)
$$

The proof of Proposition 5.3 is similar to the proof of Proposition 4.3. Proposition 5.3 can also be obtained from Proposition 4.3 using the substitutions as indicated earlier. It can also be obtained by using $e_{0}^{N}=\sum_{n_{1}, n_{2}, 0}^{N_{1}, N_{2}} e_{n_{1}}^{N_{1}} \otimes e_{n_{2}}^{N_{2}}$, Propositions 5.2 and 5.1, and the explicit value for the Clebsch-Gordan coefficients for $n=0, N=N_{1}+N_{2}-2 j$,

$$
C_{n_{1}, n_{2}, 0}^{N_{1}, N_{2}, N}=(-1)^{n_{2}} q^{n_{2}\left(N_{2}-j-1\right)} \sqrt{\frac{\left(q^{2 n_{1}+2} ; q^{2}\right)_{n_{2}}\left(q^{2 N_{1}-2 n_{1}} ; q^{-2}\right)_{n_{2}}\left(q^{2 N_{2}} ; q^{-2}\right)_{j}}{\left(q^{2} ; q^{2}\right)_{n_{2}}\left(q^{2 N_{2}} ; q^{-2}\right)_{n_{2}}\left(q^{2 N_{1}+N_{2}-2 j+2} ; q^{2}\right)_{j}}}
$$

See, e.g., [35, section 14.3], but this simple case can also be derived as follows. Apply $C$ to both sides of (5.1) to obtain a three-term recurrence for the Clebsch-Gordan coefficients, which reduces to a two-term recurrence for $n=0$. This can easily be solved, with the initial condition following from the unitarity and the normalization; see [34] for a similar derivation. Then we have a sum involving the product of two dual $q$-Krawtchouk polynomials. Upon inserting the series representation we obtain a triple sum, and after interchanging summations we can use the $q$-binomial theorem and the $q$-Chu-Vandermonde sum, see [14], to obtain a single ${ }_{4} \varphi_{3}$-series.

Remark 5.4. With Proposition 5.3 at hand it is straightforward to calculate the $U_{q}(\mathfrak{s u}(2))$-counterparts of Theorems 4.5 and 4.10. The Al-Salam and Chihara, respectively, Askey-Wilson, polynomials have to be replaced by dual $q$-Krawtchouk, respectively, $q$-Racah, polynomials. The result can also be obtained from Theorems 4.5 and 4.10 by substitution as indicated earlier, so we do not give them explicitly. These formulas give an alternative for the formulas of Groza and Kachurik [18].

In the representation space $W_{N_{1}} \otimes W_{N_{2}}$ we have two bases of eigenvectors for the action of $X_{p} A$, namely $\phi_{f}^{N}$ and $\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}$, and the corresponding Clebsch-Gordan coefficients are given by Proposition 5.3, since, with $N=N_{1}+N_{2}-2 j$,

$$
\begin{aligned}
& \phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}=\sum_{j=0}^{\min \left(N_{1}, N_{2}\right)} \sum_{n=0}^{N}\left\langle\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}, e_{n}^{N}\right\rangle e_{n}^{N} \\
& =\sum_{j=0}^{\min \left(N_{1}, N_{2}\right)}\left\langle\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}, e_{0}^{N}\right\rangle \sum_{n=0}^{N} r_{n}\left(q^{2 j-2 f_{1}-2 f_{2}}-q^{2 f_{1}+2 f_{2}-2 j-2 N} / p ; p, N ; q^{2}\right) e_{n}^{N} \\
& =\sum_{j=0}^{\min \left(N_{1}, N_{2}\right)}\left\langle\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}, e_{0}^{N}\right\rangle \phi_{f_{1}+f_{2}-j}^{N} .
\end{aligned}
$$

Here we use the convention that $\phi_{f}^{N}=0$ for $f>N$ or $f<0$. So introducing the notation

$$
\begin{equation*}
\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}=\sum_{f, j} C_{f_{1}, f_{2}, f}^{N_{1}, N_{2}, N}(p) \phi_{f}^{N}, \tag{5.3}
\end{equation*}
$$

we see that the Clebsch-Gordan coefficients are zero unless $f_{1}+f_{2}=f+j$, and then $C_{f_{1}, f_{2}, f}^{N_{1}, N_{2}, N}(p)=\left\langle\phi_{f_{1}, f_{2}}^{N_{1}, N_{2}}, e_{0}^{N}\right\rangle$. So, by Proposition 5.3 we have proved that the $q$-Racah polynomials occur as Clebsch-Gordan coefficients for $U_{q}(\mathfrak{s u}(2))$. This is due to Granovskii and Zhedanov [15].

Using (5.3) in a special case we can obtain the linearization coefficients for the two parameter family of Askey-Wilson polynomials occurring as spherical functions on the quantum $S U(2)$ group; cf. [28]. We consider odd-dimensional representations; $N_{1}=2 l_{1}, N_{2}=2 l_{2}, l_{1}, l_{2} \in \mathbb{Z}_{+}$. Then the kernel of $t^{2 l_{1}}\left(X_{p} A\right)$ is one dimensional and spanned by $\phi_{l_{1}}^{2 l_{1}}(p)$. Moreover, $\phi_{l_{1}, l_{1}}^{2 l_{1}, 2 l_{2}}(p)=\phi_{l_{1}}^{2 l_{1}}(p) \otimes \phi_{l_{2}}^{2 l_{2}}(p)$. Next we consider matrix elements as linear functionals on $U_{q}(\mathfrak{s u}(2))$ to find

$$
\begin{align*}
& \sum_{(X)}\left\langle t^{2 l_{1}}\left(X_{(1)}\right) \phi_{l_{1}}^{2 l_{1}}(p), \phi_{l_{1}}^{2 l_{1}}(r)\right\rangle\left\langle t^{2 l_{2}}\left(X_{(2)}\right) \phi_{l_{2}}^{2 l_{2}}(p), \phi_{l_{2}}^{2 l_{2}}(r)\right\rangle \\
& =\left\langle t^{2 l_{1}} \otimes t^{2 l_{2}}(\Delta(X)) \phi_{l_{1}, l_{1}}^{2 l_{1}, 2 l_{2}}(p), \phi_{l_{1}, l_{1}}^{2 l_{1}, 2 l_{2}}(r)\right\rangle  \tag{5.4}\\
& =\sum_{l=\left|l_{1}-l_{2}\right|}^{l_{1}+l_{2}} C_{l_{1}, l_{2}, l}^{2 l_{1}, 2 l_{2}, 2 l}(p) C_{l_{1}, l_{2}, l}^{2 l_{1}, 2 l_{2}, 2 l}(r)\left\langle t^{2 l}(X) \phi_{l}^{2 l}(p), \phi_{l}^{2 l}(r)\right\rangle,
\end{align*}
$$

where $r>0$ is another parameter and $\Delta(X)=\sum_{(X)} X_{(1)} \otimes X_{(2)}$.
The dual Hopf $*$-algebra $A_{q}(S U(2))$ generated by the matrix elements of the representations $t^{N}, N \in \mathbb{Z}_{+}$, of $U_{q}(\mathfrak{s u}(2))$, is known in terms of generators and relations, cf. [9], [24], [28], [30]. Koornwinder [28] has given an explicit expression for the element in $A_{q}(S U(2))$ corresponding to the linear functionals considered in (5.4), which can be considered as a zonal spherical function on the quantum $S U(2)$ group.

$$
\begin{equation*}
\left\langle t^{2 l}(X) \phi_{l}^{2 l}(p), \phi_{l}^{2 l}(r)\right\rangle=\frac{q^{-l}}{\left(q^{2 l+2} ; q^{2}\right)_{l}}\left\langle X, p_{l}\left(\rho ; q \sqrt{\frac{p}{r}}, q \sqrt{\frac{r}{p}}, \frac{-q}{\sqrt{p r}},-q \sqrt{p r} \mid q^{2}\right)\right\rangle \tag{5.5}
\end{equation*}
$$

where $\rho \in A_{q}(S U(2))$ is some fixed simple element, which is, up to an affine scaling, the linear functional $X \mapsto\left\langle t^{2}(X) \phi_{1}^{2}(p), \phi_{1}^{2}(r)\right\rangle$, and the last $\langle\cdot, \cdot\rangle$ denotes the duality
between $U_{q}(\mathfrak{s u}(2))$ and $A_{q}(S U(2))$. Since $A_{q}(S U(2))$ is the dual Hopf $*$-algebra, the left-hand side of (5.4) corresponds to the multiplication of the two linear functionals. So (5.4) leads to the following identity in $A_{q}(S U(2))$ :

$$
\begin{aligned}
& p_{l_{1}}(\rho) p_{l_{2}}(\rho)= \\
& \qquad \sum_{l=\left|l_{1}-l_{2}\right|}^{l_{1}+l_{2}} q^{l_{1}+l_{2}-l} \frac{\left(q^{2 l_{1}+2} ; q^{2}\right)_{l_{1}}\left(q^{2 l_{2}+2} ; q^{2}\right)_{l_{2}}}{\left(q^{2 l+2} ; q^{2}\right)_{l}} C_{l_{1}, l_{2}, l}^{2 l_{1}, 2 l_{2}, 2 l}(p) C_{l_{1}, l_{2}, l}^{2 l_{1}, 2 l_{2}, 2 l}(r) p_{l}(\rho)
\end{aligned}
$$

with $p_{l}(\cdot)=p_{l}\left(\cdot ; q \sqrt{\frac{p}{r}}, q \sqrt{\frac{r}{p}}, \frac{-q}{\sqrt{p r}},-q \sqrt{p r} \mid q^{2}\right)$.
The only information on $A_{q}(S U(2))$ needed is the existence of a family of onedimensional representations sending $\rho$ to $\cos \theta$. Thus, applying the one-dimensional representations of $A_{q}(S U(2))$ and using Proposition 5.3 proves the following linearization coefficient formula.

THEOREM 5.5. Let $p_{l}(x)=p_{l}\left(x ; q \sqrt{\frac{p}{r}}, q \sqrt{\frac{r}{p}}, \frac{-q}{\sqrt{p r}},-q \sqrt{p r} \mid q^{2}\right), p, r>0$, be defined in terms of Askey-Wilson polynomials (4.6). Then the coefficients in the linearization formula

$$
p_{l_{1}}(x) p_{l_{2}}(x)=\sum_{j=0}^{2 \min \left(l_{1}, l_{2}\right)} c_{j} p_{l_{1}+l_{2}-j}(x)
$$

are given by a product of two balanced terminating ${ }_{4} \varphi_{3}$-series;

$$
\begin{aligned}
c_{j}= & q^{-j(j-1)} q^{j+4 j l_{1}}\left(q^{2 l_{1}+2} ; q^{2}\right)_{l_{1}-j}\left(q^{2 l_{2}+2} ; q^{2}\right)_{l_{2}}\left[\begin{array}{c}
2 l_{2} \\
j
\end{array}\right]_{q^{2}} \\
& \times \frac{\left(q^{2 l_{1}+2 l_{2}} ; q^{-2}\right)_{j}}{\left(q^{2 l_{1}+2 l_{2}+2} ; q^{2}\right)_{l_{1}+l_{2}-j}} \frac{1-q^{4 l_{1}+4 l_{2}-4 j+2}}{1-q^{4 l_{1}+4 l_{2}-2 j+2}} \\
& \times p^{j / 2}\left(-p^{-1} q^{-2 l_{1}-2 l_{2}} ; q^{2}\right)_{j_{4} \varphi_{3}\left(\begin{array}{c}
q^{-2 j}, q^{-2 l_{2}}, q^{2 j-2-4 l_{1}-4 l_{2}},-p^{-1} q^{-2 l_{2}} \\
q^{-4 l_{2}}, q^{-2 l_{1}-2 l_{2}},-p^{-1} q^{-2 l_{1}-2 l_{2}}
\end{array} ; q^{2}, q^{2}\right)} \\
& \times r^{j / 2}\left(-r^{-1} q^{-2 l_{1}-2 l_{2}} ; q^{2}\right)_{j_{4} \varphi_{3}\left(\begin{array}{c}
q^{-2 j}, q^{-2 l_{2}}, q^{2 j-2-4 l_{1}-4 l_{2}},-r^{-1} q^{-2 l_{2}} \\
q^{-4 l_{2}}, q^{-2 l_{1}-2 l_{2}},-r^{-1} q^{-2 l_{1}-2 l_{2}}
\end{array} ; q^{2}, q^{2}\right) .} .
\end{aligned}
$$

Remark 5.6. (i) In particular, for $p=r$ the linearization coefficients are positive. This can already be observed without the explicit knowledge of the linearization coefficients; see [24, section 8.3], [26, section 7].
(ii) For $p=r=1$ the Askey-Wilson polynomials $p_{l}\left(x ; q, q,-q,-q \mid q^{2}\right)$ are the continuous $q$-Legendre polynomials $C_{l}\left(x ; q^{2} \mid q^{4}\right)$; see [5, section 4]. This is a special case of the continuous $q$-ultraspherical polynomials introduced by Rogers at the end of the 19th century. Rogers calculated the linearization coefficients for the continuous $q$-ultraspherical polynomials, see, e.g., [5, section 4], [14, section 8.5], and we can go from Theorem 5.5 to the special case of Rogers's result by using Andrew's summation formula; see [14, (II.17)].
(iii) Not only the zonal spherical elements on the quantum $S U(2)$ group are known in terms of Askey-Wilson polynomials in the generators of the dual Hopf algebra as in (5.5), but any matrix coefficient of $t^{N}$ of the form $\left\langle t^{N}(X) \phi_{f}^{N}(p), \phi_{g}^{N}(r)\right\rangle$ can be written in terms of Askey-Wilson polynomials on the dual Hopf algebra. This is due to Noumi and Mimachi [31], [32], [30]; see [24] for a proof. The method described here to obtain a linearization formula only works for the zonal spherical functions, as in the group case.
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# QUASICONVEXIFICATION IN $W^{1,1}$ AND OPTIMAL JUMP MICROSTRUCTURE IN BV RELAXATION* 
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Abstract. An integral representation for the relaxation in $B V\left(\Omega ; \mathbb{R}^{p}\right)$ of the functional

$$
u \mapsto \int_{\Omega} W(\nabla u(x)) d x+\mathcal{H}^{N-1}(S(u))
$$

with respect to $B V$ weak $*$ convergence is obtained. The bulk term in the integral representation reduces to the quasiconvexification of $W$, and we describe optimal behavior of approximating sequences along $S(u)$, for scalar valued $u$.
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1. Introduction. In this paper, we study the lower semicontinuity of the functional

$$
E(u):=\int_{\Omega} W(\nabla u) d x+\mathcal{H}^{N-1}(S(u))
$$

where $\Omega \subset \mathbb{R}^{N}$ is open and bounded, $u \in B V\left(\Omega ; \mathbb{R}^{p}\right), \nabla u$ is the Radon-Nikodym derivative of $D u$ with respect to $\mathcal{L}^{N}, S(u)$, the "jump set" of $u$, is the complement of the set of Lebesgue points of $u$, and $\mathcal{H}^{N-1}$ is the $N-1$-dimensional Hausdorff measure.

This functional can be viewed as modeling materials with fracture: if $u$ represents a deformation, the energy density $W$ penalizes elastic deformation, and $\mathcal{H}^{N-1}(S(u))$ penalizes fracture by the size of the fracture site.

As is typical in the study of such functionals, we consider the relaxed energy $I$, i.e., the lower semicontinuous envelope in $L^{1}$ of the original energy $E$. By studying why these energies might not agree, and in particular, why corresponding energy densities might not agree, one is led to investigate the local behavior of minimizing sequences and the onset of microstructure, i.e., the development in minimizing sequences of finer and finer oscillations of their gradients, jump sets, or a combination of the two. By optimal "jump microstructure," we mean optimal oscillations involving both the gradients and jump sets of a sequence of functions that occur along the jump set of the limit of that sequence.

The jump set $S(u)$ of any $B V$ function $u$ is known to be $N-1$-rectifiable, and so it has a normal, $\nu, \mathcal{H}^{N-1}$ almost everywhere. Furthermore, we have the decomposition

$$
D u=\nabla u \mathcal{L}^{N}+[u] \otimes \nu \mathcal{H}^{N-1}\lfloor S(u)+C(u),
$$

[^51]where $[u]$ is the jump in $u$, i.e., $u^{+}-u^{-}$, where $u^{+}$and $u^{-}$are the traces of $u$ on either side of $S(u)$ (see, e.g., [10] and [17]), and $C(u)$ is the so-called Cantor part, which is singular with respect to the first two measures in the decomposition. If $C(u)=0$, we say $u \in S B V\left(\Omega ; \mathbb{R}^{p}\right)$, the space of special functions of bounded variation introduced in [9]. Since functions with $D u=C(u)$ are dense in $L^{1}$, if $\min W=W(0)$ then the relaxation of $E$ would reduce to $\mathcal{L}^{N}(\Omega) W(0)$. We avoid this pathology by only considering sequences in $S B V$, which is equivalent to relaxing $E(\cdot)+\infty|C(\cdot)|(\Omega)$. This corresponds to allowing macroscopic states with Cantor part, but not microscopic states.

In [3], Ambrosio analyzed the energy functional on $S B V$ given by

$$
E(u)=\int_{\Omega} W(x, u, \nabla u) d x+\int_{S(u)} \phi\left(u^{+}, u^{-}, \nu\right) d \mathcal{H}^{N-1}(x)
$$

under the hypotheses that $W$ is Carathéodory and has superlinear growth in $\nabla u$, and under conditions on $\phi$ that, in particular, allow $\phi$ to be any positive constant. A result is that if $W$ is quasiconvex, and if certain assumptions on $\phi$ are met, then $E$ is $L_{l o c}^{1}$ lower semicontinuous in $S B V$. The analysis of the relaxation in $B V$ of the model where $\phi \equiv 1$ and $W$ has superlinear growth was carried out in [11].

In this paper, we assume that $W$ has linear growth and we take $\phi \equiv 1$. Physically, this last assumption corresponds to weighing jumps, or cracks, only by the size of the jump set $S(u)$, with no dependence on the orientation $\nu$ or size of the jump [ $u$ ]. The linear growth of $W$ allows interaction along the jump set: approximating sequences of $u$ need not jump at $S(u)$, but might have much more complicated behavior consisting of combinations of smooth growth (gradients) and jumps. If $W$ has superlinear growth, it is energetically impossible for optimal approximating sequences to develop concentrations of their gradients along the jump set of $u$, and so their behavior there is much simpler. The study of the case where $W$ and $\phi$ both have linear growth was undertaken in [6] (see also [7]).

The main new contributions in this paper are the expressions for $Q W$ (the quasiconvexification of $W$ ) in section 3, a new method for showing the upper bound inequality for the jump density in section 4 , Lemma 5.1 in section 5 which allows us to blow up in such a way that the rescaled variation measures do not lose mass as they converge weakly $*$, and finally a method for finding the optimal jump microstructure for scalar valued functions in section 6. This last result allows us to exhibit the optimal behavior of approximating sequences along $S(u)$. The method is applicable not only when the jump energy density is a constant, but also when it depends in a positive homogenous degree one way on the jump (see Theorem 6.5 and Remark 6.6).

This paper is organized as follows: in section 2 we discuss preliminaries and state the relaxation theorem, the essence of which is the integral representation

$$
\begin{equation*}
I(u)=\int_{\Omega} Q W(\nabla u) d x+\int_{S(u)} h([u], \nu) d \mathcal{H}^{N-1}+\int_{\Omega}(Q W)^{\infty}(d C(u)), \tag{1.1}
\end{equation*}
$$

where $Q W$ is the quasiconvexification of $W$ (see section 2), and $h$ and $(Q W)^{\infty}$ are defined in section 2.

In section 3 we show that, although $Q W$ is defined in terms of sequences in Sobolev spaces, there are equivalent definitions in terms of certain sequences in $B V$. An analogous lower semicontinuity result for superlinear $W$ was obtained by Ambrosio in [3], Theorem 3.3.

In section 4 , we show that $I(u) \leq$ the right-hand side of (1.1). We first prove that $I(u, \cdot)$ is a finite Borel regular measure, absolutely continuous with respect to $\mathcal{L}^{N}+|D u|$. This follows largely from [12]. The remaining issue in this section is the upper bound for $I(u, \cdot)\lfloor S(u)$, for which we introduce a new argument. There is some difficulty with this step because $\mathcal{H}^{N-1}\lfloor S(u)$ is, in general, not a Radon measure, and so taking derivatives with respect to $\mathcal{H}^{N-1}\lfloor S(u)$ is not possible. The usual method for showing upper bound inequalities for jump densities is based on [4] and [5], and involves approximating jump sets with boundaries of sets with finite perimeter. The technique here is based on looking at the intersection of the jump set with certain sets of finite perimeter. We consider level sets $E_{t}$ of the components of $u$, such that $E_{t}$ has finite perimeter and $\left|D_{j} u\right|:=|D u|\left\lfloor S(u)\right.$ concentrates on $S(u) \cap \partial_{*} E_{t}$ as we blowup. We then see that the analysis on $S(u) \cap \partial_{*} E_{t}$ is much easier than on $S(u)$. The rest follows from constructing functions in a reasonable way, and by using a suitable covering argument.

Section 5 deals with the proof of the lower bound inequality $I(u) \geq$ the right-hand side of (1.1), which is a modified version of the corresponding argument in [6]. The changes include a lemma that allows us to choose the rescaling factors so that as the rescaled variation measures converge weakly $*$ on a cube, they do not lose any mass (see Lemma 5.1).

In section 6 we find optimal microstructure along the jump set of $u$, for scalar valued $u$. The proof relies on a coarea formula and an application of Jensen's inequality on boundaries of level sets. It turns out that the proof may be easily extended to the case where the energy density on jumps is a positive homogeneous degree one function of $[u] \nu$, and also when the energy density on jumps is just a function of the normal to $S(u)$.
2. Preliminaries and the relaxation theorem. We consider a bounded, open set $\Omega \subset \mathbb{R}^{N}$, and we define the Sobolev spaces $W^{1,1}(\Omega)$ and $W^{1, \infty}(\Omega)$, and the space of functions of bounded variation $B V(\Omega)$ in the usual way (see, e.g., [10] and [17]). We denote by $\rho_{m}$, or alternatively $\rho_{\epsilon}$, the standard mollifier, and for $E \subset \Omega, \chi_{E}$ stands for the characteristic function of $E$. Given two sets $A$ and $B$, we define the symmetric difference $A \triangle B:=(A \backslash B) \cup(B \backslash A)$.

We say that a set $E \subset \Omega$ has finite perimeter in $\Omega$ if $\chi_{E} \in B V(\Omega)$. For such an $E$, the measure theoretic boundary in $\Omega, \partial_{*} E$, is defined as

$$
\begin{equation*}
\left\{x \in \Omega: \limsup _{\delta \rightarrow 0^{+}} \frac{\mathcal{L}^{N}(B(x, \delta) \cap E)}{\mathcal{L}^{N}(B(x, \delta))}>0 \text { and } \limsup _{\delta \rightarrow 0^{+}} \frac{\mathcal{L}^{N}(B(x, \delta) \backslash E)}{\mathcal{L}^{N}(B(x, \delta))}>0\right\}, \tag{2.1}
\end{equation*}
$$

where $B(x, \delta)$ is the closed ball in $\mathbb{R}^{N}$ centered at $x$ with radius $\delta$. We denote by $\nu_{E}(x)$ the measure theoretic normal to $E$ at $x \in \partial_{*} E$ (for properties of this normal, see [10] or [17]). The reduced boundary $\partial^{*} E$ is the set of $x \in \partial_{*} E$ such that $x$ is a Lebesgue point for $\nu_{E}$, with respect to the Radon measure $\mathcal{H}^{N-1}\left\lfloor\partial_{*} E\right.$. Given a set $E$ of finite perimeter, we define on $\partial_{*} E$ the following:

$$
\begin{aligned}
H(x) & :=\left\{y \in \mathbb{R}^{N}: \nu_{E}(x) \cdot(y-x)=0\right\} \\
H^{+}(x) & :=\left\{y \in \mathbb{R}^{N}: \nu_{E}(x) \cdot(y-x) \geq 0\right\}
\end{aligned}
$$

and

$$
H^{-}(x):=\left\{y \in \mathbb{R}^{N}: \nu_{E}(x) \cdot(y-x) \leq 0\right\}
$$

For $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$, we write $D u=D_{a c} u+D_{s} u$, where $D_{a c} u$ and $D_{s} u$ stand for, respectively, the absolutely continuous and singular part of $D u$ with respect to $\mathcal{L}^{N}$. We also consider the set $S(u)$ of points which are not Lebesgue points for $u$, and recall that $S(u)$ is $N-1$-rectifiable, and so it has a normal, $\nu, \mathcal{H}^{N-1}$-almost everywhere. We set $D_{j} u:=D_{s} u\left\lfloor S(u)\right.$ and use the representations $D_{a c} u=\nabla u \mathcal{L}^{N}$ and $D_{j} u=[u] \otimes \nu \mathcal{H}^{N-1}\lfloor S(u)$, so we have the decomposition

$$
\begin{equation*}
D u=\nabla u \mathcal{L}^{N}+[u] \otimes \nu \mathcal{H}^{N-1}\lfloor S(u)+C(u) \tag{2.2}
\end{equation*}
$$

where $C(u):=D_{s} u-D_{j} u,[u]$ is the jump in $u \operatorname{across} S(u)$, i.e., $[u]=u^{+}-u^{-}$, where $u^{+}$and $u^{-}$are the traces of $u$ on either side of $S(u)$. If $C(u)=0$, then we say $u$ is a special function of bounded variation, and we write $u \in S B V\left(\Omega ; \mathbb{R}^{p}\right)$. This space was introduced in [9].

We set $\mathbb{R}^{+}:=[0, \infty)$ and $\overline{\mathbb{R}}:=\mathbb{R} \cup\{-\infty, \infty\}$. We denote the space of $p \times N$ matrices by $\mathbb{M}^{p \times N}$, and, for $W: \mathbb{M}^{p \times N} \rightarrow \mathbb{R}$, we define the recession function $W^{\infty}$ : $\mathbb{M}^{p \times N} \rightarrow \overline{\mathbb{R}}$ by

$$
W^{\infty}(F):=\limsup _{t \rightarrow \infty} \frac{W(t F)}{t}
$$

We recall that a function $f: \mathbb{M}^{p \times N} \rightarrow \mathbb{R}$ is quasiconvex if $f(F) \leq \int_{A} f(\nabla \phi) d x$ for all $\phi \in F x+C_{0}^{\infty}\left(A ; \mathbb{R}^{p}\right)$ and all $F \in \mathbb{M}^{p \times N}$, where $A \subset \mathbb{R}^{N}$ is any open set with $\mathcal{L}^{N}(A)=1$ (see [15]). We denote by $Q W$ the quasiconvex envelope of $W$ and by $C W$ the convex envelope, i.e.,

$$
\begin{aligned}
& Q W(F):=\sup \{f(F): f \leq W \text { and } f \text { is quasiconvex }\} \\
& C W(F):=\sup \{f(F): f \leq W \text { and } f \text { is convex }\}
\end{aligned}
$$

It follows from a straightforward rescaling argument (see [13]; see also [1] and [8]) that for $W$ satisfying (H2) below, we have

$$
\begin{equation*}
Q W(F)=\inf \left\{\liminf _{n \rightarrow \infty} \int_{A} W\left(\nabla u_{n}\right) d x:\left\{u_{n}\right\} \subset W^{1,1}\left(A ; \mathbb{R}^{p}\right), u_{n} \rightarrow F x \text { in } L^{1}\left(A ; \mathbb{R}^{p}\right)\right\} \tag{2.3}
\end{equation*}
$$

for any open set $A$ with $\mathcal{L}^{N}(A)=1$.
For a unit vector $\nu \in \mathbb{R}^{N}$, we denote by $Q_{\nu}$ any open unit cube centered at 0 with two faces normal to $\nu$, and $S_{\nu}$ is the set $\left\{x \in \mathbb{R}^{N}:|x \cdot \nu|<1 / 2\right\}$.

If $f: \mathbb{M}^{p \times N} \rightarrow \mathbb{R}$ is positive homogeneous of degree one and $\mu$ is a $\mathbb{M}^{p \times N}$-valued measure, we use the notation

$$
\int f(d \mu):=\int f\left(\frac{d \mu}{d|\mu|}\right) d|\mu|
$$

where $|\mu|$ is the total variation measure of $\mu$.
We consider $W: \mathbb{M}^{p \times N} \rightarrow \mathbb{R}^{+}$, and for $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$, we define

$$
E(u):=\int_{\Omega} W(\nabla u) d x+\mathcal{H}^{N-1}(S(u))
$$

The relaxed functional $I$ is defined by

$$
I(u):=\inf \left\{\liminf _{n \rightarrow \infty} E\left(u_{n}\right):\left\{u_{n}\right\} \subset S B V\left(\Omega ; \mathbb{R}^{p}\right), u_{n} \rightarrow u \text { in } L^{1}\left(\Omega ; \mathbb{R}^{p}\right)\right\}
$$

and for $\xi \in \mathbb{R}^{p}, \nu \in S^{N-1}$, we define the following functional:

$$
\begin{align*}
h(\xi, \nu) & :=\inf \left\{\int_{Q_{\nu}} W^{\infty}(\nabla v) d x+\mathcal{H}^{N-1}(S(v)): v \in S B V\left(Q_{\nu} ; \mathbb{R}^{p}\right)\right.  \tag{2.4}\\
v & \left.=\xi \text { if } x \in \partial Q_{\nu} \text { and } x \cdot \nu \geq 0, \text { and } v=0 \text { if } x \in \partial Q_{\nu} \text { and } x \cdot \nu<0\right\} .
\end{align*}
$$

As we will see below, $h([u], \nu)$ turns out to be the energy density of $I$ on $S(u)$.
Before giving the relaxation theorem, we state the following hypotheses on the bulk density $W$ :
(H1) $W: \mathbb{M}^{p \times N} \rightarrow \mathbb{R}^{+}$is continuous,
(H2) for some $C_{0}, C_{1}>0$ and all $F \in \mathbb{M}^{p \times N}$, we have

$$
C_{0}|F|-\frac{1}{C_{0}} \leq W(F) \leq C_{1}(1+|F|)
$$

(H3) there exist $m \in(0,1), L>0$, and $C>0$ such that

$$
\left|W^{\infty}(F)-\frac{W(t F)}{t}\right| \leq \frac{C}{t^{m}} \text { for all } F \in \mathbb{M}^{p \times N} \text { with }|F|=1, \text { and all } t>L
$$

Theorem 2.1. If $W: \mathbb{M}^{p \times N} \rightarrow \mathbb{R}^{+}$satisfies (H1), (H2), and (H3), then

$$
\begin{equation*}
I(u)=\int_{\Omega} Q W(\nabla u) d x+\int_{S(u)} h([u], \nu) d \mathcal{H}^{N-1}+\int_{\Omega}(Q W)^{\infty}(d C(u)) \tag{2.5}
\end{equation*}
$$

The proof of this theorem will be carried out in sections 3,4 , and 5 .
3. Characterizations of $\boldsymbol{Q W}$ for sequences in $\boldsymbol{B V}$. It is useful to consider the following bulk density, which is analogous to that considered in [6]. $G: \mathbb{M}^{p \times N} \rightarrow \mathbb{R}^{+}$ is defined by

$$
\begin{aligned}
G(F):=\inf \left\{\liminf _{n \rightarrow \infty} \int_{Q} W\left(\nabla u_{n}\right) d x\right. & :\left\{u_{n}\right\} \subset S B V\left(Q ; \mathbb{R}^{p}\right) \\
u_{n} & \left.\rightarrow F x \text { in } L^{1}\left(Q ; \mathbb{R}^{p}\right), \text { and } \mathcal{H}^{N-1}\left(S\left(u_{n}\right)\right) \rightarrow 0\right\}
\end{aligned}
$$

The goal of this section is to prove that $G=Q W$. Recalling (2.3), we see that the admissible class for $G$ is larger than that for $Q W$. The point, then, is to show that if we insist that admissible sequences for $G$ satisfy $\mathcal{H}^{N-1}\left(S\left(u_{n}\right)\right) \rightarrow 0$, we might as well require the sequences to be in $W^{1,1}$, as in (2.3). In fact, the lemma below indicates that $W^{1,1}$ can be weakened to $B V$, with the requirement that $\left|D_{s} u_{n}\right|(Q) \rightarrow 0$.

Lemma 3.1. Suppose that $W: \mathbb{M}^{p \times N} \rightarrow \mathbb{R}^{+}$is a Borel measurable function such that (H2) holds. Then

$$
\begin{aligned}
Q W(F)=\inf \left\{\liminf _{n \rightarrow \infty} \int_{Q} W\left(\nabla u_{n}(x)\right) d x\right. & :\left\{u_{n}\right\} \subset B V\left(Q ; \mathbb{R}^{p}\right) \\
u_{n} & \left.\rightarrow F x \text { in } L^{1}\left(Q ; \mathbb{R}^{p}\right) \text { and }\left|D_{s} u_{n}\right|(Q) \rightarrow 0\right\}
\end{aligned}
$$

for all $F \in \mathbb{M}^{p \times N}$.
Proof. We need only show $Q W(F) \leq$ the right-hand side above, since the admissible class of functions for the right-hand side is broader than that in (2.3). Let $\left\{u_{n}\right\}$ be an admissible sequence for the right-hand side. By Theorem 2.16 in [14], we know that for each $u_{n}$, we can choose a sequence $v_{n, k} \in W^{1,1}\left(Q ; \mathbb{R}^{p}\right)$ such that $v_{n, k} \rightarrow u_{n}$ in $L^{1}$ as $k \rightarrow \infty$ and

$$
\int_{Q} Q W\left(\nabla v_{n, k}\right) d x \rightarrow \int_{Q} Q W\left(\nabla u_{n}\right) d x+C\left|D_{s} u_{n}\right|(Q)
$$

as $k \rightarrow \infty$, for some $C>0$. Since $\left|D_{s} u_{n}\right|(Q) \rightarrow 0$, we can take a diagonal subsequence $\left\{v_{n}\right\}$ such that $v_{n} \rightarrow F x$ and

$$
\liminf _{n \rightarrow \infty} \int_{Q} Q W\left(\nabla v_{n}\right) d x=\liminf _{n \rightarrow \infty} \int_{Q} Q W\left(\nabla u_{n}\right) d x
$$

The lemma follows from the fact that

$$
Q W(F) \leq \liminf _{n \rightarrow \infty} \int_{Q} Q W\left(\nabla v_{n}\right) d x
$$

So, it remains only to show that requiring admissible sequences to satisfy

$$
\mathcal{H}^{N-1}\left(S\left(u_{n}\right)\right) \rightarrow 0
$$

is no less restrictive than requiring $\left|D_{s} u_{n}\right|(Q) \rightarrow 0$. If the former holds, since $u_{n}$ are in $S B V$, it is enough if $u_{n}$ are uniformly bounded in $L^{\infty}$. In fact, it is enough if a little less is true. In the next lemma we see that we can truncate $u_{n}$ in such a way that $\liminf _{n \rightarrow \infty} \int_{Q} W\left(\nabla u_{n}(x)\right) d x$ is altered by an arbitrarily small amount. It is then straightforward to show $G=Q W$.

Lemma 3.2. Let $W: \mathbb{M}^{p \times N} \rightarrow \mathbb{R}^{+}$be a Borel measurable function satisfying (H2), and let $f \in L^{\infty}\left(Q ; \mathbb{R}^{p}\right)$ and $\varepsilon>0$ be given. Then for every sequence $\left\{u_{n}\right\} \subset$ $S B V\left(Q ; \mathbb{R}^{p}\right)$ such that

$$
\left\|u_{n}\right\|_{L^{1}\left(Q ; \mathbb{R}^{p}\right)}+\left|D_{a c} u_{n}\right|(Q) \leq R
$$

for all $n \in \mathbb{N}$ and some $R>0$, there exists a sequence $\left\{v_{n}\right\} \subset S B V\left(Q ; \mathbb{R}^{p}\right)$ uniformly bounded in $L^{\infty}\left(Q ; \mathbb{R}^{p}\right)$ such that

$$
\begin{aligned}
& S\left(v_{n}\right) \subset S\left(u_{n}\right), \quad\left\|v_{n}-f\right\|_{L^{1}\left(Q ; \mathbb{R}^{p}\right)} \leq\left\|u_{n}-f\right\|_{L^{1}\left(Q ; \mathbb{R}^{p}\right)}, \text { and } \\
& \quad \liminf _{n \rightarrow \infty} \int_{Q} W\left(\nabla v_{n}(x)\right) d x \leq \liminf _{n \rightarrow \infty} \int_{Q} W\left(\nabla u_{n}(x)\right) d x+\varepsilon
\end{aligned}
$$

Proof. The proof is a simpler version of the proof of Lemma 3.7 in [6], which relies on a truncation argument proposed by De Giorgi. Set $\lambda:=\left[\ln \left(\|f\|_{\infty}+1\right)\right]+1$, where [.] is integer part, and fix $k \in \mathbb{N}$ with $k \geq \lambda$. Let $i \in\{\lambda, \ldots, k\}$ be given. Define $\phi_{i} \in W^{1, \infty}\left(\mathbb{R}^{p} ; \mathbb{R}^{p}\right)$ by

$$
\phi_{i}(x):= \begin{cases}x & \text { if }|x| \leq e^{i} \\ \frac{x}{e-1}\left(\frac{e^{i+1}}{|x|}-1\right) & \text { if } e^{i}<|x|<e^{i+1} \\ 0 & \text { if }|x| \geq e^{i+1}\end{cases}
$$

Set $u_{n, i}:=\phi_{i} \circ u_{n}$. Then $\left\|u_{n, i}\right\|_{\infty} \leq e^{i}$. Since $\operatorname{Lip}\left(\phi_{i}\right)=1$, we have $u_{n, i} \in S B V\left(Q ; \mathbb{R}^{p}\right)$, $\left|D_{a c} u_{n, i}\right|(Q) \leq\left|D_{a c} u_{n}\right|(Q)$, and $S\left(u_{n, i}\right) \subset S\left(u_{n}\right)$ (see [3] and [16]). Furthermore, by the choice of $\lambda$ we have

$$
\begin{aligned}
\left\|u_{n, i}-f\right\|_{L^{1}\left(Q ; \mathbb{R}^{p}\right)} & =\int_{\left\{\left|u_{n}\right|<e^{i}\right\}}\left|u_{n}(x)-f(x)\right| d x+\int_{\left\{\left|u_{n}\right| \geq e^{i}\right\}}\left|\phi_{i}\left(u_{n}(x)\right)-\phi_{i}(f(x))\right| d x \\
& \leq\left\|u_{n}-f\right\|_{L^{1}\left(Q ; \mathbb{R}^{p}\right)}
\end{aligned}
$$

where we used the fact that $\operatorname{Lip}\left(\phi_{i}\right)=1$ and $\phi_{i} \circ f=f$. Now, fix $n \in \mathbb{N}$ and set

$$
Q_{i}:=\left\{x \in Q:\left|u_{n}(x)\right|<e^{i}\right\}
$$

Note that we have $\int_{Q \backslash Q_{i}} W\left(\nabla u_{n, i}(x)\right) d x \leq C_{1}\left(\mathcal{L}^{N}\left(Q \backslash Q_{i}\right)+\left|D_{a c} u_{n, i}\right|\left(Q \backslash Q_{i}\right)\right)$, where $\mathcal{L}^{N}\left(Q \backslash Q_{i}\right) \leq \frac{R}{e^{i}}$ and

$$
\sum_{i=\lambda}^{k}\left|D_{a c} u_{n, i}\right|\left(Q \backslash Q_{i}\right) \leq \sum_{i=\lambda}^{k}\left|D_{a c} u_{n, i}\right|\left(\left\{e^{i} \leq\left|\tilde{u}_{n}(x)\right|<e^{i+1}\right\}\right) \leq\left|D_{a c} u_{n}\right|(Q) \leq R
$$

We now have that

$$
\sum_{i=\lambda}^{k} \int_{Q \backslash Q_{i}} W\left(\nabla u_{n, i}(x)\right) d x \leq \sum_{i=\lambda}^{k} C_{1} \frac{R}{e^{i}}+C_{1} R \leq C_{1} R\left(\frac{1}{e^{\lambda-1}(e-1)}+1\right)
$$

so that

$$
\sum_{i=\lambda}^{k} \int_{Q} W\left(\nabla u_{n, i}(x)\right) d x \leq(k-\lambda+1) \int_{Q} W\left(\nabla u_{n}(x)\right) d x+C_{1} R\left(\frac{1}{e^{\lambda-1}(e-1)}+1\right)
$$

and by the choice of $\lambda$,

$$
\begin{aligned}
\frac{1}{k-\lambda+1} \sum_{i=\lambda}^{k} \int_{Q} W\left(\nabla u_{n, i}(x)\right) d x \leq & \int_{Q} W\left(\nabla u_{n}(x)\right) d x \\
& +\frac{C_{1} R}{k-\left[\ln \left(\|f\|_{\infty}+1\right)\right]}\left(1+\frac{1}{\left(\|f\|_{\infty}+1\right)(e-1)}\right)
\end{aligned}
$$

Choosing $k$ large enough so that

$$
\frac{C_{1} R}{k-\left[\ln \left(\|f\|_{\infty}+1\right)\right]}\left(1+\frac{1}{\left(\|f\|_{\infty}+1\right)(e-1)}\right)<\varepsilon
$$

we see that there must be an $i \in\{\lambda, \ldots, k\}$ so that

$$
\int_{Q} W\left(\nabla u_{n, i}(x)\right) d x \leq \int_{Q} W\left(\nabla u_{n}(x)\right) d x+\varepsilon
$$

with $\left\|u_{n, i}\right\|_{\infty} \leq e^{k}$, where the above choice of $k$ does not depend on $n$. Hence, this can be done for all $n \in \mathbb{N}$, giving the same $L^{\infty}$ bound of $e^{k}$, and the proof is complete, choosing $v_{n}:=u_{n, i}$.

We now have the following proposition.
Proposition 3.3. Suppose that $W: \mathbb{M}^{p \times N} \rightarrow \mathbb{R}^{+}$is a Borel measurable function satisfying (H2). Then

$$
Q W=G
$$

Proof. We need only show that

$$
\begin{equation*}
Q W(F) \leq G(F) \tag{3.1}
\end{equation*}
$$

since the admissible class of $\left\{u_{n}\right\}$ for $G(F)$ includes that for $Q W(F)$, and so $Q W(F) \geq$ $G(F)$. Choose $\left\{u_{n}\right\} \subset S B V\left(Q ; \mathbb{R}^{p}\right)$ such that $u_{n} \rightarrow F x$ in $L^{1}\left(Q ; \mathbb{R}^{p}\right), \mathcal{H}^{N-1}\left(S\left(u_{n}\right)\right) \rightarrow$ 0 , and

$$
\lim _{n \rightarrow \infty} \int_{Q} W\left(\nabla u_{n}(x)\right) d x=G(F)
$$

Since the sequence $\left\{u_{n}\right\}$ is convergent in $L^{1}$, it is bounded. Furthermore, since $W\left(\nabla u_{n}(x)\right) \geq C_{0}\left|\nabla u_{n}(x)\right|-\frac{1}{C_{0}}$, we deduce that

$$
\begin{aligned}
\left|D_{a c} u_{n}\right|(Q) & =\int_{Q}\left|\nabla u_{n}(x)\right| d x \\
& \leq \frac{1}{C_{0}}\left(\int_{Q} W\left(\nabla u_{n}(x)\right) d x+\frac{1}{C_{0}}\right) \\
& \rightarrow \frac{1}{C_{0}}\left(G(F)+\frac{1}{C_{0}}\right)<\infty
\end{aligned}
$$

so $\sup _{n \in \mathbb{N}}\left|D_{a c} u_{n}\right|(Q)<\infty$. Let $\varepsilon>0$ and consider Lemma 3.2 with $f:=F x$, $R:=\sup _{n \in \mathbb{N}}\left(\left\|u_{n}\right\|_{L^{1}}+\left|D_{a c} u_{n}\right|(Q)\right)$, and the above $\varepsilon$ and $\left\{u_{n}\right\}$. We now have

$$
\lim _{n \rightarrow \infty} \int_{Q} W\left(\nabla v_{n}(x)\right) d x \leq G(F)+\varepsilon
$$

for some $\left\{v_{n}\right\}$ with the same properties as $\left\{u_{n}\right\}$ and, in addition, $\left\|v_{n}\right\|_{\infty} \leq M<\infty$ for all $n \in \mathbb{N}$. Hence, $\left|D_{s} v_{n}\right|(Q) \leq 2 M \mathcal{H}^{N-1}\left(S\left(v_{n}\right)\right) \rightarrow 0$. By Lemma 3.1, we conclude that

$$
Q W(F) \leq \lim _{n \rightarrow \infty} \int_{Q} W\left(\nabla v_{n}(x)\right) d x \leq G(F)+\varepsilon
$$

Since $\varepsilon>0$ was arbitrary, we have (3.1).
4. Upper bound. In this section, we prove an inequality leading to (2.5). Precisely,

$$
I(u) \leq \int_{\Omega} Q W(\nabla u) d x+\int_{S(u)} h([u], \nu) d \mathcal{H}^{N-1}+\int_{\Omega}(Q W)^{\infty}(d C(u))
$$

To do this, we first show that $I(u)$ can be considered a set function, and, in fact, a measure. For $A \subset \Omega$ open set

$$
E(u, A):=\int_{A} W(\nabla u) d x+\mathcal{H}^{N-1}(S(u) \cap A)
$$

and

$$
I(u, A):=\inf \left\{\liminf _{n \rightarrow \infty} E\left(u_{n}, A\right):\left\{u_{n}\right\} \subset S B V\left(A ; \mathbb{R}^{p}\right), u_{n} \rightarrow u \text { in } L^{1}\left(A ; \mathbb{R}^{p}\right)\right\}
$$

Then we have the following proposition.
Proposition 4.1. Suppose that $u \in B V\left(A ; \mathbb{R}^{p}\right)$, where $A$ is a bounded, open subset of $\Omega$. Then $I(u, \cdot)$ extends to a nonnegative, finite, Borel regular measure on A, which is absolutely continuous with respect to $\mathcal{L}^{N}+|D u|$.

Proof. By an argument similar to that for Theorem 3.2 in [12], we know that $I(u, \cdot)$ is a Radon measure on $A$, and is, in fact, the weak $*$ limit of the measures $E\left(u_{n}, \cdot\right)$ for a minimizing sequence $u_{n}$. It remains to show that $I(u, \cdot)$ is finite and absolutely continuous with respect to $\mathcal{L}^{N}+|D u|$. Let $B \subset A$ be open. By Theorem 5.3 .3 of [17] or Theorem 2 in section 5.2 .2 of [10], we choose $u_{n} \in C^{\infty}\left(B ; \mathbb{R}^{p}\right)$ such that $u_{n} \rightarrow u$ in $L^{1}\left(B ; \mathbb{R}^{p}\right)$ and $\left|D u_{n}\right|(B) \rightarrow|D u|(B)$. Since the $u_{n}$ are smooth, we have

$$
\begin{aligned}
I(u, B) & =\liminf _{n \rightarrow \infty} \int_{B} W\left(\nabla u_{n}\right) d x \\
& \leq \liminf _{n \rightarrow \infty} \int_{B} C_{1}\left[1+\left|\nabla u_{n}\right|\right] d x \\
& =C_{1}\left[\mathcal{L}^{N}(B)+|D u|(B)\right]
\end{aligned}
$$

which, in particular, implies that $I(u, A)<\infty$ for all $u \in B V\left(A ; \mathbb{R}^{p}\right)$.
Fix $A \subset \Omega$ open and $u \in B V\left(A ; \mathbb{R}^{p}\right)$. Note that we have

$$
I(u, A) \leq \inf \left\{\liminf _{n \rightarrow \infty} \int_{A} W\left(\nabla u_{n}\right) d x:\left\{u_{n}\right\} \subset W^{1,1}\left(A ; \mathbb{R}^{p}\right), u_{n} \rightarrow u \text { in } L^{1}\left(A ; \mathbb{R}^{p}\right)\right\}
$$

so from [14] we know that

$$
I(u, A) \leq \int_{A} Q W(\nabla u) d x+\int_{S(u) \cap A}(Q W)^{\infty}\left(d D_{j} u\right)+\int_{A}(Q W)^{\infty}(d C(u))
$$

hence, it only remains to prove that

$$
\begin{equation*}
I(u, S(u)) \leq \int_{S(u)} h([u](x), \nu(x)) d \mathcal{H}^{N-1}(x) \tag{4.1}
\end{equation*}
$$

The jump set $S(u)$ is, in general, not so easy to deal with. Indeed, there exist functions $u \in B V\left((0,1)^{2}\right)$ with jump set $\left\{(x, y) \in(0,1)^{2}: x \in \mathbb{Q}\right\}$. Furthermore, although for such $u$ one has $E(u)=\infty$, we know that $I(u) \leq C_{1}\left[1+|D u|\left((0,1)^{2}\right)\right]<\infty$. However, measure theoretic boundaries of sets of finite perimeter are much easier to handle and, for our purposes, there are connections between $S(u)$ and certain sets of finite perimeter that we can exploit.

Let $u \in B V(\Omega)$ and let $D \subset \mathbb{R}$ be dense. Then,

$$
S(u)=\bigcup_{t \in D} S(u) \cap \partial_{*} E_{t}=\bigcup_{\substack{t_{1}, t_{2} \in D \\ t_{1} \neq t_{2}}} \partial_{*} E_{t_{1}} \cap \partial_{*} E_{t_{2}}
$$

where $E_{t}:=\{x \in \Omega: u(x)>t\}$. If $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$, we denote the $t$ level set of $u^{i}$ by $E_{t}^{i}$, or by $E_{t}$ if it is clear that we mean the $i$ th component. Also, if $u \in B V(\Omega)$, then $E_{t}$
has finite perimeter for $\mathcal{L}^{1}$ almost every $t$, and $\left\{x \in S(u): u^{-}(x)<t<u^{+}(x)\right\} \subset \partial_{*} E_{t}$ (see, e.g., the proof of Theorem 1 in section 5.9 of [10]). We also point out that for $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$, we have $S(u)=\bigcup_{i=1}^{p} S\left(u^{i}\right)$.

If $T \subset \Omega$ has finite perimeter, then $\mathcal{H}^{N-1}\left\lfloor\partial_{*} T\right.$ is a Radon measure. Since $S(u)$ is $\mathcal{H}^{N-1}$ measurable, we conclude that $\chi_{S(u)} \in L^{1}\left(\Omega, \mathcal{H}^{N-1}\left\lfloor\partial_{*} T\right)\right.$. So, for $\mathcal{H}^{N-1}$ almost every $x \in S(u) \cap \partial_{*} T$ we have

$$
\begin{aligned}
\lim _{\delta \rightarrow 0^{+}} \frac{\mathcal{H}^{N-1}\left(B(x, \delta) \cap S(u) \cap \partial_{*} T\right)}{\alpha(N-1) \delta^{N-1}} & =\lim _{\delta \rightarrow 0^{+}} \frac{\mathcal{H}^{N-1}\left(B(x, \delta) \cap S(u) \cap \partial_{*} T\right)}{\mathcal{H}^{N-1}\left(B(x, \delta) \cap \partial_{*} T\right)} \\
& =\lim _{\delta \rightarrow 0^{+}} f_{B(x, \delta)} \chi_{S(u)} d \mathcal{H}^{N-1}\left\lfloor\partial_{*} T=1\right.
\end{aligned}
$$

where the first equality follows from Corollary 1 (ii) in section 5.7 .2 of [10]. Hence, if $D \subset \mathbb{R}$ is countable and dense and such that $E_{t}^{i}$ has finite perimeter for all $t \in D$ and all $i \in\{1, \ldots, p\}$, then, fixing $i \in\{1, \ldots, p\}$ and setting $E_{t}:=E_{t}^{i}$, we have that for $\mathcal{H}^{N-1}$ almost every $x \in S(u)$, for all $t \in D \cap\left(\left(u^{i}\right)^{-}(x),\left(u^{i}\right)^{+}(x)\right)$

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} \frac{\mathcal{H}^{N-1}\left(B(x, \delta) \cap S(u) \cap \partial_{*} E_{t}\right)}{\alpha(N-1) \delta^{N-1}}=\lim _{\delta \rightarrow 0^{+}} \frac{\mathcal{H}^{N-1}\left(B(x, \delta) \cap S(u) \cap \partial_{*} E_{t}\right)}{\mathcal{H}^{N-1}\left(B(x, \delta) \cap \partial_{*} E_{t}\right)}=1 \tag{4.2}
\end{equation*}
$$

Furthermore, since $[u] \in L^{1}\left(\Omega, \mathcal{H}^{N-1}\left\lfloor\left(S(u) \cap \partial_{*} E_{t}\right)\right)\right.$, for $\mathcal{H}^{N-1}$ almost every $x \in S(u)$, for all $t \in D \cap\left(\left(u^{i}\right)^{-}(x),\left(u^{i}\right)^{+}(x)\right)$ we have

$$
\lim _{\delta \rightarrow 0^{+}} f_{B(x, \delta) \cap S(u) \cap \partial_{*} E_{t}}|[u](y)-[u](x)| d \mathcal{H}^{N-1}(y)=0
$$

Note that the same is true if $B(x, \delta)$ is replaced by $Q(x, \delta):=x+\delta Q_{\nu(x)}$. Hence, for $\mathcal{H}^{N-1}$ almost every $x \in S(u)$, for all $t \in D \cap\left(\left(u^{i}\right)^{-}(x),\left(u^{i}\right)^{+}(x)\right)$ we have

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} \frac{1}{\delta^{N-1}} \int_{Q(x, \delta) \cap S(u) \cap \partial_{*} E_{t}}|[u](y)| d \mathcal{H}^{N-1}(y)=|[u](x)| . \tag{4.3}
\end{equation*}
$$

On the other hand, for $\mathcal{H}^{N-1}$ almost every $x \in S(u)$,

$$
\lim _{\delta \rightarrow 0^{+}} \frac{1}{\delta^{N-1}} \int_{Q(x, \delta) \cap S(u)}|[u](y)| d \mathcal{H}^{N-1}(y)=|[u](x)|
$$

which, together with (4.3), shows that for $\mathcal{H}^{N-1}$ almost every $x \in S(u)$, for all $t \in D \cap\left(\left(u^{i}\right)^{-}(x),\left(u^{i}\right)^{+}(x)\right)$ we have

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} \frac{\left|D_{j} u\right|\left(Q(x, \delta) \backslash \partial_{*} E_{t}\right)}{\delta^{N-1}}=0 \tag{4.4}
\end{equation*}
$$

Proof [Proof of (4.1)]. First, we note that $W^{\infty}(\xi \otimes \nu)$ is continuous since the limit $W^{\infty}$ is attained uniformly (see (H3)), hence $h(\xi, \nu)$ is continuous. Note further that, for $E_{t}$ as above, $[u]$ and $\nu$ are $\mathcal{H}^{N-1}\left\lfloor\left(S(u) \cap \partial_{*} E_{t}\right)\right.$-measurable, and $h \leq 1$, so

$$
h([u](\cdot), \nu(\cdot)) \in L^{1}\left(\Omega, \mathcal{H}^{N-1}\left\lfloor\left(S(u) \cap \partial_{*} E_{t}\right)\right)\right.
$$

Let $x_{0} \in S(u) \cap \Omega$ and $t \in \mathbb{R}$ be given such that $u_{i}^{-}\left(x_{0}\right)<t<u_{i}^{+}\left(x_{0}\right), E_{t}$ has finite perimeter,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} \frac{1}{\delta^{N-1}} \int_{Q\left(x_{0}, \delta\right)}|\nabla u| d x=0, \quad \lim _{\delta \rightarrow 0^{+}} \frac{1}{\delta^{N-1}}|C(u)|\left(Q\left(x_{0}, \delta\right)\right)=0 \tag{4.5}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} \frac{1}{\delta^{N-1}}\left|D_{j} u\right|\left(Q\left(x_{0}, \delta\right) \backslash \partial_{*} E_{t}\right)=0, \quad \lim _{\delta \rightarrow 0^{+}} \frac{\mathcal{H}^{N-1}\left(Q\left(x_{0}, \delta\right) \cap S(u) \cap \partial_{*} E_{t}\right)}{\delta^{N-1}}=1 \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}} \frac{1}{\delta^{N-1}} \int_{Q\left(x_{0}, \delta\right) \cap S(u) \cap \partial_{*} E_{t}}\left|h([u](x), \nu(x))-h\left([u]\left(x_{0}\right), \nu\left(x_{0}\right)\right)\right| d \mathcal{H}^{N-1}(x)=0 \tag{4.7}
\end{equation*}
$$

Note that the above can be done for $\mathcal{H}^{N-1}$ almost every $x \in S(u)$ (the last three follow from (4.4) and (4.2)).

Since (4.1) is equivalent to

$$
I(u, S(u)) \leq \int_{S(u)} \frac{h([u](x), \nu(x))}{|[u](x)|}|[u](x)| d \mathcal{H}^{N-1}(x)
$$

and we know that

$$
\lim _{\delta \rightarrow 0^{+}} \frac{I\left(u, Q\left(x_{0}, \delta\right)\right)}{\left|D_{j} u\right|\left(Q\left(x_{0}, \delta\right)\right)}=\lim _{\delta \rightarrow 0^{+}} \frac{I\left(u, Q\left(x_{0}, \delta\right)\right)}{\left|[u]\left(x_{0}\right)\right| \delta^{N-1}}
$$

it is enough to show that

$$
\limsup _{\delta \rightarrow 0^{+}} \frac{I\left(u, Q\left(x_{0}, \delta\right)\right)}{\delta^{N-1}} \leq h\left([u]\left(x_{0}\right), \nu\left(x_{0}\right)\right)
$$

Let $\varepsilon>0$ be given and choose $\delta_{x_{0}} \in(0, \varepsilon)$ such that if $\delta \in\left(0, \delta_{x_{0}}\right)$, then (4.5), (4.6), and (4.7) hold to within $\varepsilon$. For $\delta \in\left(0, \delta_{x_{0}}\right)$ we would like to find a sequence $\left\{v_{n}\right\} \subset$ $S B V\left(Q\left(x_{0}, \delta\right) ; \mathbb{R}^{p}\right)$ such that $v_{n} \rightarrow u$ in $L^{1}\left(Q\left(x_{0}, \delta\right) ; \mathbb{R}^{p}\right)$ and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{E\left(v_{n}, Q\left(x_{0}, \delta\right)\right)}{\delta^{N-1}} \leq h\left([u]\left(x_{0}\right), \nu\left(x_{0}\right)\right)+O(\varepsilon) \tag{4.8}
\end{equation*}
$$

Let $\delta \in\left(0, \delta_{x_{0}}\right)$ and denote $Q\left(x_{0}, \delta\right)$ by $Q$. The idea is this: in $Q$, the set $S(u) \cap \partial_{*} E_{t}$ is close to the hyperplane $H\left(x_{0}\right)$, which has normal $\nu\left(x_{0}\right)$. Furthermore, on $H^{+}\left(x_{0}\right)$, $u$ is close to the trace $u^{+}$, and on $H^{-}\left(x_{0}\right)$, u is close to $u^{-}$. Now, if $S(u) \cap \partial_{*} E_{t}$ were equal to the hyperplane $H\left(x_{0}\right)$, and if $u$ were equal to its traces on each side of the hyperplane, we would do the following: choose $w$ admissible for $h\left([u]\left(x_{0}\right), \nu\left(x_{0}\right)\right)$ such that

$$
\begin{equation*}
\int_{Q_{\nu\left(x_{0}\right)}} W^{\infty}(\nabla w) d x+\mathcal{H}^{N-1}(S(w))<h\left([u]\left(x_{0}\right), \nu\left(x_{0}\right)\right)+\varepsilon \tag{4.9}
\end{equation*}
$$

Extend $w$ periodically and set

$$
w_{n}(x):=w\left(\frac{n}{\delta} x\right) \in S B V_{\operatorname{loc}}\left(\frac{\delta}{n} S_{\nu\left(x_{0}\right)} ; \mathbb{R}^{p}\right)
$$

Define

$$
v_{n}(x):= \begin{cases}u^{-}\left(x_{0}\right)+w_{n}(x) & \text { if } x \in Q \cap\left(x_{0}+\frac{\delta}{n} S_{\nu\left(x_{0}\right)}\right) \\ u^{+}\left(x_{0}\right) & \text { if } x \in Q \cap H^{+}\left(x_{0}\right) \backslash\left(x_{0}+\frac{\delta}{n} S_{\nu\left(x_{0}\right)}\right), \\ u^{-}\left(x_{0}\right) & \text { if } x \in Q \cap H^{-}\left(x_{0}\right) \backslash\left(x_{0}+\frac{\delta}{n} S_{\nu\left(x_{B}\right)}\right) .\end{cases}
$$

Note that as $n \rightarrow \infty, v_{n} \rightarrow u$ in $L^{1}\left(Q ; \mathbb{R}^{p}\right)$. Furthermore,

$$
\begin{equation*}
E\left(v_{n}, Q\right)=E\left(v_{n}, Q \cap\left(x_{0}+\frac{\delta}{n} S_{\nu\left(x_{0}\right)}\right)\right)+\mathcal{L}^{N}\left(Q \backslash\left(x_{0}+\frac{\delta}{n} S_{\nu\left(x_{0}\right)}\right)\right) W(0) \tag{4.10}
\end{equation*}
$$

and

$$
\begin{aligned}
E\left(v_{n}, Q \cap\left(x_{0}+\frac{\delta}{n} S_{\nu\left(x_{0}\right)}\right)\right) & =\int_{(\delta / n) S_{\nu\left(x_{0}\right)} \cap \delta Q_{\nu\left(x_{0}\right)}} W\left(\frac{n}{\delta} \nabla w\left(\frac{n}{\delta} x\right)\right) d x+\mathcal{H}^{N-1}\left(S\left(w_{n}\right) \cap Q\right) \\
& =\delta^{N-1} \int_{Q_{\nu\left(x_{0}\right)}} \frac{\delta}{n} W\left(\frac{n}{\delta} \nabla w(x)\right) d x+\delta^{N-1} \mathcal{H}^{N-1}(S(w))
\end{aligned}
$$

By (H3),

$$
\begin{align*}
& \int_{Q_{\nu\left(x_{0}\right)}}\left|\frac{\delta}{n} W\left(\frac{n}{\delta} \nabla w(x)\right)-W^{\infty}(\nabla w(x))\right| d x \leq \int_{Q_{\nu\left(x_{0}\right)} \cap\{n|\nabla w|>\delta L\}} \frac{C \delta}{L^{m-1} n} d x  \tag{4.11}\\
&+\int_{Q_{\nu\left(x_{0}\right)} \cap\{n|\nabla w| \leq \delta L\}} \frac{\delta}{n} C_{1}[1+L] d x \\
& \rightarrow 0
\end{align*}
$$

as $n \rightarrow \infty$. Using (4.9) and (4.10), we now have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|E\left(v_{n}, Q\right)-\left[\delta^{N-1} h\left([u]\left(x_{0}\right), \nu\left(x_{0}\right)\right)+\delta^{N} W(0)\right]\right| \leq \delta^{N-1} \varepsilon \tag{4.12}
\end{equation*}
$$

which gives (4.8).
We now need to consider the actual situation, where $S(u) \cap \partial_{*} E_{t}$ does not equal $H\left(x_{0}\right)$, and $u$ does not equal its trace on each side of $H\left(x_{0}\right)$. The construction involved is quite messy, but it is a straightforward adaptation of what we have already done. Therefore, we give only an outline of the proof. Again, we need to find a sequence $\left\{v_{n}\right\}$ that approaches $u$ in $L^{1}\left(Q ; \mathbb{R}^{p}\right)$ such that (4.8) holds. Since $u$ is some distance away from its trace on either side of $H\left(x_{0}\right)$, we cannot have a construction as simple as before. However, we can choose small disjoint balls, B , centered at points $x_{B}$ in $S(u) \cap \partial_{*} E_{t} \cap Q$ that are Lebesgue points for $h([u](\cdot), \nu(\cdot))$. With a finite number of such balls, we can almost cover $S(u) \cap \partial_{*} E_{t} \cap Q$ (almost with respect to $\mathcal{H}^{N-1}\left\lfloor\left(S(u) \cap \partial_{*} E_{t}\right)\right.$ and with respect to $\left|D_{j} u\right|$ ), and they can be chosen small enough so that in these balls, $u$ is arbitrarily close to its traces on either side of $H\left(x_{B}\right)$. Outside them, we can take $v_{n}=u$, and inside, we can perform constructions of $v_{n}$ as we did for $x_{0}$ above. We then need to add a transition layer around these balls, to connect $v_{n}$ inside and outside the balls. There are then the two issues: i) does $v_{n} \rightarrow u$, and ii) does (4.8) hold?
i) This issue is easy since we can choose balls so small that essentially all of $Q$ is outside of the balls, and we recall that there, $v_{n}=u$.

The real issue is ii). First, note that within each ball $B$, we perform a construction as we did for $x_{0}$, and so the energy there will be arbitrarily close to

$$
\alpha(N-1) r_{B}^{N-1} h\left([u]\left(x_{B}\right), \nu\left(x_{B}\right)\right)+\alpha(N) r_{B}^{N} W(0)
$$

where $r_{B}$ is the radius of ball $B$. By (4.7), we know that these energies sum to within order $\delta^{N-1} \varepsilon$ of $\delta^{N-1} h\left([u]\left(x_{0}\right), \nu\left(x_{0}\right)\right)$. Outside the balls, we know from (4.5), (4.6), and the choice of the balls that the energy is small. On the transition layers around
each ball, we smoothly connect $v_{n}$ inside the ball to its value $u$ outside the transition layer. There is arbitrarily small variation in the transition layers, since the balls were chosen so that $\left|D_{j} u\right|(Q \backslash \cup B)$ is small and in the transition layers $u$ is close to its traces $u^{+}\left(x_{B}\right)$ and $u^{-}\left(x_{B}\right)$. Since $W$ has linear growth, the energy in the transition layers is arbitrarily small. Therefore, (4.8) holds.
5. Lower bound. In this section we prove that

$$
I(u) \geq \int_{\Omega} Q W(\nabla u) d x+\int_{S(u)} h([u], \nu) d \mathcal{H}^{N-1}+\int_{\Omega}(Q W)^{\infty}(d C(u))
$$

As mentioned in the introduction, we rely heavily on [6], and we use the blow-up method introduced by Fonseca and Müller in [14].

Let $u_{n} \in S B V\left(\Omega ; \mathbb{R}^{p}\right)$ be given such that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega, \mathbb{R}^{p}\right)$ and

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} & {\left[\int_{\Omega} W\left(\nabla u_{n}\right) d x+\mathcal{H}^{N-1}\left(S\left(u_{n}\right)\right)\right] } \\
& =\lim _{n \rightarrow \infty}\left[\int_{\Omega} W\left(\nabla u_{n}\right) d x+\mathcal{H}^{N-1}\left(S\left(u_{n}\right)\right)\right]<\infty
\end{aligned}
$$

Define a sequence of Radon measures by $\mu_{n}:=W\left(\nabla u_{n}\right) \mathcal{L}^{N}+\mathcal{H}^{N-1}\left\lfloor S\left(u_{n}\right)\right.$. Since $\mu_{n}$ are uniformly bounded, there exists a subsequence (not relabeled) and a finite Radon measure $\mu$ such that $\mu_{n} \xrightarrow{*} \mu$. The Radon-Nikodym theorem and (2.2) allow us to write

$$
\mu=d_{a c} \mathcal{L}^{N}+d_{j}|[u]| \mathcal{H}^{N-1}\left\lfloor S(u)+d_{c}|C(u)|+\mu_{s},\right.
$$

where $\mu_{s}$ is singular with respect to the first three terms in the decomposition, and $\mu_{s}$ is nonnegative since $\mu$ is. In view of Proposition 3.3, we need only show that
a) $d_{a c}\left(x_{0}\right) \geq G\left(\nabla u\left(x_{0}\right)\right)$ for $\mathcal{L}^{N}$ almost every $x_{0} \in \Omega$,
b) $d_{j}\left(x_{0}\right) \geq \frac{h\left([u]\left(x_{0}\right), \nu\left(x_{0}\right)\right)}{\left|[u]\left(x_{0}\right)\right|}$ for $\mathcal{H}^{N-1}$ almost every $x_{0} \in S(u)$, and
c) $d_{c}\left(x_{0}\right) \geq G^{\infty}\left(\frac{d C(u)}{d|C(u)|}\left(x_{0}\right)\right)$ for $|C(u)|$ almost every $x_{0} \in \Omega$.

The proofs of all three are straightforward adaptations of the corresponding arguments in [6], except that we introduce a significant simplification in the proof of c).

A complication in the proof in [6] is due to the fact that as a sequence of measures converges weakly $*$ on a cube, it might lose mass. However, the sequences we need to consider come from blowing up one particular measure. The lemma below shows that, almost everywhere, we don't have to worry about such sequences losing mass.

Lemma 5.1. Let $\lambda$ be a Radon measure on $\Omega \subset \mathbb{R}^{N}$. Then, for $\lambda$ almost every $x \in \Omega$, given any open, bounded convex set $C$ containing the origin, there is a sequence $\delta_{i} \rightarrow 0^{+}$and a Radon measure $\gamma$ on $C$ such that

$$
\lambda_{\delta_{i}}(\cdot):=\frac{\lambda\left(x+\delta_{i} \cdot\right)}{\lambda\left(x+\delta_{i} C\right)} \stackrel{*}{\rightharpoonup} \gamma \text { on } C, \text { and } \gamma(C)=1
$$

Proof. We first show that for $\lambda$ almost every $x \in \Omega$ we have

$$
\begin{equation*}
\liminf _{\delta \rightarrow 0^{+}} \frac{\lambda(x+\delta C)}{\delta^{N}}>0 \tag{5.1}
\end{equation*}
$$

for all $C$ as in the statement of the lemma. It is sufficient to consider (5.1) for an open ball $B$ containing the origin, since $\delta B \subset C$ for small enough $\delta$. Put

$$
A:=\left\{x \in \Omega: \liminf _{\delta \rightarrow 0^{+}} \frac{\lambda(x+\delta B)}{\delta^{N}}=0\right\}
$$

Let $\varepsilon>0$ be given, and using Besicovitch's covering theorem, choose a countable family of disjoint balls $x_{i}+\delta_{i} B \subset \Omega$ such that $\lambda\left(A \backslash \cup\left(x_{i}+\delta_{i} B\right)\right)=0$ and $\lambda\left(x_{i}+\delta_{i} B\right)<$ $\varepsilon \delta_{i}^{N}$. It follows that $\lambda(A)<\varepsilon \frac{\mathcal{L}^{N}(\Omega)}{\mathcal{L}^{N}(B)}$, and so $\lambda(A)=0$.

Fix $x \in \Omega$ for which (5.1) is satisfied. Without loss of generality, we can assume $x=0$. Let $\eta \in(0,1)$ be given and set $\delta_{i}:=\eta^{i}$. Suppose that

$$
\limsup _{i \rightarrow \infty} \lambda_{\delta_{i}}(\eta C)<\eta^{N}
$$

Then we can choose $j \in \mathbb{N}$ and $\alpha \in\left(0, \eta^{N}\right)$ such that if $i \geq j$, then

$$
\frac{\lambda\left(\delta_{i} \eta C\right)}{\lambda\left(\delta_{i} C\right)}<\alpha
$$

We now have

$$
\frac{\lambda\left(\delta_{i} C\right)}{\delta_{i}^{N}} \leq \frac{\lambda\left(\delta_{j} C\right) \alpha^{i-j}}{\left[\eta^{i-j} \delta_{j}\right]^{N}} \rightarrow 0
$$

as $i \rightarrow \infty$, which contradicts (5.1). Hence, we may extract a subsequence, not relabeled, and choose a Radon measure $\gamma$ so that $\lambda_{\delta_{i}} \stackrel{*}{\rightharpoonup} \gamma$ on $C$ and $\lambda_{\delta_{i}}(\eta C)>\alpha$, where $\alpha<\eta^{N}$. Choose $\beta \in(\eta, 1)$ such that $\gamma(\partial \beta C)=0$. Then, for a subsequence and a Radon measure $\bar{\gamma}, \lambda_{\beta \delta_{i}} \stackrel{*}{\rightharpoonup} \bar{\gamma}$ on $C$, and for any Borel set $A \subset C$ we have

$$
\lambda_{\beta \delta_{i}}(A)=\frac{\lambda\left(\beta \delta_{i} A\right)}{\lambda\left(\beta \delta_{i} C\right)}<\frac{1}{\alpha} \frac{\lambda\left(\beta \delta_{i} A\right)}{\lambda\left(\delta_{i} C\right)}=\frac{1}{\alpha} \lambda_{\delta_{i}}(\beta A)
$$

Let $\varepsilon>0$ be given and let $D \subset C$ be an open neighborhood of $\partial \beta C$ such that $\gamma(\bar{D})<\varepsilon$. Then,

$$
\limsup _{\delta_{i} \rightarrow 0^{+}} \lambda_{\beta \delta_{i}}\left(\frac{\bar{D}}{\beta} \cap C\right) \leq \frac{1}{\alpha} \limsup _{\delta_{i} \rightarrow 0^{+}} \lambda_{\delta_{i}}(\bar{D}) \leq \frac{1}{\alpha} \gamma(\bar{D})<\frac{\varepsilon}{\alpha}
$$

Hence,

$$
\bar{\gamma}(C) \geq \bar{\gamma}\left(C \backslash \frac{D}{\beta}\right) \geq \limsup _{\delta_{i} \rightarrow 0^{+}} \lambda_{\beta \delta_{i}}\left(C \backslash \frac{D}{\beta}\right) \geq \liminf _{\delta_{i} \rightarrow 0^{+}} \lambda_{\beta \delta_{i}}\left(C \backslash \frac{\bar{D}}{\beta}\right)>1-\frac{\varepsilon}{\alpha}
$$

From the arbitrariness of $\varepsilon$, it follows that $\bar{\gamma}(C)=1$.
Proof [Proof of c]. Let $x_{0} \in \Omega$ be given such that

$$
\lim _{\delta \rightarrow 0^{+}} \frac{|D u|\left(Q\left(x_{0}, \delta\right)\right)}{|C(u)|\left(Q\left(x_{0}, \delta\right)\right)}=1, \quad \lim _{\delta \rightarrow 0^{+}} \frac{|D u|\left(Q\left(x_{0}, \delta\right)\right)}{\delta^{N-1}}=0, \quad \lim _{\delta \rightarrow 0^{+}} \frac{|D u|\left(Q\left(x_{0}, \delta\right)\right)}{\delta^{N}}=\infty
$$

$$
\begin{gathered}
A_{0}:=\lim _{\delta \rightarrow 0^{+}} \frac{D u\left(Q\left(x_{0}, \delta\right)\right)}{|D u|\left(Q\left(x_{0}, \delta\right)\right)} \text { exists and }\left\|A_{0}\right\|=1, A_{0}=a \otimes \nu, \text { and } \\
d_{c}\left(x_{0}\right)=\lim _{\delta \rightarrow 0^{+}} \frac{\mu\left(Q\left(x_{0}, \delta\right)\right)}{|C(u)|\left(Q\left(x_{0}, \delta\right)\right)}=\lim _{\delta \rightarrow 0^{+}} \frac{\mu\left(Q\left(x_{0}, \delta\right)\right)}{|D u|\left(Q\left(x_{0}, \delta\right)\right)}<\infty .
\end{gathered}
$$

Note that the above hold for $|C(u)|$ almost every $x \in \Omega$, where the statements regarding $A_{0}$ are due to Alberti [2]. Without loss of generality, assume that $\nu=e_{N}$ and $|a|=1$. Choose $\delta_{k}<\frac{1}{k}$ such that, setting

$$
z_{k}(x):=\frac{\delta_{k}^{N-1}}{|D u|\left(Q\left(x_{0}, \delta_{k}\right)\right)}\left[u\left(x_{0}+\delta_{k} x\right)-\frac{1}{\delta_{k}^{N}} \int_{Q\left(x_{0}, \delta_{k}\right)} u(y) d y\right],
$$

the sequence $\left\{\delta_{k}\right\}$ is selected according to Lemma 5.1 so that, with $\lambda:=|D u|$ and $\gamma$ equal to the weak $*$ limit of $\left|D z_{k}\right|$, we have $\gamma(Q)=\lim _{k \rightarrow \infty}\left|D z_{k}\right|(Q)=1$. Note that, using notations from the proof of Lemma 5.1, the $\delta_{k}$ chosen here are of the form $\beta \delta_{i}$. So, by choosing an appropriate $\beta$ in the proof of Lemma 5.1 , the $\delta_{k}$ can also be chosen such that $\mu\left(\partial Q\left(x_{0}, \delta_{k}\right)\right)=0$ for all $k$. Then,

$$
\begin{align*}
& d_{c}\left(x_{0}\right)=\lim _{k \rightarrow \infty} \frac{\mu\left(Q\left(x_{0}, \delta_{k}\right)\right)}{|D u|\left(Q\left(x_{0}, \delta_{k}\right)\right)}  \tag{5.2}\\
&=\lim _{k \rightarrow \infty}\left[\frac{1}{|D u|\left(Q\left(x_{0}, \delta_{k}\right)\right)} \lim _{n \rightarrow \infty} \int_{Q\left(x_{0}, \delta_{k}\right)} d \mu_{n}\right] \\
&=\lim _{k \rightarrow \infty}\left\{\frac { 1 } { | D u | ( Q ( x _ { 0 } , \delta _ { k } ) ) } \operatorname { l i m } _ { n \rightarrow \infty } \left[\int_{Q\left(x_{0}, \delta_{k}\right)} W\left(\nabla u_{n}(x)\right) d x\right.\right. \\
&\left.\left.\quad+\mathcal{H}^{N-1}\left(Q\left(x_{0}, \delta_{k}\right) \cap S\left(u_{n}\right)\right)\right]\right\} .
\end{align*}
$$

Also,
(5.3) $\left.\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{\delta_{k}^{N-1}}{|D u|\left(Q\left(x_{0}, \delta_{k}\right)\right)} \int_{Q} \right\rvert\, u_{n}\left(x_{0}+\delta_{k} x\right)-\frac{1}{\delta_{k}^{N}} \int_{Q\left(x_{0}, \delta_{k}\right)} u_{n}(y) d y$

$$
\left.-\left[u\left(x_{0}+\delta_{k} x\right)-\frac{1}{\delta_{k}^{N}} \int_{Q\left(x_{0}, \delta_{k}\right)} u(y) d y\right] \right\rvert\, d x=0 .
$$

By (5.2) and (5.3), using a standard diagonalization argument, choose a subsequence $\left\{u_{k}\right\}$ such that
$d_{c}\left(x_{0}\right)=\lim _{k \rightarrow \infty} \frac{1}{|D u|\left(Q\left(x_{0}, \delta_{k}\right)\right)}\left[\int_{Q\left(x_{0}, \delta_{k}\right)} W\left(\nabla u_{k}(x)\right) d x+\mathcal{H}^{N-1}\left(S\left(u_{k}\right) \cap Q\left(x_{0}, \delta_{k}\right)\right)\right]$
and

$$
\begin{equation*}
\left\|\bar{u}_{k}-z_{k}\right\|_{L^{1}\left(Q ; \mathbb{R}^{p}\right)} \rightarrow 0, \tag{5.4}
\end{equation*}
$$

where

$$
\bar{u}_{k}(x):=\frac{\delta_{k}^{N-1}}{|D u|\left(Q\left(x_{0}, \delta_{k}\right)\right)}\left[u_{k}\left(x_{0}+\delta_{k} x\right)-\frac{1}{\delta_{k}^{N}} \int_{Q\left(x_{0}, \delta_{k}\right)} u_{k}(y) d y\right]
$$

$$
z_{k}(x):=\frac{\delta_{k}^{N-1}}{|D u|\left(Q\left(x_{0}, \delta_{k}\right)\right)}\left[u\left(x_{0}+\delta_{k} x\right)-\frac{1}{\delta_{k}^{N}} \int_{Q\left(x_{0}, \delta_{k}\right)} u(y) d y\right]
$$

Setting $\quad t_{k}:=\frac{|D u|\left(Q\left(x_{0}, \delta_{k}\right)\right)}{\delta_{k}^{N}} \rightarrow \infty, \quad \theta_{k}:=\frac{|D u|\left(Q\left(x_{0}, \delta_{k}\right)\right)}{\delta_{k}^{N-1}} \rightarrow 0$
we conclude that

$$
d_{c}\left(x_{0}\right)=\lim _{k \rightarrow \infty}\left[\frac{1}{t_{k}} \int_{Q} W\left(t_{k} \nabla \bar{u}_{k}(x)\right) d x+\frac{1}{\theta_{k}} \mathcal{H}^{N-1}\left(S\left(\bar{u}_{k}\right) \cap Q\right)\right]
$$

Since $d_{c}\left(x_{0}\right)<\infty$, we know

$$
\begin{equation*}
\mathcal{H}^{N-1}\left(S\left(\bar{u}_{k}\right) \cap Q\right) \rightarrow 0\left(\text { since } \theta_{k} \rightarrow 0^{+}\right) \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{c}\left(x_{0}\right) \geq \limsup _{k \rightarrow \infty} \frac{1}{t_{k}} \int_{Q} W\left(t_{k} \nabla \bar{u}_{k}(x)\right) d x=\limsup _{k \rightarrow \infty} \int_{Q} W^{\infty}\left(\nabla \bar{u}_{k}(x)\right) d x \tag{5.6}
\end{equation*}
$$

just as in (4.11). Since

$$
\int_{Q} z_{k}(x) d x=\int_{Q} \bar{u}_{k}(x) d x=0 \quad \text { and } \quad\left|D \bar{u}_{k}\right|(Q)=\left|D z_{k}\right|(Q)=1
$$

by (5.4) and Poincaré's inequality, there exist subsequences (not relabeled) $\left\{z_{k}\right\},\left\{\bar{u}_{k}\right\}$, and there exists $u_{0} \in B V\left(Q ; \mathbb{R}^{p}\right)$ such that $z_{k}, \bar{u}_{k} \rightarrow u_{0}$ in $L^{1}\left(Q ; \mathbb{R}^{p}\right)$.

Now,

$$
D z_{k}(Q)=\frac{D u\left(Q\left(x_{0}, \delta_{k}\right)\right)}{|D u|\left(Q\left(x_{0}, \delta_{k}\right)\right)} \rightarrow A_{0}=a \otimes e_{N}
$$

and $\left|D z_{k}\right|(Q)=1$ so, by Proposition A. 1 of [14], it follows that

$$
\left|D z_{k}-\left(D z_{k} \cdot A_{0}\right) A_{0}\right|(Q) \rightarrow 0
$$

from which we conclude that $\left|D z_{k} \cdot e_{i}\right|(Q) \rightarrow 0$ for $i=1, \ldots, N-1$. Since

$$
\left|D u_{0} \cdot e_{i}\right|(Q) \leq \liminf _{k \rightarrow \infty}\left|D z_{k} \cdot e_{i}\right|(Q)=0
$$

we obtain

$$
u_{0}(x)=\hat{u}_{0}\left(x_{N}\right) \in B V\left(\left(-\frac{1}{2}, \frac{1}{2}\right) ; \mathbb{R}^{p}\right)
$$

Note that, in general, if $\mu_{k} \stackrel{*}{\rightarrow} \eta,\left|\mu_{k}\right| \stackrel{*}{\rightarrow} \gamma$, and $\gamma(Q)=\lim _{k \rightarrow \infty}\left|\mu_{k}\right|(Q)$, then $\eta(Q)=\lim _{k \rightarrow \infty} \mu_{k}(Q)$. Here we have $D z_{k} \stackrel{*}{\rightharpoonup} \eta$ and $\gamma(Q)=\lim _{k \rightarrow \infty}\left|D z_{k}\right|(Q)$, so that $\eta(Q)=A_{0}$. On the other hand, $z_{k} \rightarrow u_{0}$ in $L^{1}\left(Q ; \mathbb{R}^{p}\right)$, which implies that $D u_{0}=\eta$ in $Q$, and so $D u_{0}(Q)=A_{0}$. Thus, $u_{0}(x)-A_{0}(x)=p\left(x_{N}\right)+c$, where $p(-1 / 2)=p(1 / 2)=$ 0 , and $u_{0}(x)-A_{0} x$ can be extended periodically to $\mathbb{R}^{N}$. Without loss of generality, we can assume that the trace of $\bar{u}_{k}$ equals the trace of $u_{0}$, so that $\bar{u}_{k}-A_{0} x$ can be extended periodically, and we call this extension $w_{k}$. Set $v_{k}^{j}(x):=A_{0} x+\frac{1}{j} w_{k}(j x)$ and
note that, for $x \in Q_{j}:=\left(-\frac{1}{2 j}, \frac{1}{2 j}\right)^{N}$, we have $\nabla v_{k}^{j}(x)=\nabla \bar{u}_{k}(j x)$. By (5.5) we may choose $k(j)>j$ such that $\mathcal{H}^{N-1}\left(S\left(v_{k(j)}^{j}\right) \cap Q\right)<1 / j$, and we have

$$
v_{j}:=v_{k(j)}^{j} \rightarrow A_{0} x \text { in } L^{1}\left(Q ; \mathbb{R}^{p}\right)
$$

and

$$
\mathcal{H}^{N-1}\left(S\left(v_{j}\right) \cap Q\right) \rightarrow 0
$$

Furthermore,

$$
\int_{Q} W^{\infty}\left(\nabla v_{j}(x)\right) d x=j^{N} \int_{Q_{j}} W^{\infty}\left(\nabla \bar{u}_{k(j)}(j x)\right) d x=\int_{Q} W^{\infty}\left(\nabla \bar{u}_{k(j)}(x)\right) d x
$$

and so, by (5.6), we need only show that

$$
G^{\infty}\left(A_{0}\right) \leq \limsup _{j \rightarrow \infty} \int_{Q} W^{\infty}\left(\nabla v_{j}(x)\right) d x
$$

By (H3) we have

$$
\begin{aligned}
G^{\infty}\left(A_{0}\right) \leq & \limsup _{t \rightarrow \infty}\left[\frac{1}{t} \limsup _{j \rightarrow \infty} \int_{Q} W\left(t \nabla v_{j}(x)\right) d x\right] \\
\leq & \limsup _{t \rightarrow \infty} \limsup _{j \rightarrow \infty}\left\{\int_{\left\{t\left|\nabla v_{j}\right|>L\right\}}\left[W^{\infty}\left(\nabla v_{j}(x)\right)+\frac{C}{L^{m-1} t}\right] d x\right. \\
& \left.+\int_{\left\{t\left|\nabla v_{j}\right| \leq L\right\}} \frac{1}{t} C_{1}[1+L] d x\right\} \\
\leq & \limsup _{j \rightarrow \infty} \int_{Q} W^{\infty}\left(\nabla v_{j}(x)\right) d x .
\end{aligned}
$$

6. Optimal jump microstructure for scalar valued functions. We now ask the question, what behavior is it necessary to allow for admissible functions for $h$ ? That is, how do infimizing sequences behave? Below, we answer this question for scalar valued functions. The idea is based on level sets, and so it is not straightforward to extend the result to vector valued functions.

Looking at the definition of $h(\rho, \nu)$ (see (2.4)), we see that admissible functions may have both jumps and nonzero gradient. Is it possible that there is an admissible function $v$ that jumps and has nonzero gradient, and the energy of $v$ is below the infimum over functions that just jump, and below the infimum over functions in $W^{1,1}$ ? The answer to this question is "yes," and we will see that a natural example illustrates the behavior of infimizing sequences.

We first consider the two-dimensional case, and the square in Figure 6.2 represents $Q_{\nu}$ for $N=2$. Suppose that $C W^{\infty}(\rho \nu) \gg 1$ and $W^{\infty}(\rho \mu) \ll 1$ for some $\rho \in \mathbb{R}^{+}$ and unit vectors $\nu, \mu \in \mathbb{R}^{2}$, where $\nu \cdot \mu>0$. We then see that a function that is 0 below $\Gamma:=\Gamma_{1} \cup \Gamma_{2}$ and $\rho$ above, with a jump across $\Gamma_{1}$ and affine growth across a narrow neighborhood of $\Gamma_{2}$, has lower energy than the infimum over functions that just jump (this infimum is 1 ), and the infimum over functions in $W^{1,1}$ (this infimum is $\left.C W^{\infty}(\rho \nu)\right)$. Note that this example fails if $C W^{\infty}$ is isotropic. We show that this
behavior is optimal. The idea is this: first, we give a coarea formula which allows us to consider, for any admissible function for $h(\rho, \nu)$, the bulk energy as an integral over measure-theoretic boundaries of level sets. We may then choose a "good" level set. Next, we prove that it is energetically better for the jump part of the boundary, i.e., $S(u)$ intersected with the boundary, to be connected and flat. As we will show in Lemma 6.1, we can assume that $W^{\infty}$ is convex without changing the infimum of the energy, in which case we will prove that the remainder of the boundary might as well be flat, and we conclude that Figure 6.1 captures the geometry of minimizing sequences.

We begin with the following lemma.
LEMMA 6.1. In the scalar case, $h_{W}=h_{C W}$.
Proof. Since $C W \leq W$, it follows that $h_{C W} \leq h_{W}$. Conversely, let $u$ be an admissible function for $h_{C W}$. By the relaxation theorem (Theorem 2.1), we have

$$
I(u, Q) \leq \int_{Q} C W(\nabla u) d x+\mathcal{H}^{N-1}(S(u) \cap Q)
$$

where we use the fact that $h \leq 1$. It also follows from Theorem 2.1 that

$$
I_{C W}(u, Q)=\int_{Q} C W(\nabla u) d x+\int_{S(u) \cap Q} h_{C W}([u], \nu) d \mathcal{H}^{N-1}
$$

By the lower semicontinuity of $I$, we have

$$
\begin{aligned}
& \int_{Q} C W(\nabla u) d x+\int_{S(u) \cap Q} h_{W}([u], \nu) d \mathcal{H}^{N-1} \\
& \quad \leq \int_{Q} C W(\nabla u) d x+\int_{S(u) \cap Q} h_{C W}([u], \nu) d \mathcal{H}^{N-1},
\end{aligned}
$$

which implies $h_{W} \leq h_{C W}$.
Lemma 6.2. Let $\lambda$ be a finite Borel regular measure on $Q$ and let $f: Q \rightarrow \mathbb{R}^{N}$ be $\lambda$ measurable with $\|f\|_{\infty}<\infty$. Then there is a sequence $\left\{f_{n}\right\} \subset C_{0}^{\infty}\left(Q ; \mathbb{R}^{N}\right)$ such that $f_{n} \rightarrow f \lambda$ almost everywhere and $\left\|f_{n}\right\|_{\infty} \leq\|f\|_{\infty}$ for all $n$.

We now recall some notation: for $u \in B V(Q)$, set $E_{t}:=\{x \in Q: u(x)>t\}$. For $x \in \partial_{*} E_{t} \subset Q$ (see (2.1)), we denote by $\nu_{E_{t}}(x)$ the measure theoretic unit inner normal (see Theorem 1, section 5.8 of [10]), so that

$$
\int_{E_{t}} \operatorname{div} \phi(x) d x=-\int_{\partial_{*} E_{t}} \phi(x) \cdot \nu_{E_{t}}(x) d \mathcal{H}^{N-1}(x)
$$

for all $\phi \in C_{0}^{1}\left(Q ; \mathbb{R}^{N}\right)$.
Lemma 6.3 (Coarea formula). Let $u \in B V(Q)$ be given, and let $f: Q \times \mathbb{M}^{1 \times N} \rightarrow \mathbb{R}$ be a Carathéodory function, where measurability is Borel, and positive homogeneous of degree one in the last variable. Assume further that $f\left(x, \frac{d D u(x)}{d|D u|(x)}\right) \in L^{\infty}(Q,|D u|)$. Then

$$
\begin{equation*}
\int_{Q} f(x, d D u(x))=\int_{\mathbb{R}} \int_{\partial_{*} E_{t}} f\left(x, \nu_{E_{t}}(x)\right) d \mathcal{H}^{N-1}(x) d t \tag{6.1}
\end{equation*}
$$

Proof. First we note that, as a consequence of Borel regularity and the coarea formula for $B V$ functions (see Theorem 1 (ii) of section 5.5 of [10]), we have that for any set $A \subset \Omega$,

$$
\begin{equation*}
|D u|(A)=0 \text { implies } \mathcal{H}^{N-1}\left(A \cap \partial_{*} E_{t}\right)=0 \text { for } \mathcal{L}^{1} \text { almost every } \mathrm{t} . \tag{6.2}
\end{equation*}
$$

We know (see claim 1 in the proof of Theorem 1, section 5.5 in [10]) that

$$
\int_{Q} u(x) \operatorname{div} \phi(x) d x=\int_{\mathbb{R}} \int_{E_{t}} \operatorname{div} \phi(x) d x d t
$$

for all $\phi \in C_{0}^{1}\left(Q ; \mathbb{R}^{N}\right)$. Hence,

$$
\begin{equation*}
\int_{Q} \phi(x) \cdot \sigma(x) d|D u|(x)=\int_{\mathbb{R}} \int_{\partial_{*} E_{t}} \phi(x) \cdot \nu_{E_{t}}(x) d \mathcal{H}^{N-1}(x) d t \tag{6.3}
\end{equation*}
$$

for all $\phi \in C_{0}^{1}\left(Q ; \mathbb{R}^{N}\right)$, where $\sigma(x):=\frac{d D u(x)}{d|D u|(x)}$.
We now show that for $\mathcal{L}^{1}$ almost every $t \in \mathbb{R}$, we have

$$
\begin{equation*}
\sigma(x)=\nu_{E_{t}}(x) \text { for } \mathcal{H}^{N-1} \text { almost every } x \in \partial_{*} E_{t} . \tag{6.4}
\end{equation*}
$$

Using Lemma 6.2, choose $\sigma_{n} \in C_{0}^{1}\left(Q ; \mathbb{R}^{2}\right)$ such that $\sigma_{n}(x) \rightarrow \sigma(x)|D u|$ almost everywhere (and so, by (6.2), $\mathcal{H}^{N-1}\left\lfloor\partial_{*} E_{t}\right.$ almost everywhere for $\mathcal{L}^{1}$ almost every t) and $\left|\sigma_{n}\right| \leq 1$. Note that $\sigma_{n} \cdot \nu_{E_{t}}$ is $\mathcal{H}^{N-1}\left\lfloor\partial_{*} E_{t}\right.$ measurable since $\nu_{E_{t}}$ is, and

$$
t \mapsto \int_{\partial_{*} E_{t}} \sigma_{n}(x) \cdot \nu_{E_{t}}(x) d \mathcal{H}^{N-1}(x)=\int_{E_{t}} \operatorname{div} \sigma_{n}(x) d x
$$

is $\mathcal{L}^{1}$ measurable (see, e.g., the proof of Lemma 1 in section 5.5 of [10]). Then, by (6.3) and the dominated convergence theorem,

$$
\begin{aligned}
\int_{\mathbb{R}} \int_{\partial_{*} E_{t}} \sigma(x) \cdot \nu_{E_{t}}(x) d \mathcal{H}^{N-1}(x) d t & =\lim _{n \rightarrow \infty} \int_{\mathbb{R}} \int_{\partial_{*} E_{t}} \sigma_{n}(x) \cdot \nu_{E_{t}}(x) d \mathcal{H}^{N-1}(x) d t \\
& =\lim _{n \rightarrow \infty} \int_{Q} \sigma_{n}(x) \cdot \sigma(x) d|D u|(x) \\
& =\int_{Q} d|D u| \\
& =\int_{\mathbb{R}} \int_{\partial_{*} E_{t}} d \mathcal{H}^{N-1}(x) d t
\end{aligned}
$$

Since $\sigma \cdot \nu_{E_{t}} \leq 1$, we have (6.4).
Using Lemma 6.2 once more, choose $\phi_{n} \in C_{0}^{1}\left(Q ; \mathbb{R}^{N}\right)$ such that $\phi_{n}(x) \rightarrow f(x, \sigma(x)) \sigma(x)$ $|D u|$ almost everywhere and $\left\|\phi_{n}\right\|_{\infty} \leq\|f(\cdot, \sigma(\cdot))\|_{\infty}$. Then, as above,

$$
\begin{aligned}
\int_{Q} f(x, d D u(x)) & =\int_{Q} f(x, \sigma(x)) d|D u|(x) \\
& =\lim _{n \rightarrow \infty} \int_{Q} \phi_{n}(x) \cdot \sigma(x) d|D u|(x) \\
& =\lim _{n \rightarrow \infty} \int_{\mathbb{R}} \int_{\partial_{*} E_{t}} \phi_{n}(x) \cdot \nu_{E_{t}}(x) d \mathcal{H}^{N-1}(x) d t(\text { by }(6.3)) \\
& =\int_{\mathbb{R}} \int_{\partial_{*} E_{t}} f\left(x, \nu_{E_{t}}(x)\right) d \mathcal{H}^{N-1}(x) d t .(\text { by }(6.4))
\end{aligned}
$$



Fig. 6.1. Admissible "function" for $H$.

Now we introduce another infimum, similar to $h$, but which includes only very simple functions in its admissible class. Given $\nu \in S^{N-1}$, we consider the family $\mathcal{S}_{\nu}^{2}$ of squares with unit edge length, centered at zero, with two edges normal to $\nu$ (with $\nu$ in the plane of the square). Without loss of generality, we will assume $\nu=e_{N}$. Now consider the square $\mathcal{Q} \in \mathcal{S}_{\nu}^{2}$ with the remaining two edges having normal $e_{1}$ (in the plane of the square). We consider connected curves $\Gamma \subset \mathcal{Q}$ made up of two line segments such that $\Gamma$ connects the midpoints of the edges that have normal $e_{1}$, i.e., $\Gamma=\Gamma_{1} \cup \Gamma_{2}$, where $\Gamma_{1}$ is the line segment from $(-1 / 2,0, \ldots, 0)$ to some point $P$ in the square, and $\Gamma_{2}$ is the line segment connecting $P$ to $(1 / 2,0, \ldots, 0)$ (see Figure 6.1). For other $\mathcal{Q} \in \mathcal{S}_{\nu}^{2}$, with two edges not having normal $e_{1}$, we consider analogous $\Gamma \subset \mathcal{Q}$. Set

$$
H(\rho, \nu):=\inf \left\{\mathcal{H}^{1}\left(\Gamma_{1}\right)+\rho \mathcal{H}^{1}\left(\Gamma_{2}\right) C W^{\infty}(\mu):\right.
$$

$\mathcal{Q} \in \mathcal{S}_{\nu}^{2}, \Gamma \subset \mathcal{Q}$ is as above, and $\mu$ is the unit normal to $\Gamma_{2}$ so that $\left.\mu \cdot \nu \geq 0\right\}$.
Remark 6.4. Note the following:
i) $H(\rho, \nu) \leq 1$ since we can take $\Gamma=\Gamma_{1}$.
ii) The infimum $H$ is attained since $C W^{\infty}$ is continuous.
iii) If $C W^{\infty}$ is isotropic, then the minimizing $\Gamma$ equals $\Gamma_{1}$ or $\Gamma_{2}$.

Theorem 6.5. $h=H$.
Proof. By Lemma 6.1, we may assume that $W=(C W)^{\infty}$. Furthermore, note that $(C W)^{\infty}$ is convex. Hence, in the sequel we will take $W$ to be convex and positive homogeneous of degree one.

Step 1. We show that $h \leq H$.
Case a. $N=2$.
Fix $\mathcal{Q} \in \mathcal{S}_{\nu}^{2}$ and $\Gamma \subset \mathcal{Q}$ as in the definition of $H$, and consider functions in $S B V(\mathcal{Q} ; \mathbb{R})$ that are zero below $\Gamma, \rho$ above, jump at $\Gamma_{1}$, and are affine across a narrow neighborhood of $\Gamma_{2}$, with another jump connection near the intersection of the boundary with $\Gamma_{2}$, and we see that these functions are admissible for $h(\rho, \nu)$ and their energy $E$ approaches $\mathcal{H}^{1}\left(\Gamma_{1}\right)+\rho \mathcal{H}^{1}\left(\Gamma_{2}\right) W(\mu)$ (see Figure 6.2).

Case b. $N>2$.
First, we point out the following:

$$
\begin{gather*}
h(\xi, \nu)=\inf \left\{\int_{Q_{\nu}} W^{\infty}(\nabla v) d x+\mathcal{H}^{N-1}\left(S(v) \cap Q_{\nu}\right): v \in S B V_{\text {loc }}\left(S_{\nu} ; \mathbb{R}^{p}\right),\right. \\
v(y)=0 \text { if } y \cdot \nu=-\frac{1}{2}, v(y)=\xi \text { if } y \cdot \nu=\frac{1}{2} \\
\left.v \text { is 1-periodic in the directions } \nu_{1}, \ldots, \nu_{N-1}\right\} . \tag{6.5}
\end{gather*}
$$



FIG. 6.2. $h \leq H$.

Clearly, $h \geq$ the right-hand side of (6) since admissible functions for $h$ have the necessary periodicity. The other inequality follows from the fact that, after rescaling, an admissible function for the right-hand side of (6) will have the correct trace for $h$ after altering it to jump on a set of arbitrarily small $\mathcal{H}^{N-1}$ measure.

Now, as in case a), let any $\mathcal{Q}$ and $\Gamma$ as in the definition of $H$ be given. Choose the cube $Q_{\nu}$ such that two sets of faces each have their normal in common with one of the faces of the square $\mathcal{Q}$. Extend $\Gamma$ to $Q_{\nu}$ by $\bar{\Gamma}:=\left\{x \in Q_{\nu}: \operatorname{proj}(x)\right.$ onto $\left.\mathcal{Q} \in \Gamma\right\}$. We then construct functions as in the case $N=2$, where there is a jump connection near the intersection of $\bar{\Gamma}_{2}$ with the face of $Q_{\nu}$ having the same normal as $\mathcal{Q}$. By (6), these functions have the necessary periodicity to be admissible for $h(\rho, \nu)$. Again, we see that the energy $E$ approaches $\mathcal{H}^{1}\left(\Gamma_{1}\right)+\rho \mathcal{H}^{1}\left(\Gamma_{2}\right) W(\mu)$.

Step 2. We now show that $h \geq H$.
Let $u$ be an admissible function for $h(\rho, \nu)$, i.e.,
$u \in S B V\left(Q_{\nu} ; \mathbb{R}\right), u=\rho$ if $x \in \partial Q_{\nu}$ and $x \cdot \nu \geq 0$, and $u=0$ if $x \in \partial Q_{\nu}$ and $x \cdot \nu<0$.
For simplicity, we refer to $Q_{\nu}$ as $Q$. The goal is to find an appropriate curve $\Gamma=\Gamma_{1} \cup \Gamma_{2}$ with $H$-energy no greater than the $h$-energy of $u$.

Step 2a. We first find a "good" level set. Applying Lemma 6.3 to

$$
f(x, d D u(x)):=\chi_{Q \backslash S(u)}(x) W(d D u(x)),
$$

so that $\left|f\left(x, \frac{d D u(x)}{d|D u|(x)}\right)\right| \leq C_{1}$, we get

$$
\int_{Q} W(\nabla u(x)) d x=\int_{\mathbb{R}} \int_{\partial_{*} E_{t} \backslash S(u)} W\left(\nu_{E_{t}}(x)\right) d \mathcal{H}^{N-1}(x) d t .
$$

Choose $t_{0} \in(0, \rho)$ such that

$$
\begin{equation*}
\int_{\partial_{*} E_{t_{0}} \backslash S(u)} W\left(\nu_{E_{t_{0}}}(x)\right) d \mathcal{H}^{N-1}(x) \leq \frac{1}{\rho} \int_{Q} W(\nabla u(x)) d x \tag{6.6}
\end{equation*}
$$

Note that the coercivity of $W$ guarantees that $E_{t_{0}}$ has finite perimeter. Set

$$
\beta:=\mathcal{H}^{N-1}\left(\partial_{*} E_{t_{0}} \backslash S(u)\right) \text { and } \bar{\nu}:=\frac{1}{\beta} \int_{\partial_{*} E_{t_{0}} \backslash S(u)} \nu_{E_{t_{0}}}(x) d \mathcal{H}^{N-1}(x)
$$

so that, by Jensen's inequality,

$$
\begin{equation*}
\beta W(\bar{\nu}) \leq \int_{\partial_{*} E_{t_{0}} \backslash S(u)} W\left(\nu_{E_{t_{0}}}(x)\right) d \mathcal{H}^{N-1}(x) \tag{6.7}
\end{equation*}
$$

We can assume $\nu=e_{N}$ and $\bar{\nu} \cdot e_{i}=0$ for $i \in\{2, \ldots, N-1\}$. Note that we can also assume that $Q$ has $e_{1}$ normal to two of its faces, for the following reason: let $Q_{1}$ be a cube with normals $e_{N}$ and $e_{1}$. We can rescale $Q$ and $u$, and almost cover $\left\{x \in Q_{1}: x_{N}=0\right\}$ with the cubes $a_{i}+\delta Q$, where $a_{i} \in\left\{x \in Q_{1}: x_{N}=0\right\}$. Define $v \in S B V\left(Q_{1}\right)$ by

$$
v(x):= \begin{cases}u\left(\frac{x-a_{i}}{\delta}\right) & \text { if } x \in a_{i}+\delta Q \\ 0 & \text { if } x_{N}<0 \text { and } x \notin \cup\left(a_{i}+\delta Q\right), \\ \rho & \text { if } x_{N} \geq 0 \text { and } x \notin \cup\left(a_{i}+\delta Q\right) .\end{cases}
$$

Using the homogeneity of $W$, we now have $E\left(v, Q_{1}\right)-E(u, Q) \leq \mathcal{H}^{N-1}\left(\left\{x \in Q_{1}\right.\right.$ : $\left.\left.x_{N}=0\right\} \backslash \cup_{i}\left(a_{i}+\delta Q\right)\right)$, yet $\bar{\nu}$, defined as for $u$, remains unchanged.

Step 2b. As suggested in our selection of $t_{0}$, we want to separate $\partial_{*} E_{t_{0}}$ into two pieces: its intersection with $S(u)$ and the rest. These will be turned into $\Gamma_{1}$ and $\Gamma_{2}$, respectively. By (6.6) and (6.7), it appears that a suitably long $\Gamma_{2}$ with normal in the direction $\bar{\nu}$ is energetically better than its counterpart, $\int_{Q} W(\nabla u) d x$. Referring to Figure 6.1, we see that the main issue is whether the segment $\Gamma_{1}$ needed to connect $\Gamma_{2}$ to the midpoint of the opposite edge has length larger than the $N$-1-dimensional area of $S(u), \mathcal{H}^{N-1}(S(u))$. In fact, we can show that $\Gamma_{1}$ has length no larger than $\mathcal{H}^{N-1}\left(\partial_{*} E_{t_{0}} \cap S(u)\right)$. What we first need to show is that $\partial_{*} E_{t_{0}}$ meets the midpoints of the opposing edges, and goes "all the way across" the cube. That is, we wish to show that

$$
\begin{equation*}
\int_{\partial_{*} E_{t_{0}}} \nu_{E_{t_{0}}}(x) \cdot e_{1} d \mathcal{H}^{N-1}(x)=0 \tag{6.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\partial_{*} E_{t_{0}}} \nu_{E_{t_{0}}}(x) \cdot e_{N} d \mathcal{H}^{N-1}(x)=1 \tag{6.9}
\end{equation*}
$$

From Theorem 1 (ii) of section 5.8 in [10], we know that if $E \subset \mathbb{R}^{N}$ has locally finite perimeter in $\mathbb{R}^{N}$, then

$$
\begin{equation*}
\int_{E} \operatorname{div} \phi(x) d x=-\int_{\partial_{*} E} \phi(x) \cdot \nu_{E}(x) d \mathcal{H}^{N-1}(x) \tag{6.10}
\end{equation*}
$$

for all $\phi \in C_{0}^{1}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)$, where, as before, $\nu_{E}$ is the inner unit normal. Define $E \subset \mathbb{R}^{N}$ by

$$
E:=E_{t_{0}} \cup\left\{x \in \mathbb{R}^{N} \backslash Q: x \cdot e_{N}>0\right\}
$$

Then $E$ is locally of finite perimeter in $\mathbb{R}^{N}$ and we claim that

$$
\begin{equation*}
\mathcal{H}^{N-1}\left(\left[\partial_{*} E\right] \triangle C\right)=0 \tag{6.11}
\end{equation*}
$$

where $C:=\partial_{*} E_{t_{0}} \cup\left\{x \in \mathbb{R}^{N} \backslash Q: x \cdot e_{N}=0\right\}$. It is clear that $C \subset \partial_{*} E$ and that

$$
\left(\partial_{*} E\right) \backslash C \subset \partial Q
$$

so the idea is to show that $\mathcal{H}^{N-1}\left(\partial Q \cap \partial_{*} E\right)=0$. Let $x \in \partial Q$ be given such that $x \cdot e_{N}>0$ and

$$
\begin{equation*}
\lim _{r \rightarrow 0} f_{B(x, r) \cap Q}|u(y)-\rho| d y=0 \tag{6.12}
\end{equation*}
$$

We need only show that

$$
\limsup _{r \rightarrow 0} \frac{\mathcal{L}^{N}(B(x, r) \backslash E)}{r^{N}}=0
$$

since then $x \notin \partial_{*} E$. We have

$$
\begin{aligned}
\limsup _{r \rightarrow 0} \frac{\mathcal{L}^{N}(B(x, r) \backslash E)}{r^{N}} & =\limsup _{r \rightarrow 0} \frac{1}{r^{N}} \mathcal{L}^{N}\left(B(x, r) \cap\left\{y \in Q: u(y) \leq t_{0}\right\}\right) \\
& \leq \limsup _{r \rightarrow 0} \frac{1}{r^{N}} \frac{1}{\left|\rho-t_{0}\right|} \int_{B(x, r) \cap Q}|u(y)-\rho| d y=0
\end{aligned}
$$

Since, by Theorem 2 of section 5.3 of [10], (6.12) holds $\mathcal{H}^{N-1}$ almost everywhere on the upper half of $\partial Q$, and, dealing with the case $x \cdot e_{N}<0$ similarly, we find $\mathcal{H}^{N-1}\left(\partial Q \cap \partial_{*} E\right)=0$.

Choose $\phi \in C_{0}^{1}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)$ such that $\phi_{i}=0$ for all $i \in\{2, \ldots, N\}, \phi_{1}=1$ on $Q$. Clearly, $\operatorname{div} \phi=\partial \phi_{1} / \partial x_{1}, \operatorname{div} \phi=0$ on $\bar{Q}$, and $\nu_{E}=e_{N}$ on $\mathbb{R}^{N} \backslash \bar{Q}$. So, $\int_{E} \operatorname{div} \phi(x) d x=$ 0 . For example, we can take $\phi:=\rho_{1 / 2} * \chi_{2 Q} e_{1}$. By (6.10), (6.11), and the fact that $E$ is locally of finite perimeter, we have

$$
\begin{aligned}
0 & =\int_{\partial_{*} E} \phi(x) \cdot \nu_{E}(x) d \mathcal{H}^{N-1}(x) \\
& =\int_{\partial_{*} E_{t_{0}}} e_{1} \cdot \nu_{E_{t_{0}}}(x) d \mathcal{H}^{N-1}(x)+\int_{\left\{x \cdot e_{N}=0\right\} \backslash Q} \phi(x) \cdot e_{N} d \mathcal{H}^{N-1}(x) \\
& =\int_{\partial_{*} E_{t_{0}}} e_{1} \cdot \nu_{E_{t_{0}}}(x) d \mathcal{H}^{N-1}(x),
\end{aligned}
$$

and we conclude (6.8).
Equation (6.9) follows by considering, for $\varepsilon>0, \phi \in C_{0}^{1}\left((-1 / 2-\varepsilon, 1 / 2+\varepsilon)^{N} ; \mathbb{R}^{N}\right)$ such that $\phi_{i}=0$ for all $i<N, \phi=-e_{N}$ on $Q$ and $-1 \leq \phi \cdot e_{N} \leq 0$. For example, take $\phi:=-\rho_{\varepsilon} * \chi_{(-1 / 2-\varepsilon, 1 / 2+\varepsilon)^{N}} e_{N}$. By (6.10) and (6.11) we have

$$
\int_{E} \operatorname{div} \phi(x) d x=\int_{\partial_{*} E_{t_{0}}} e_{N} \cdot \nu_{E_{t_{0}}}(x) d \mathcal{H}^{N-1}(x)-\int_{\left\{x \cdot e_{N}=0\right\} \backslash Q} \phi(x) \cdot e_{N} d \mathcal{H}^{N-1}(x) .
$$

We see that

$$
1<\int_{E} \operatorname{div} \phi(x) d x<(1+2 \varepsilon)^{N-1}
$$

and

$$
\left|\int_{\left\{x \cdot e_{N}=0\right\} \backslash Q} \phi(x) \cdot e_{N} d \mathcal{H}^{N-1}(x)\right|<(1+2 \varepsilon)^{N-1}-1 .
$$

The arbitrariness of $\varepsilon$ yields

$$
\int_{\partial_{*} E_{t_{0}}} e_{N} \cdot \nu_{E_{t_{0}}}(x) d \mathcal{H}^{N-1}(x)=1
$$

Step 2c. It remains to show that $\mathcal{H}^{N-1}(S(u))$ is larger than the length of $\Gamma_{1}$, which we construct below. The needed inequality is

$$
\begin{equation*}
\mathcal{H}^{N-1}(S(u)) \geq\left[\left(\beta \bar{\nu} \cdot e_{1}\right)^{2}+\left(1-\beta \bar{\nu} \cdot e_{N}\right)^{2}\right]^{1 / 2} \tag{6.13}
\end{equation*}
$$

which we now prove.

$$
\begin{aligned}
& \mathcal{H}^{N-1}(S(u)) \geq \int_{\partial_{*} E_{t_{0}} \cap S(u)}\left|\nu_{E_{t_{0}}}(x)\right|^{2} d \mathcal{H}^{N-1}(x) \\
&\left(\text { since }\left|\nu_{E_{t_{0}}}\right|=1 \mathcal{H}^{N-1} \text { almost everywhere }\right) \\
&= \int_{\partial_{*} E_{t_{0}} \cap S(u)} \sum_{i=1}^{N}\left(\nu_{E_{t_{0}}}(x) \cdot e_{i}\right)^{2} d \mathcal{H}^{N-1}(x) \\
& \geq \mathcal{H}^{N-1}\left(\partial_{*} E_{t_{0}} \cap S(u)\right)\left(f_{\partial_{*} E_{t_{0}} \cap S(u)}\left(\nu_{E_{t_{0}}}(x) \cdot e_{1}\right)^{2} d \mathcal{H}^{N-1}(x)\right. \\
&\left.\quad+f_{\partial_{*} E_{t_{0}} \cap S(u)}\left(\nu_{E_{t_{0}}}(x) \cdot e_{N}\right)^{2} d \mathcal{H}^{N-1}(x)\right) \\
& \geq \mathcal{H}^{N-1}\left(\partial_{*} E_{t_{0}} \cap S(u)\right)\left(\left[f_{\partial_{*} E_{t_{0}} \cap S(u)} \nu_{E_{t_{0}}}(x) \cdot e_{1} d \mathcal{H}^{N-1}(x)\right]^{2}\right. \\
&\left.\quad+\left[f_{\partial_{*} E_{t_{0}} \cap S(u)} \nu_{E_{t_{0}}}(x) \cdot e_{N} d \mathcal{H}^{N-1}(x)\right]^{2}\right)(\text { by Jensen's inequality }) \\
&= \mathcal{H}^{N-1}\left(\partial_{*} E_{t_{0}} \cap S(u)\right)^{-1}\left(\left[\int_{\partial_{*} E_{t_{0}} \cap S(u)} \nu_{E_{t_{0}}}(x) \cdot e_{1} d \mathcal{H}^{N-1}(x)\right]^{2}\right. \\
&\left.\quad+\left[\int_{\partial_{*} E_{t_{0}} \cap S(u)} \nu_{E_{t_{0}}}(x) \cdot e_{N} d \mathcal{H}^{N-1}(x)\right]^{2}\right) \\
&= \mathcal{H}^{N-1}\left(\partial_{*} E_{t_{0}} \cap S(u)\right)^{-1}\left(\left[\beta \bar{\nu} \cdot e_{1}\right]^{2}+\left[1-\beta \bar{\nu} \cdot e_{N}\right]^{2}\right),
\end{aligned}
$$

(by (6.8) and (6.9))
which gives (6.13).
Step 2d. We now construct $\Gamma_{1}$ and $\Gamma_{2}$. First, suppose that $\bar{\nu} \cdot e_{N} \leq 0$. Then (6.13) implies that $\mathcal{H}^{N-1}(S(u)) \geq 1$. Therefore, $E(u, Q) \geq 1 \geq H(\rho, \nu)$. Assume now
that $\bar{\nu} \cdot e_{N}>0$. Consider the square in the $e_{1}-e_{N}$ plane with normals $e_{1}$ and $e_{N}$ and, suppressing $e_{i}$ for $i \in\{2, \ldots, N-1\}$, take $\Gamma=\Gamma_{1} \cup \Gamma_{2}$, where $\Gamma_{2}$ is the line segment with right endpoint $(1 / 2,0)$, unit normal $\bar{\nu} /|\bar{\nu}|$, and length $|\bar{\nu}| \beta$ (if $\beta \bar{\nu} \cdot e_{N} \geq 1$, redefine $\left.\beta:=(1-\varepsilon) /\left(\bar{\nu} \cdot e_{N}\right)\right) . \Gamma_{1}$ is then the line segment from the left endpoint of $\Gamma_{2}$ to $(-1 / 2,0)$. Note that the length of $\Gamma_{1}$ is $\left[\left(\beta \bar{\nu} \cdot e_{1}\right)^{2}+\left(1-\beta \bar{\nu} \cdot e_{N}\right)^{2}\right]^{1 / 2}$, and so, by (6.13), we have $\mathcal{H}^{1}\left(\Gamma_{1}\right) \leq \mathcal{H}^{N-1}(S(u))$. Finally, by (6.6) and (6.7), we conclude that

$$
\begin{aligned}
H(\rho, \nu) & \leq \rho|\bar{\nu}| \beta W\left(\frac{\bar{\nu}}{|\bar{\nu}|}\right)+\mathcal{H}^{1}\left(\Gamma_{1}\right) \\
& \leq \rho \beta W(\bar{\nu})+\mathcal{H}^{N-1}(S(u)) \\
& \leq \int_{Q} W(\nabla u(x)) d x+\mathcal{H}^{N-1}(S(u))
\end{aligned}
$$

Due to the arbitrariness of $u$, we have $h \geq H$.
We conclude with the following remark, which simply says that the above argument works for more general initial jump energy densities.

REmark 6.6. Suppose that the energy of the admissible functions for $h$ is given by

$$
E(u, Q)=\int_{Q} W(\nabla u) d x+\int_{S(u)} \phi([u] \nu) d \mathcal{H}^{N-1}
$$

where $W$ and $\phi$ are convex and positive homogeneous of degree one. Then the conclusion of Theorem 6.5 holds. Taking

$$
f(x, d D u):=\chi_{Q \backslash S(u)} W(d D u)+\chi_{S(u)} \phi(d D u)
$$

we have

$$
\int_{Q} f(x, d D u)=\int_{Q} W(\nabla u) d x+\int_{S(u)} \phi([u] \nu) d \mathcal{H}^{N-1}=E(u, Q)
$$

and, by Lemma 6.3,

$$
E(u, Q)=\int_{\mathbb{R}}\left[\int_{\partial_{*} E_{t} \backslash S(u)} W\left(\nu_{E_{t}}(x)\right) d \mathcal{H}^{N-1}+\int_{\partial_{*} E_{t} \cap S(u)} \phi\left(\nu_{E_{t}}(x)\right) d \mathcal{H}^{N-1}\right] d t .
$$

The rest of the proof of Theorem 6.5 follows with the obvious alterations.
Acknowledgments. The author would like to thank Luigi Ambrosio and the referees for comments and suggestions on earlier versions.
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#### Abstract

Refinement equations involving matrix masks are receiving much of attention these days. They can play a central role in the study of refinable finitely generated shift-invariant spaces, multiresolutions generated by more than one function, multiwavelets, splines with multiple knots, and matrix subdivision schemes-including Hermite-type subdivision schemes. Several recent papers on this subject begin with an assumption on the eigenstructure of the mask, pointing out that this assumption is heuristically "natural" or "preferred." In this note, we prove that stability of the shifts of the refinable function requires this assumption.
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1. Introduction. Several desirable properties are not available with compactly supported orthogonal wavelets, e.g., symmetry and piecewise polynomial structure. Presently, multiwavelets seem to offer a satisfactory alternative (see, for example, [DGHM], [GL]). Multiwavelets are wavelets constructed from a refinable function vector $\Phi$ which satisfies a matrix refinement equation of the form

$$
\Phi=\sum_{\alpha \in \mathbb{Z}^{d}} a(\alpha) \Phi\left(M^{T} \cdot-\alpha\right)
$$

Here, each coefficient $a(\alpha)$ is a $\Phi \times \Phi$ matrix, and $M \in \mathbb{Z}^{d \times d}$. Refinable function vectors have also appeared in the study of matrix subdivision schemes, which play an important role in the analysis of multivariate subdivision schemes (cf. [D]).

As in the case of a single refinable function, it is often impossible to study a refinable function vector directly. In such a case, its properties are analyzed indirectly via the coefficient sequence $(a(\alpha))_{\alpha \in \mathbb{Z}^{d}}$ (see, for example, [CDP], [HC], [HSS], $[\mathrm{H}],[\mathrm{P}]$, $[S])$. For example, the eigenstructure of the matrix

$$
A(0)=\sum_{\alpha \in \mathbb{Z}^{d}} a(\alpha)
$$

has played an important role in such analyses. In particular, it is assumed in [HSS] and $[\mathrm{S}]$, that 1 is a simple eigenvalue of $A(0)$ and that all other eigenvalues have modulus strictly less than 1 . In this paper, we demonstrate that this is a very reasonable assumption by proving that without such an assumption, the refinable function vector $\Phi$ cannot possibly have stable shifts.

A slightly weaker statement has already been proved by Cohen, Dyn, and Levin in [CDL] for $\ell^{\infty}$-stability. In that paper, they assumed that $a(\alpha)=0$ for all but finitely many $\alpha$ and that the associated subdivision scheme is $C^{0}$, i.e., convergent. In this paper we strengthen and extend their results.

[^52]To present our results in a general setting, we recall the following definition from [JM]:

$$
\mathcal{L}^{p}:=\mathcal{L}^{p}\left(\mathbb{R}^{d}\right):=\left\{\phi:\left.\mathbb{R}^{d} \rightarrow \mathbb{C}| | \phi\right|_{p}:=\|\widetilde{\phi}\|_{L^{p}\left([0,1)^{d}\right)}<\infty\right\}
$$

for $1 \leq p \leq \infty$, where $\widetilde{\phi}:=\sum_{\alpha \in \mathbb{Z}^{d}}|\phi(\cdot-\alpha)|$. As pointed out in [JM], $\mathcal{L}^{p}$ is a Banach space with norm $|\cdot|_{p}$ and

$$
\mathcal{L}^{p} \subset L^{1} \cap L^{p} .
$$

Now, let $M \in \mathbb{Z}^{d \times d}$ be an integer matrix satisfying $\lim _{k \rightarrow \infty} M^{-k}=0$ and let $\phi_{1}, \ldots, \phi_{m} \in \mathcal{L}^{p}$. We say that $\Phi:=\left(\phi_{j}\right)_{j=1}^{m}$ is $M$-refinable if there exist sequences $a_{j, k} \in \ell^{1}\left(\mathbb{Z}^{d}\right) \quad(1 \leq j, k \leq m)$ such that

$$
\phi_{j}=\sum_{k=1}^{m} \sum_{\alpha \in \mathbb{Z}^{d}} a_{j, k}(\alpha) \phi_{k}\left(M^{T} \cdot-\alpha\right), \quad(j=1, \ldots, m) .
$$

Equivalently, $\Phi$ is refinable if

$$
\begin{equation*}
\widehat{\Phi}(M \xi)=A(\xi) \widehat{\Phi}(\xi) \quad \text { for all } \xi \in \mathbb{R}^{d} \tag{1.1}
\end{equation*}
$$

where the matrix $A:=\left(A_{j, k}\right)_{1 \leq j, k \leq m}$ of (continuous $2 \pi$-periodic) functions is defined by

$$
A_{j, k}(\xi):=\frac{1}{|\operatorname{det} M|} \sum_{\alpha \in \mathbb{Z}^{d}} a_{j, k}(\alpha) e^{-i\langle\alpha, \xi\rangle} .
$$

The matrix $A$ is referred to as the (refinement) mask.
It is already well known that equation (1.1) has only the trivial solution $\Phi=0$ if the spectral radius $\rho(A(0))<1$. It is also well known that convergence of the infinite product

$$
\begin{equation*}
P:=\prod_{j=1}^{\infty} A\left(M^{-j} \cdot\right) \tag{1.2}
\end{equation*}
$$

requires that (i) $\rho(A(0)) \leq 1$; (ii) 1 be the only eigenvalue of modulus 1 ; and (iii) the algebraic and geometric multiplicities of the eigenvalue 1 be the same. When this product does converge, the function $\Phi$ defined by $\widehat{\Phi}(\xi)=P(\xi) x$ is a solution to equation (1.1) for any $x \in \mathbb{C}^{m}$. Convergence of the matrix subdivision scheme associated with equation (1.1) requires similar assumptions on $A$ (cf. [CDL]). Nonetheless, solutions to equation (1.1) may exist even without such assumptions (as pointed out in [HC] and [CDP]). However, the existence of solutions with stable shifts will require these assumptions and more.

The shifts of $\phi_{1}, \ldots, \phi_{m} \in \mathcal{L}^{p}$ are said to be $\ell^{p}$-stable if there exist constants $0<c_{1} \leq c_{2}<\infty$ such that

$$
c_{1} \sum_{j=1}^{m}\left\|a_{j}\right\|_{\ell^{p}} \leq\left\|\sum_{j=1}^{m} \sum_{\alpha \in \mathbb{Z}^{d}} a_{j}(\alpha) \phi_{j}(\cdot-\alpha)\right\|_{L^{p}} \leq c_{2} \sum_{j=1}^{m}\left\|a_{j}\right\|_{\ell^{p}}
$$

for any $a_{1}, \ldots, a_{m} \in \ell^{p}\left(\mathbb{Z}^{d}\right)$. In [JM], Jia and Micchelli proved that the shifts of any $\phi_{1}, \ldots, \phi_{m} \in \mathcal{L}^{p}$ are $\ell^{p}$-stable if and only if the sequences

$$
\left(\widehat{\phi}_{j}(\xi+2 \alpha \pi)\right)_{\alpha \in \mathbb{Z}^{d}}, \quad(j=1, \ldots, m)
$$

are linearly independent for every $\xi \in \mathbb{R}^{d}$. This will play the major role in our proofs.
In the statement of our theorems, we use the following terminology. An eigenvalue is nondegenerate if its algebraic and geometric multiplicities agree. A simple eigenvalue is a nondegenerate eigenvalue of multiplicity 1.

To facilitate our proofs, we define

$$
V:=\left\{v \in \mathbb{Z}^{d} \mid v=M t \text { for some } t \in[0,1)^{d}\right\}
$$

Then $V$ is a complete set of representatives for the quotient group $\mathbb{Z}^{d} / M \mathbb{Z}^{d}$. In particular, $\mathbb{Z}^{d}$ is the disjoint union of the sets $v+M \mathbb{Z}^{d}(v \in V)$. We will actually only ever make use of the set $V^{\prime}:=V \backslash 0$.

## 2. Stability imposes structure.

Theorem 2.1. Let $\phi_{1}, \ldots, \phi_{m} \in \mathcal{L}^{p}$. Suppose $\Phi:=\left(\phi_{j}\right)_{j=1}^{m}$ is $M$-refinable with mask $A$. If the shifts of $\phi_{1}, \ldots, \phi_{m}$ are $\ell^{p}$-stable, then 1 is a simple eigenvalue of $A(0)$ and all other eigenvalues have modulus strictly less than 1 . Moreover, $\widehat{\Phi}(0)$ is a right 1-eigenvector.

Proof. We assume stability to demonstrate the eigenvalue assertions.
By the refinement equation (1.1), we have, for any $\xi \in \mathbb{R}^{d}$ and $n \in \mathbb{N}$,

$$
\widehat{\Phi}(\xi)=\prod_{j=1}^{k} A\left(M^{-j} \xi\right) \widehat{\Phi}\left(M^{-k} \xi\right)
$$

Since $M^{-k} \rightarrow 0$ (and since $A$ and $\widehat{\Phi}$ are both continuous), $\rho(A(0))<1$ would imply that $\Phi$ is identically zero - contradicting the assumption that the shifts of $\Phi$ are stable. So, $\rho(A(0)) \geq 1$.

Now, suppose $y \in \mathbb{C}^{m}$ satisfies $y^{T} A(0)=\mu y^{T} \neq 0$ for some $\mu \in \mathbb{C}$ with $|\mu| \geq 1$. Then the refinement equation (1.1) implies that

$$
\begin{align*}
y^{T} \widehat{\Phi}\left(2 M^{k}(M \alpha+v) \pi\right) & =y^{T} A^{k}(0) A\left(2 M^{-1} v \pi\right) \widehat{\Phi}\left(2 M^{-1} v \pi+2 \alpha \pi\right)  \tag{2.1}\\
& =\mu^{k} y^{T} A\left(2 M^{-1} v \pi\right) \widehat{\Phi}\left(2 M^{-1} v \pi+2 \alpha \pi\right)
\end{align*}
$$

for any $k \in \mathbb{Z}_{+}, \alpha \in \mathbb{Z}^{d}, v \in V^{\prime}$. Since $v \in V^{\prime}$ (hence $M \alpha+v \neq 0$ ), our assumptions on $M$ imply that $\lim _{k \rightarrow \infty}\left|M^{k}(M \alpha+v)\right|=\infty$. Since $y^{T} \Phi \in \mathcal{L}^{p} \subset L^{1}$, the left-hand side of equation (2.1) then tends to zero as $k$ tends to infinity. And, since $|\mu| \geq 1$, this implies that

$$
y^{T} A\left(2 M^{-1} v \pi\right) \widehat{\Phi}\left(2 M^{-1} v \pi+2 \alpha \pi\right)=0
$$

for every $\alpha \in \mathbb{Z}^{d}$ (which implies that $y^{T} A\left(2 M^{-1} v \pi\right)=0$ for every $v \in V^{\prime}$, since the shifts of $\Phi$ are stable). Together with equation (2.1), this implies that $y^{T} \widehat{\Phi}(2 \beta \pi)=0$ for all $\beta \in \mathbb{Z}^{d} \backslash 0$, since every such $\beta$ has a (unique) representation of the form $\beta=$ $M^{k}(M \alpha+v)$ for some $k \in \mathbb{Z}_{+}, \alpha \in \mathbb{Z}^{d}, v \in V^{\prime}$. The stability of the shifts of $\Phi$ then implies that $y^{T} \widehat{\Phi}(0) \neq 0$ and, a fortiori, $\widehat{\Phi}(0) \neq 0$. The refinement equation (1.1) then implies that $\widehat{\Phi}(0)$ is a right 1-eigenvector of $A(0)$.

Now, suppose that $y_{1}^{T} A(0)=\mu_{1} y_{1}^{T} \neq 0$ and $y_{2}^{T} A(0)=\mu_{2} y_{2}^{T} \neq 0$ with $\left|\mu_{i}\right| \geq 1(i=$ 1,2). The above arguments imply that $y_{i}^{T} \widehat{\Phi}(2 \beta \pi)=0 \forall \beta \in \mathbb{Z}^{d} \backslash 0$ and $y_{i}^{T} \widehat{\Phi}(0) \neq 0$; without loss of generality, we may assume that $y_{i}^{T} \widehat{\Phi}(0)=1$. Then $\left(y_{2}-y_{1}\right)^{T} \widehat{\Phi}(2 \beta \pi)=$ 0 for every $\beta \in \mathbb{Z}^{d}$. The stability of the shifts of $\Phi$ now implies that $y_{1}=y_{2}$.

We conclude that 1 is an eigenvalue of $A(0)$ of geometric multiplicity 1 . It is the only eigenvalue outside of the open unit disc. Its (unique-up-to-multiplicity) right eigenvector is $\widehat{\Phi}(0)$ and its (unique-up-to-multiplicity) left eigenvector, $y^{T}$, satisfies $y^{T} \widehat{\Phi}(2 \beta \pi)=0$ for all $\beta \in \mathbb{Z}^{d} \backslash 0$. If the algebraic multiplicity of the eigenvalue 1 were greater than 1 , then the (one-dimensional) left and right eigenspaces would be orthogonal one to the other (this follows easily by considering the Jordan canonical form of $A(0))$. That is, $y^{T} \widehat{\Phi}(0)$ would be zero - contradicting the assumption that the shifts of $\Phi$ are stable.

Remark. The above proof in fact implies that the left eigenvector $y^{T}$ of $A(0)$ actually satisfies the "sum rules"

$$
y^{T} \sum_{\alpha \in \mathbb{Z}^{d}} a\left(\beta+M^{T} \alpha\right)=y^{T} \quad \forall \beta \in \mathbb{Z}^{d},
$$

as well as the so-called Strang-Fix conditions of order 1

$$
y^{T} \widehat{\Phi}(0) \neq 0, \quad y^{T} \widehat{\Phi}(2 \beta \pi)=0 \quad \forall \beta \in \mathbb{Z}^{d} \backslash 0 .
$$

So, stability implies accuracy of order 1 (or density) as expected.
3. Stability of matrix functions. A generalized stability notion for matrix functions has been recently considered in [CDL]. In the spirit of that paper, we will say that the shifts of any $m \times n$ matrix $\Phi=\left(\phi_{j, k}\right)$ of $\mathcal{L}^{p}$-functions are $\ell^{p}$-stable if there exist constants $0<c_{1} \leq c_{2}<\infty$ such that

$$
c_{1} \sum_{j=1}^{m}\left\|a_{j}\right\|_{\ell^{p}} \leq \sum_{k=1}^{n}\left\|\sum_{j=1}^{m} \sum_{\alpha \in \mathbb{Z}^{d}} a_{j}(\alpha) \phi_{j, k}(\cdot-\alpha)\right\|_{L^{p}} \leq c_{2} \sum_{j=1}^{m}\left\|a_{j}\right\|_{\ell}
$$

for any $a_{1}, \ldots, a_{m} \in \ell^{p}\left(\mathbb{Z}^{d}\right)$.
Many of the results from [JM] can be generalized to cover this notion. To state some pertinent ones, we first recall some of their notation. We denote the $d$-dimensional torus

$$
\left\{\left(z_{1}, \ldots, z_{d}\right) \in \mathbb{C}^{d}| | z_{1}\left|=\cdots=\left|z_{d}\right|=1\right\}\right.
$$

by $\mathbb{T}^{d}$. Then, for any $f, g \in \mathcal{L}^{2}$, define

$$
[f, g](z):=\sum_{\alpha \in \mathbb{Z}^{d}}\langle f, g(\cdot-\alpha)\rangle z^{\alpha}, \quad\left(z \in \mathbb{T}^{d}\right),
$$

where $\langle f, g\rangle:=\int_{\mathbb{R}^{d}} f \bar{g}$ for $f, g \in L^{2}\left(\mathbb{R}^{d}\right)$. And, lastly, for $\phi_{1}, \ldots, \phi_{m} \in \mathcal{L}^{p}$, define

$$
\mathcal{S}^{1}\left(\phi_{1}, \ldots, \phi_{m}\right):=\left\{\sum_{j=1}^{m} \sum_{\alpha \in \mathbb{Z}^{d}} a_{j}(\alpha) \phi_{j}(\cdot-\alpha) \mid a_{j} \in \ell^{1}\left(\mathbb{Z}^{d}\right) \text { for } j=1, \ldots, m\right\} .
$$

It is worth pointing out that $[f, g](z)$ is a continuous function of $z$ on $\mathbb{T}^{d}$ and that $\mathcal{S}^{1}\left(\phi_{1}, \ldots, \phi_{m}\right)$ is a subspace of $\mathcal{L}^{p}\left(\mathbb{R}^{d}\right)$.

A generalized statement of [JM, Theorem 4.1] follows.
Theorem 3.1. Let $\phi_{j, k} \in \mathcal{L}^{2}\left(\mathbb{R}^{d}\right),(j=1, \ldots, m ; k=1, \ldots, n)$. Then the shifts of $\Phi=\left(\phi_{j, k}\right)$ are $\ell^{2}$-stable if and only if one of the following conditions holds:
(i) For any $\xi \in \mathbb{R}^{d}$, the sequences $\left(\widehat{\phi}_{j, k}(\xi+2 \alpha \pi)\right)_{k=1, \alpha \in \mathbb{Z}^{d}}^{n}(j=1, \ldots, m)$ are linearly independent.
(ii) The matrix $\left(\sum_{k=1}^{n}\left[\phi_{j, k}, \phi_{\ell, k}\right](z)\right)_{1 \leq j, \ell \leq m}$ is positive definite for every $z \in \mathbb{T}^{d}$.
(iii) There exist $g_{j, k} \in \mathcal{S}^{1}\left(\phi_{1, k}, \ldots, \phi_{m, k}\right)(j=1, \ldots, m ; k=1, \ldots, n)$ such that

$$
\sum_{k=1}^{n}\left\langle g_{j, k}, \phi_{\ell, k}(\cdot-\alpha)\right\rangle=\delta_{j \ell} \delta_{0 \alpha} \quad \text { for } 1 \leq j, \ell \leq m \quad \text { and } \alpha \in \mathbb{Z}^{d}
$$

and [JM, Theorem 4.2] is generalized as follows.
Theorem 3.2. Let $\phi_{j, k} \in \mathcal{L}^{p}\left(\mathbb{R}^{d}\right),(j=1, \ldots, m ; k=1, \ldots, n)$. Then the shifts of $\Phi=\left(\phi_{j, k}\right)$ are $\ell^{p}$-stable if and only if condition (i) of Theorem 3.1 holds.

The proofs of these theorems are clear from the proofs of [JM, Theorems 3.3, 3.5, and 4.1]. We now state a generalization of Theorem 2.1. The proof is similar, so we provide only the major distinctions below.

THEOREM 3.3. Let $\phi_{j, k} \in \mathcal{L}^{p}\left(\mathbb{R}^{d}\right),(j=1, \ldots, m ; k=1, \ldots, n)$. Suppose $\Phi=\left(\phi_{j, k}\right)$ is $M$-refinable with mask $A$. If the shifts of $\Phi$ are $\ell^{p}$-stable, then 1 is a nondegenerate eigenvalue of $A(0)$; its multiplicity is the rank of the matrix $\widehat{\Phi}(0)=\left(\widehat{\phi}_{i, j}(0)\right)$, and all other eigenvalues have modulus strictly less than 1 . In particular, the columns of $\widehat{\Phi}(0)$ must span the right 1-eigenspace of $A(0)$.

Proof. Define

$$
W:=\left\{y \in \mathbb{C}^{m} \mid y^{T} A(0)=\mu y^{T} \text { for some }|\mu| \geq 1\right\} \text { and } X:=\left\{x \in \mathbb{C}^{m} \mid A(0) x=x\right\}
$$

Then, $\operatorname{rank} \widehat{\Phi}(0) \leq \operatorname{dim} X \leq \operatorname{dim} W$, since every nonzero column of $\widehat{\Phi}(0)$ is a right 1-eigenvector of $A(0)$.

As in the proof of Theorem 1 , if $y \in W$, then $y^{T} \widehat{\Phi}(2 \beta \pi)=0$ for all $\beta \in \mathbb{Z}^{d} \backslash 0$. If the shifts of $\Phi$ are stable, then $y^{T} \widehat{\Phi}(0) \neq 0$ for every $y \in W$. This implies that $\operatorname{dim} W \leq$ rank $\widehat{\Phi}(0)$; hence both must equal the geometric multiplicity of the eigenvalue 1 . In particular, all other eigenvalues have modulus strictly less than 1 , and the columns of $\Phi(0)$ span the right 1-eigenspace.

If the algebraic multiplicity of the eigenvalue 1 is greater than its geometric multiplicity, then there exists a left 1-eigenvector $y$ for which $y^{T} x=0$ for all $x \in X$. Such $y$ satisfies $y^{T} \widehat{\Phi}(2 \alpha \pi)=0$ for all $\alpha \in \mathbb{Z}^{d}$, and the shifts of $\Phi$ are not stable.

We can say even more, under slightly more restrictive assumptions, on the sequences $\left(a_{j, k}(\alpha)\right)_{\alpha \in \mathbb{Z}}$. Suppose, for example, that each of these sequences decays exponentially fast; then the entries of the matrix $A$ are analytic functions. Now, if $\Phi$ is a matrix solution to the refinement equation (1.1) and the shifts of $\Phi$ are stable, then the arguments of $[\mathrm{HC}]$ (and the consequences of Theorem 3.3) imply that the infinite matrix product (1.2) is convergent and that the map $v \mapsto P v$ is an isomorphism from the right 1-eigenspace of $A(0)$ onto the (vector) solution space of the refinement equation (1.1). Hence this solution space is already spanned by some $N$ of the columns of $\Phi$, where $N$ is the multiplicity of the eigenvalue 1 of $A(0)$. This leads to the following theorem.

ThEOREM 3.4. Suppose some (matrix) solution of the refinement equation (1.1) has $\ell^{p}$-stable shifts. Then a given solution $\Phi$ has $\ell^{p}$-stable shifts if and only if the columns of $\widehat{\Phi}(0)$ span the right 1-eigenspace of $A(0)$.
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#### Abstract

In this paper the problem of recovering a regularized solution of the Fredholm integral equations of the first kind with Hermitian and square-integrable kernels, and with data corrupted by additive noise, is considered. Instead of using a variational regularization of Tikhonov type, based on a priori global bounds, we propose a method of truncation of eigenfunction expansions that can be proved to converge asymptotically, in the sense of the $L^{2}$-norm, in the limit of noise vanishing. Here we extend the probabilistic counterpart of this procedure by constructing a probabilistically regularized solution without assuming any structure of order on the sequence of the Fourier coefficients of the data. This probabilistic approach allows us to use the statistical tools proper of time-series analysis, and in this way we attain a new regularizing algorithm, which is illustrated by some numerical examples. Finally, a comparison with solutions obtained by the means of the variational regularization exhibits how some intrinsic limits of the variational-based techniques can be overcome.
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1. Introduction. We consider the Fredholm integral equations of the first kind

$$
\begin{equation*}
(A f)(x)=\int_{a}^{b} K(x, y) f(y) d y=g(x) \quad(a \leq x \leq b) \tag{1}
\end{equation*}
$$

whose kernel $K(x, y)$ is supposed to be Hermitian and square integrable; i.e.,

$$
\begin{equation*}
K(x, y)=\overline{K(y, x)} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b}\left\{\int_{a}^{b}|K(x, y)|^{2} d x\right\} d y<\infty \tag{3}
\end{equation*}
$$

Then $A: L^{2}(a, b) \rightarrow L^{2}(a, b)$ is a self-adjoint compact operator.
For simplicity we shall suppose hereafter that the kernel $K$, the function $g$, and the unknown function $f$ are real-valued functions; in addition, we assume that the interval $[a, b]$ is a bounded and closed subset of the real line.

The Hilbert-Schmidt theorem guarantees that the integral operator $A$ admits a set of eigenfunctions $\left\{\psi_{k}\right\}_{1}^{\infty}$ and, accordingly, a countably infinite set of eigenvalues $\left\{\lambda_{k}\right\}_{1}^{\infty}$. The eigenfunctions form an orthonormal basis of the orthogonal complement of the null space of the operator $A$ and therefore an orthonormal basis of $L^{2}(a, b)$ when $A$ is injective. For the sake of simplicity only this case will be considered, although this assumption can be easily relaxed with slight technical modifications.

[^53]The Hilbert-Schmidt theorem also guarantees that $\lim _{k \rightarrow \infty} \lambda_{k}=0$. Furthermore, we shall suppose hereafter that the eigenvalues are ordered as follows: $\lambda_{1}>\lambda_{2}>\lambda_{3}>\ldots$ In view of the Hilbert-Schmidt theorem we associate with the integral equation (1) the following eigenfunction expansion:

$$
\begin{equation*}
f(x)=\sum_{k=1}^{\infty}\left(\frac{g_{k}}{\lambda_{k}}\right) \psi_{k}(x) \tag{4}
\end{equation*}
$$

where $g_{k}=\left(g, \psi_{k}\right),\left((\cdot, \cdot)\right.$ denoting the scalar product in $\left.L^{2}(a, b)\right)$. The series (4) converges in the sense of $L^{2}$.

Remark. If the support of the data does not coincide with that of the solutions, i.e., $A: L^{2}(a, b) \rightarrow L^{2}(c, d)$ with $[a, b]$ different from $[c, d]$, the problem can be worked out in terms of singular values and singular functions of the operator $A[6]$, and all of the following results can be easily reformulated.

In view of the fact that there always exists some inherent noise in the data, instead of (1) we have to deal with the following equation:

$$
\begin{equation*}
A f+n=\bar{g} \quad(\bar{g}=g+n) \tag{5}
\end{equation*}
$$

where $n$ represents the noise. Therefore, instead of expansion (4) we have to consider the following expansion:

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left(\frac{\bar{g}_{k}}{\lambda_{k}}\right) \psi_{k} \tag{6}
\end{equation*}
$$

where $\bar{g}_{k}=\left(\bar{g}, \psi_{k}\right)$. Expansion (6) is generally diverging because $\bar{g}$ does not belong, in general, to the range of the operator $A$. This is precisely a manifestation of the ill-posed character of the Fredholm integral equation of the first kind.

Several methods of regularization have been proposed (see [10, 14, 16] and references therein); all of them modify one of the elements of the triplet $\{A, X, Y\}$, where $A$ is the integral operator defined by (1), whereas $X$ and $Y$ are, respectively, the solution and the data space (in our case $X \equiv Y \equiv L^{2}(a, b)$ ). Among these methods the procedure, which is probably the most popular, consists in admitting only those solutions that belong to a compact subset of the solution space $X$. In particular the famous method of Tikhonov leads to the construction of "regularizing operators" by the minimization of "smoothing functionals." In this latter functional the smoothing term is obtained precisely by restricting the admitted solutions to a compact subset of the space $X$; then the continuity of $A^{-1}$ follows from compactness. This restriction is realized by the use of a priori bounds which can be written assuming some prior knowledge of the solution. Therefore, in addition to the inequality

$$
\begin{equation*}
\|A f-\bar{g}\| \leq \epsilon \tag{7}
\end{equation*}
$$

which corresponds to a bound on the noise $\left(\|\cdot\|\right.$ denoting the norm in $\left.L^{2}(a, b)\right)$, one also considers an a priori bound on the solution of the following form:

$$
\begin{equation*}
\|C f\|_{\mathcal{Z}} \leq E \tag{8}
\end{equation*}
$$

where $\mathcal{Z}$ denotes the "constraint space" and, accordingly, $C$ is the "constraint operator." From the bounds (7) and (8) we are led to define the regularized solution as the minimum of the following functional:

$$
\begin{equation*}
\Phi(f)=\|A f-\bar{g}\|^{2}+\alpha^{2}\|C f\|_{\mathcal{Z}}^{2}, \quad\left(\alpha=\left(\frac{\epsilon}{E}\right)\right) \tag{9}
\end{equation*}
$$

In spite of several significant merits, this procedure is not free from defects. Concerning the possibility of writing suitable a priori bounds on the solution, we want to remark strongly that two different types of problems must be distinguished:
a) synthesis problems,
b) inverse problems
and to note that both are frequently solved by the use of Fredholm integral equations of the first kind. In the first class of problems, that basically consists in finding the source that produces a prescribed effect (e.g., prescribed boundary values), the a priori bounds are intrinsic of the problem itself, whereas this is not always the case for the second class. As typical examples we can consider
$\mathrm{a}^{\prime}$ ) the antenna synthesis,
$b^{\prime}$ ) the signal recovery.
The problem of the antenna synthesis consists in determining, within a certain degree of approximation, the current intensity that generates a desired radiation pattern. It can be formulated in terms of Fredholm equation of the first kind [18, 24] and, consequently, it presents the typical pathology of the ill-posed problems. In this problem the a priori bound on the ohmic losses associated with the current intensity is necessary and can be regarded as a natural constraint intrinsic of the problem. Conversely, in the case of the signal recovery problem, the a priori bounds can be written only if prior knowledge of the signal is assumed. Generally, it is possible to have some a priori information regarding, for instance, the support of the signal or requiring the function representing the signal to be nonnegative. But even in these cases the prior knowledge could be insufficiently specific to be peculiar of the function to be reconstructed, and arbitrary, though reasonable, constraints must be added to solve the problem. Strictly connected with this question there is the crux of the matter: the practical choice of the regularization parameter $\alpha$ (see formula (9)) for a fixed $\bar{g}$ when the a priori bound (8) is unknown or is not sufficiently precise.

Moreover, let us note that the functional (9) works as a filter whose action is smoothing the Fourier components $\bar{g}_{k}$ for high values of $k$. But it is easy to exhibit examples of signals whose Fourier components are small, or even zero, for low values of $k$, while the significant contributions of the signal are brought by those components at intermediate values of $k$, which are smoothed out by the action of the filter. In these situations the standard regularization method fails, showing that the only existence of the minimum of functional (9) does not guarantee the bulk of the signal has been really recovered. This delicate point will be illustrated with numerical examples in section 4.

We suggest a different approach which is based on the following observation: for the moment, suppose that the moduli of the noiseless Fourier coefficients $\left|g_{k}\right|$ are monotonically decreasing as $k$ increases; then, although the formal series (6) diverges, nevertheless the effect of the error remains limited in the beginning of the expansion, and there exists a point (a certain value of $k$ ) where divergence sets in. Thus, the idea is to stop the expansion at the point where it turns to diverge. This rough and qualitative description can be put in rigorous form by proving that even if the series (6) diverges, nevertheless it converges (in the sense of $L^{2}$-norm) as $\epsilon$ (i.e., the bound on the noise) tends to zero. This result, which has been proved by two of us (see [17]), does not give (except in very particular cases) a practical numerical method for finding out the truncation point (i.e., the value of $k$ ) at which to stop expansion (6). However, here we prove a probabilistic generalization of the results presented in [17] by removing the quite restrictive assumption that the Fourier coefficients $\left|g_{k}\right|$ of the signal to be
recovered are monotonically decreasing. Compared to [17] the significance of the new results is relevant. First, the hypothesis made in [17] on the order of the coefficients $\left|g_{k}\right|$ leads to a regularization procedure that essentially works as an ideal low-pass filter, and, as previously discussed, this does not guarantee to recover correctly the signals whose bulk is localized at intermediate frequencies. Conversely, in this paper it will be shown how to construct a regularized solution without assuming any kind of order on the coefficients $\left|g_{k}\right|$ by exploiting the tools supplied by the information theory. This result will lead to a more effective regularizing algorithm which is based on a suitable statistical analysis of the data and whose main feature is indeed the frequency selectivity. Second, from the application point of view, the hypothesis on the order of the coefficients $\left|g_{k}\right|$ is too restrictive; thus, by removing it, a much larger class of real signals can be practically analyzed. These questions are precisely the contents of sections 3 and 4 . We will prove, indeed, in section 3 that it is possible to split the noisy Fourier coefficients $\bar{g}_{k}$ into two classes:
i) the Fourier coefficients $\bar{g}_{k}$ from which a significant amount of information on $f_{k}=\left(f, \psi_{k}\right)$ can be extracted;
ii) the Fourier coefficients $\bar{g}_{k}$ that can be regarded as random numbers because the noise prevails on the coefficients $g_{k}$.
In section 4 it will be shown how it is possible to separate practically the coefficients $\bar{g}_{k}$ into these two classes by the use of statistical tools supplied by the so called "time-series" analysis. Therefore, we can practically construct an approximation which converges to the real solution, and furthermore we can have some confidence that the bulk of the function $f$ has been effectively recovered.

The paper is organized as follows. In the first part of section 2 a short sketch of the variational method based on the minimization of functional (9) is given. This will be done in order to have explicitly the formulae which will be used in section 4 , where our procedure and the variational one will be compared. The second part of section 2 is devoted to the probabilistic formulation of the regularization problem in a quite general setting. In section 3 we start illustrating the asymptotic convergence of the eigenfunction expansion (in the sense of $L^{2}$-norm) as $\epsilon$ tends to zero; then this result is reconsidered from the viewpoint of probability and information theory. Here a key role will be played by the Bayes formula: it will provide the various terms of our approximation, which will be proved to be a probabilistically regularized solution of (1). The first part of section 4 is devoted to the discussion of the statistical tools that are necessary for practically recovering the regularized solution from finite samples of noisy data. Finally, some numerical examples are given in the second part of section 4.

## 2. Variational and probabilistic regularization.

2.1. Variational regularization. After the classical book of Tikhonov and Arsenine [23] the literature on the theory and applications of the variational regularization has been rapidly growing (see, for instance, [14]). In order to compare our algorithm with this classical one, some formulae and results of the variational regularization will be recalled here (see $[5,6,20,23]$ for proofs and details).

Let us characterize, first of all, the constraint operator $C$ and, accordingly, the constraint space $\mathcal{Z}$. Let us take a constraint operator $C$ such that $C^{\star} C$ and $A^{\star} A$ commute (this assumption does not restrict the theory and the applications significantly [5, 18]). Then, the space $\mathcal{Z}$ is composed by those functions $f \in L^{2}(a, b)$ such
that $\|C f\|_{\mathcal{Z}}$ is finite; i.e.,

$$
\begin{equation*}
\|C f\|_{\mathcal{Z}}^{2}=\left(C^{\star} C f, f\right)=\sum_{k=1}^{\infty} c_{k}^{2}\left|f_{k}\right|^{2}<\infty \tag{10}
\end{equation*}
$$

Now we consider the ball $\mathcal{U}_{\mathcal{Z}}=\left\{\left.f \in \mathcal{Z}\left|\sum_{k=1}^{\infty} c_{k}^{2}\right| f_{k}\right|^{2} \leq E^{2}\right\}$ and the restriction $A_{0}$ of the operator $A$ (see (1)) to the ball $\mathcal{U}_{\mathcal{Z}}$. Then, the following propositions can be proved.

Proposition 2.1. If $\lim _{k \rightarrow \infty} c_{k}^{2}=+\infty$, the operator $A_{0}^{-1}$ is continuous.
Proposition 2.2. The functional $\Phi(f)$, with $\alpha=(\epsilon / E)$, has a unique minimum which is given by

$$
\begin{equation*}
f_{\star}=\left[A^{\star} A+\left(\frac{\epsilon}{E}\right)^{2} C^{\star} C\right]^{-1} A^{\star} \bar{g} \tag{11}
\end{equation*}
$$

By expanding $\bar{g}$ in terms of $\psi_{k}$ (eigenfunctions of the operator $A$ ), we have

$$
\begin{equation*}
f_{\star}=\sum_{k=1}^{\infty} \frac{\lambda_{k} \bar{g}_{k}}{\lambda_{k}^{2}+c_{k}^{2}\left(\frac{\epsilon}{E}\right)^{2}} \psi_{k} . \tag{12}
\end{equation*}
$$

Next, we have the following proposition.
Proposition 2.3. The following limit holds true for any function $f$ satisfying the bounds (7) and (8):

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|f-f_{\star}\right\|=0 \quad(E \quad \text { fixed }) \tag{13}
\end{equation*}
$$

In numerical computations it is often convenient to use truncated approximations. For instance, one can derive from the smoothed solution (12) the following truncated approximation:

$$
\begin{equation*}
f_{\star}^{(1)}=\sum_{k=1}^{k_{\alpha}} \frac{\bar{g}_{k}}{\lambda_{k}} \psi_{k} \tag{14}
\end{equation*}
$$

where $k_{\alpha}$ is the largest integer such that

$$
\begin{equation*}
\lambda_{k} \geq\left(\frac{\epsilon}{E}\right)\left|c_{k}\right| \tag{15}
\end{equation*}
$$

Proposition 2.4. The following limit holds true for any function $f$ satisfying bounds (7) and (8):

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|f-f_{\star}^{(1)}\right\|=0 \quad(E \quad \text { fixed }) \tag{16}
\end{equation*}
$$

In several problems a weaker a priori bound should be used by setting $C=I$ (the identity operator). Therefore, instead of bound (8), we have

$$
\begin{equation*}
\|f\|=\left(\sum_{k=1}^{\infty}\left|f_{k}\right|^{2}\right)^{1 / 2} \leq E \tag{17}
\end{equation*}
$$

In this case the unique minimum of functional (9) is given by

$$
\begin{equation*}
f_{\star}^{(2)}=\sum_{k=1}^{\infty} \frac{\lambda_{k} \bar{g}_{k}}{\lambda_{k}^{2}+\left(\frac{\epsilon}{E}\right)^{2}} \psi_{k} \tag{18}
\end{equation*}
$$

and, accordingly, the following truncated approximation can be introduced:

$$
\begin{equation*}
f_{\star}^{(3)}=\sum_{k=1}^{k_{\beta}} \frac{\bar{g}_{k}}{\lambda_{k}} \psi_{k}, \tag{19}
\end{equation*}
$$

where $k_{\beta}$ is the largest integer such that

$$
\begin{equation*}
\lambda_{k} \geq \frac{\epsilon}{E} \tag{20}
\end{equation*}
$$

Both $f_{\star}^{(2)}$ and $f_{\star}^{(3)}$ converge to $f$ as $\epsilon \rightarrow 0$ in a weak sense. In fact, as shown in [20, 21], the following proposition can be proved.

Proposition 2.5. For any function $f$ which satisfies the bounds (7) and (17), the following limits hold true:

$$
\begin{array}{ll}
\lim _{\epsilon \rightarrow 0}\left|\left(\left[f-f_{\star}^{(2)}\right], v\right)\right|=0 & (\|v\| \leq 1, \text { E fixed }) \\
\lim _{\epsilon \rightarrow 0}\left|\left(\left[f-f_{\star}^{(3)}\right], v\right)\right|=0 & (\|v\| \leq 1, \text { E fixed }) \tag{22}
\end{array}
$$

2.2. Probabilistic regularization. Here we want to reconsider (5) from a probabilistic point of view. With this in mind we rewrite (5) in the following form:

$$
\begin{equation*}
A \xi+\zeta=\eta \tag{23}
\end{equation*}
$$

where $\xi, \zeta$, and $\eta$, which correspond to $f, n$, and $\bar{g}$, respectively, are Gaussian weak random variables (w.r.v.) in the Hilbert space $L^{2}(a, b)$ [2]. A Gaussian w.r.v. is uniquely defined by its mean element and its covariance operator; in the present case we denote by $R_{\xi \xi}, R_{\zeta \zeta}$, and $R_{\eta \eta}$ the covariance operators of $\xi, \zeta$, and $\eta$, respectively. Next, we make the following assumptions:
I) $\xi$ and $\zeta$ have zero mean; i.e., $m_{\xi}=m_{\zeta}=0$;
II) $\xi$ and $\zeta$ are uncorrelated; i.e., $R_{\xi \zeta}=0$;
III) $R_{\zeta \zeta}^{-1}$ exists.

The third assumption is the mathematical formulation of the fact that all the components of the data function are affected by noise. As it is shown by Franklin (see formula (3.11) of [11]), if the signal and the noise satisfy assumptions I) and II), then

$$
\begin{equation*}
R_{\eta \eta}=A R_{\xi \xi} A^{\star}+R_{\zeta \zeta} \tag{24}
\end{equation*}
$$

and the cross-covariance operator is given by

$$
\begin{equation*}
R_{\xi \eta}=R_{\xi \xi} A^{\star} \tag{25}
\end{equation*}
$$

We also assume that $R_{\zeta \zeta}$ will depend on a parameter $\epsilon$ that tends to zero when the noise vanishes; i.e.,

$$
\begin{equation*}
R_{\zeta \zeta}=\epsilon^{2} N, \tag{26}
\end{equation*}
$$

where $N$ is a given operator (e.g., $N=I$ for the white noise).
Now we are faced with the following problem.
Problem. Given a value $\bar{g}$ of the w.r.v. $\eta$ find an estimate of the w.r.v. $\xi$.
A linear estimate of $\xi$ will be any w.r.v. $\xi_{L}=L \eta$, where $L: Y \rightarrow X$ is an arbitrary linear continuous operator. Then from a value $\bar{g}$ of $\eta$ one obtains the linear estimate $L \bar{g}$ of the w.r.v. $\xi$. Now a measure of the reliability of the estimator $L$ is given by

$$
\begin{equation*}
\delta^{2}(\epsilon, v ; L)=\mathrm{E}\left\{|(\xi-L \eta, v)|^{2}\right\}, \quad\left(v \in X=L^{2}(a, b)\right) \tag{27}
\end{equation*}
$$

where $\mathrm{E}\{\cdot\}$ denotes the expectation value. Then we have the following proposition.
Proposition 2.6. If the covariance operator $R_{\zeta \zeta}$ has a bounded inverse, then there exists a unique operator $L_{0}$ that minimizes $\delta^{2}(\epsilon, v ; L)$ for any $v \in X$, and it is given by

$$
\begin{equation*}
L_{0}=R_{\xi \eta} R_{\eta \eta}^{-1}=R_{\xi \xi} A^{\star}\left[A R_{\xi \xi} A^{\star}+R_{\zeta \zeta}\right]^{-1} \tag{28}
\end{equation*}
$$

Proof. See $[4,5]$.
The w.r.v. $L_{0} \eta$ is called the best linear estimate of $\xi$, and, given a value $\bar{g}$ of $\eta$, the best linear estimate $f_{\star}^{(4)}$ for the value of $\xi$ is

$$
\begin{equation*}
f_{\star}^{(4)}=\frac{R_{\xi \xi} A^{\star}}{A R_{\xi \xi} A^{\star}+R_{\zeta \zeta}} \bar{g}, \quad\left(A^{\star}=A\right) \tag{29}
\end{equation*}
$$

If $\xi$ and $L \eta$ have finite variance, then the global mean-square error may be defined as follows:

$$
\begin{equation*}
\delta^{2}(\epsilon, L)=\mathrm{E}\left\{\|\xi-L \eta\|^{2}\right\} \tag{30}
\end{equation*}
$$

When the operator $L_{0}$ which minimizes (27) does exist, it also minimizes the global error (30) if $L_{0} \eta$ has finite variance; i.e., if $\operatorname{Tr}\left(L_{0} R_{\eta \eta} L_{0}^{\star}\right)<\infty$, then the following proposition can be proved.

Proposition 2.7. If the assumptions
i) $R_{\xi \xi}$ is an operator of trace class;
ii) $R_{\zeta \zeta}=\epsilon^{2} N$ has bounded inverse;
iii) the equation $A f=0$, where $f \in \operatorname{Range}\left(R_{\xi \xi}^{1 / 2}\right)$, has only the trivial solution $f=0$
are satisfied, then the following limit holds true:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \delta^{2}(\epsilon)=0 \tag{31}
\end{equation*}
$$

where $\delta^{2}(\epsilon)=\inf _{L} \delta^{2}(\epsilon ; L)$.
Proof. See [4, 5].
Let us note that $\delta^{2}(\epsilon)=\delta^{2}\left(\epsilon ; L_{0}\right)$ when $L_{0}$ does exist and is unique.
If we want to compare the probabilistic results obtained above with the variational ones, which have been obtained by the use of eigenfunction expansions, we must expand $\xi$ and $\zeta$ in terms of the eigenfunctions of the operator $A$ (i.e., $\left\{\psi_{k}\right\}_{1}^{\infty}$ ). Their Fourier components are the random variables $\xi_{k}=\left(\xi, \psi_{k}\right)$ and $\zeta_{k}=\left(\zeta, \psi_{k}\right)$, whose variances are given respectively by $\rho_{k}^{2}$ and $\epsilon^{2} \nu_{k}^{2}$. Next, in addition to the assumptions I)-III) made before, we make the following hypothesis in spite of the fact that it turns out to be completely unrealistic (see section 4):
IV) the Fourier components of $\xi$ are mutually uncorrelated as well as the Fourier components of $\zeta$.
Therefore, if $R_{\zeta \zeta}^{-1}$ is bounded (i.e. $\left.\sup _{k}\left(1 / \epsilon^{2} \nu_{k}^{2}\right)<\infty\right)$, then the operator $L_{0}$ exists and the best linear estimate (29) can be written as

$$
\begin{equation*}
f_{\star}^{(4)}=\sum_{k=1}^{\infty} \frac{\lambda_{k} \rho_{k}^{2}}{\lambda_{k}^{2} \rho_{k}^{2}+\epsilon^{2} \nu_{k}^{2}} \bar{g}_{k} \psi_{k} . \tag{32}
\end{equation*}
$$

Finally, the quantities $\delta^{2}\left(\epsilon, v ; L_{0}\right)$ and $\delta^{2}(\epsilon)$ become

$$
\begin{align*}
\delta^{2}\left(\epsilon, v ; L_{0}\right) & =\mathrm{E}\left\{\left|\left(\xi-L_{0} \eta, v\right)\right|^{2}\right\}  \tag{33}\\
= & \\
=\left(\left[R_{\xi \xi}-L_{0} R_{\eta \eta} L_{0}^{\star}\right] v, v\right) & =\epsilon^{2} \sum_{k=1}^{\infty} \frac{\rho_{k}^{2} \nu_{k}^{2}}{\lambda_{k}^{2} \rho_{k}^{2}+\epsilon^{2} \nu_{k}^{2}}\left|v_{k}\right|^{2}
\end{align*}
$$

and

$$
\begin{equation*}
\delta^{2}(\epsilon)=\delta^{2}\left(\epsilon ; L_{0}\right)=\operatorname{Tr}\left[R_{\xi \xi}-L_{0} R_{\eta \eta} L_{0}^{\star}\right]=\epsilon^{2} \sum_{k=1}^{\infty} \frac{\rho_{k}^{2} \nu_{k}^{2}}{\lambda_{k}^{2} \rho_{k}^{2}+\epsilon^{2} \nu_{k}^{2}}, \tag{34}
\end{equation*}
$$

and we have the following proposition.
Proposition 2.8. The following statements hold true:
i) for any $v \in X\left(X=L^{2}(a, b)\right)$

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \delta^{2}\left(\epsilon, v ; L_{0}\right)=0 \tag{35}
\end{equation*}
$$

ii) if $\operatorname{Tr} R_{\xi \xi}<\infty$, then

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \delta^{2}(\epsilon)=0 \tag{36}
\end{equation*}
$$

## 3. Information theory and regularization.

3.1. Asymptotic convergence, in the $L^{2}$-norm, of the eigenfunction expansion. In the variational regularization, use is made of global a priori bounds (e.g., formulae (8) or (17)), which are the natural constraints in the case of synthesis problems where the variational approach is certainly appropriate. But these global bounds are not necessarily given in the case of inverse problems where the prior knowledge on the solution can be, in several cases, rather poor. Moreover, in the truncated solutions derived by the methods of variational regularization, the point at which to stop the expansion is obtained by comparing the eigenvalues $\lambda_{k}$ with the ratio $(\epsilon / E)$ (i.e., formula (20)) or with $(\epsilon / E)\left|c_{k}\right|$ (see formula (15)). In both cases this approach appears quite unnatural from the viewpoint of the experimental or physical sciences, whose methodology would rather suggest to stop the expansions at the value $k_{0}$ of $k$ such that for $k>k_{0}$ the Fourier coefficients $g_{k}$ of the noiseless data are smaller or at most of the same order of magnitude of $\epsilon$, and, consequently, it is impossible to extract information from the corresponding coefficients $\bar{g}_{k}$. With this in mind, and assuming that the noise is represented by a bounded and integrable function $n(x)$ which satisfies the following condition:

$$
\begin{equation*}
\sup |n(x)| \leq \epsilon, \quad x \in[a, b] \tag{37}
\end{equation*}
$$

the following results have been proved by two of us.
Lemma 3.1. The following statements hold true:

$$
\begin{align*}
& \sum_{k=1}^{\infty}\left(\frac{g_{k}}{\lambda_{k}}\right)^{2}=\|f\|^{2}=C_{1} \quad\left(C_{1}=\text { constant }\right)  \tag{38}\\
& \sum_{k=1}^{\infty}\left(\frac{\bar{g}_{k}}{\lambda_{k}}\right)^{2}=+\infty \quad \text { if } \bar{g} \notin \operatorname{Range}(A)  \tag{39}\\
& \lim _{\epsilon \rightarrow 0} \bar{g}_{k}=g_{k} \quad \forall k \tag{40}
\end{align*}
$$

If $k_{0}(\epsilon)$ is defined by

$$
\begin{equation*}
k_{0}(\epsilon)=\max \left\{m \in \mathbb{N}: \sum_{k=1}^{m}\left(\frac{\bar{g}_{k}}{\lambda_{k}}\right)^{2} \leq C_{1}\right\} \tag{41}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} k_{0}(\epsilon)=+\infty \tag{42}
\end{equation*}
$$

Proof. See [17].
Now we can introduce the following approximation:

$$
\begin{equation*}
f_{0}^{(\epsilon)}=\sum_{k=1}^{k_{0}(\epsilon)} \frac{\bar{g}_{k}}{\lambda_{k}} \psi_{k} \tag{43}
\end{equation*}
$$

and prove the following theorem.
Theorem 3.2. The following equality holds true:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|f-f_{0}^{(\epsilon)}\right\|=0 \tag{44}
\end{equation*}
$$

Proof. See [17].
If we consider a sequence of noisy data $\bar{g}$ which tends to $g$ for $\epsilon \rightarrow 0$ in the sense of the $L^{2}$-norm (i.e., $\lim _{\epsilon \rightarrow 0}\|\bar{g}-g\|=0$ ), then $f_{0}^{(\epsilon)}$ will tend to $f$ as $\epsilon \rightarrow 0$ in the sense of the $L^{2}$-norm (i.e., $\lim _{\epsilon \rightarrow 0}\left\|f_{0}^{(\epsilon)}-f\right\|=0$ ). In fact, since $\|\bar{g}-g\|^{2}=\sum_{k=1}^{\infty}\left|\bar{g}_{k}-g_{k}\right|^{2}$, the $\lim _{\epsilon \rightarrow 0}\|\bar{g}-g\|=0$ implies that for any $k, \lim _{\epsilon \rightarrow 0} \bar{g}_{k}=g_{k}$, and in view of Lemma 3.1 and Theorem 3.2 it can be concluded that $\lim _{\bar{B} \rightarrow 0}\left\|f_{0}^{(\epsilon)}-f\right\|=0$. Therefore, from approximation (43) we can derive an operator $\bar{B}$ defined by

$$
\begin{equation*}
\bar{B} \bar{g}=\sum_{k=1}^{k_{0}(\epsilon)} \frac{\bar{g}_{k}}{\lambda_{k}} \psi_{k}, \tag{45}
\end{equation*}
$$

which continuously maps, (i.e., preserving the convergence) the data $\bar{g}$ into the solution space $X$. Thus, continuity has been restored without requiring compactness.

Two types of difficulties still remain:
a) how to determine numerically the truncation point $k_{0}(\epsilon)$ if the norm of the function $f$ (i.e., the constant $C_{1}=\|f\|^{2}$ ) is unknown;
b) in any case the convergence of approximation (43) is not sufficient to guarantee that the bulk of the unknown function $f$ has been really recovered.
We can give a satisfactory answer to these questions only in very specific and peculiar cases, as we will explain below. Suppose that the moduli of the Fourier coefficients $\left|g_{k}\right|$ are monotonically decreasing for increasing values of $k$. Since $\bar{g}_{k}=g_{k}+n_{k}$, it turns out that at a certain value $k_{0}$ of $k$ we have $\left|g_{k}\right| \simeq\left|n_{k}\right| \leq \epsilon$. The Fourier coefficients of the noiseless data are of the same order of magnitude as the Fourier components of the noise, and at this point we cannot extract any information from the noisy Fourier coefficients $\bar{g}_{k}$. Let us now introduce the function $M(m)=\sum_{k=1}^{m}\left(\bar{g}_{k} / \lambda_{k}\right)^{2}$, whose relevant properties are:

1) it is an increasing function of $m$;
2) if $\epsilon$ is sufficiently small and the values of $\left|g_{k}\right|$ are monotonically decreasing for increasing $k, M(m)$ presents a "plateau" when it reaches the value $C_{1}$. Indeed, from formula (42) in Lemma 3.1 it follows that $M(m)$ remains nearly constant when it attains the value $C_{1}$. An explicit numerical example of this "plateau" is given in Figure 1D in section 4.
This "plateau" corresponds to the order-disorder transition in the coefficients $\bar{g}_{k}$ : for $k<k_{0}(\epsilon)$ the data $g_{k}$ prevail on $n_{k}$ whereas for $k>k_{0}(\epsilon)$ the noise components $n_{k}$ are larger or, at least, of the same order of magnitude of the noiseless data. However, it must be remarked that in practical cases to single out the plateau which does really correspond to the order-disorder transition in the coefficients $\bar{g}_{k}$ can be made difficult by the presence of other spurious plateaux due to the erratic behavior of the noise. Furthermore, if the coefficients $g_{k}$ are negligible for low values of $k$, and the actual bulk of information is located only at intermediate values of $k$, there could be no numerical evidence of such a plateau in spite of the fact that the convergence guaranteed by Theorem 3.2 remains true. Then we are forced to look for other methods that overcome these difficulties. This issue will be investigated by means of probabilistic methods, as will be illustrated in the next subsection.
3.2. Bayes formula, information theory, and regularization. Here our goal is to find a probabilistic extension of the result of Theorem 3.2 in which the assumption requiring the Fourier coefficients $\left|g_{k}\right|$ to be monotonically decreasing will be removed. In fact, we will show how to construct a regularizing solution from the noisy data, disregarding the order of the coefficients $\left|g_{k}\right|$. For this purpose, we turn (23) into an infinite sequence of one-dimensional equations by means of orthogonal projections:

$$
\begin{equation*}
\lambda_{k} \xi_{k}+\zeta_{k}=\eta_{k}, \quad(k=1,2, \ldots) \tag{46}
\end{equation*}
$$

where $\xi_{k}=\left(\xi, \psi_{k}\right), \zeta_{k}=\left(\zeta, \psi_{k}\right), \eta_{k}=\left(\eta, \psi_{k}\right)$ are Gaussian random variables. Here we retain assumptions I)-III) made in section 2.2, but we remove assumption IV). In fact, there is no reason to assume that the basis $\left\{\psi_{k}\right\}_{1}^{\infty}$ which diagonalizes the operator $A$ also diagonalizes the covariance operators $R_{\xi \xi}, R_{\zeta \zeta}, R_{\eta \eta}$ [19]. Therefore, we can introduce the variances $\rho_{k}^{2}=\left(R_{\xi \xi} \psi_{k}, \psi_{k}\right), \epsilon^{2} \nu_{k}^{2}=\left(R_{\zeta \zeta} \psi_{k}, \psi_{k}\right), \lambda_{k}^{2} \rho_{k}^{2}+\epsilon^{2} \nu_{k}^{2}=$ $\left(R_{\eta \eta} \psi_{k}, \psi_{k}\right)$ without assuming that the Fourier components $\xi_{k}$ of $\xi$ (and analogously also for $\zeta_{k}$ and $\eta_{k}$ ) are mutually uncorrelated. In view of assumptions I) and III) the following probability densities for $\xi_{k}$ and $\zeta_{k}$ can be assumed:

$$
\begin{equation*}
p_{\xi_{k}}(x)=\frac{1}{\sqrt{2 \pi} \rho_{k}} \exp \left\{-\left(\frac{x^{2}}{2 \rho_{k}^{2}}\right)\right\}, \quad(k=1,2, \ldots) \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{\zeta_{k}}(x)=\frac{1}{\sqrt{2 \pi} \epsilon \nu_{k}} \exp \left\{-\left(\frac{x^{2}}{2 \epsilon^{2} \nu_{k}^{2}}\right)\right\}, \quad(k=1,2, \ldots) \tag{48}
\end{equation*}
$$

By the use of the (46) we can also introduce the conditional probability density $p_{\eta_{k}}(y \mid x)$ of the random variable $\eta_{k}$ for fixed $\xi_{k}=x$, which reads

$$
\begin{align*}
p_{\eta_{k}}(y \mid x) & =\frac{1}{\sqrt{2 \pi} \epsilon \nu_{k}} \exp \left\{-\frac{\left(y-\lambda_{k} x\right)^{2}}{2 \epsilon^{2} \nu_{k}^{2}}\right\}  \tag{49}\\
& =\frac{1}{\sqrt{2 \pi} \epsilon \nu_{k}} \exp \left\{-\frac{\lambda_{k}^{2}}{2 \epsilon^{2} \nu_{k}^{2}}\left(x-\frac{y}{\lambda_{k}}\right)^{2}\right\}
\end{align*}
$$

Now let us apply the Bayes formula that provides the conditional probability density of $\xi_{k}$ given $\eta_{k}$ through the following expression:

$$
\begin{equation*}
p_{\xi_{k}}(x \mid y)=\frac{p_{\xi_{k}}(x) p_{\eta_{k}}(y \mid x)}{p_{\eta_{k}}(y)} \tag{50}
\end{equation*}
$$

Thus, if a realization of the random variable $\eta_{k}$ is given by $\bar{g}_{k}$ (see the formulation of the problem in section 2.2), formula (50) becomes

$$
\begin{equation*}
p_{\xi_{k}}\left(x \mid \bar{g}_{k}\right)=A_{k} \exp \left\{-\frac{x^{2}}{2 \rho_{k}^{2}}\right\} \exp \left\{-\frac{\lambda_{k}^{2}}{2 \epsilon^{2} \nu_{k}^{2}}\left(x-\frac{\bar{g}_{k}}{\lambda_{k}}\right)^{2}\right\} \quad\left(A_{k}=\text { const. }\right) \tag{51}
\end{equation*}
$$

Now the amount of information on the variable $\xi_{k}$ which is contained in the variable $\eta_{k}$ can be evaluated. We have [13]

$$
\begin{equation*}
J\left(\xi_{k}, \eta_{k}\right)=-\frac{1}{2} \log \left(1-r_{k}^{2}\right) \tag{52}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{k}^{2}=\frac{\left|\mathrm{E}\left\{\xi_{k} \eta_{k}\right\}\right|^{2}}{\mathrm{E}\left\{\left|\xi_{k}\right|^{2}\right\} \mathrm{E}\left\{\left|\eta_{k}\right|^{2}\right\}}=\frac{\left(\lambda_{k} \rho_{k}\right)^{2}}{\left(\lambda_{k} \rho_{k}\right)^{2}+\left(\epsilon \nu_{k}\right)^{2}} \tag{53}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
J\left(\xi_{k}, \eta_{k}\right)=\frac{1}{2} \log \left(1+\frac{\lambda_{k}^{2} \rho_{k}^{2}}{\epsilon^{2} \nu_{k}^{2}}\right) \tag{54}
\end{equation*}
$$

From equality (54) it follows that $J\left(\xi_{k}, \eta_{k}\right)<\frac{1}{2} \log 2$ if $\lambda_{k} \rho_{k}<\epsilon \nu_{k}$. Thus, we are naturally led to introduce the following sets:

$$
\begin{align*}
& \mathcal{I}_{k}=\left\{k: \lambda_{k} \rho_{k} \geq \epsilon \nu_{k}\right\}  \tag{55}\\
& \mathcal{N}_{k}=\left\{k: \lambda_{k} \rho_{k}<\epsilon \nu_{k}\right\} \tag{56}
\end{align*}
$$

Reverting to the conditional probability density (51), it can be regarded as the product of two Gaussian probability densities: $p_{1}(x)=A_{k}^{(1)} \exp \left\{-x^{2} / 2 \rho_{k}^{2}\right\}$ and $p_{2}(x)=A_{k}^{(2)} \exp \left\{-\left(\lambda_{k}^{2} / 2 \epsilon^{2} \nu_{k}^{2}\right)\left(x-\left(\bar{g}_{k} / \lambda_{k}\right)\right)^{2}\right\},\left(A_{k}=A_{k}^{(1)} \cdot A_{k}^{(2)}\right)$, whose variances are respectively given by $\rho_{k}$ and $\left(\epsilon \nu_{k} / \lambda_{k}\right)$. Let us note that if $k \in \mathcal{I}_{k}$, the variance
associated with the density $p_{2}(x)$ is smaller than the corresponding variance of $p_{1}(x)$, and vice versa if $k \in \mathcal{N}_{k}$. Therefore, it is reasonable to consider as an acceptable approximation of $\left\langle\xi_{k}\right\rangle$ the mean value given by the density $p_{2}(x)$ if $k \in \mathcal{I}_{k}$, or the mean value given by the density $p_{1}(x)$ if $k \in \mathcal{N}_{k}$. We can write the following approximation:

$$
\left\langle\xi_{k}\right\rangle= \begin{cases}\frac{\bar{g}_{k}}{\lambda_{k}} & \left(k \in \mathcal{I}_{k}\right)  \tag{57}\\ 0 & \left(k \in \mathcal{N}_{k}\right)\end{cases}
$$

Consequently, given the value $\bar{g}$ of the w.r.v. $\eta$, we are led to consider the following estimate of $\xi$ :

$$
\begin{equation*}
\widehat{B} \bar{g}=\sum_{k \in \mathcal{I}_{k}} \frac{\bar{g}_{k}}{\lambda_{k}} \psi_{k} \tag{58}
\end{equation*}
$$

However, these are only heuristic considerations based on plausible arguments. They will become rigorous statements only if it will proved that they lead to a solution $\widehat{B} \bar{g}$ which is probabilistically regularized. For this purpose, the global mean-square error associated with the operator $\widehat{B}$, i.e., $\mathrm{E}\left\{\|\xi-\widehat{B} \eta\|^{2}\right\}$, must be evaluated, and we have the following proposition.

Proposition 3.3.
i) If $\lim _{k \rightarrow \infty}\left(\lambda_{k} \rho_{k} / \nu_{k}\right)=0$, then the set $\mathcal{I}_{k}$ is finite for any fixed positive value of $\epsilon$;
ii) assuming that the limit stated in i) holds true, and, in addition, that $R_{\xi \xi}$ is an operator of trace class, then the following relationship holds:

$$
\begin{equation*}
E\left\{\|\xi-\widehat{B} \eta\|^{2}\right\}=\sum_{k \in \mathcal{N}_{k}} \rho_{k}^{2}+\sum_{k \in \mathcal{I}_{k}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}<\infty \tag{59}
\end{equation*}
$$

Proof. The proof of statement i) is obvious if we recall the definition of the set $\mathcal{I}_{k}$ (formula (55)). Statement ii) follows easily from the equality

$$
\begin{equation*}
\mathrm{E}\left\{\|\xi-\widehat{B} \eta\|^{2}\right\}=\operatorname{Tr}\left(R_{\xi \xi}-R_{\xi \xi} A^{\star} \widehat{B}^{\star}-\widehat{B} A R_{\xi \xi}+\widehat{B} R_{\eta \eta} \widehat{B}^{\star}\right) \tag{60}
\end{equation*}
$$

and by the use of formulae (24), (26), and (58).
In order to prove that approximation (58) is regularized, we need the following auxiliary lemma.

Lemma 3.4. Let $k_{\gamma}(\epsilon)$ be defined as follows:

$$
\begin{equation*}
k_{\gamma}(\epsilon)=\max \left\{m \in \mathbb{N}: \sum_{k=1}^{m}\left(\rho_{k}^{2}+\frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}\right) \leq \Gamma\right\} \tag{61}
\end{equation*}
$$

where $\Gamma=\operatorname{Tr} R_{\xi \xi}$ is finite. Then the following statements hold true:
i) $\lim _{\epsilon \rightarrow 0} k_{\gamma}(\epsilon)=+\infty$,
ii) $\lim _{\epsilon \rightarrow 0}\left\{\sum_{k=1}^{k_{\gamma}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}+\sum_{k=k_{\gamma}+1}^{\infty} \rho_{k}^{2}\right\}=0$.

Proof. i) Let $k_{\gamma_{1}}$ denote the sum $\left(k_{\gamma}+1\right)$. Then suppose that the limit (62) does not hold. This latter assumption would imply that there exists a finite number $M$, which does not depend on $\epsilon$, such that $k_{\gamma_{1}}<M$. Furthermore, this bound should remain true for any sequence $\epsilon_{i}$ tending to zero. Then we have the following inequalities:

$$
\begin{equation*}
\Gamma<\sum_{k=1}^{k_{\gamma_{1}}}\left(\rho_{k}^{2}+\frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}\right) \leq \sum_{k=1}^{M}\left(\rho_{k}^{2}+\frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}\right) . \tag{64}
\end{equation*}
$$

Now for any sequence $\epsilon_{i}$ tending to zero, we have

$$
\begin{equation*}
\Gamma<\sum_{k=1}^{M} \rho_{k}^{2} \leq \sum_{k=1}^{\infty} \rho_{k}^{2}=\Gamma \tag{65}
\end{equation*}
$$

which is contradictory. Then limit (62) holds.
ii) From $\sum_{k=1}^{\infty} \rho_{k}^{2}=\operatorname{Tr} R_{\xi \xi}=\Gamma<\infty$, and in view of statement i), it follows that $\lim _{\epsilon \rightarrow 0} \sum_{k=k_{\gamma_{1}}}^{\infty} \rho_{k}^{2}=0$. Regarding the sum $\sum_{k=1}^{k_{\gamma}}\left(\epsilon^{2} \nu_{k}^{2} / \lambda_{k}^{2}\right)$, we can proceed as follows. From formula (61) we have

$$
\begin{equation*}
\sum_{k=1}^{k_{\gamma}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}+\sum_{k=1}^{k_{\gamma}} \rho_{k}^{2} \leq \Gamma \tag{66}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{k=1}^{k_{\gamma}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}} \leq \Gamma-\sum_{k=1}^{k_{\gamma}} \rho_{k}^{2}=\sum_{k=k_{\gamma_{1}}}^{\infty} \rho_{k}^{2} \tag{67}
\end{equation*}
$$

but in view of the fact that $\lim _{\epsilon \rightarrow 0} \sum_{k=k_{\gamma_{1}}}^{\infty} \rho_{k}^{2}=0$, we have $\lim _{\epsilon \rightarrow 0} \sum_{k=1}^{k_{\gamma}}\left(\epsilon^{2} \nu_{k}^{2} / \lambda_{k}^{2}\right)=$ 0 , and statement ii) is proved.

We can now prove the following theorem.
THEOREM 3.5. If the covariance operator $R_{\xi \xi}$ is of trace class, and if the set $\mathcal{I}_{k}$ is finite (see Proposition 3.3), then the following limit holds true:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \delta^{2}(\epsilon, \widehat{B})=\lim _{\epsilon \rightarrow 0} E\left\{\|\xi-\widehat{B} \eta\|^{2}\right\}=0 \tag{68}
\end{equation*}
$$

i.e., approximation (58) is probabilistically regularized.

Proof. In view of formula (59) in Proposition 3.3, the proof of equality (68) reduces to the proof of the following limit:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\{\sum_{k \in \mathcal{I}_{k}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}+\sum_{k \in \mathcal{N}_{k}} \rho_{k}^{2}\right\}=0 \tag{69}
\end{equation*}
$$

Regarding the first sum of (69), we divide the set $\mathcal{I}_{k}$ into two subsets defined by

$$
\begin{align*}
& \mathcal{I}_{k}^{(1)}=\left\{k \in \mathcal{I}_{k}: k \leq k_{\gamma}\right\},  \tag{70}\\
& \mathcal{I}_{k}^{(2)}=\left\{k \in \mathcal{I}_{k}: k>k_{\gamma}\right\} ; \quad\left(\mathcal{I}_{k}=\mathcal{I}_{k}^{(1)} \cup \mathcal{I}_{k}^{(2)}\right) . \tag{71}
\end{align*}
$$

Accordingly, we can write

$$
\begin{equation*}
\sum_{k \in \mathcal{I}_{k}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}=\sum_{k \in \mathcal{I}_{k}^{(1)}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}+\sum_{k \in \mathcal{I}_{k}^{(2)}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}} . \tag{72}
\end{equation*}
$$

Then $\sum_{k \in \mathcal{I}_{k}^{(1)}}\left(\epsilon^{2} \nu_{k}^{2} / \lambda_{k}^{2}\right) \leq \sum_{k=1}^{k_{\gamma}}\left(\epsilon^{2} \nu_{k}^{2} / \lambda_{k}^{2}\right)$, and in view of Lemma 3.4 (where we proved that $\left.\lim _{\epsilon \rightarrow 0} \sum_{k=1}^{k_{\gamma}}\left(\epsilon^{2} \nu_{k}^{2} / \lambda_{k}^{2}\right)=0\right)$ it follows that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \sum_{k \in \mathcal{I}_{k}^{(1)}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}=0 \tag{73}
\end{equation*}
$$

Regarding the term $\sum_{k \in \mathcal{I}_{k}^{(2)}}\left(\epsilon^{2} \nu_{k}^{2} / \lambda_{k}^{2}\right)$, since $k \in \mathcal{I}_{k}$ then $\rho_{k}^{2} \geq\left(\epsilon^{2} \nu_{k}^{2} / \lambda_{k}^{2}\right)$ and therefore

$$
\begin{equation*}
\sum_{k \in \mathcal{I}_{k}^{(2)}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}} \leq \sum_{k=k_{\gamma_{1}}}^{\infty} \rho_{k}^{2} \tag{74}
\end{equation*}
$$

But, as we have seen in Lemma 3.4, $\lim _{\epsilon \rightarrow 0} \sum_{k=k_{\gamma_{1}}}^{\infty} \rho_{k}^{2}=0$, and consequently

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \sum_{k \in \mathcal{I}_{k}^{(2)}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}}=0 \tag{75}
\end{equation*}
$$

We can conclude that $\lim _{\epsilon \rightarrow 0} \sum_{k \in \mathcal{I}_{k}}\left(\epsilon^{2} \nu_{k}^{2} / \lambda_{k}^{2}\right)=0$. Regarding the sum $\sum_{k \in \mathcal{N}_{k}} \rho_{k}^{2}$, we proceed in an analogous way by splitting the set $\mathcal{N}_{k}$ into two subsets defined by

$$
\begin{align*}
& \mathcal{N}_{k}^{(1)}=\left\{k \in \mathcal{N}_{k}: k \leq k_{\gamma}\right\},  \tag{76}\\
& \mathcal{N}_{k}^{(2)}=\left\{k \in \mathcal{N}_{k}: k>k_{\gamma}\right\} ; \quad\left(\mathcal{N}_{k}=\mathcal{N}_{k}^{(1)} \cup \mathcal{N}_{k}^{(2)}\right) . \tag{77}
\end{align*}
$$

Accordingly, we write

$$
\begin{equation*}
\sum_{k \in \mathcal{N}_{k}} \rho_{k}^{2}=\sum_{k \in \mathcal{N}_{k}^{(1)}} \rho_{k}^{2}+\sum_{k \in \mathcal{N}_{k}^{(2)}} \rho_{k}^{2} . \tag{78}
\end{equation*}
$$

If $k \in \mathcal{N}_{k}^{(1)}$ and by the use of inequality $\rho_{k}^{2}<\left(\epsilon^{2} \nu_{k}^{2} / \lambda_{k}^{2}\right)$ (because $k \in \mathcal{N}_{k}$ ) we can write

$$
\begin{equation*}
\sum_{k \in \mathcal{N}_{k}^{(1)}} \rho_{k}^{2} \leq \sum_{k=1}^{k_{\gamma}} \frac{\epsilon^{2} \nu_{k}^{2}}{\lambda_{k}^{2}} \tag{79}
\end{equation*}
$$

But in Lemma 3.4 we proved that $\lim _{\epsilon \rightarrow 0} \sum_{k=1}^{k_{\gamma}}\left(\epsilon^{2} \nu_{k}^{2} / \lambda_{k}^{2}\right)=0$, and therefore we have $\lim _{\epsilon \rightarrow 0} \sum_{k \in \mathcal{N}_{k}^{(1)}} \rho_{k}^{2}=0$. Regarding the second term on the right-hand side of formula (78), we have

$$
\begin{equation*}
\sum_{k \in \mathcal{N}_{k}^{(2)}} \rho_{k}^{2} \leq \sum_{k=k_{\gamma_{1}}}^{\infty} \rho_{k}^{2} \tag{80}
\end{equation*}
$$

But, again, $\lim _{\epsilon \rightarrow 0} \sum_{k=k_{\gamma_{1}}}^{\infty} \rho_{k}^{2}=0$, and then $\lim _{\epsilon \rightarrow 0} \sum_{k \in \mathcal{N}_{k}^{(2)}} \rho_{k}^{2}=0$.
Remarks. i) It is worth it to notice that the proof of Theorem 3.5 does not require any type of order in the sum (58). In fact, the only assumption that $\left\{\lambda_{k}\right\}$ is a strictly decreasing sequence does not evidently imply that the terms ( $\lambda_{k} \rho_{k} / \epsilon \nu_{k}$ ) have any type of monotonicity in $k$, and, consequently, the sum (58) cannot, in general, be regarded as an ordered sum of terms up to a certain maximum value of $k$. Thus, unlike the regularized solutions (12), (14), (18), (19), and also (45), $\widehat{B} \bar{g}$ features frequency selectivity, which is obtained by evaluating the information content of the noisy Fourier coefficients.
ii) Notice that the estimate (58) associated with the operator $\widehat{B}$ represents a probabilistically regularized solution, in the sense of the formula (68), even if, in general, it does not minimize the global mean-square error (30).

At this point in order to apply the results of this section, statistical methods that allow for splitting the coefficients $\bar{g}_{k}$ into the sets $\mathcal{I}_{k}$ and $\mathcal{N}_{k}$ must be investigated. These methods will be illustrated in the next section.

## 4. Numerical analysis: The regularizing algorithm.

4.1. The correlation function of the noisy data. The application of the results of the previous section to a Fredholm equation of the first kind would involve using statistical tools for the determination of the two sets $\mathcal{I}_{k}$ and $\mathcal{N}_{k}$. In this section this issue is discussed and the basic steps of a numerical algorithm for constructing the regularized solution $\widehat{B} \bar{g}$ from the noisy data $\bar{g}$ are outlined. For simplicity we shall work throughout only with data corrupted by white noise. However, provided the independence assumption between $\xi$ and $\zeta$, more general cases involving "colored" noise could be treated by using suitable methods, for instance, "prewhitening" transformations [7], whose discussion is beyond the scope of this section. Here our goal is to show that statistical estimates of the amount of information carried by the Fourier coefficients $\bar{g}_{k}$ can be sufficient to construct a satisfactory regularized solution. Furthermore, the direct comparison of the numerical results clearly evidentiates how some inherent limitations of the variational regularization scheme are overcome.

Following the analysis of the previous section, we are now faced with the problem of separating the Fourier coefficients $\bar{g}_{k}$ into two classes; one containing all the Fourier coefficients of the noisy data which are correlated, the other containing the $\bar{g}_{k}$ that can be regarded as random numbers. This task can be achieved by computing the correlation function of the random variables $\eta_{k}$; i.e., the probabilistic counterpart of the coefficients $\bar{g}_{k}$ :

$$
\begin{equation*}
\Delta_{\eta}\left(k_{1}, k_{2}\right)=\frac{E\left\{\left[\eta_{k_{1}}-E\left\{\eta_{k_{1}}\right\}\right]\left[\eta_{k_{2}}-E\left\{\eta_{k_{2}}\right\}\right]\right\}}{E\left\{\left[\eta_{k_{1}}-E\left\{\eta_{k_{1}}\right\}\right]^{2}\right\}^{1 / 2} E\left\{\left[\eta_{k_{2}}-E\left\{\eta_{k_{2}}\right\}\right]^{2}\right\}^{1 / 2}} . \tag{81}
\end{equation*}
$$

In practice, just a finite realization $\left\{\bar{g}_{k}\right\}_{1}^{N}$ of the random variables $\eta_{k}$ is available, from which estimates $\delta_{\bar{g}}$ of the autocorrelations can be obtained by regarding the data $\left\{\bar{g}_{k}\right\}_{1}^{N}$ as a finite length record of a stationary random normal series. In principle, the assumption of stationarity of the series $\left\{\eta_{k}\right\}$ is not correct because in general the moments of the random variables $\eta_{k}$ will depend on $k$, but from the practical point of view this is usually the only possible chance. In fact, in many areas of application, it is difficult or even impossible to have multiple independent realizations $\left\{\bar{g}_{k}\right\}_{1}^{N}$ of the process $\left\{\eta_{k}\right\}$, so estimates of ensemble averages cannot be computed. Thus, we are forced to introduce the working hypothesis that the process $\left\{\eta_{k}\right\}$ is stationary in wide sense [9], that is, $\Delta_{\eta}\left(k_{1}, k_{2}\right)=\Delta_{\eta}\left(k_{1}-k_{2}\right)$, and to compute the estimates
of the autocorrelation coefficients by means of the ergodic relation between ensemble and time (i.e., the index $k$ in our case) averages. Of course, such a restriction can be removed whenever many independent sets of data $\left\{\bar{g}_{k}\right\}_{1}^{N}$ would be available for evaluating ensemble averages. Anyway, we will see later in the discussion of the algorithm how an ambiguity in the reconstruction of the regularized solution $\widehat{B} \bar{g}$ due to the assumed invariance for $k$-translation of $\left\{\eta_{k}\right\}$ will be removed.

A number of estimators of the autocorrelation function have been suggested by statisticians, and their properties are discussed in detail in [15]. An estimate which is widely used by statisticians, and in the following examples as well, is given by

$$
\begin{equation*}
\delta_{\bar{g}}(n)=\frac{\sum_{k=1}^{N-n}\left(\bar{g}_{k}-\left\langle\bar{g}_{k}\right\rangle\right)\left(\bar{g}_{k+n}-\left\langle\bar{g}_{k+n}\right\rangle\right)}{\left\{\sum_{k=1}^{N-n}\left(\bar{g}_{k}-\left\langle\bar{g}_{k}\right\rangle\right)^{2} \sum_{k=1}^{N-n}\left(\bar{g}_{k+n}-\left\langle\bar{g}_{k+n}\right\rangle\right)^{2}\right\}^{1 / 2}}, n=0, \ldots, N-1, \tag{82}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\langle\bar{g}_{k}\right\rangle=\frac{1}{N-n} \sum_{k=1}^{N-n} \bar{g}_{k} ; \quad\left\langle\bar{g}_{k+n}\right\rangle=\frac{1}{N-n} \sum_{k=1}^{N-n} \bar{g}_{k+n} . \tag{83}
\end{equation*}
$$

Equation (82), which is based on the scatter diagram of $\bar{g}_{k+n}$ against $\bar{g}_{k}$ for $k=$ $1, \ldots, N-n$, represents the maximum likelihood estimate of the autocorrelation coefficients of two random variables $\eta_{k}$ and $\eta_{k+n}$ whose joint probability distribution function is bivariate normal.

In order to identify the structure of the series $\left\{\bar{g}_{k}\right\}_{1}^{N}$ so that we can separate correlated components from the random ones, it is necessary to have a crude test on whether $\delta_{\bar{g}}(n)$ is effectively zero. It has been shown by Anderson [1] that the distribution of an estimated autocorrelation coefficient, whose theoretical value is zero, is approximately normal. Thus, on the hypothesis that the theoretical autocorrelation $\Delta_{\eta}(n)=0$, the estimate $\delta_{\bar{g}}(n)$ divided by its standard error $\sigma_{\delta}(n)$ will be approximately distributed as a unit normal deviate. This fact may be used to provide a rough guide as to whether theoretical autocorrelations are essentially zero. To this purpose it is usually sufficient to remember that, for normal distribution, deviations exceeding two standard errors in either direction have a probability of about 0.05 , so that the $95 \%$ confidence interval of the estimate is approximately $\delta_{\bar{g}}(n) \pm 1.96 \sigma_{\delta}(n)$.

Estimated autocorrelations can have rather large variances and can be highly correlated with each other $[3,12]$ so that care is required in the interpretation of individual autocorrelations. In particular, moderately large estimated autocorrelations can occur after the theoretical autocorrelation function has damped out, and, in any case, it must be considered that an estimated autocorrelation function always exhibits less damping than the theoretical one, as the estimated autocorrelations are inflated by sampling fluctuations (see also the following Example 1). Thus, in order to avoid a purely empirical analysis of the autocorrelations, it is necessary to assume a rough model of the series that allows us to evaluate the order of magnitude of the sampling errors $\sigma_{\delta}(n)$ associated with the autocorrelation estimator.

According to the discussion in section 3.2, since we expect to find the set $\mathcal{I}_{k}$ to be finite, we also expect that the autocorrelation function $\Delta_{\eta}(n)$ will vanish beyond a certain lag $n_{0}$. Thus, in what follows, it will be assumed that there exists an index $n_{0}$ such that $\Delta_{\eta}(n)=0$ for $n>n_{0}$. In this case, if the record length $N$ is
large enough (i.e., such that $O\left(1 / N^{2}\right)$ terms can be neglected), use can be made of Bartlett's approximate expression for the variance of the estimated autocorrelations of a stationary normal process [3]:

$$
\begin{equation*}
\operatorname{var}\left[\delta_{\bar{g}}(n)\right] \sim \frac{1}{N-n}\left\{1+2 \sum_{v=1}^{n_{0}} \Delta_{\eta}^{2}(v)\right\} \quad \text { for } n>n_{0} \tag{84}
\end{equation*}
$$

To use (84) in practice, the estimated autocorrelations $\delta_{\bar{g}}$ are substituted for the theoretical ones $\Delta_{\eta}$, and in this case we shall refer to the square root of (84) as the large-lag standard error $\sigma_{\delta}\left(n ; n_{0}\right)$ [7].

The index $n_{0}$ is actually recovered in a recursive way through a hypothesis generation-verification procedure. Starting from the assumption that the series is completely random, i.e., $n_{0}=0$, the standard error $\sigma_{\delta}(n ; 0)$ is computed and the first index $\bar{n}>0$ such that $\left|\delta_{\bar{g}}(\bar{n})\right|>1.96 \sigma_{\delta}(n ; 0)$ is searched for. If there exists such an index $\bar{n}$, it becomes the new candidate to be $n_{0}$, i.e., we set $n_{0}=\bar{n}, \sigma_{\delta}\left(n ; n_{0}\right)$ is computed, and again it is tested whether the series is compatible with the hypothesis that $\Delta_{\eta}(n)=0$ for $n>n_{0}$. The whole procedure is repeated until no new index $\bar{n}$ is found. Formally, $n_{0}$ is then defined as

$$
\begin{equation*}
n_{0}=\max \left\{\bar{n} \geq 0: \forall n \in(\bar{n}, N-1],\left|\delta_{\bar{g}}(n)\right|<1.96 \sigma_{\delta}(n, \bar{n})\right\} \tag{85}
\end{equation*}
$$

The set $\mathbf{Q}$ of the lags corresponding to autocorrelation values that are effectively different from zero and, consequently, indicating lack of randomness of the coefficients $\bar{g}_{k}$, is defined as

$$
\begin{equation*}
\mathbf{Q}=\left\{0<n \leq n_{0}:\left|\delta_{\bar{g}}(n)\right|>1.96 \sigma_{\delta}(n, 0)\right\} \tag{86}
\end{equation*}
$$

Let $N_{c}$ be the number of elements of $\mathbf{Q}$.
As previously discussed, as a consequence of the inevitable assumption of stationarity of the process $\left\{\eta_{k}\right\}$, the Fourier coefficients $\bar{g}_{k}$ that are correlated cannot be determined in a unique way from the set $\mathbf{Q}$. In fact, an integer $n_{i} \in \mathbf{Q}$ just indicates a strong correlation between at least two Fourier coefficients $n_{i}$ apart. This means that, in principle, any couple $\left(\bar{g}_{k_{i}}, \bar{g}_{k_{i}+n_{i}}\right)$ for any integer $1 \leq k_{i} \leq\left(N-n_{i}\right)$ could have generated such a strong correlation at the lag $n_{i}$. Thus, from the set $\mathbf{Q}$ we can construct $N_{c}$ families $F_{i}$ defined as

$$
\begin{equation*}
F_{i}=\left\{\left(\bar{g}_{k_{i}}, \bar{g}_{k_{i}+n_{i}}\right)\right\}_{k_{i}=1}^{\left(N-n_{i}\right)}, \quad i=1, \ldots, N_{c} \tag{87}
\end{equation*}
$$

from which the couples of coefficients $\bar{g}_{k}$ that are likely to be correlated can be selected. In theory, that is for $N \rightarrow \infty$, the $N_{c}$ indices $k_{i}$ and the $N_{c}$ elements $n_{i} \in \mathbf{Q}$ are mutually dependent. In fact, any two coefficients $\bar{g}_{k_{\alpha}}, \bar{g}_{k_{\beta}}$ which are selected from the families $F_{i}$ must satisfy the pairwise compatibility conditions requiring $\left|k_{\alpha}-k_{\beta}\right| \in \mathbf{Q}$. Or, in other words, it can be seen that, given the set $\mathbf{Q}$, the number $N_{\mathcal{I}}$ of admissible Fourier coefficients $\bar{g}_{k}$ is combinatorially constrained to be

$$
\begin{equation*}
\frac{1}{2}\left(1+\sqrt{1+8 N_{c}}\right) \leq N_{\mathcal{I}} \leq N_{c}+1 \tag{88}
\end{equation*}
$$

The left inequality in (88) follows directly from the observation that the maximum number of correlations among $N_{\mathcal{I}}$ coefficients is $\binom{N_{\mathcal{I}}}{2}$, then $N_{c} \leq\binom{ N_{\mathcal{I}}}{2}$, whereas the
right inequality expresses that at least $\left(N_{\mathcal{I}}-1\right)$ distinct correlations can be computed among $N_{\mathcal{I}}$ coefficients (i.e., $N_{c} \geq N_{\mathcal{I}}-1$ ). For instance, if $N_{c}=2$, we have from inequalities (88) that there need to be $N_{\mathcal{I}}=3$ coefficients $\bar{g}_{k}$ to construct the set $\mathbf{Q}$, or, referring to (87), that the two indices $k_{1}$ and $k_{2}$ must coincide, i.e., $k_{1} \equiv k_{2} \geq 1$. In any case, the compatibility conditions are not sufficient to constrain in a unique way the selection of the coefficients $\bar{g}_{k}$ and, consequently, the construction of the regularized solution.

In practice, that is, when the record length $N$ is finite and particularly when the signal-to-noise ratio (SNR) of the data $\bar{g}$ is small, the compatibility constraints cannot be assumed to be satisfied. In fact, because of the sampling fluctuations in the estimates $\delta_{\bar{g}}(n)$, some correlations which are actually different from zero could be incorrectly detected by the procedure discussed above. However, we shall see later in the discussion of the numerical examples how the compatibility constraints can provide us with a confidence check on the reliability of the regularized solution $\widehat{B} \bar{g}$.

In order to recover in a unique way from the set $\mathbf{Q}$ the Fourier coefficients that are likely to be correlated, we adopt the following criterion suggested by the definition itself of the autocorrelation function: for any $n_{i} \in \mathbf{Q}, i=1, \ldots, N_{c}$, we select the pair $\left(\bar{g}_{k_{i}^{\star}}, \bar{g}_{k_{i}^{\star}+n_{i}}\right)$ giving the maximum contribution to the autocorrelation estimate $\delta_{\bar{g}}\left(n_{i}\right)$; i.e., we define $k_{i}^{\star}$ as

$$
\begin{equation*}
k_{i}^{\star}=\arg \max _{k \in\left[1, N-n_{i}\right]}\left\{\left|\bar{g}_{k} \bar{g}_{k+n_{i}}\right|\right\}, \quad i=1, \ldots, N_{c}, \tag{89}
\end{equation*}
$$

and, accordingly, we can define the set of frequencies $\mathcal{I}_{k}$ exhibiting correlated Fourier coefficients as

$$
\begin{equation*}
\mathcal{I}_{k}=\left\{k_{i}^{\star}\right\}_{1}^{N_{c}} \cup\left\{k_{i}^{\star}+n_{i}\right\}_{1}^{N_{c}}, \tag{90}
\end{equation*}
$$

where each element of $\mathcal{I}_{k}$ is counted only once.
4.2. Numerical examples. Throughout this section we shall consider as a sample problem the integral equation (1) with kernel

$$
K(x, y)=\left\{\begin{array}{lll}
(1-x) y & \text { if } & 0 \leq y \leq x \leq 1  \tag{91}\\
x(1-y) & \text { if } & 0 \leq x \leq y \leq 1
\end{array}\right.
$$

whose eigenfunctions and eigenvalues are, respectively,

$$
\begin{align*}
\psi_{k}(x) & =\sqrt{2} \sin (k \pi x)  \tag{92}\\
\lambda_{k} & =\frac{1}{k^{2} \pi^{2}} \tag{93}
\end{align*}
$$

The data $g(x)$ have been noised by adding white noise $n(x)$, simulated by computer generated random numbers uniformly distributed in the interval $[-\epsilon, \epsilon]$ (see also [22] for a very preliminary numerical analysis of this problem). The examples shown hereafter differ for the choice of the input signal $f(x)$ and for the values of the noise boundary $\epsilon$, whereas the performances of the algorithm are evaluated by direct comparison of the reconstructed signal with the true signal $f(x)$. In every example reported here, the approximations obtained through the variational scheme (see section 2.1) are computed by setting the constraint operator $C$ such that $c_{k}=k,(k=1,2, \ldots)$, the parameter $\epsilon$ corresponding to the boundary on the noise equal to the dispersion of the noise $D_{\epsilon}($ see $(7))$, and the boundary $E$ on the solution equal to the norm of the unknown function, i.e., $E=\|f(x)\|$ (see (8)).


Fig. 1. Example 1: $f_{1}(x)=(1-x) \sin (3 \sin (3 x)), \epsilon=10^{-4}, S N R \simeq 25.7 d B, N=512$. (A) Noiseless Fourier coefficients $g_{k}$. (B) Modulus of the autocorrelation function. The horizontal dotted straight line indicates the $95 \%$ confidence limit $1.96 \sigma_{\delta}(n ; 0)$ for a purely random sequence. The solid curved line indicates the confidence limit $1.96 \sigma_{\delta}(n ; 3), n>3$. From the analysis of $\delta_{\bar{g}}(n)$ we have $\mathbf{Q}=\{1,2,3\}$ and $\mathcal{I}_{k}=\{1,2,3,4\}$. (C) Regularized solutions. The solid line represents the actual solution $f_{1}(x)$. The dots represent the reconstruction $\widehat{B} \bar{g}$. The crosses represent the variational solution $f_{\star}^{(1)}$ obtained by using $c_{k}=k ; k_{\alpha}=8$ (see equations (14) and (15)). (D) Plot of the function $M(m)=\sum_{k=1}^{m}\left(\bar{g}_{k} / \lambda_{k}\right)^{2}$. Notice that the value of $M(m)$ corresponding to its first plateau, i.e., approximately for $4 \leq m \leq 10$, is about the squared norm of the true solution.

In Figure 1, the analysis of the sample function $f_{1}(x)=(1-x) \sin (3 \sin (3 x))$ with noise boundary $\epsilon=10^{-4}$ is summarized. The global SNR, defined as the ratio of the mean power of the noiseless data to the noise variance, was $\mathrm{SNR} \simeq 25.7 \mathrm{~dB}$. The function $f_{1}(x)$ is characterized by having the bulk of information localized in the first few values of $k$ (see the related noiseless coefficients $g_{k}$ in Figure 1A) so that we expect that also a variational solution could provide a satisfactory reconstruction of the input signal. Figure 1B shows the behavior of the autocorrelation function $\delta_{\bar{g}}(n)$ along with the two lines indicating the statistical confidence limits we used to discriminate whether the autocorrelations are essentially null. The dashed horizontal straight line represents the threshold that we would have under the hypothesis of purely random sequence $\left\{\bar{g}_{k}\right\}$, whereas the solid line represents the threshold corresponding to the model of autocorrelation function of ideal damped type. In this example we found $n_{0}=3, \mathbf{Q}=\{1,2,3\}$, and the autocorrelation at $n=4$ was rejected in spite of its quite large value (see formula (86)). The direct inspection of the values of $\epsilon \nu_{k}$ and $g_{k}$ in repeated realizations showed that for $k=5$ the noise was usually larger than the Fourier coefficient, confirming hence the result that the autocorrelation $\delta_{\bar{g}}(4)$ was abnormally inflated by the large autocorrelations at $n=1,2,3$. According to the criteria (89) and (90), the set of frequencies whose corresponding Fourier coefficients
exhibit strong correlations is $\mathcal{I}_{k}=\{1,2,3,4\}$. It is worth noticing that in this case the elements of $\mathcal{I}_{k}$ satisfy all the compatibility constraints; i.e., any difference between elements of $\mathcal{I}_{k}$ belongs to $\mathbf{Q}$, and $N_{\mathcal{I}}$ satisfies constraints (88). This complete cross consistency between $\mathbf{Q}$ and $\mathcal{I}_{k}$ gives a high level of confidence in the result of the whole analysis. In Figure 1 C the true function $f_{1}$ (solid line), the regularized solution $\widehat{B} \bar{g}$ (crosses), and the regularized function $f_{\star}^{(1)}$ (dots) are compared. The truncation point of $f_{\star}^{(1)}$, obtained through the criterion (15), was $\alpha=8$. Figure 1C shows how in this case both regularization methods lead to comparable results, which are quite satisfactory approximations of the "unknown" function $f_{1}$. The plot of the function $M(m)$, displayed in Figure 1D, confirms the correctness of the two approximations. In fact, it clearly exhibits a "plateau," ranging from about $m=3$ to $m=10$, that corresponds to the order-disorder transition of the coefficients $\bar{g}_{k}$. Then it could be argued that for any truncation point belonging to this "plateau" the truncated approximation will hold coefficients $\bar{g}_{k}$ whose information content is not completely obscured by the noise. In every example discussed here, the regularized solutions $f_{\star}^{(2)}$ and $f_{\star}^{(3)}$ (see (18) and (19)) have also been considered, providing in all cases worse results (not plotted).

The second and third examples, shown in Figure 2, are quite simple but a little tricky, and show the deep differences between our approach and the variational one. They consist of a finite linear combination of, respectively, 3 and 10 basis functions $\psi_{k}$ (see the legend for numerical details), and, indeed, they have been chosen as typical signals in which the bulk of the information is not grouped in a single block of consecutive low frequencies. In these cases, setting global constraints on the solution, such as in the variational methods, leads inevitably to a failure, which is clearly evident from Figure 2C,F, since the lack of selectivity necessarily causes the regularized solution $f_{\star}^{(1)}$ to contain pure noisy components. On the contrary, the selectivity achieved through the analysis of the autocorrelation function overcomes this limit. In both examples the analysis of the autocorrelation function (see Figure 2A,D) led to the correct selection of the components that carry information in spite of the quite small SNR (in Example 2, SNR $\simeq 0.55 \mathrm{~dB}$ ). Referring to the Example 2 depicted in Figure $2 \mathrm{~A}, \mathrm{~B}, \mathrm{C}$, it can be observed that all the compatibility constraints are indeed satisfied; however, it is worth it to remark that, because of the sampling fluctuation of the estimates $\delta_{\bar{g}}(n)$, the autocorrelation $\delta_{\bar{g}}(6)$ was not always detected in different realizations of the noisy data $\left\{\bar{g}_{k}\right\}_{1}^{N}$. In these cases the set $\mathcal{I}_{k}$, computed from the set $\mathbf{Q}=\{4,10\}$ missing $n=6$, is still correct, i.e., $\mathcal{I}_{k}=\{3,7,13\}$, even though one compatibility constraint is not fulfilled.

A more complex example is shown in Figure 3. Following the trace of the previous example, here we have the input function $f_{4}$ which is characterized by having the significant Fourier components grouped in different ranges of the $k$ axis. Consequently, the Fourier coefficients $g_{k}$ that clearly emerge from the noise (in this example, $\epsilon=$ $10^{-4}$ ) are quite sparse in the range $1 \leq k \leq 12$ (see Figure 3A). The plot of the regularized solution $\widehat{B} \bar{g}$, obtained from the analysis of the autocorrelation function shown in Figure 3 B , shows an acceptable agreement with the real solution $f_{4}$, even though the procedure failed in detecting the coefficient at $k=5$. On the contrary, the "nontruncated" (in the sense that the sum runs up to $N$ ) solution $f_{\star}$ (see (12)), which is displayed in Figure 3D, yields a rather poor reconstruction either because the constraint operator $C$ smooths out too many frequencies or because distortions are introduced by those coefficients which are essentially noise (e.g., $k=2,6,7,8,9,10$ ). Of course, the variational reconstruction could be considerably improved by choosing


Fig. 2. Example 2: $f_{2}(x)=5 \sin (3 \pi x)+10 \sin (7 \pi x)+15 \sin (13 \pi x), \epsilon=310^{-3}, S N R \simeq 0.54 d B$, $N=512$. (A) Modulus of the autocorrelation function. $\mathbf{Q}=\{4,6,10\}, \mathcal{I}_{k}=\{3,7,13\}$. (B) Comparison between the actual solution $f_{2}(x)$ (solid line) and the regularized solution $\widehat{B} \bar{g}(x)$ (dots). (C) Comparison between the actual solution $f_{2}(x)$ (solid line) and the approximated solution $f_{\star}^{(1)}(x)$ with $k_{\alpha}=9$ (see criterion (15)). (D) Example 3: Modulus of the autocorrelation function. $\quad f_{3}(x)=\sum_{j=1}^{10} a_{j} \sin \left(k_{j} \pi x\right)$, with $a_{j}=\{17,23,27,33,43,55,68,70,77,81\}$ and $k_{j}=$ $\{5,9,13,17,18,23,24,25,31,33\} . \epsilon=10^{-3}, S N R \simeq 9.79 d B, N=1024 ; \mathbf{Q}=\{4,5,8,9,12,13,14$, $15,16,18,19,20,22,24,26,28\}, \mathcal{I}_{k}=\{5,9,13,17,18,23,24,25,31,33\}$. (E) Comparison between the actual solution $f_{3}(x)$ (solid line) and the regularized solution $\widehat{B} \bar{g}(x)$ (dots). ( F ) Comparison between the actual solution $f_{2}(x)$ (solid line) and the approximated solution $f_{\star}^{(1)}(x)$ with $k_{\alpha}=27$.
a more appropriate operator $C$ and different values for the parameters $\epsilon$ and $E$, but this would require more precise a priori knowledge on the actual solution.

In conclusion, some final remarks. The method of regularization based on the analysis of the correlation function of the data allows us to pick out the Fourier components of the noisy data which are likely to carry exploitable information on the unknown solution and, at the same time, for rejecting the ones dominated by the noise.


Fig. 3. Example 4: $f_{4}(x)=(1-x) \sin (5 \sin (12 x)), \epsilon=10^{-4}, S N R \simeq 4.6 d B, N=512$. (A) Noiseless Fourier coefficients $g_{k}$. (B) Modulus of the autocorrelation function. $\mathbf{Q}=$ $\{1,2,3,5,7,8,9\}, \mathcal{I}_{k}=\{1,3,4,9,11,12\}$. (C) Comparison between the actual solution $f_{4}(x)$ (solid line) and the regularized solution $\widehat{B} \bar{g}(x)$ (dots). (D) Comparison between the actual solution $f_{4}(x)$ (solid line) and the variational solution $f_{\star}(x)($ see (12)).

Frequency selectivity is not featured by methods of regularization that basically work as low-pass filters, and we have seen this inherent limit through examples in which frequency selectivity is essential for a satisfactory reconstruction.

The regularized solution $\widehat{B} \bar{g}$ is founded only on a suitable analysis of the real data, that aims at holding only the data whose information content is significant. This approach naturally agrees with the methodology of the experimental physical science.

A moderate number of reasonable assumptions have been made in the construction of the regularized solution $\widehat{B} \bar{g}$ (see Theorem 3.5), and, more important, the solution itself does not depend on unknown parameters. Even in the variational approach, methods to reduce the dependence of the solution on free parameters have been widely investigated, and several practical strategies for choosing the regularization parameter $\alpha$ (see functional (9)) have been proposed (see, for instance, [8, 25] and references therein). Since the optimal parameter is impossible to determine because the exact solution is not known, many of these strategies can provide estimates of the asymptotically optimal rate of convergence of the regularized solution to the real solution when the noise vanishes.

The main difficulty of the method we have proposed regards the analysis of the correlation function. First, the correctness of the regularized solution depends on the capability of the correlation function to catch the information content of the data and to exhibit it in an effective way. Second, usually quite large data samples, i.e., $N$ large, are necessary in order to limit sample fluctuations that could give rise to
incorrect interpretation of the correlation function itself.
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# "CHAOS GAMES" FOR ITERATED FUNCTION SYSTEMS WITH GREY LEVEL MAPS* 
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#### Abstract

Two random iteration algorithms, or "chaos games," for iterated function systems (IFS) on function spaces, namely IFS with grey level maps (IFSM), are described. The first algorithm can be interpreted as a "chaos game in code space" and is guaranteed to work only in the case of nonoverlapping IFS maps. In the second algorithm, applicable to IFSM with overlapping IFS maps but affine grey level maps, the (normalized) IFSM attractor function $\bar{u}$ serves as the density for an invariant measure $\bar{\mu}$ of an IFS with probabilities with condensation measure. As such, approximations to the attractor function of the IFSM are yielded by visitation histograms, as in the case of IFS with probabilities on measure spaces. Some computer results illustrating the convergence of this chaos game for a simple overlapping IFSM on $[0,1]$ are also presented.
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1. Introduction. In this paper we formulate two random iteration algorithms, or "chaos games," for iterated function systems with grey level maps (IFSM). As in the case of iterated function systems with probabilities (IFSP) on probability measure spaces, the chaos game is a kind of "bin counting" algorithm which can be used to generate approximations to IFSM attractor functions. For both the IFSM and IFSP, such a random iteration algorithm represents an alternative to a deterministic algorithm for constructing such approximations.

In the remainder of this section, the basic definitions for IFSM are presented. In section 2, we outline a first kind of chaos game for IFSM, motivated by the chaos game for IFSP. (The important features of the latter are given in the appendix.) Its applicability in analyzing the IFSM attractor function $\bar{u}(x)$ is restricted to the case where the IFS contraction maps are "nonoverlapping." In this case, as expected, a sampling of function values by a random "chaos game" walk produces converging estimates of the average value of the attractor over a subset/pixel. The breakdown of the algorithm in the overlapping case can be understood by reformulating it as a chaos game over code space. A convergence result for this chaos game is provided by Elton's ergodic theorem. However, it can provide information about $\bar{u}(x)$ on $X$ only in the nonoverlapping case. In section 3, we introduce another chaos game for affine IFSM in $\mathcal{L}^{1}$ in the general overlapping case. The (normalized) IFSM attractor function $\bar{u}$ is considered as the density of the invariant measure for an IFSP with condensation. The offset terms $\beta_{i}$ in the affine grey level maps $\phi_{i}(t)=\alpha_{i} t+\beta_{i}$ will

[^54]play the role of the condensation measure $\theta$, while the scaling terms $\alpha_{i}$ will contribute to mixing probabilities for these condensation measures. We conclude the paper with some computer results that illustrate the convergence of the chaos game for a simple overlapping IFSM on $[0,1]$.
1.1. Basics of IFSM. Let $(X, d)$ denote a complete metric space, the "base space," typically $[0,1]$ or $[0,1]^{2}$ with Euclidean metric. Let $\mathbf{w}=\left\{w_{1}, w_{2}, \ldots, w_{N}\right\}$ be a set of one-to-one contraction maps on $(X, d)$ with contraction factors $c_{i} \in[0,1)$. For simplicity, we assume that the IFS maps are affine. Associated with the IFS maps $w_{i}$ is a set of grey level maps $\Phi=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{N}\right\}, \phi_{i}: \mathbf{R} \rightarrow \mathbf{R}$, assumed to be Lipschitz on $\mathbf{R}$ with Lipschitz constants $K_{i}$. The set of IFS maps $\mathbf{w}$ and associated grey level maps $\Phi$ comprises an IFSM on $(X, d)$.

Associated with the $N$-map IFSM $(\mathbf{w}, \Phi)$ is a fractal transform operator $T$ : $\mathcal{L}^{p}(X) \rightarrow \mathcal{L}^{p}(X), p \in[1, \infty)[6,7]$. For $u \in \mathcal{L}^{p}(X)$,

$$
\begin{equation*}
(T u)(x)=\sum_{k=1}^{N} f_{k}(x), \quad x \in X \tag{1.1}
\end{equation*}
$$

where the fractal components $f_{k}(x)$ are given by

$$
f_{k}(x)= \begin{cases}\phi_{k}\left(u\left(w_{k}^{-1}(x)\right)\right), & x \in w_{k}(X),  \tag{1.2}\\ 0, & x \notin w_{k}(X)\end{cases}
$$

In other words, the $k$ th fractal component $f_{k}(x)$ is a modification of the grey level value of $u$ at the preimage $w_{k}^{-1}(x)$ (provided this preimage exists).

For $u, v \in \mathcal{L}^{p}(X), p \in[1, \infty)$,

$$
\begin{equation*}
\|T u-T v\|_{p} \leq C_{p}\|u-v\|_{p}, \quad C_{p}=\sum_{k=1}^{N}\left|J_{k}\right|^{1 / p} K_{k} \tag{1.3}
\end{equation*}
$$

where $\left|J_{k}\right|$ is the Jacobian associated with the transformation $x=w_{k}(y)$. These bounds may be improved in the $\mu$-nonoverlapping case, where the sets $X_{i}=w_{i}(X)$ overlap only on sets of zero Lebesgue measure on $X$ (a common assumption in the literature):

$$
\begin{equation*}
\|T u-T v\|_{p} \leq \bar{C}_{p}\|u-v\|_{p}, \quad \bar{C}_{p}=\left[\sum_{k=1}^{N}\left|J_{k}\right| K_{k}^{p}\right]^{1 / p} \tag{1.4}
\end{equation*}
$$

If $C_{p}<1$, then $T$ is contractive in $\left(\mathcal{L}^{p}, d_{p}\right)$. From the Banach contraction mapping theorem, there exists a unique fixed point $\bar{u} \in \mathcal{L}^{p}(X)$, i.e., $T \bar{u}=\bar{u}$. Furthermore, for any $u \in \mathcal{L}^{p}(X), d_{p}\left(T^{n} u, \bar{u}\right) \rightarrow 0$ as $n \rightarrow \infty$. This is the basis for the deterministic algorithm to generate approximations to $\bar{u}$.

In what follows it will be useful to consider the code space associated with the $N$-map IFS w. Recall that there exists a unique compact set $A \subseteq X$, the attractor of the IFS, such that $A=\cup_{i=1}^{N} w_{i}(A)$. Define

$$
\begin{equation*}
\Sigma=\left\{\sigma=\left(\sigma_{1}, \sigma_{2}, \ldots,\right) \mid \sigma_{i} \in\{1,2, \ldots, N\} \forall i \geq 1\right\} \tag{1.5}
\end{equation*}
$$

Then for any $x \in A$, there exists at least one code $\sigma \in \Sigma$ such that

$$
\begin{equation*}
x=\lim _{n \rightarrow \infty} w_{\sigma_{1}} \circ w_{\sigma_{2}} \circ, \ldots, \circ w_{\sigma_{n}}(y) \tag{1.6}
\end{equation*}
$$



Fig. 1.1.
for any $y \in X[2,1]$. As well, for any $\sigma \in \Sigma$, there exists a unique point $x \in X$. We let $a: \Sigma \rightarrow X$ denote the address map so that $a(\sigma)=x$. If the sets $w_{i}(A)$ are disjoint, then $a$ is one-to-one.

Finally, each IFS map $w_{i}$ on $X$ induces an equivalent action on $\Sigma$. The code space map corresponding to $w_{i}$ is $\omega_{i}:\left(\sigma_{1}, \sigma_{2}, \ldots,\right) \mapsto\left(i, \sigma_{1}, \sigma_{2}, \ldots,\right)$. These actions are depicted schematically in Figure 1.1.

## 2. A simple chaos game.

2.1. Nonoverlapping sets $\boldsymbol{X}_{\boldsymbol{i}}=\boldsymbol{w}_{\boldsymbol{i}}(\boldsymbol{X})$. Let $P_{K}=\left\{B_{k}\right\}_{k=1}^{K}$ denote a partition of $X$ into Borel subsets $B_{k}$. Associated with each set $B_{k}$ is a "cumulative sum" $S_{k}$ which will initially be set to 0 . Let $(\mathbf{w}, \Phi)$ be an $N$-map IFSM on $X$ satisfying the following properties:

1. The sets $X_{i}=w_{i}(X)$ cover X, i.e., $\bigcup_{k=1}^{N} X_{i}=X$.
2. As well, $m\left(X_{i} \cap X_{j}\right)=0$ for $i \neq j$ ("nonoverlapping" sets).
3. The grey level maps $\phi_{i}$ are contractive on $\mathbf{R}$, i.e., $K_{i} \in[0,1)$. (This implies that $T$ is contractive on $\left.\mathcal{L}^{\infty}(X)[3,6].\right)$

From the above assumptions, almost every point $x \in X$ (Lebesgue measure) has a unique code $\sigma=\left(\sigma_{1}, \sigma_{2}, \ldots,\right) \in \Sigma$. If $\bar{u}$ is the attractor of the $N$-map $\operatorname{IFSM}(\mathbf{w}, \Phi)$, then $\bar{u}(x)=\phi_{\sigma_{1}} \bar{u}\left(w_{\sigma_{1}}^{-1}(x)\right)$, which may be iterated to obtain (using the contractivity of the $\phi_{i}$ )

$$
\begin{equation*}
\bar{u}(x)=\lim _{n \rightarrow \infty} \phi_{\sigma_{1}} \circ \phi_{\sigma_{2}} \circ, \ldots, \circ \phi_{\sigma_{n}}\left(t_{0}\right), \tag{2.1}
\end{equation*}
$$

where $t_{0} \in \mathbf{R}$.
Let $\mathbf{p}=\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}, p_{k}>0, \sum_{k=1}^{N} p_{k}=1$ be a set of probabilities associated with each IFS grey level map pair $\left(w_{k}, \phi_{k}\right)$. The choice of the $p_{k}$ - a crucial point - will be specified below. We now outline the first algorithm:

1. Initialize $x_{0}$ as the fixed point of $w_{1}$ (merely for convenience).
2. Initialize $u_{0}$ to be "close" to $u\left(x_{0}\right)$ by setting $u_{0}=\phi_{1}^{\circ m}(1)$, where $m$ is sufficiently large to obtain the desired accuracy. (Convergence is guaranteed by the contractiveness of the $\phi_{k}$ maps and the nonoverlapping property of the $X_{i}$.)
3. Initialize the sum $S_{j_{0}}=u_{0}$, where $x_{0} \in B_{j_{0}}$.
4. Choose a pair $\left\{w_{\sigma_{0}}, \phi_{\sigma_{0}}\right\}, \sigma_{0} \in\{1,2, \ldots, N\}$ according to the probabilities $p_{i}$.
5. Set $x_{1}=w_{\sigma_{0}}\left(x_{0}\right)$ and $u_{1}=\phi_{\sigma_{0}}\left(u_{0}\right)$.
6. Increment the sum $S_{j_{1}}$ by $u_{1}$, where $x_{1} \in B_{j_{1}}$.
7. Continue in this way by returning to 4 above, i.e.,

$$
\begin{equation*}
x_{n+1}=w_{\sigma_{n}}\left(x_{n}\right), \quad u_{n+1}=\phi_{\sigma_{n}}\left(u_{n}\right), \quad \sigma_{n} \in\{1,2, \ldots, N\} \tag{2.2}
\end{equation*}
$$

where the $\sigma_{k}$ are chosen according to the probabilities $p_{i}$ and then by updating the appropriate $S_{j_{n+1}}$.

Proposition 2.1. For each $k \in\{1,2, \ldots, K\}$,

$$
\begin{equation*}
\frac{S_{k}}{n} \rightarrow \int_{B_{k}} \bar{u}(x) d \bar{\mu}(x) \quad \text { as } \quad n \rightarrow \infty \tag{2.3}
\end{equation*}
$$

where $\bar{\mu}$ is the invariant measure of the $\operatorname{IFSP}(\mathbf{w}, \mathbf{p})$. (See the appendix for the definition of IFSP.)

Proof. From the assumptions that (1) the $\phi_{i}$ maps are contractive and (2) the sets $w_{i}(X)$ are nonoverlapping, it follows that $u_{n} \approx \bar{u}\left(x_{n}\right)$. Let $I_{k}$ denote the characteristic function of $B_{k}$. Then at the $n$th stage of this chaos game,

$$
\begin{equation*}
\frac{S_{k}}{n} \approx \frac{1}{n} \sum_{m=1}^{n} I_{k}\left(x_{m}\right) \bar{u}\left(x_{m}\right) \tag{2.4}
\end{equation*}
$$

From Elton's theorem [5], in the limit $n \rightarrow \infty$ the right-hand side of the above expression becomes $\int_{B_{k}} \bar{u}(x) d \bar{\mu}(x)$.

Corollary 2.2. Define the probabilities to be $p_{i}=m\left(X_{i}\right) / \sum_{k} m\left(X_{k}\right)$. Then

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{1}{n} \frac{S_{k}}{m\left(B_{k}\right)} & =\frac{1}{m\left(B_{k}\right)} \int_{B_{k}} \bar{u}(x) d m(x) \\
& =\bar{u}_{a v}\left(B_{k}\right) \tag{2.5}
\end{align*}
$$

the average value of $\bar{u}$ over $B_{k}$.
Proof. An easy calculation shows that the invariant measure for the $\operatorname{IFSP}(\mathbf{w}, \mathbf{p})$ is $\mu=m$. From Eq. (2.4) the desired result follows.

Proposition 2.3. Let $\mathcal{P}_{n}$ be a nested sequence of Borel partitions whose "sizes" go to zero as $n \rightarrow \infty$. Let $\bar{u}_{n}$ be the average value function of $\bar{u}$ associated with $\mathcal{P}_{n}$. Suppose that $T$ is contractive in $\mathcal{L}^{p}(X, m)(1 \leq p<\infty)$ so that its fixed point $\bar{u} \in \mathcal{L}^{p}$. Then $\bar{u}_{n}$ converges to $\bar{u}$ in $\mathcal{L}^{p}$.

Proof. Notice that $\bar{u}_{n}$ is the conditional expectation of $\bar{u}$ given $\mathcal{P}_{n}$. Thus, $\bar{u}_{n}$ forms a martingale sequence which is $\mathcal{L}^{p}$ bounded. The desired convergence then follows by the martingale convergence theorem [9].

Remarks. 1. The above implies that we may obtain an approximation to any accuracy (in the $\mathcal{L}^{p}$ sense) by using a sufficiently fine partition of $X$. In the particular case that $\bar{u} \in \mathcal{L}^{1}$, a stronger result follows from the martingale convergence theorem, namely, that $\bar{u}_{n} \rightarrow \bar{u}$ pointwise a.e.
2. In the general case of probabilities $p_{i}, \sum_{i}^{N} p_{i}=1$, the limit in Corollary 2.2 becomes $\bar{u}_{a v}\left(B_{k}, \bar{\mu}\right)$, the $\bar{\mu}$-average value of $\bar{u}$ over $B_{k}$. Then Proposition 2.3 is generalized to convergence of $\bar{u}_{n}$ to $\bar{u}$ in $\mathcal{L}^{p}(\mu)$. The specific results of Corollary 2.2 and Proposition 2.3, i.e., convergence with respect to Lebesgue measure, are more relevant to computer approximations using the chaos game.
2.2. Overlapping $w_{i}(X)$ and a "chaos game in code space." In the case that the sets $X_{i}=w_{i}(X)$ overlap, i.e., $m\left(X_{i} \cap X_{j}\right) \neq 0$ for some pair $(i, j), i \neq j$, the chaos game of the previous section fails. One immediate consequence of overlapping
is that in Step 2 of the algorithm, it is not guaranteed that $u_{0}$ may be made "close" to $\bar{u}\left(x_{0}\right)$, since $x_{0}$ may have several preimages $w_{i}^{-1}\left(x_{0}\right)$. In order to further understand this problem, we formulate a chaos game algorithm on the code space $\Sigma$ rather than on the base space $X$. This is possible from the equivalence of actions in both spaces as shown in Figure 1.1 at the end of section 1.1. Associated with the partition $P_{K}$ of $X$ into Borel subsets $B_{k}$ is a partition of $\Sigma$ into subsets defined by $T_{k}=a^{-1}\left(B_{k}\right)$ for all $k$, where $a: \Sigma \rightarrow X$ is the address map defined in section 1.1. To each $T_{k}$ we now associate a cumulative sum $S_{k}$, initialized to zero.

Instead of considering functions $u: X \rightarrow \mathbf{R}$, as was done in the previous section, we consider the function $f: \Sigma \rightarrow \mathbf{R}$ defined as follows: for $\sigma \in \Sigma$, define

$$
\begin{equation*}
f(\sigma)=\lim _{n \rightarrow \infty} \phi_{\sigma_{1}} \circ \phi_{\sigma_{2}} \circ, \ldots, \circ \phi_{\sigma_{n}}\left(t_{0}\right) \tag{2.6}
\end{equation*}
$$

where $t_{0} \in \mathbf{R}$. The limit exists and is independent of $t_{0}$ by the assumption that the $\phi_{i}$ are contractive on $\mathbf{R}$. This is the "code space analogy" of the base space attractor function $\bar{u}$ as defined in Eq. (2.1).

We now modify the algorithm of the previous section to produce a chaos game on $\Sigma$ instead of $X$. This is simply done by replacing $B_{j_{k}}$ by $T_{j_{k}}$ - the "bins" are now in the code space $\Sigma$ instead of the base space $X$. Let $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}, \ldots$, be the indices of the $\left(w_{i}, \phi_{i}\right)$ pairs chosen. Elton's ergodic theorem [5] guarantees the following result.

Proposition 2.4. For each $k \in\{1,2, \ldots, K\}$,

$$
\begin{equation*}
\frac{S_{k}}{n} \approx \sum^{\prime} f\left(\tau_{n}\right) I_{T_{j}} \rightarrow \int_{T_{k}} f(\sigma) d P(\sigma), \quad \text { as } n \rightarrow \infty \tag{2.7}
\end{equation*}
$$

The prime indicates summation over codes $\tau_{n}=\left(\sigma_{n-l}, \sigma_{n-l+1}, \ldots, \sigma_{n}\right)$, where $l$ is sufficiently large so that $f\left(\tau_{n}\right) \approx f(\sigma)$. As well, $P$ denotes the invariant measure of the IFS with probabilities $(\mathbf{w}, \mathbf{p})$ on $\Sigma$.

In order to obtain an approximation to the IFSM attractor $\bar{u}(x)$ on $X$, it is necessary to interpret the above algorithm as acting on $X$. One may try to accomplish this by using the address map $a$ to "push" the process onto $X$. From Eq. (2.7),

$$
\begin{equation*}
\frac{S_{k}}{n} \rightarrow \int_{T_{k}} f(\sigma) d P(\sigma) \tag{2.8}
\end{equation*}
$$

This integral may involve a summation over different regions $B_{k_{i}}$ which are mapped to $T_{k}$. In order to obtain a true approximation to $\bar{u}$ on $X$, however, we require the following quantity:

$$
\begin{equation*}
\int_{B_{k}}\left(\sum_{\sigma \in a^{-1}(x)} f(\sigma)\right) d P\left(a^{-1}(x)\right) \tag{2.9}
\end{equation*}
$$

The quantities in Eqs. (2.8) and (2.9) are not necessarily identical. Equality is guaranteed only in the case that $a$ is injective, i.e., the sets $X_{i}=w_{i}(X)$ are nonoverlapping. We illustrate the problem with the overlapping case by means of a simple example.

Example. $X=[0,1]$ with

$$
\begin{align*}
& w_{1}(x)=w_{2}(x)=\frac{1}{2} x, \quad w_{3}(x)=\frac{1}{2} x+\frac{1}{2} \\
& \phi_{1}(t)=\phi_{2}(t)=\frac{1}{2}, \quad \phi_{3}(t)=1 \tag{2.10}
\end{align*}
$$

Then $\bar{u}(x)=1$. Let $B_{1}=[0,1 / 2]=w_{1}(X)$ and $B_{2}=[1 / 2,1]=w_{3}(X)$. Consider the case $k=1$ in Eqs. (2.8) and (2.9). Then $f=1 / 2$ on $T_{1}$ because $\phi_{1}=\phi_{2}=1 / 2$. The integral in Eq. (2.8) becomes

$$
\begin{align*}
\int_{\sigma_{1}=1} \frac{1}{2} d P(\sigma)+\int_{\sigma_{1}=2} \frac{1}{2} d P(\sigma) & =\int_{0}^{\frac{1}{2}} \frac{1}{2} d P\left(a^{-1}(x)\right) \\
& =\frac{1}{2}\left(p_{1}+p_{2}\right) \tag{2.11}
\end{align*}
$$

The corresponding integral in Eq. (2.9) is

$$
\begin{align*}
\int_{\sigma_{1}=1}\left(\frac{1}{2}+\frac{1}{2}\right) d P(\sigma)+\int_{\sigma_{1}=2}\left(\frac{1}{2}+\frac{1}{2}\right) d P(\sigma) & =\int_{0}^{\frac{1}{2}}\left(\frac{1}{2}+\frac{1}{2}\right) d P\left(a^{-1}(x)\right) \\
& =\left(p_{1}+p_{2}\right) \tag{2.12}
\end{align*}
$$

The two integrals are clearly not equal. The problem is due to the existence of "cross terms" in the integral of Eq. (2.9), which are not present in Eq. (2.8).

In the case that the address map $a$ is injective, the integrals in Eqs. (2.8) and (2.9) are identical, and Proposition 2.1 of the previous section follows. The following generalization of Corollary 2.2 also follows:

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{1}{n} \frac{S_{k}}{\bar{\mu}\left(B_{k}\right)} & =\frac{1}{\bar{\mu}\left(B_{k}\right)} \int_{B_{k}} \bar{u}(x) d \bar{\mu}(x) \\
& =\bar{u}_{a v}\left(B_{k}, \bar{\mu}\right), \tag{2.13}
\end{align*}
$$

the $\bar{\mu}$-average of $\bar{u}$ over $B_{k}$. Approximations to this average value may be obtained by running the standard chaos game for the invariant measure $\bar{\mu}$ of the $\operatorname{IFSP}(\mathbf{w}, \mathbf{p})$ simultaneously: simply include another set of accumulation variables $m_{k}, 1 \leq k \leq K$, and increment the appropriate $m_{j}$ by 1 at each step. Then $m_{k} / n \rightarrow \bar{\mu}\left(B_{k}\right)$ as $n \rightarrow \infty$ so that $S_{k} / m_{k} \rightarrow \bar{u}_{a v}\left(B_{k}, \bar{\mu}\right)$.

In summary, the simple "chaos game" algorithms outlined above - one in the base space $X$ and the other in the code space $\Sigma$ - are guaranteed to work only in the special case of nonoverlapping $w_{i}(X)$. We are unable to construct comparable algorithms for the more general case of overlapping $w_{i}(X)$.

This is not to say that the algorithms never work in the overlapping case. They may work in "nongeneric" situations, for example, when grey level maps $\phi_{i}$ corresponding to overlapping IFS maps are identically zero. These are special cases, however. Our simple example clearly illustrates that the algorithms are not universally applicable. This serves as a motivation for the work outlined in the next section, in which a chaos game based on IFS with probabilities and condensation measures is devised.
3. Chaos game using IFSP with condensation. In what follows we assume, for simplicity of notation, that $X=[0,1]$. Let $(\mathbf{w}, \Phi)$ denote an $N$-map affine IFSM, i.e., both IFS and grey level maps are affine:

$$
\begin{equation*}
w_{i}(x)=s_{i} x+a_{i}, \quad \phi_{i}(t)=\alpha_{i} t+\beta_{i}, \quad 1 \leq i \leq N \tag{3.1}
\end{equation*}
$$

Note that the sets $w_{i}(X)$ are not assumed to be nonoverlapping. The associated fractal transform operator $T$ has the form

$$
\begin{equation*}
(T u)(x)=\sum_{k=1}^{N} \alpha_{k} u\left(\frac{x-a_{k}}{s_{k}}\right) I_{X_{k}}(x)+\sum_{k=1}^{N} \beta_{k} I_{X_{k}}(x) \tag{3.2}
\end{equation*}
$$

where $X_{k}=w_{k}(X)$. We shall write the above operation symbolically as

$$
\begin{equation*}
T(u)=A(u)+b, \tag{3.3}
\end{equation*}
$$

where $b(x)$ is defined by the second sum in Eq. (3.2). We also assume that $\alpha_{i}, \beta_{i} \geq 0$, and that

$$
\begin{equation*}
C_{1}=\sum_{k=1}^{N} c_{i} \alpha_{i}<1 \tag{3.4}
\end{equation*}
$$

where $c_{i}=\left|s_{i}\right|$, i.e., $T$ is contractive in $\mathcal{L}^{1}$. Then the fixed point $\bar{u}=T \bar{u}$ may be written as follows:

$$
\begin{align*}
\bar{u} & =b+A(\bar{u}) \\
& =\sum_{n=0}^{\infty} A^{n}(b) . \tag{3.5}
\end{align*}
$$

The iterated application of $A$ on the function $b$ mimics the operation of "condensation" in IFSP with condensation measures (reviewed in the appendix). The nature of this condensation is clarified if we consider the (normalized) attractor $\bar{u}$ as the density function of a probability measure $\bar{\mu}$ on $X$.

From the relation $T \bar{u}=\bar{u}$, one may easily compute the following integral:

$$
\begin{equation*}
\langle\bar{u}\rangle=\int_{X} \bar{u}(x) d x=\frac{\sum_{k} c_{k} \beta_{k}}{1-\sum_{k} c_{k} \alpha_{k}} . \tag{3.6}
\end{equation*}
$$

(Note that the denominator does not vanish.) As well,

$$
\begin{equation*}
\langle b\rangle=\int_{X} b(x) d x=\sum_{k} c_{k} \beta_{k} \tag{3.7}
\end{equation*}
$$

We also have from the relation $T \bar{u}=\bar{u}$, for any Borel set $S \subset X$,

$$
\begin{equation*}
\int_{S} \bar{u}(x) d x=\sum_{k=1}^{N} \alpha_{k} c_{k} \int_{w_{k}^{-1}(S)} \bar{u}(x) d x+\int_{S} b(x) d x . \tag{3.8}
\end{equation*}
$$

Define the normalized functions $\bar{u}_{1}(x)=\bar{u}(x) /\langle\bar{u}\rangle$ and $b_{1}(x)=b(x) /\langle b\rangle$ so that $\left\langle\bar{u}_{1}\right\rangle=$ $\left\langle b_{1}\right\rangle=1$. Rewrite Eq. (3.8) in terms of these normalized functions to obtain

$$
\begin{equation*}
\bar{\mu}(S)=\sum_{k=1}^{N} \alpha_{k} c_{k} \bar{\mu}\left(w_{k}^{-1}(S)\right)+\left[1-\sum_{k=1}^{N} \alpha_{k} c_{k}\right] \theta(S), \tag{3.9}
\end{equation*}
$$

where $\bar{\mu}(S)=\int_{S} \bar{u}_{1}(x) d x$ and $\theta(S)=\int_{S} b_{1}(x) d x$. Thus, the measure $\bar{\mu} \in \mathcal{M}(X)$, with density $\bar{u}_{1}$, is the invariant measure of an IFSP with condensation measure $\theta \in \mathcal{M}(X)$ with density $\bar{b}_{1}$; cf. Eq. (A.10) in the appendix. Let $p_{i}=\alpha_{i} c_{i}, 1 \leq i \leq N$ be the probabilities associated with the IFS maps $w_{i}$ and let $p_{0}=1-\sum_{i}^{N} \alpha_{i} c_{i}$ be the probability associated with the condensation measure $\theta$. Our chaos game for affine IFSM will now be based on a chaos game for IFSP with condensation.

As in the previous section, we assume that $X$ is partitioned into Borel subsets $B_{k}$. The cumulative sums $S_{k}$ associated with the sets $B_{k}$ are again initialized to zero. Here, however, they will supply information only on the visitation of the sets $B_{k}$. The algorithm is as follows:

1. Initialize $x_{0}$ as the fixed point of $w_{1}$ (merely for convenience).
2. Set $S_{j_{0}}=1$, where $x_{j_{0}} \in B_{j}$.
3. Choose a $\sigma_{1}=i \in\{0,1,2, \ldots, N\}$ according to the probabilities $p_{i}$. If
4. $\sigma_{1} \geq 1$, then define $x_{1}=w_{i}\left(x_{0}\right)$. Increment the sum $S_{j_{1}}$ by one, where $x_{1} \in B_{j_{1}}$;
5. $\sigma_{1}=0$, then choose $x_{1}$ according to the distribution with $b_{1}$ as its density. Increment the sum $S_{j_{1}}$ by one, where $x_{1} \in B_{j_{1}}$;
6. Continue in this way, choosing the next $\sigma_{n}$ according to the probabilities $p_{i}$, either (a) setting $x_{n+1}=w_{\sigma_{n}}\left(x_{n}\right)$ or (b) sampling from $b_{1}$. Then increment the appropriate $S_{j_{n+1}}$ accordingly.
At the $n$th stage, the approximation to $\bar{u}$ on $B_{k}$ yielded by the above algorithm will be given by

$$
\begin{equation*}
\bar{u}_{a v}\left(B_{k}\right) \approx \frac{1}{n}\left(\frac{S_{j}}{m\left(B_{j}\right)}\right)\left(\frac{\sum_{k} \beta_{k} c_{k}}{1-\sum_{k} \alpha_{i} c_{i}}\right) \tag{3.10}
\end{equation*}
$$

Proposition 3.1. The above approximations converge to the average value of $\bar{u}$ over the set $B_{k}$ as $n \rightarrow \infty$.

Proof. By Proposition 6 in [4], we have $S_{k} / n \rightarrow \bar{\mu}\left(B_{k}\right)$, where $\bar{\mu}$ is the invariant measure for the IFSP with condensation ( $\mathbf{w}, \mathbf{p}$ ). We write the IFSP Markov operator as

$$
\begin{align*}
(M \nu)(B) & =\sum_{i=1}^{N} p_{i} \nu\left(w_{i}^{-1}(B)\right)+p_{0} \theta(B) \\
& =(\bar{A} \nu)(B)+p_{0} \theta(B) \tag{3.11}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\bar{\mu}=\sum_{n}^{\infty} \bar{A}^{n}(\theta) . \tag{3.12}
\end{equation*}
$$

This shows that $\bar{\mu}$ is absolutely continuous with respect to Lebesgue measure since each term $\bar{A}^{n}(\theta)$ is. Since $\bar{\mu}$ is invariant with respect to $M$, its Radon-Nikodým derivative (i.e., its density) must also be invariant with respect to $M$. By scaling, we obtain the desired result.

In order for the connection between IFSM and IFSP with condensation to be possible, the IFSM must be affine so that the operator $T$ may be written as in Eq. (3.3). However, some generalizations may be made:

1. The shift or "offset" terms $\beta_{i}$ in the grey level maps may be generalized to nonconstant functions of $x \in X$. In other words, the function $b(x)$ in Eq. (3.3) need not be a piecewise constant function. In order to define a density function for the condensation measure $\theta$ (cf. Eqs. (3.8), (3.9)) it is sufficient that the $\beta_{i} \in \mathcal{L}^{1}(X)$. The nonnegativity condition on the $\beta_{i}$ may also be relaxed, as shown below.
2. Consider the affine IFSM operator $T$ in Eq. (3.3), with $b(x)$ negative but bounded from below on $X$. Now let $c$ be a positive constant (or a nonnegative $\mathcal{L}^{1}$ function) such that $b+c \geq 0$ on $X$. Now define the affine IFSM operator $T^{\prime}$, where

$$
\begin{equation*}
T^{\prime}(u)=A(u)+(b+c), \quad u \in \mathcal{L}^{1}(X) \tag{3.13}
\end{equation*}
$$

Then $T^{\prime}$ is contractive with fixed point $\bar{u}^{\prime} \in \mathcal{L}^{1}(X)$ given by

$$
\begin{equation*}
\bar{u}^{\prime}=\sum_{n=0}^{\infty} A^{n}(b+c) \tag{3.14}
\end{equation*}
$$

$$
\begin{aligned}
& =\sum_{n=0}^{\infty} A^{n}(b)+\sum_{n=0}^{\infty} A^{n}(c) \\
& =\bar{u}+\bar{v}
\end{aligned}
$$

where $\bar{v}$ is the fixed point for the IFSM operator $T_{c}$, where $T_{c}(u)=A(u)+c$. Therefore $\bar{u}=\bar{u}^{\prime}-\bar{v}$. "IFSP with condensation" chaos games may now be run separately for the two operators $T^{\prime}$ and $T_{c}$ since they both have nonnegative condensation functions. Two accumulation sums are now computed in the algorithm, and approximations to the attractor $\bar{u}$ may then be obtained by subtracting these sums.

Example. Consider the following 3 -map affine IFSM on [0,1] with overlapping IFS maps:

$$
\begin{array}{ll}
w_{1}(x)=0.5 x, & \phi_{1}(t)=0.6 t+0.2 \\
w_{2}(x)=0.4 x+0.3, & \phi_{2}(t)=0.25 t+0.25  \tag{3.15}\\
w_{3}(x)=0.6 x+0.4, & \phi_{3}(t)=0.4 t+0.6
\end{array}
$$

The IFSM operator $T$ is contractive in $\mathcal{L}^{1}(X)$. A histogram approximation of the attractor $\bar{u}$ of this IFSM is shown in Figure 3.1. This approximation was obtained by using the deterministic algorithm on an equipartition of [0,1] using 2000 subintervals. A discrete version of the IFSM operator was then iterated until satisfactory convergence was obtained. (Twenty-five iterations required about 0.03 CPU sec. All calculations were performed on an IBM RISC 6000 Model 43P-100.) Figures 3.2, 3.3, and 3.4 show histogram approximations to $\bar{u}$ yielded by the chaos game after 250,000, $2,000,000$ and $10,000,000$ iterations, respectively. (Again, 2000 "bins" $B_{k}$ were employed.) In all three cases, less than 0.01 CPU sec. was required. It is evident that the approximations yielded by the chaos game are converging.


Fig. 3.1. The attractor $\bar{u}$ to the 3-map affine IFSM.


Fig. 3.2. Chaos game approximation to $\bar{u}$ after 250, 000 iterations.

## Appendix.

## IFSP and the "chaos game."

Let $(\mathbf{w}, \mathbf{p})$ be an $N$-map IFS with probabilities, i.e., $\mathbf{p}=\left\{p_{1}, p_{2}, \ldots, p_{N}\right\}, p_{i} \geq$ 0 . Let $\mathcal{B}(X)$ denote the $\sigma$-algebra of Borel subsets of $X$ and $\mathcal{M}(X)$ the set of all probability measures on $\mathcal{B}(X)$. Associated with the $N$-map IFSP (w, $\mathbf{p}$ ) is a (Markov) operator $M: \mathcal{M}(X) \rightarrow \mathcal{M}(X)$ such that for a $\mu \in \mathcal{M}(X)$ and any $S \in \mathcal{B}(X)$,

$$
\begin{equation*}
(M \mu)(S)=\sum_{i=1}^{N} p_{i} \mu\left(w_{i}^{-1}(S)\right) \tag{3.16}
\end{equation*}
$$

$M$ is contractive on $\mathcal{M}(X)$ [8],

$$
\begin{equation*}
d_{H}(M \mu, M \nu) \leq c d_{H}(\mu, \nu), \quad \forall \mu, \nu \in \mathcal{M}(X) \tag{3.17}
\end{equation*}
$$

where $c=\max _{1 \leq i \leq N}\left\{c_{i}\right\}$ and $d_{H}$ is the Monge-Kantorovich metric, referred to in the IFS literature as the "Hutchinson metric" due to its use in [8]. Thus, there exists a unique $\bar{\mu} \in \mathcal{H}(X)$ such that (1) $M \bar{\mu}=\bar{\mu}$ and (2) $d_{H}\left(M^{n} \mu, \bar{\mu}\right) \rightarrow 0$ as $n \rightarrow \infty$ for any $\mu \in \mathcal{M}(X)$. Moreover, $\operatorname{supp}(\bar{\mu}) \subseteq A$, with the equality when all $p_{i}>0$.

Given an $f \in C(X)$ and a $\mu \in \mathcal{M}(X)$, then

$$
\begin{equation*}
\int_{X} f(x) d(M \mu)(x)=\int_{X}\left(M^{\dagger} f\right) d \mu \tag{3.18}
\end{equation*}
$$

where the adjoint operator $M^{\dagger}: C(X) \rightarrow C(X)$ (referred to as $T$ in [2]) is given by

$$
\begin{equation*}
\left(M^{\dagger} f\right)(x)=\sum_{k=1} p_{k}\left(f \circ w_{k}\right)(x) \tag{3.19}
\end{equation*}
$$



Fig. 3.3. Chaos game approximation to $\bar{u}$ after 2, 000, 000 iterations.

The above procedure may be iterated to obtain, for $n=1,2, \ldots$,
(3.20) $\int_{X} f(x) d\left(M^{n} \mu\right)(x)=\sum_{i_{1}, \ldots, i_{n}}^{N} p_{i_{1}}, \ldots, p_{i_{n}} \int_{X}\left(f \circ w_{i_{1}} \circ, \ldots, \circ w_{i_{n}}\right)(x) d \mu(x)$.

Now set $\mu=\delta_{x_{0}}$, the Dirac unit mass at $x_{0} \in X$ and $f(x)=I_{S}(x)$, where $S \subseteq X$, to give

$$
\begin{equation*}
\bar{\mu}(S)=\lim _{n \rightarrow \infty} \sum_{i_{1}, \ldots, i_{n}}^{N} p_{i_{1}}, \ldots, p_{i_{n}} I_{S}\left(w_{i_{1}} \circ, \ldots, \circ w_{i_{n}}\left(x_{0}\right)\right) \tag{3.21}
\end{equation*}
$$

The term involving $I_{S}$ indicates whether or not the point $w_{i_{1}} \circ, \ldots, \circ w_{i_{n}}\left(x_{0}\right)$ lies in $S$. The quantity $p_{i_{1}} p_{i_{2}}, \ldots, p_{i_{n}}$ represents the probability of choosing the finite sequence $\left\{\tau_{i_{1}}, \tau_{i_{2}}, \ldots, \tau_{i_{n}}\right\}$. Therefore, for each $n>0$ the sum is equal to the probability that the point $x_{n}$ lies in $S$.

There is a connection between Eq. (A.6) and the random iteration algorithm or "chaos game" [1], defined as follows: pick an $x_{0} \in X$ and define the iteration sequence

$$
\begin{equation*}
x_{n+1}=w_{\tau_{n}}\left(x_{n}\right), \quad n=0,1,2, \ldots \tag{3.22}
\end{equation*}
$$

where the $\tau_{n}$ are chosen randomly and independently from the set $\{1,2, \ldots, N\}$ with probabilities $P\left(\tau_{n}=i\right)=p_{i}$. A straightforward coding argument shows that for almost every code sequence $\tau=\left\{\tau_{1}, \tau_{2}, \ldots,\right)$ the orbit $\left\{x_{n}\right\}$ is dense on the attractor $A$ of the IFS w. As such, the chaos game can be used to generate computer approximations of $A$. However, it also provides approximations to the invariant measure $\bar{\mu}$ as a consequence of the following ergodic theorem for IFS [5]: for almost all code


Fig. 3.4. Chaos game approximation to $\bar{u}$ after 10, 000, 000 iterations.
sequences $\tau=\left(\tau_{1}, \tau_{2}, \ldots,\right)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n+1} \sum_{k=0}^{n} f\left(x_{k}\right)=\int_{X} f(x) \bar{\mu}(x) \tag{3.23}
\end{equation*}
$$

for all continuous (and simple) functions $f: X \rightarrow \mathbf{R}$. By setting $f(x)=I_{S}(x)$ in Eq. (A.8) for an $S \subseteq X$, we obtain

$$
\begin{equation*}
\bar{\mu}(S)=\lim _{n \rightarrow \infty} \frac{1}{n+1} \sum_{k=0}^{n} I_{S}\left(x_{k}\right) \tag{3.24}
\end{equation*}
$$

In other words, $\bar{\mu}(S)$ is the limit of the relative visitation frequency of $S$ during the chaos game.

IFSP with condensation. Consider an $N$-map IFSP on $(X, d)$ with a condensation measure $\theta \in \mathcal{M}(X)$, i.e.,

1. $w_{i}: X \rightarrow X, 1 \leq i \leq N$, contractive IFS maps on $(X, d)$, with associated probabilities $p_{i}, 1 \leq i \leq N$;
2. a condensation measure $\theta \in \mathcal{M}(X)$ with support $L \in \mathcal{B}(X)$ such that $\theta(L)=$ 1 and $\theta(B)=\theta(B \cap L)$ for $B \in \mathcal{B}(X)$.

The Markov operator $M: \mathcal{M}(X) \rightarrow \mathcal{M}(X)$ is given by

$$
\begin{equation*}
(M \mu)(S)=\sum_{i=1}^{N} p_{i} \mu\left(w_{i}^{-1}(S)\right)+p_{0} \theta(S), \quad S \in \mathcal{H}(X) \tag{3.25}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\int_{X} f(x) d(M \mu)(x)=\sum_{i=1}^{N} p_{i} \int_{X}\left(f \circ w_{i}\right)(x) d \mu(x)+p_{0} \int_{X} f(x) d \theta(x) \tag{3.26}
\end{equation*}
$$

Following [2], define the $\operatorname{IFSP}\left(w_{1}, \ldots, w_{N}, \hat{p}_{1}, \ldots, \hat{p}_{N}\right\}$, where $\hat{p_{i}}=p_{i} /\left(1-p_{0}\right)$, with associated Markov operator $\hat{M}: \mathcal{M}(X) \rightarrow \mathcal{M}(X)$. Define the affine map $\bar{M}_{c}$ : $\mathcal{M}(X) \rightarrow \mathcal{M}(X)$, where

$$
\begin{equation*}
M_{c} \mu=\left(1-p_{0}\right) \hat{M} \mu+p_{0} \theta, \quad \mu \in \mathcal{M}(X) \tag{3.27}
\end{equation*}
$$

$M_{c}$ is contractive in the $d_{H}$ metric. Hence, there exists a unique $\bar{\mu}_{c} \in \mathcal{M}(X)$ such that $M_{c} \bar{\mu}_{c}=\bar{\mu}_{c}$.
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# REARRANGEMENTS OF VECTOR VALUED FUNCTIONS, WITH APPLICATION TO ATMOSPHERIC AND OCEANIC FLOWS* 
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#### Abstract

This paper establishes the equivalence of four definitions of two vector valued functions being rearrangements. Properties of the monotone rearrangement of a vector valued function are used to show existence and uniqueness of the minimizer of an energy functional arising from the semigeostrophic equations, a model for atmospheric and oceanic flow. At each fixed time solutions are shown to be equal to the gradient of a convex function, verifying the conjecture of Cullen, Norbury, and Purser [SIAM J. Appl. Math., 51 (1991), pp. 20-31].
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1. Introduction. This paper studies properties of rearrangements of vector valued functions and gives an application to atmospheric and oceanic flow. We say that two vector valued functions $f, g \in L^{p}\left(\Omega \subset \mathbf{R}^{n}, \lambda, \mathbf{R}^{d}\right)$, where $1 \leq p<\infty$ and $\Omega$ is bounded, are rearrangements if

$$
\begin{equation*}
\lambda\left(f^{-1}(B)\right)=\lambda\left(g^{-1}(B)\right) \tag{1.1}
\end{equation*}
$$

for each Borel subset $B$ of $\mathbf{R}^{d}$. (We restrict our definition of rearrangement to functions defined on measure spaces $(\Omega, \lambda)$ with certain properties; see section 2.1.) This is equivalent to the definition of rearrangement for scalar valued functions when $d=1$. Rearrangement can be viewed as an equivalence relation on the space of $L^{p}$ functions; therefore we can define the set of rearrangements (or equivalence class) of a given vector valued function. For a prescribed $f_{0}$ we write $R\left(f_{0}\right)$ to denote the set of rearrangements of $f_{0}$.

Different definitions have been given for two vector valued functions being rearrangements. Brenier [2] defined vector valued functions $f$ and $g$ (belonging to $\left.L^{p}\left(\Omega \subset \mathbf{R}^{n}, \lambda, \mathbf{R}^{d}\right)\right)$ to be rearrangements if $\int_{\Omega} F(f)=\int_{\Omega} F(g)$ for each $F$ in a subclass of continuous functions from $\mathbf{R}^{d}$ to $\mathbf{R}$. In contrast, Cullen, Norbury, and Purser [6] made a direct extension of the definition of scalar valued rearrangement, requiring that $\lambda\{x: f(x) \geq c\}=\lambda\{x: g(x) \geq c\}$ for each $c \in \mathbf{R}^{d}$, where the inequalities are calculated component by component. Section 2 unifies these concepts, establishing that both are equivalent to the definition in the opening paragraph. We establish a fourth equivalent property which yields a characterization for the set of rearrangements of a prescribed vector valued function. This is a vector valued extension of the real valued characterization of Eydeland, Spruck, and Turkington [7]. These results are stated in Theorem 2.2.

[^55]Section 3 studies a variational problem arising from a model for atmospheric and oceanic flow. The equations are the three-dimensional Boussinesq equations of semigeostrophic flow, a standard model for slowly varying flows constrained by rotation and stratification. (They are recalled in section 3.2.) Cullen, Norbury, and Purser [6] interpreted solutions as a sequence of minimum energy states: at each time $t$, the particles arrange themselves so that geostrophic energy is minimized. The state of the fluid is known on particles; therefore we minimize geostrophic energy over the set of rearrangements of a possible state of the fluid at time $t$, a vector valued function. Cullen, Norbury, and Purser conjectured the existence of a unique minimizer, equal to the gradient of a convex function, which is the actual state of the fluid. We make the physically reasonable assumption that the fluid configuration belongs to $L^{p}$ so that we may use the theory of monotone rearrangement of vector valued functions, which was developed by Brenier [2]. If the fluid configuration satisfies a nondegeneracy condition (see section 3.3), the Cullen-Norbury-Purser conjecture follows easily by the results of Brenier [2]. However, the nondegeneracy condition is severe, as it does not allow the function to have level sets of positive measure. Our main result is a proof of the Cullen-Norbury-Purser conjecture in Theorem 3.1; we make no restriction on the fluid configuration. We approximate functions that fail the nondegeneracy condition by a sequence of functions which satisfy it, and take appropriate limits. Uniqueness of the energy minimizer is recovered by properties of the monotone rearrangement.

The theory of rearrangements of vector valued functions is a new research area; recent advances have been made by Brenier [2]. In comparison, the theory of rearrangements of scalar valued functions is well developed; for example see Burton [3] and Alvino, Lions, and Trombetti [1]. Some results for scalar valued rearrangements do not have vector valued equivalents. For example, the monotone rearrangement of a vector valued function does not satisfy some of the inequalities which hold for the increasing rearrangement of a real valued function. (See Brenier [2] for details.) Moreover, scalar valued rearrangement of the components of a vector valued function does not imply vector valued rearrangement, although the converse is true. (See the appendix for details.)

## 2. Equivalent definitions of rearrangement of vector valued functions.

2.1. Introduction. In this section we establish four equivalent definitions of rearrangement for vector valued functions. We define rearrangement for vector valued functions on finite measure spaces $(U, \mu)$ which are isomorphic to $(0, \mu(U))$ endowed with Lebesgue measure $\lambda$. By isomorphic we mean there exists a measure preserving transformation $T: U \rightarrow(0, \mu(U))$. We recall the definition of measure preserving transformation in the next section. The restriction to finite measure spaces $(U, \mu)$ isomorphic to $(0, \mu(U))$ with Lebesgue measure is not severe; Royden [14] yields that any separable complete metric space $U$, equipped with a Borel measure $\mu$ such that $\mu(U)<\infty$ and $\mu(\{x\})=0$ for each $x \in U$, is isomorphic to $((0, \mu(U)), \lambda)$.

Definition 2.1. Let $(U, \mu)$ be a measure space which is isomorphic to $((0, \mu(U)), \lambda)$. Let $f, g \in L^{p}\left(U, \mu, \mathbf{R}^{d}\right)$ for $1 \leq p<\infty$. Then $f$ is a rearrangement of $g$ if

$$
\begin{equation*}
\mu\left(f^{-1}(B)\right)=\mu\left(g^{-1}(B)\right) \tag{2.1}
\end{equation*}
$$

for every Borel subset $B$ of $\mathbf{R}^{d}$.
We prove the following theorem.
ThEOREM 2.2. Let $(U, \mu)$ be as above. Let $f, g \in L^{p}\left(U, \mu, \mathbf{R}^{d}\right)$ for $1 \leq p<\infty$. Then the following are equivalent.
(i) $f$ is a rearrangement of $g$.
(ii) For each $F \in C\left(\mathbf{R}^{d}\right)$ such that $|F(\xi)| \leq K\left(1+|\xi|_{2}^{p}\right)$ (where $|\cdot|_{2}$ denotes Euclidean distance on $\mathbf{R}^{d}$, and $K$ is a constant), the following equation is satisfied:

$$
\begin{equation*}
\int_{U} F(f(x)) d \mu(x)=\int_{U} F(g(x)) d \mu(x) \tag{2.2}
\end{equation*}
$$

(iii) $\mu\left(f^{-1}(C)\right)=\mu\left(g^{-1}(C)\right)$ for each set $C \in\left\{\prod_{i=1}^{d}\left[\alpha_{i}, \infty\right): \alpha_{i} \in \mathbf{R}\right.$ for each $i=$ $1, \ldots, d\} \bigcup\left\{\emptyset, \mathbf{R}^{d}\right\}$.
(iv) For each $\sigma \in \mathbf{R}^{d}, \alpha>0$,

$$
\begin{equation*}
\int_{U}\left(|g-\sigma|_{\infty}-\alpha\right)_{+} d \mu=\int_{U}\left(|f-\sigma|_{\infty}-\alpha\right)_{+} d \mu \tag{2.3}
\end{equation*}
$$

where $\left.\left.\right|_{\cdot}\right|_{\infty}$ denotes the infinity norm on $\mathbf{R}^{d}$, and the + subscript denotes the positive part of the function.

Brenier [2] used property (ii) to define rearrangement of vector valued functions, while Cullen, Norbury, and Purser [6] used property (iii). This theorem shows that their definitions are equivalent. Property (iv) is a vector valued extension of the characterization of the set of rearrangements of a given real valued function by Eydeland, Spruck, and Turkington [7]. It may be shown that $R\left(f_{0}\right)$ is closed, and it follows from (iv) that for $w \in R\left(f_{0}\right),\|w\|_{p}=\left\|f_{0}\right\|_{p}$, where

$$
\begin{equation*}
\|w\|_{p}=\left\{\int_{U}|w|_{\infty}^{p} d \mu\right\}^{\frac{1}{p}} \tag{2.4}
\end{equation*}
$$

We omit the proofs, which are elementary.
2.2. Measure preserving mappings and transformations. We recall the concept of a measure preserving mapping.

Definition 2.3. A measure preserving mapping from a finite measure space $(U, \mu)$ to a measure space $(V, \nu)$ with $\mu(U)=\nu(V)$ is a mapping $s: U \rightarrow V$ such that for each $\nu$-measurable set $A \subset V, \mu\left(s^{-1}(A)\right)=\nu(A)$.

If a measure preserving mapping maps its domain to a measurable set, then it is surjective (up to a set of measure zero) but not necessarily injective. If a measure preserving mapping $s$ is injective (up to a set of measure zero), and $s$ maps $\mu$-measurable sets to $\nu$-measurable sets, then $s^{-1}$ exists (almost everywhere) and is a measure preserving mapping. Such an $s$ is called a measure preserving transformation.

### 2.3. A preliminary result.

Lemma 2.4. Let $f, g$ be as in Theorem 2.2. Define

$$
\begin{align*}
\mathcal{M} & =\left\{A \subset \mathbf{R}^{d}: \mu\left(f^{-1}(A)\right)=\mu\left(g^{-1}(A)\right)\right\}  \tag{2.5}\\
H & =\left\{\prod_{i=1}^{d}\left[a_{i}, b_{i}\right]: a_{i}, b_{i} \in \mathbf{R}, a_{i} \leq b_{i} \text { for } i=1, \ldots, d\right\} \bigcup\left\{\emptyset, \mathbf{R}^{d}\right\} \tag{2.6}
\end{align*}
$$

Suppose $H \subset \mathcal{M}$. Then $\mathcal{M}$ contains the Borel sets of $\mathbf{R}^{d}$.
Proof. Let $B_{c d}(H)$ denote the smallest family of sets which contains $H$ that is closed under countable disjoint union and complementation (relative to $\mathbf{R}^{d}$ ). $H$ is closed under finite intersection; therefore Kechris [11, page 65, Theorem 10.1(iii)]
yields that $B_{c d}(H)$ is a $\sigma$-algebra. $H$ generates the Borel sets; therefore it follows that the Borel sets are contained in $B_{c d}(H)$. $\mathcal{M}$ is closed under countable disjoint union and complementation (relative to $\mathbf{R}^{d}$ ). Given that $H \subset \mathcal{M}$, we have $B_{c d}(H) \subset$ $B_{c d}(\mathcal{M})=\mathcal{M}$, so $\mathcal{M}$ contains the Borel sets. This completes the proof.
2.4. Proof of Theorem 2.2. We begin by showing that (i) implies (ii). Let $F \in C\left(\mathbf{R}^{d}\right)$ satisfy $|F(\xi)| \leq K\left\{1+|\xi|_{2}^{p}\right\}$ for each $\xi \in \mathbf{R}^{d}$, where $K$ is some constant. We assume that $F$ is nonnegative. (If not, we work with the positive and negative parts of $F$.) $F$ is continuous; therefore we can choose a sequence of nonnegative functions $\left(\varphi_{n}\right)$, each $\varphi_{n}$ a finite linear combination of indicator functions of Borel sets, with $\varphi_{n}(\xi) \leq \varphi_{n+1}(\xi)$ and $\varphi_{n}(\xi) \rightarrow F(\xi)$ for each $\xi \in \mathbf{R}^{d}$. It follows from (i) that

$$
\begin{equation*}
\int_{U} \varphi_{n}(f(x)) d \mu(x)=\int_{U} \varphi_{n}(g(x)) d \mu(x) \tag{2.7}
\end{equation*}
$$

for each $n \in \mathbf{N}$. Applying the dominated convergence theorem we obtain

$$
\begin{align*}
\int_{U} F(f(x)) d \mu(x) & =\lim _{n \rightarrow \infty} \int_{U} \varphi_{n}(f(x)) d \mu(x)  \tag{2.8}\\
& =\lim _{n \rightarrow \infty} \int_{U} \varphi_{n}(g(x)) d \mu(x)  \tag{2.9}\\
& =\int_{U} F(g(x)) d \mu(x) \tag{2.10}
\end{align*}
$$

This verifies (ii).
We show that (ii) implies (i). Let families of sets $H$ and $\mathcal{M}$ be as in Lemma 2.4. Let $H_{1} \in H$. There exists a sequence $\left(\varphi_{n}\right) \subset C\left(\mathbf{R}^{d}\right)$ such that $\left|\varphi_{n}(y)\right| \leq 1+|y|_{2}^{p}$ for each $y \in \mathbf{R}^{d}$ and $n \in \mathbf{N}$, with $\varphi_{n}(y) \rightarrow 1_{H_{1}}(y)$ for each $y \in \mathbf{R}^{d}$. Noting that (ii) holds, we apply the dominated convergence theorem to obtain

$$
\begin{align*}
\mu\left(f^{-1}\left(H_{1}\right)\right) & =\int_{U} 1_{H_{1}} \circ f(x) d \mu(x)  \tag{2.11}\\
& =\lim _{n \rightarrow \infty} \int_{U} \varphi_{n} \circ f(x) d \mu(x)  \tag{2.12}\\
& =\lim _{n \rightarrow \infty} \int_{U} \varphi_{n} \circ g(x) d \mu(x)  \tag{2.13}\\
& =\int_{U} 1_{H_{1}} \circ g(x) d \mu(x)=\mu\left(g^{-1}\left(H_{1}\right)\right) \tag{2.14}
\end{align*}
$$

Thus $H_{1} \in \mathcal{M}$. It follows that $H \subset \mathcal{M}$. Lemma 2.4 yields that $\mathcal{M}$ contains the Borel sets of $\mathbf{R}^{d}$; therefore $f$ and $g$ are rearrangements.
(i) implies (iii) is immediate. To see the converse, we show that $H \subset \mathcal{M}$, given that (iii) holds. We proceed by induction. Let $\mathcal{P}(k)$ be the proposition that all sets of the form $\prod_{i=1}^{k}\left[a_{i}, b_{i}\right] \times \prod_{i=k+1}^{d}\left[a_{i}, \infty\right) \in \mathcal{M}$, where $a_{i}, b_{i} \in \mathbf{R}$. We demonstrate $\mathcal{P}(1)$. Now

$$
\begin{equation*}
\left.\left[a_{1}, b_{1}\right] \times \prod_{i=2}^{d}\left[a_{i}, \infty\right)=\prod_{i=1}^{d}\left[a_{i}, \infty\right)\right\rangle\left(\bigcup_{n=1}^{\infty}\left(\left[b_{1}+1 / n, \infty\right) \times \prod_{i=2}^{d}\left[a_{i}, \infty\right)\right)\right) \tag{2.15}
\end{equation*}
$$

and, noting that $\mathcal{M}$ is closed under countable increasing union and differences of two ordered elements (with respect to the partial order $\subset$ ), we obtain that $\left[a_{1}, b_{1}\right] \times$
$\prod_{\mathcal{i}=2}^{d}\left[a_{i}, \infty\right) \in \mathcal{M}$. This shows $\mathcal{P}(1)$. We demonstrate that $\mathcal{P}(k+1)$ is true given that $\mathcal{P}(k)$ holds. We have that

$$
\begin{align*}
\prod_{i=1}^{k+1}\left[a_{i}, b_{i}\right] \times \prod_{i=k+2}^{d}\left[a_{i}, \infty\right)= & \prod_{i=1}^{k}\left[a_{i}, b_{i}\right] \times \prod_{i=k+1}^{d}\left[a_{i}, \infty\right)  \tag{2.16}\\
\searrow & \left(\prod_{n=1}^{\infty}\left(\prod_{i=1}^{k}\left[a_{i}, b_{i}\right] \times\left[b_{k+1}+1 / n, \infty\right) \times \prod_{i=k+2}^{d}\left[a_{i}, \infty\right)\right)\right)
\end{align*}
$$

We are given that $\mathcal{P}(k)$ holds; therefore $\prod_{i=1}^{k}\left[a_{i}, b_{i}\right] \times \prod_{i=k+1}^{d}\left[a_{i}, \infty\right) \in \mathcal{M}$, and $\prod_{i=1}^{k}\left[a_{i}, b_{i}\right] \times\left[b_{k+1}+1 / n, \infty\right) \times \prod_{i=k+2}^{d}\left[a_{i}, \infty\right) \in \mathcal{M}$ for each $n \in \mathbf{N}$. It follows that $\prod_{i=1}^{k+1}\left[a_{i}, b_{i}\right] \times \prod_{i=k+2}^{d}\left[a_{i}, \infty\right) \in \mathcal{M}$. This verifies $\mathcal{P}(k+1)$. By induction $\mathcal{P}(d)$ holds, that is, all sets of the form $\prod_{i=1}^{d}\left[a_{i}, b_{i}\right] \in \mathcal{M}$ for $a_{i}, b_{i} \in \mathbf{R}, i=1, \ldots, d$. It is immediate that $\emptyset, \mathbf{R}^{d} \in \mathcal{M}$; therefore $H \subset \mathcal{M}$. Lemma 2.4 yields that $\mathcal{M}$ contains the Borel sets of $\mathbf{R}^{d}$. This shows (i).

Let (iv) hold. The characterization of the set of rearrangements of a scalar valued function by Eydeland, Spruck, and Turkington [7] yields that $|g-\sigma|_{\infty} \in R(\mid f-$ $\left.\left.\sigma\right|_{\infty}\right)$ in the scalar valued sense for each $\sigma \in \mathbf{R}^{d}$. It follows that $\mu\left(g^{-1}\left(C_{\alpha}(\sigma)\right)\right)=$ $\mu\left(f^{-1}\left(C_{\alpha}(\sigma)\right)\right)$ for each $\alpha>0$, where $C_{\alpha}(\sigma)$ denotes the open cube of side $2 \alpha$ about $\sigma \in \mathbf{R}^{d}$. Let $K$ denote the set of all $d$-dimensional open cubes. We have shown that $K \subset \mathcal{M}$. We now demonstrate that this implies that all open subsets of $\mathbf{R}^{d}$ belong to $\mathcal{M}$. Recall that $\mathcal{M}$ is closed under countable decreasing intersections, increasing countable unions, and differences of ordered elements of $\mathcal{M}$. For $j=0, \ldots, d$, every $j$ dimensional closed cube is a countable decreasing intersection of $j$-dimensional open cubes. Further, for $j=1, \ldots, d$ every $j$-dimensional open cube with one $(j-1)$ dimensional open face attached is an increasing countable union of $j$-dimensional closed cubes. Now, for $j=1, \ldots, d$, every $(j-1)$-dimensional open cube is the difference of a set of the type described in the preceding sentence and a $j$-dimensional open cube contained in it. It follows by induction that open and closed cubes of dimensions $0, \ldots, d$ belong to $\mathcal{M}$. Every open subset of $\mathbf{R}^{d}$ is a countable disjoint union of open cubes of dimensions $0, \ldots, d$; therefore such sets belong to $\mathcal{M}$. The methods of Lemma 2.4 (noting that the intersection of two open sets is open) yield that $\mathcal{M}$ contains the Borel sets. Thus (iv) implies (i). The converse follows because (i) implies that $\mu\left(g^{-1}\left(C_{\alpha}(\sigma)\right)\right)=\mu\left(f^{-1}\left(C_{\alpha}(\sigma)\right)\right)$ for each positive $\alpha \in \mathbf{R}, \sigma \in \mathbf{R}^{d}$. This completes the proof.

## 3. Energy minimizing solutions of atmospheric and oceanic flow.

3.1. Introduction. This section studies a variational problem over the set of rearrangements of a prescribed vector valued function, which arises from an energy minimizing principle. We study the semigeostrophic equations (recalled in the next section), a standard model for slowly varying flows constrained by rotation and stratification, using the methods of Cullen, Norbury, and Purser [6]. At any given time, $\mathbf{X}$, which describes the state of the fluid, is known on particles. The Cullen-NorburyPurser principle states that for a solution, the particles are arranged to minimize geostrophic energy. This yields a variational problem: minimize energy over the set of rearrangements of a prescribed fluid configuration. We verify the conjecture of

Cullen, Norbury, and Purser [6, section 5] that the energy minimum is uniquely attained and that the minimizer is equal to the gradient of a convex function. We prove the following theorem.

THEOREM 3.1. Let $\Omega$ be a bounded, connected, closed subset of $\mathbf{R}^{3}$, with smooth boundary. Define, for $\mathbf{X}=(X, Y, Z) \in L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$, where $2 \leq p<\infty$ and $\mu$ denotes three-dimensional Lebesgue measure,

$$
\begin{equation*}
E(\mathbf{X})=\frac{1}{2} \int_{\Omega} X^{2}+x^{2}+Y^{2}+y^{2} d \mu(\mathbf{x})-\int_{\Omega} \mathbf{X} \cdot \mathbf{x} d \mu(\mathbf{x}) \tag{3.1}
\end{equation*}
$$

where $\mathbf{x}=(x, y, z) \in \Omega$. Suppose $\mathbf{X}_{\mathbf{0}} \in L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$ for $p$ as above. Then there exists $\mathbf{X}_{\mathbf{0}}{ }^{*} \in R\left(\mathbf{X}_{\mathbf{0}}\right)$ such that
(i) $E\left(\mathbf{X}_{\mathbf{0}}{ }^{*}\right)<E(\mathbf{X})$ for each $\mathbf{X} \in R\left(\mathbf{X}_{\mathbf{0}}\right) \backslash\left\{\mathbf{X}_{\mathbf{0}}{ }^{*}\right\}$.
(ii) $\mathbf{X}_{\mathbf{0}}{ }^{*}=\nabla \Psi$ for some convex function $\Psi \in W^{1, p}(\Omega)$.
(iii) $\mathbf{X}_{\mathbf{0}}{ }^{*}$ is a cyclically monotone function.

The functional $E$ represents the geostrophic energy of the fluid. We define $E$ and $\mathbf{X}$ in the next section. The unique energy minimizer is the monotone rearrangement of the prescribed function: this concept was introduced by Brenier [2] and is recalled in section 3.3. The proof uses an approximation argument, with the strict inequality following by the uniqueness of the monotone rearrangement.

### 3.2. The semigeostrophic equations, and the Cullen-Norbury-Purser

 principle. We state the three-dimensional Boussinesq equations of semigeostrophic theory on an $f$ plane. These are a standard model for slowly varying flows constrained by rotation and stratification and are used to study front formation in meteorology. We state the equations in the form used by Hoskins [10].$$
\begin{gather*}
\frac{D u_{g}}{D t}-f v_{a g}=0, \quad \frac{D v_{g}}{D t}+f u_{a g}=0  \tag{3.2}\\
\frac{D \theta}{D t}=0  \tag{3.3}\\
\nabla \cdot \mathbf{u}=0  \tag{3.4}\\
\nabla \phi=\left(f v_{g},-f u_{g}, \frac{g \theta}{\theta_{0}}\right) \tag{3.5}
\end{gather*}
$$

where

$$
\begin{align*}
\mathbf{u} & \equiv(u, v, w) \equiv \mathbf{u}_{\mathbf{g}}+\mathbf{u}_{\mathbf{a g}} \\
\mathbf{u}_{\mathbf{g}} & \equiv\left(u_{g}, v_{g}, 0\right) \\
\frac{D}{D t} & \equiv \frac{\partial}{\partial t}+\mathbf{u} \cdot \nabla \tag{3.6}
\end{align*}
$$

$f$ is the Coriolis parameter, assumed constant, $g$ denotes the acceleration due to gravity, $\theta_{0}$ is a reference value of the potential temperature $\theta$, and $\phi$ is a pressure variable. Subscripts $g$ and $a g$ denote geostrophic and ageostrophic velocity (or wind) components, respectively, where the geostrophic velocity is defined to be the horizontal component of velocity in balance with the pressure gradient. This definition
is included in equation (3.5), as is the statement of hydrostatic balance. We solve the equations (for the velocity $\mathbf{u}$ ) in a closed, bounded, connected set $\Omega \subset \mathbf{R}^{3}$, with normal velocity u.n given on $\partial \Omega$. For $\mathbf{x}=(x, y, z) \in \Omega$, by making the substitution

$$
\begin{equation*}
\mathbf{X} \equiv(X, Y, Z) \equiv\left(x+v_{g} / f, y-u_{g} / f,\left(g / f^{2} \theta_{0}\right) \theta\right) \tag{3.7}
\end{equation*}
$$

it is shown in Purser and Cullen [13] that we may replace (3.2) and (3.3) by

$$
\begin{equation*}
\frac{D \mathbf{X}}{D t}=\mathbf{u}_{\mathbf{g}} \tag{3.8}
\end{equation*}
$$

We think of $\mathbf{X}$ as a function of the physical space coordinates $\mathbf{x}$. Rewriting in terms of $\mathbf{X}$ and $\mathbf{x}$, we have

$$
\begin{align*}
\frac{D X}{D t} & =f(y-Y)  \tag{3.9}\\
\frac{D Y}{D t} & =f(X-x)  \tag{3.10}\\
\frac{D Z}{D t} & =0 \tag{3.11}
\end{align*}
$$

The geostrophic energy $E$ is defined as

$$
\begin{align*}
E & =\int_{\Omega} \frac{1}{2} u_{g}^{2}+\frac{1}{2} v_{g}^{2}-\frac{g \theta z}{\theta_{0}} d \mu(\mathbf{x})  \tag{3.12}\\
& =f^{2} \frac{1}{2} \int_{\Omega} X^{2}+x^{2}+Y^{2}+y^{2} d \mu(\mathbf{x})-f^{2} \int_{\Omega} \mathbf{x} \cdot \mathbf{X} d \mu(\mathbf{x}) \tag{3.13}
\end{align*}
$$

Henceforth we ignore the constant $f^{2}$. At any fixed time $t, \mathbf{X}$ is found on particles by predicting $(X, Y, Z)$ on particles using equations (3.9), (3.10), and (3.11). The Cullen-Norbury-Purser principle states that for a solution, the particles are arranged to minimize geostrophic energy. Suppose one possible state of the fluid is described by values $\mathbf{X}_{\mathbf{0}}=\left(X_{0}, Y_{0}, Z_{0}\right)$ which are known on particles. The Cullen-Norbury-Purser principle yields the energy minimization problem

$$
\begin{equation*}
\inf _{\mathbf{x} \in R\left(\mathbf{x}_{\mathbf{0}}\right)} E(\mathbf{X}) \tag{3.14}
\end{equation*}
$$

where the energy minimizer (if it exists and is unique) gives the actual state of the fluid. In this way, solutions can be viewed as a sequence of minimum energy states.

We make some (physically reasonable) assumptions to enable us to use vector valued rearrangement theory. Let $\Omega$ be a closed, bounded, connected subset of $\mathbf{R}^{3}$, with smooth boundary. Suppose the possible fluid configuration $\mathbf{X}_{\mathbf{0}} \in L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$, for $2 \leq p<\infty$, where $\mu$ denotes three-dimensional Lebesgue measure. (Choosing $p \geq 2$ ensures finite geostrophic energy.)
3.3. Monotone rearrangement of vector valued functions. We recall the concept of the monotone rearrangement of a vector valued function: essentially, this is the vector valued analogue of the increasing rearrangement of a real valued function. Let $\Omega$ and $\mu$ be as in the last paragraph of the previous section. The following theorem is due to Brenier [2, section 1.2, Theorem 1.1].

Theorem 3.2. For each $u \in L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$, where $1 \leq p<\infty$, there is a unique $u^{*} \in R(u)$ such that

$$
\begin{equation*}
u^{*} \in\left\{\nabla \Psi: \Psi \in W^{1, p}(\Omega, \mu), \Psi \text { convex }\right\} \tag{3.15}
\end{equation*}
$$

and the mapping $u \rightarrow u^{*}$ is continuous.
When $\Omega$ is not convex, $\Psi$ is understood to be the restriction to $\Omega$ of a convex function defined on $\mathbf{R}^{3}$. We call $u^{*}$ the monotone rearrangement of $u$. The name comes from the fact that $u^{*}$ is a cyclically monotone function. We note that McCann [12] has generalized the first part of this result (concerning the existence of an essentially unique rearrangement equal to the gradient of a convex function) to more general measures than Lebesgue measure, and has removed the restriction that $\Omega$ must be closed, connected, and have smooth boundary.

Definition 3.3. A function $u \in L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$ is nondegenerate if $\mu\left(u^{-1}(E)\right)=0$ for each set $E \subset \mathbf{R}^{3}$ with Lebesgue measure zero. We say that a function which fails to be nondegenerate is degenerate.

Brenier established further properties of the monotone rearrangement of a nondegenerate function in the following theorem [2, section 1.2, Theorem 1.2]

Theorem 3.4. For each nondegenerate $u \in L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$, there exists a unique pair $\left(u^{*}, s\right)$, where $u^{*}$ is the monotone rearrangement of $u$ and $s$ is a measure preserving mapping from $(\Omega, \mu)$ to $(\Omega, \mu)$ such that
(i) $u=u^{*} \circ s$.
(ii) $s$ is the unique measure preserving mapping that maximizes $\int_{\Omega} u(\mathbf{x}) \cdot s(\mathbf{x}) d \mu(\mathbf{x})$.

An elementary proof of the above result was found by Gangbo [8]. Note that Theorem 3.4 is not true if $u$ has a level set of positive measure: the measure preserving mapping is not unique, nor do we have uniqueness in property (ii). Such a $u$ is degenerate. The author is not aware of any corresponding result for degenerate functions.
3.4. Existence and uniqueness of an energy minimizer. Recall that we are studying the energy minimization problem

$$
\begin{equation*}
\inf _{\mathbf{x} \in R\left(\mathbf{X}_{\mathbf{0}}\right)} \frac{1}{2} \int_{\Omega} x^{2}+X^{2}+y^{2}+Y^{2} d \mu(\mathbf{x})-\int_{\Omega} \mathbf{x} \cdot \mathbf{X} d \mu(\mathbf{x}) \tag{3.16}
\end{equation*}
$$

where $\mathbf{X}_{\mathbf{0}} \in L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$ for $2 \leq p<\infty$, and $\mathbf{X}=(X, Y, Z)$. We show that the first integral is conserved under rearrangements.

Lemma 3.5. Let $\mathbf{X}_{\mathbf{0}}$ be as in Theorem 3.1. Let $\mathbf{X}_{\mathbf{1}} \in R\left(\mathbf{X}_{\mathbf{0}}\right)$. Then

$$
\begin{equation*}
\int_{\Omega} x^{2}+X_{1}^{2}+y^{2}+Y_{1}^{2} d \mu(\mathbf{x})=\int_{\Omega} x^{2}+X_{0}^{2}+y^{2}+Y_{0}^{2} d \mu(\mathbf{x}) \tag{3.17}
\end{equation*}
$$

where $\mathbf{X}_{\mathbf{0}}=\left(X_{0}, Y_{0}, Z_{0}\right)$ and $\mathbf{X}_{\mathbf{1}}=\left(X_{1}, Y_{1}, Z_{1}\right)$.
Proof. $\mathbf{X}_{\mathbf{1}} \in R\left(\mathbf{X}_{\mathbf{0}}\right)$ implies that $X_{1} \in R\left(X_{0}\right)$. It follows that

$$
\begin{equation*}
\int_{\Omega} X_{1}^{2} d \mu(\mathbf{x})=\int_{\Omega} X_{0}^{2} d \mu(\mathbf{x}) \tag{3.18}
\end{equation*}
$$

A similar result holds for $Y_{0}$ and $Y_{1}$. The result follows.
To show that there is a unique energy minimizer, it remains to show that

$$
\begin{equation*}
\sup _{\mathbf{X} \in R\left(\mathbf{X}_{\mathbf{o}}\right)} \int_{\Omega} \mathbf{x} \cdot \mathbf{X} d \mu(\mathbf{x}) \tag{3.19}
\end{equation*}
$$

is uniquely attained. If $\mathbf{X}_{\mathbf{0}}$ is nondegenerate, the result follows easily using Theorem 3.4. Our method of proof is to approximate degenerate functions with a sequence of nondegenerate functions. This shows that the monotone rearrangement is an energy
minimizer. We demonstrate that an energy minimizer is the gradient of a convex function: the monotone rearrangement is the unique such amongst the set of rearrangements; therefore the result follows.

Lemma 3.6. Let $\mathbf{X} \in L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$ (where $\Omega$, $\mu$, and $p$ are as in section 3.2). Then there exists a sequence of nondegenerate functions $\left(\mathbf{X}_{\mathbf{n}}\right)$ such that $\mathbf{X}_{\mathbf{n}} \rightarrow \mathbf{X}$ in $L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$.

Proof. For each $n \in \mathbf{N}$, choose a simple function $\varphi_{n}$ such that $\left\|\mathbf{X}-\varphi_{n}\right\|_{p} \leq 1 / n$. Now for each $n \in \mathbf{N}$, define $\mathbf{X}_{\mathbf{n}}$ by $\mathbf{X}_{\mathbf{n}}(\mathbf{x})=\varphi_{n}(\mathbf{x})+(1 / n) \mathbf{x}$ for $\mathbf{x} \in \Omega$. It is immediate that $\mathbf{X}_{\mathbf{n}} \rightarrow \mathbf{X}$ in $L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$. It remains to show that $\mathbf{X}_{\mathbf{n}}$ is nondegenerate for each $n \in \mathbf{N}$. Fix $n \in \mathbf{N}$. $\varphi_{n}$ is a simple function; therefore it takes finitely many values which we enumerate $\left\{\mathbf{b}_{\mathbf{1}}, \mathbf{b}_{\mathbf{2}}, \ldots, \mathbf{b}_{\mathbf{m}}\right\}$. Define $A_{i}=\varphi_{n}{ }^{-1}\left(\mathbf{b}_{\mathbf{i}}\right)$ for each $i=1, \ldots, m$. Write $\mathbf{X}_{\mathbf{n}}{ }^{i}$ for $\left.\mathbf{X}_{\mathbf{n}}\right|_{A_{i}}$. For a given $i, \mathbf{X}_{\mathbf{n}}{ }^{i}=\mathbf{b}_{\mathbf{i}}+(1 / n) \mathbf{x}$. Let $E$ be a Lebesgue negligible subset of $\mathbf{R}^{3}$. Then

$$
\begin{align*}
\mu\left(\left(\mathbf{X}_{\mathbf{n}}^{i}\right)^{-1}(E)\right) & =\mu\left(A_{i} \bigcap\left(n E-n \mathbf{b}_{\mathbf{i}}\right)\right)  \tag{3.20}\\
& \leq \mu\left(n E-n \mathbf{b}_{\mathbf{i}}\right)  \tag{3.21}\\
& =\mu(n E)=0 \tag{3.22}
\end{align*}
$$

By way of explanation, we used translation invariance of Lebesgue measure to obtain the first equality in (3.22), and used properties of Lebesgue measure to obtain the second. This demonstrates that $\mathbf{X}_{\mathbf{n}}{ }^{i}$ is nondegenerate (as an element in $L^{p}\left(A_{i}, \mu, \mathbf{R}^{3}\right)$ ) for each $i=1, \ldots, m$.

Let $E$ be a Lebesgue negligible subset of $\mathbf{R}^{3}$. Then

$$
\begin{align*}
\mu\left(\mathbf{X}_{\mathbf{n}}^{-1}(E)\right) & =\mu\left(\bigcup_{i=1}^{m}\left(\mathbf{X}_{\mathbf{n}}^{i}\right)^{-1}(E)\right)  \tag{3.23}\\
& =\sum_{i=1}^{m} \mu\left(\left(\mathbf{X}_{\mathbf{n}}^{i}\right)^{-1}(E)\right)=0 \tag{3.24}
\end{align*}
$$

To obtain (3.24) we used the countable additivity of $\mu$ and the fact that $\mathbf{X}_{\mathbf{n}}{ }^{i}$ is nondegenerate for each $i=1, \ldots, m$. This shows that $\mathbf{X}_{\mathbf{n}}$ is nondegenerate and completes the proof.

Lemma 3.7. Let $\mathbf{X}_{\mathbf{0}}$ be as in Theorem 3.1. Then

$$
\begin{equation*}
\int_{\Omega} \mathbf{X}_{\mathbf{0}}^{*}(\mathbf{x}) \cdot \mathbf{x} d \mu(\mathbf{x}) \geq \int_{\Omega} \mathbf{X}(\mathbf{x}) \cdot s(\mathbf{x}) d \mu(\mathbf{x}) \tag{3.25}
\end{equation*}
$$

for each $\mathbf{X} \in R\left(\mathbf{X}_{\mathbf{0}}\right)$ and each $s: \Omega \rightarrow \Omega$ a measure preserving mapping.
Proof. Let $\mathbf{X} \in R\left(\mathbf{X}_{\mathbf{0}}\right)$ and let $s: \Omega \rightarrow \Omega$ be a measure preserving mapping. From the previous lemma we may choose a sequence $\left(\mathbf{X}_{\mathbf{n}}\right)$ of nondegenerate functions such that $\mathbf{X}_{\mathbf{n}} \rightarrow \mathbf{X}$ in $L^{p}\left(\Omega, \mu, \mathbf{R}^{3}\right)$. For each $n \in \mathbf{N}$, Theorem 3.4(i) yields the existence of a unique measure preserving mapping $s_{n}: \Omega \rightarrow \Omega$ such that $\mathbf{X}_{\mathbf{n}}=\mathbf{X}_{\mathbf{n}}{ }^{*} \circ s_{n}$. Applying Theorem 3.2 we have $\mathbf{X}_{\mathbf{n}}{ }^{*} \rightarrow \mathbf{X}^{*}=\mathbf{X}_{\mathbf{0}}{ }^{*}$. Now

$$
\begin{align*}
\int_{\Omega} \mathbf{X}_{\mathbf{0}}^{*}(\mathbf{x}) \cdot \mathbf{x} d \mu(\mathbf{x}) & =\lim _{n \rightarrow \infty} \int_{\Omega} \mathbf{X}_{\mathbf{n}}^{*}(\mathbf{x}) \cdot \mathbf{x} d \mu(\mathbf{x})  \tag{3.26}\\
& =\lim _{n \rightarrow \infty} \int_{\Omega} \mathbf{X}_{\mathbf{n}}^{*} \circ s_{n}(\mathbf{x}) \cdot s_{n}(\mathbf{x}) d \mu(\mathbf{x})  \tag{3.27}\\
& =\lim _{n \rightarrow \infty} \int_{\Omega} \mathbf{X}_{\mathbf{n}}(\mathbf{x}) \cdot s_{n}(\mathbf{x}) d \mu(\mathbf{x}) \tag{3.28}
\end{align*}
$$

$$
\begin{align*}
& \geq \lim _{n \rightarrow \infty} \int_{\Omega} \mathbf{X}_{\mathbf{n}}(\mathbf{x}) \cdot s(\mathbf{x}) d \mu(\mathbf{x})  \tag{3.29}\\
& =\int_{\Omega} \mathbf{X}(\mathbf{x}) \cdot s(\mathbf{x}) d \mu(\mathbf{x}) \tag{3.30}
\end{align*}
$$

as required. By way of explanation, (3.27) holds because $s_{n}$ is a measure preserving map, and (3.29) follows because Theorem 3.4(ii) yields that

$$
\begin{equation*}
\int_{\Omega} \mathbf{X}_{\mathbf{n}}(\mathbf{x}) \cdot s_{n}(\mathbf{x}) d \mu(\mathbf{x}) \geq \int_{\Omega} \mathbf{X}_{\mathbf{n}}(\mathbf{x}) \cdot s(\mathbf{x}) d \mu(\mathbf{x}) \tag{3.31}
\end{equation*}
$$

for each measure preserving mapping $s: \Omega \rightarrow \Omega$ and for each $n \in \mathbf{N}$. This completes the proof.

Lemma 3.8. Let $\mathbf{X}_{\mathbf{0}}$ be as in Theorem 3.1. Then

$$
\begin{equation*}
\int_{\Omega} \mathbf{X}_{\mathbf{0}}{ }^{*}(\mathbf{x}) \cdot \mathbf{x} d \mu(\mathbf{x})>\int_{\Omega} \mathbf{X}(\mathbf{x}) \cdot \mathbf{x} d \mu(\mathbf{x}) \tag{3.32}
\end{equation*}
$$

for each $\mathbf{X} \in R\left(\mathbf{X}_{\mathbf{0}}\right) \backslash\left\{\mathbf{X}_{\mathbf{0}}{ }^{*}\right\}$.
Proof. Applying the previous lemma for the identity mapping, we have

$$
\begin{equation*}
\int_{\Omega} \mathbf{X}_{\mathbf{0}}^{*}(\mathbf{x}) \cdot \mathbf{x} d \mu(\mathbf{x}) \geq \int_{\Omega} \mathbf{X}(\mathbf{x}) \cdot \mathbf{x} d \mu(\mathbf{x}) \tag{3.33}
\end{equation*}
$$

for each $\mathbf{X} \in R\left(\mathbf{X}_{\mathbf{0}}\right) \backslash\left\{\mathbf{X}_{\mathbf{0}}{ }^{*}\right\}$. It remains to show strict inequality. Suppose there exists $\mathbf{X}_{\mathbf{1}} \in R\left(\mathbf{X}_{\mathbf{0}}\right)$ such that $\int_{\Omega} \mathbf{X}_{\mathbf{1}} \cdot \mathbf{x} d \mu=\int_{\Omega} \mathbf{X}_{\mathbf{0}}{ }^{*} \cdot \mathbf{x} d \mu$. Applying the previous lemma to $\mathbf{X}_{\mathbf{1}} \in R\left(\mathbf{X}_{\mathbf{0}}\right)$ we obtain

$$
\begin{align*}
\int_{\Omega} \mathbf{X}_{\mathbf{1}}(\mathbf{x}) \cdot \mathbf{x} d \mu(\mathbf{x}) & =\int_{\Omega} \mathbf{X}_{\mathbf{0}}^{*}(\mathbf{x}) \cdot \mathbf{x} d \mu(\mathbf{x})  \tag{3.34}\\
& \geq \int_{\Omega} \mathbf{X}_{\mathbf{1}}(\mathbf{x}) \cdot s(\mathbf{x}) d \mu(\mathbf{x}) \tag{3.35}
\end{align*}
$$

for each measure preserving mapping $s: \Omega \rightarrow \Omega$. Brenier [2, Proposition 2.1] yields that $\mathbf{X}_{\mathbf{1}} \in\left\{\nabla \Psi: \Psi \in W^{1,2}(\Omega), \Psi\right.$ convex $\}$. However Theorem 3.2 states that $\mathbf{X}_{\mathbf{0}}{ }^{*}$ is the unique member of $R\left(\mathbf{X}_{\mathbf{0}}\right)$ belonging to $\left\{\nabla \Psi: \Psi \in W^{1,2}(\Omega), \Psi\right.$ convex $\}$; therefore $\mathbf{X}_{\mathbf{1}}=\mathbf{X}_{\mathbf{0}}{ }^{*}$. This completes the proof.

Proof of Theorem 3.1. The proof follows from Lemmas 3.5 and 3.8.
Note added in revision. We can rewrite an equivalent minimization problem

$$
\begin{equation*}
\inf _{\mathbf{x} \in R\left(\mathbf{x}_{\mathbf{0}}\right)} \int_{\Omega}|\mathbf{X}(\mathbf{x})-\mathbf{x}|^{2} d \mu(\mathbf{x}) \tag{3.36}
\end{equation*}
$$

where $|\mathbf{X}(\mathbf{x})-\mathbf{x}|^{2}=(\mathbf{X}(\mathbf{x})-\mathbf{x}) .(\mathbf{X}(\mathbf{x})-\mathbf{x})$, as a Monge mass transport problem as follows. Define $\nu(S)=\mu\left(\mathbf{X}_{\mathbf{0}}{ }^{-1}(S)\right)$ for (Borel) subsets of $\mathbf{R}^{3}$, and rewrite (3.36) as

$$
\begin{equation*}
\inf _{s \in S} \int_{\Omega} c(\mathbf{x}, s(\mathbf{x})) d \mu(\mathbf{x}) \tag{3.37}
\end{equation*}
$$

where $S$ is the set of measure preserving mappings between $(\Omega, \mu)$ and $\left(\mathbf{R}^{3}, \nu\right)$, and the cost function $c: \mathbf{R}^{3} \times \mathbf{R}^{3} \rightarrow \mathbf{R}$ is defined by $c(\mathbf{x}, \mathbf{y})=|\mathbf{x}-\mathbf{y}|^{2}$. (Note that $\mathbf{X}_{\mathbf{0}}$ is nondegenerate if and only if $\nu$ is absolutely continuous with respect to Lebesgue measure.) Gangbo and McCann [9] showed that (3.37) has a unique minimizer by proving the existence of a unique minimizer (which has a particular form) of an appropriate Monge-Kantorovich problem. An extensive review of Monge-Kantorovich problems may be found in Cuesta-Albertos et al. [4]. This paper, developed independently, does not use this approach.

Appendix. We consider the relationship between vector valued functions which are rearrangements and vector valued functions for which corresponding components are rearrangements in the scalar valued sense. Let $f, g$ be as in the opening paragraph of the introduction. Define, for $i=1, \ldots, d, \Pi_{i}: \mathbf{R}^{d} \rightarrow \mathbf{R}$ to be the projection of the $i$ th component of an element of $\mathbf{R}^{d}$. Write $f=\left(f_{1}, \ldots, f_{d}\right)$ and $g=\left(g_{1}, \ldots, g_{d}\right)$, where $f_{i}=\Pi_{i} \circ f, g_{i}=\Pi_{i} \circ g$ for $i=1, \ldots, d$. The definition of vector valued rearrangement yields that if $f \in R(g)$, we have $f_{i} \in R\left(g_{i}\right)$ for each $i=1, \ldots, d$ in the scalar valued sense. However, the converse is false in general. Let $f:[0,1]^{2} \rightarrow \mathbf{R}^{2}$ be defined by
$f(x)= \begin{cases}(1,1) & \text { if } x \in[1 / 2,1] \times[1 / 2,1], \\ (0,0) & \text { if } x \notin[1 / 2,1] \times[1 / 2,1] .\end{cases}$
Then
$f_{1}(x)=f_{2}(x)= \begin{cases}1 & \text { if } x \in[1 / 2,1] \times[1 / 2,1], \\ 0 & \text { if } x \notin[1 / 2,1] \times[1 / 2,1] .\end{cases}$
Define
$g(x)= \begin{cases}(1,0) & \text { if } x \in[1 / 2,1] \times[1 / 2,1], \\ (0,1) & \text { if } x \in[0,1 / 2] \times[1 / 2,1], \\ (0,0) & \text { otherwise } .\end{cases}$
Then $g_{1}=f_{1}$ and
$g_{2}(x)= \begin{cases}1 & \text { if } x \in[0,1 / 2] \times[1 / 2,1], \\ 0 & \text { if } x \notin[0,1 / 2] \times[1 / 2,1]\end{cases}$
It is easily seen that $f_{i} \in R\left(g_{i}\right)$ for $i=1,2$, but $f \notin R(g)$. Consequently, in general we cannot apply scalar valued rearrangement theorems to components of vector valued functions and hope to obtain results pertaining to vector valued rearrangements.
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#### Abstract

We study equilibria of the Ginzburg-Landau equation with a variable diffusion coefficient on a bounded planar domain subject to the Neumann boundary condition. It has been previously shown that if the diffusion coefficient is constant and the ambient domain is convex, the system does not carry stable vortices in the sense that any stable equilibrium solution is a constant of modulus 1. In this article we shall prove that arbitrarily given a domain, an appropriate choice of inhomogeneous diffusion coefficient yields a stable equilibrium solution having vortices. We can even manage to make the configuration of stable vortices close to prescribed locations. Our method is to minimize the free energy functional in suitably constructed positive invariant regions for the time-dependent Ginzburg-Landau equation.
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1. Introduction. The Ginzburg-Landau equation for a complex order parameter is a nonlinear partial differential equation arising in a macroscopic description of superconductivity (see [6]). One of the important phenomena explained particularly well by the model is the formation of topological defects or vortices (i.e., zeros of the complex order parameter); this has received extensive mathematical analysis in recent years (see $[1,2,4,14]$ ).

In this article we are concerned with the next Ginzburg-Landau equation with a variable diffusion coefficient in a bounded domain $\Omega$ in $\mathbb{R}^{2}$ with the Neumann boundary condition

$$
\left\{\begin{array}{l}
\operatorname{div}(a(x) \nabla \Phi)+\left(1-|\Phi|^{2}\right) \Phi=0 \quad \text { in } \quad \Omega  \tag{1.1}\\
\frac{\partial \Phi}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega
\end{array}\right.
$$

where $a(x)$ is a positive smooth function, $\nu$ is the unit outward normal vector on $\partial \Omega$, and the unknown $\Phi$ is a complex valued function representing the order parameter in the superconductor model. A solution to this equation gives an equilibrium of the

[^56]evolution equation
\[

\left\{$$
\begin{array}{l}
\frac{\partial \Phi}{\partial t}=\operatorname{div}(a(x) \nabla \Phi)+\left(1-|\Phi|^{2}\right) \Phi \quad \text { in } \quad(0, \infty) \times \Omega  \tag{1.2}\\
\frac{\partial \Phi}{\partial \nu}=0 \quad \text { on } \quad(0, \infty) \times \partial \Omega
\end{array}
$$\right.
\]

Equation (1.1) can also be considered as the Euler-Lagrange equation of the GinzburgLandau free energy functional

$$
\begin{equation*}
\mathcal{E}(\Phi):=\int_{\Omega}\left\{\frac{1}{2} a(x)|\nabla \Phi|^{2}+\frac{1}{4}\left(1-|\Phi|^{2}\right)^{2}\right\} d x \tag{1.3}
\end{equation*}
$$

In this connection, the parabolic equation (1.2) is the gradient flow of $\mathcal{E}$ (see [7]).
The purpose of this article is to construct stable solutions having vortices to (1.1) by appropriately choosing the diffusion coefficient $a(x)$. Here we say that a solution to (1.1) is stable if it is Lyapunov stable as an equilibrium solution to (1.2) (see [7, 9]). In terms of the variational structure, stable equilibria correspond to local minimizers of the energy functional (1.3) in most typical cases (although not always).

Most natural candidates of stable solutions of a variational problem are global minimizers. It is however rather easy to see that the global minimizers of the energy (1.3) are exactly the constant functions with modulus 1 . Therefore the solutions we are seeking - the stable equilibria with zeros-have to lie on nonminimal energy level and are not accessible by the direct method in the calculus of variation. In the case where $a(x)$ is constant, it has been shown in $[10,11,13]$ that the geometry of the ambient domain plays a crucial role in the stability of equilibria; more precisely, for convex domains of $\mathbb{R}^{n}$ the Ginzburg-Landau equation (1.1) with constant $a(x)=$ $\lambda^{-1}>0$ has no stable nonconstant solutions, while in an annulus or generally in a topologically nontrivial domain (a nonsimply connected domain if $n=2,3$; see [13]), the equation has stable nonconstant solutions for sufficiently large $\lambda$. Those stable solutions, however, have no zero points, i.e., no vortices. Taking into account this fact, let us give a crude description of the time evolution of zeros of a solution to (1.2) in a convex domain with the constant diffusivity $a$. Deliver a finite number of isolated points arbitrarily in the domain and take any function $\Phi_{0}$ whose zeros are identified with those points. The zeros of the solution of (1.2) with the initial data $\Phi_{0}$ represent the migrating vortices. Then by the instability result of [10], under a small perturbation of initial data, all of the vortices of the solution to (1.2) eventually disappear from the domain; every vortex either is absorbed by the boundary or is annihilated through merging with other vortices. An intuitive explanation of this phenomenon is as follows: higher energy of the potential term of (1.3) at vortices drives them moving in the direction of minimizing the energy functional until they disappear. Hence to stabilize each vortex, we have to create an energy barrier around the vortex, with the aid of an appropriate choice of the diffusion coefficient $a(x)$. This is roughly what we are going to do in this article.

Now we present our main theorem.
THEOREM 1.1. Let $\Omega$ be a bounded domain in $\mathbb{R}^{2}$ with $C^{3}$ boundary $\partial \Omega$ and denote by $\bar{\Omega}$ the closure of $\Omega$. Given arbitrarily a finite number of distinct points $\left\{a_{j}\right\}_{j=1}^{N} \subset \Omega$, a map $\phi \in C^{0}\left(\bar{\Omega} \backslash\left\{a_{1}, \ldots, a_{N}\right\} ; S^{1}\right)$, and a positive number $\rho$ such that

$$
\begin{equation*}
0<\rho<\rho_{0}:=\min \left\{\min _{1 \leq j<k \leq N} \frac{1}{2}\left|a_{j}-a_{k}\right|, \min _{1 \leq j \leq N} \operatorname{dist}\left(a_{j}, \partial \Omega\right)\right\} \tag{1.4}
\end{equation*}
$$

there exists a $C^{\infty}$ function $a(x)>0$ such that the equation (1.1) has a stable solution $\Phi(x)$ such that $\Phi(x) \neq 0$ for any $x \in \bar{\Omega} \backslash \cup_{j=1}^{N} B_{\rho}\left(a_{j}\right)$ and that moreover $\Phi /|\Phi|$ is homotopic to $\phi$ in $C^{0}\left(\bar{\Omega} \backslash \cup_{j=1}^{N} B_{\rho}\left(a_{j}\right) ; S^{1}\right)$.

If we choose in the above theorem a $\phi$ with nonzero local topological degree $d_{j}$ at $a_{j}$, for example,

$$
\phi(z)=\prod_{j=1}^{N} \frac{\left(z-a_{j}\right)^{d_{j}}}{\left|z-a_{j}\right|^{d_{j}}}, \quad z \in \bar{\Omega} \subset \mathbb{C}, z \neq a_{1}, \ldots, a_{N}
$$

(where $\mathbb{R}^{2}$ is identified with $\mathbb{C}$ ), then our stable solution $\Phi$ satisfies that $\operatorname{deg}\left(\Phi ; \partial B_{\rho}\left(a_{j}\right)\right)$ $=d_{j} \neq 0$ and therefore must have at least one zero point within the (small) disk $B_{\rho}\left(a_{j}\right)$. This leads to the following corollary.

Corollary 1.2. Let $\Omega$ be a bounded domain in $\mathbb{R}^{2}$ with $C^{3}$ boundary. Given arbitrarily a finite number of distinct points $\left\{a_{j}\right\}_{j=1}^{N} \subset \Omega$ and a positive number $\rho \in\left(0, \rho_{0}\right)$, there exists a $C^{\infty}$ function $a(x)>0$ such that the equation (1.1) has a stable solution $\Phi(x)$ whose zero set

$$
Z[\Phi]:=\{x \in \bar{\Omega} \mid \Phi(x)=0\}
$$

is $\rho$-close to the prescribed configuration in the sense that

$$
Z[\Phi] \subset \bigcup_{j=1}^{N} B_{\rho}\left(a_{j}\right), \quad Z[\Phi] \cap B_{\rho}\left(a_{j}\right) \neq \emptyset
$$

The result can be extended to a slightly modified equation of (1.1):

$$
\left\{\begin{array}{l}
\frac{1}{a(x)} \operatorname{div}(a(x) \nabla \Phi)+\lambda\left(1-|\Phi|^{2}\right) \Phi=0 \quad \text { in } \quad \Omega  \tag{1.5}\\
\frac{\partial \Phi}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega
\end{array}\right.
$$

For details, see section 3 .
The technique we use in the proof will be essentially the same as that in [12], where it is proved that for the constant diffusivity $a(x)=1 / \lambda$ in (1.1) there is a simply connected domain in $\mathbb{R}^{3}$ which allows a stable solution with vortices (for sufficiently large $\lambda$ ). Their methods, however, are not applicable to the 2-dimensional case with constant $a(x)$ (see also [3]). It remains an interesting open problem for the constant diffusivity whether there exists a 2 -dimensional (nonconvex) domain which can carry a stable solution with a vortex.

We finally remark on the physical meaning of the variable diffusion briefly. In the Ginzburg-Landau theory for superconductivity, $a(x)$ represents the coherence length for superconducting electrons in a material. When a superconductor contains impurities, it is quite natural to consider the inhomogeneous coherence length in the equation, that is, the variable diffusion coefficient. On the other hand, equation (1.5) is a model describing another physical situation, that is, a thin superconducting film with variable thickness. Indeed it can be regarded as an approximate equation in a thin domain of $\mathbf{R}^{3}$,

$$
D(\epsilon)=\left\{\left(x, x^{\prime}\right) \in \mathbf{R}^{2} \times \mathbf{R}: x \in \Omega, 0<x^{\prime}<\epsilon a(x)\right\} \quad(0<\epsilon \ll 1)
$$

where the function $a(x)$ represents the geometrical variation of the thin film. It is proved in [8] that as $\epsilon \rightarrow 0$, the averaging limit of the Laplacian in $D(\epsilon)$ is equal to $a(x)^{-1} \operatorname{div}(a(x) \nabla)$ in $\Omega$ in some sense. Hence, the Ginzburg-Landau equation with constant coherence length on 3-dimensional domains $D(\epsilon)$ is approximated by equation (1.5) with variable coefficient $a(x)$ on a planar domain $\Omega$. We also note that when a vortex is trapped by some defect of the conductor, it is called the "pinning" effect in the literature of physics, which is just analytically realized in our main result.
2. Proof of the main theorem. Let $\Omega$ be a bounded domain of $\mathbb{R}^{2}$ with $C^{3}$ boundary $\partial \Omega$. We always identify the complex plane $\mathbb{C}$ with $\mathbb{R}^{2}$. So the function spaces $C^{0}(\bar{\Omega} ; \mathbb{C})$ and $L^{2}(\Omega ; \mathbb{C})$ are the same as $C^{0}\left(\bar{\Omega} ; \mathbb{R}^{2}\right)$ and $L^{2}\left(\Omega ; \mathbb{R}^{2}\right)$, respectively. We will also use the Sobolev space

$$
H^{1}(\Omega ; \mathbb{C}) \equiv H^{1}\left(\Omega ; \mathbb{R}^{2}\right)=\left\{u \in L^{2}\left(\Omega ; \mathbb{R}^{2}\right): \partial u / \partial x_{j} \in L^{2}\left(\Omega ; \mathbb{R}^{2}\right), j=1, \ldots, n\right\}
$$

We often abbreviate the above spaces as $C^{0}(\bar{\Omega}), L^{2}(\Omega)$, and $H^{1}(\Omega)$, respectively.
2.1. Stability of local minimizers. We first recall a result essentially due to L. Simon (see Corollary 2 of [15]).

A function $\Phi \in H^{1}(\Omega)$ is called a local minimizer of $\mathcal{E}$ if $\mathcal{E}(\Psi) \geq \mathcal{E}(\Phi)$ for any $\Psi$ close to $\Phi$ in the $H^{1}$-norm. It is easily seen that a local minimizer has to satisfy (1.1). A solution of $\Phi$ of (1.1) is called a stable equilibrium of (1.2) if for any $\epsilon>0$ there is a $\delta>0$ such that any solution $\Phi(x, t)$ of (1.2) with $\|\Phi(\cdot, 0)-\Phi\|_{C^{0}(\bar{\Omega})} \leq \delta$ satisfies $\|\Phi(\cdot, t)-\Phi\|_{C^{0}(\bar{\Omega})} \leq \epsilon$ for all $t \geq 0$.

Lemma 2.1. $\Phi$ is a local minimizer of $\mathcal{E}$ if and only if it is a stable equilibrium of (1.2).

Thanks to this lemma, we only need to find local minimizers of $\mathcal{E}$ satisfying the required properties in Theorem 1.1. The proof of Lemma 2.1 uses an infinite dimensional version of the Łojasiewicz inequality, in whose derivation the real analyticity of the nonlinear term in the equation plays a role. We refer to [15] for more detail.
2.2. Minimizers on a domain with holes. Arbitrarily given $N$-points $\left\{a_{k}\right\}_{k=1}^{N}$ $\subset \Omega$ and a positive number $\rho \in\left(0, \rho_{0}\right)$, where $\rho_{0}$ is as in (1.4), we define a subdomain of $\Omega$ by

$$
\begin{equation*}
\Omega_{\rho}:=\Omega \backslash \bigcup_{j=1}^{N} \overline{B_{\rho / 2}\left(a_{j}\right)} \tag{2.1}
\end{equation*}
$$

The problem (with constant diffusivity) on the domain $\Omega_{\rho}$

$$
\begin{cases}\lambda^{-1} \Delta \Phi+\left(1-|\Phi|^{2}\right) \Phi=0 & \text { in } \quad \Omega_{\rho}  \tag{2.2}\\ \frac{\partial \Phi}{\partial \nu}=0 & \text { on } \quad \partial \Omega_{\rho}\end{cases}
$$

has been studied in [13] and [12], where nonconstant stable solutions are constructed within any nontrivial homotopy class of $C^{0}\left(\overline{\Omega_{\rho}} ; \mathbb{R}^{2} \backslash\{0\}\right)$. The corresponding restricted energy functional over $\Omega_{\rho}$ is

$$
\begin{equation*}
\mathcal{E}_{\rho}(\Phi):=\int_{\Omega_{\rho}}\left\{\frac{\lambda^{-1}}{2}|\nabla \Phi|^{2}+\frac{1}{4}\left(1-|\Phi|^{2}\right)^{2}\right\} d x \tag{2.3}
\end{equation*}
$$

Applying Theorem 2.1 of [13] and Lemma 2.3 of [12] to the above equation yields the next lemma.

Lemma 2.2. Consider equation (2.2) under the assumption that the boundary $\partial \Omega$ is $C^{3}$. Let $\phi: \overline{\Omega_{\rho}} \rightarrow S^{1}$ be continuous. Then
(i) there is a $\lambda^{*}=\lambda^{*}\left(\Omega_{\rho}\right)>0$ such that for any $\lambda>\lambda^{*}(2.2)$ has a stable solution $\Phi_{\rho}(x)$ satisfying

$$
\begin{equation*}
\left|\Phi_{\rho}(x)\right|>0\left(x \in \overline{\Omega_{\rho}}\right) \text { and } \phi \text { is homotopic to } \Phi_{\rho} /\left|\Phi_{\rho}\right| \text { in } C^{0}\left(\overline{\Omega_{\rho}} ; S^{1}\right) \text {. } \tag{2.4}
\end{equation*}
$$

(ii) Moreover, for each $\lambda>\lambda^{*}$ and $\eta>0$, there are positive numbers $\delta_{0}$ and $\mu_{0}$ (depending on $\Omega, \rho, \lambda$, and $\eta$ ) such that for any $\Psi \in H^{1}\left(\Omega_{\rho}\right) \cap C^{0}\left(\overline{\Omega_{\rho}}\right)$ with

$$
\|\Psi\|_{C^{0}\left(\overline{\Omega_{\rho}}\right)} \leq 1+\eta, \quad \inf _{0 \leq c<2 \pi}\left\|e^{i c} \Phi_{\rho}-\Psi\right\|_{L^{2}\left(\Omega_{\rho}\right)} \leq \delta_{0}
$$

the following inequality holds:

$$
\begin{equation*}
\mathcal{E}_{\rho}(\Psi) \geq \mathcal{E}_{\rho}\left(\Phi_{\rho}\right)+\mu_{0} \inf _{0 \leq c<2 \pi}\left\|e^{i c} \Phi_{\rho}-\Psi\right\|_{L^{2}\left(\Omega_{\rho}\right)}^{2} \tag{2.5}
\end{equation*}
$$

From now on, the continuous map $\phi: \bar{\Omega} \backslash\left\{a_{1}, \ldots, a_{N}\right\} \rightarrow S^{1}$ and the numbers $0<\rho<\rho_{0}, \lambda>\lambda^{*}$, and $\eta>0$ are fixed. We shall also assume the $C^{\infty}$ smoothness of $\phi$ without loss of generality. (If necessary, replace $\phi$ by a smooth map which is homotopic to $\phi$ in the topology of $C^{0}\left(\bar{\Omega} \backslash\left\{a_{1}, \ldots, a_{N}\right\} ; S^{1}\right)$.)
2.3. Fill the holes. For resolving the original problem on the whole domain $\bar{\Omega}$, we extend suitably the coefficient $\lambda^{-1}$ and $\Phi_{\rho}$ onto functions $a(x)$ and $\Psi(x)$ over $\bar{\Omega}$. From the intuitive discussion in the introduction, a natural choice of $a(x)$ can be a positive function equal to $\lambda^{-1}$ on $\bar{\Omega}$ but much smaller near $a_{j}$ in order to produce appropriate energy barriers. The extension $\Psi(x)$ should make the energy integrals over the disks $B_{\rho / 2}\left(a_{j}\right)$ sufficiently small. Such a $\Psi$ will be our "approximate stable candidate," one of whose positively invariant neighborhood will finally provide a stable equilibrium.

The following lemma gives the precise conditions that $a$ and $\Psi$ should meet.
Lemma 2.3. Assume that the boundary $\partial \Omega$ is $C^{3}$ and let $\Phi_{\rho}, \mu_{0}$, and $\delta_{0}$ be as in Lemma 2.2. Suppose that $0<a \in C^{\infty}(\bar{\Omega})$ and $\Psi \in C^{0}(\bar{\Omega}) \cap H^{1}(\Omega)$ satisfy

$$
\begin{gather*}
\left.a\right|_{\Omega_{\rho}}=\lambda^{-1},\left.\quad \Psi\right|_{\overline{\Omega_{\rho}}}=\Phi_{\rho}  \tag{2.6}\\
\|\Psi\|_{C^{0}(\bar{\Omega})}<1+\eta,  \tag{2.7}\\
\sum_{j=1}^{N} \int_{B_{\rho / 2}\left(a_{j}\right)}\left\{\frac{1}{2} a(x)|\nabla \Psi|^{2}+\frac{1}{4}\left(1-|\Psi|^{2}\right)^{2}\right\} d x<\mu_{0} \delta^{2}-\gamma \tag{2.8}
\end{gather*}
$$

where $0<\delta<\delta_{0}$ and $0<\gamma<\mu_{0} \delta^{2}$ are two positive numbers. Then,
(i) the set of functions defined by

$$
\left.\begin{array}{c}
E(\gamma, \delta, a, \Psi):=\left\{U \in H^{1}(\Omega) \cap C^{0}(\bar{\Omega}):\|U\|_{C^{0}(\bar{\Omega})} \leq 1+\eta\right. \\
\mathcal{E}(U) \leq \mathcal{E}(\Psi)+\gamma  \tag{2.9}\\
\inf _{0 \leq c<2 \pi}\left\|U-e^{i c} \Phi_{\rho}\right\|_{L^{2}\left(\Omega_{\rho}\right)} \leq \delta
\end{array}\right\}
$$

has nonempty interior in the $C^{0}(\bar{\Omega}) \cap H^{1}(\Omega)$-topology and is positively invariant under the semiflow generated by the time-dependent Ginzburg-Landau equation (1.2);
(ii) the energy functional $\mathcal{E}$ has a local minimizer $\Phi$ in the interior of $E(\gamma, \delta, a, \Psi)$.

Proof. Part (i): By assumption, it is obvious that $\Psi$ is an interior point of $E(\gamma, \delta, a, \Psi)$. Let $U \in E(\gamma, \delta, a, \Psi)$ and let $\Phi(x, t)$ be the solution of (1.2) with initial condition $\Phi(x, 0)=U(x)$. We need to show that $\Phi(\cdot, t) \in E(\gamma, \delta, a, \Psi)$ for any $t>0$. By the standard regularity theory for parabolic equations, we have $\Phi(\cdot, t) \in H^{1}(\Omega) \cap$ $C^{0}(\bar{\Omega})$. The energy functional $\mathcal{E}$ in (1.3) is a Lyapunov function for the evolution equation (1.2); indeed

$$
\frac{d}{d t} \mathcal{E}(\Phi(\cdot, t))=-\int_{\Omega}\left|\frac{\partial \Phi}{\partial t}(x, t)\right|^{2} d x
$$

Hence

$$
\begin{equation*}
\mathcal{E}(\Phi(\cdot, t)) \leq \mathcal{E}(U) \leq \mathcal{E}(\Psi)+\gamma, \quad t>0 \tag{2.10}
\end{equation*}
$$

An application of the maximum principle gives

$$
\begin{equation*}
\|\Phi(\cdot, t)\|_{C^{0}(\bar{\Omega})} \leq \max \left\{1,\|U\|_{C^{0}(\bar{\Omega})}\right\}(\leq 1+\eta), \quad t>0 \tag{2.11}
\end{equation*}
$$

It remains to prove that $\inf _{0 \leq c<2 \pi}\left\|\Phi(\cdot, t)-e^{i c} \Phi_{\rho}\right\|_{L^{2}\left(\Omega_{\rho}\right)} \leq \delta$ for $t>0$. Suppose by contradiction that there exists a $t_{0}>0$ such that

$$
\begin{equation*}
\delta<\inf _{0 \leq c<2 \pi}\left\|\Phi\left(\cdot, t_{0}\right)-e^{i c} \Phi_{\rho}\right\|_{L^{2}\left(\Omega_{\rho}\right)}<\delta_{0} \tag{2.12}
\end{equation*}
$$

From (2.11) and (2.12) together with Lemma 2.2 (ii), we get a lower bound for the energy on the domain with holes:

$$
\begin{equation*}
\mathcal{E}_{\rho}\left(\Phi\left(\cdot, t_{0}\right)\right)>\mathcal{E}_{\rho}\left(\Phi_{\rho}\right)+\mu_{0} \delta^{2} . \tag{2.13}
\end{equation*}
$$

Since the energy density is everywhere nonnegative, on the whole domain $\Omega$, we have

$$
\mathcal{E}_{\rho}\left(\Phi\left(\cdot, t_{0}\right)\right) \leq \mathcal{E}\left(\Phi\left(\cdot, t_{0}\right)\right) \leq \mathcal{E}(\Psi)+\gamma
$$

in view of (2.10). We thereby obtain

$$
\begin{equation*}
\mathcal{E}_{\rho}\left(\Phi_{\rho}\right)+\mu_{0} \delta^{2}<\mathcal{E}(\Psi)+\gamma \tag{2.14}
\end{equation*}
$$

On the other hand, in view of the splitting

$$
\mathcal{E}(\Psi)=\mathcal{E}_{\rho}\left(\Phi_{\rho}\right)+\sum_{j=1}^{N} \int_{B_{\rho / 2}\left(a_{j}\right)}\left\{\frac{1}{2} a(x)|\nabla \Psi|^{2}+\frac{1}{4}\left(1-|\Psi|^{2}\right)^{2}\right\} d x
$$

and the assumption (2.8), we have $\mathcal{E}(\Psi) \leq \mathcal{E}_{\rho}\left(\Phi_{\rho}\right)+\mu_{0} \delta^{2}-\gamma$. This contradicts (2.14).
Part (ii): This part is very similar to the argument used in the proof of Theorem 3.1 of [12]. We only sketch it. One can look at the $\omega$-limit set $K$ of the positively invariant set $E:=E(\gamma, \delta, a, \Psi)$ under the semiflow generated by (1.2). By the parabolic regularity theory, $K$ is nonempty and compact. Moreover, by what we have seen in the proof of Part (i), $K$ is contained in the interior of $E$. A minimizer of $\mathcal{E}$ on $K$ will be a minimizer on the set $E$.
2.4. Construction of extensions. In this section, we give an explicit construction of a family of $a(x)$ and $\Psi(x)$ satisfying the requirements in Lemma 2.3.

Let $\epsilon>0$ be a small parameter. First prepare three auxiliary $C^{\infty}$ functions $A_{\epsilon}(r)$, $\xi_{\epsilon}(r)$, and $\eta_{\epsilon}(r)$ on $[0, \infty)$, with the following properties, respectively:

$$
\begin{gathered}
A_{\epsilon}(r)= \begin{cases}\epsilon^{3} & 0 \leq r \leq(\rho-\epsilon) / 2, \\
\text { monotone increasing } & (\rho-\epsilon) / 2<r<\rho / 2, \\
\lambda^{-1} & r \geq \rho / 2,\end{cases} \\
\xi_{\epsilon}(r)= \begin{cases}r^{2} /\left(2 \epsilon^{2}\right) & 0 \leq r \leq \epsilon, \\
\text { monotone increasing } & \epsilon<r<2 \epsilon, \\
1 & 2 \epsilon \leq r \leq(\rho-3 \epsilon) / 2, \\
\text { monotone decreasing } & (\rho-3 \epsilon) / 2<r<(\rho-2 \epsilon) / 2, \\
0 & r \geq(\rho-2 \epsilon) / 2 .\end{cases} \\
\eta_{\epsilon}(r)= \begin{cases}0 & 0 \leq r \leq(\rho-3 \epsilon) / 2 \\
\text { monotone increasing } & (\rho-3 \epsilon) / 2<r<(\rho-2 \epsilon) / 2, \\
1 & r \geq(\rho-2 \epsilon) / 2 .\end{cases}
\end{gathered}
$$

Moreover, we require that $\epsilon\left|\xi_{\epsilon}^{\prime}(r)\right|$ and $\epsilon \eta_{\epsilon}^{\prime}(r)$ are uniformly bounded by a constant independent of $\epsilon$.

Now we define $a_{\epsilon}(x)$ and $\Psi_{\epsilon}(x)$. For $x \in \overline{\Omega_{\rho}}$, let

$$
a_{\epsilon}(x)=\lambda^{-1}, \quad \Psi_{\epsilon}(x)=\Phi_{\rho}(x)
$$

In the $j$ th disk $B_{\rho / 2}\left(a_{j}\right)$, for $x=a_{j}+r(\cos \theta, \sin \theta)$ with $0 \leq r<\rho / 2$, let

$$
\begin{aligned}
a_{\epsilon}(x) & =A_{\epsilon}(r) \\
\Psi_{\epsilon}(x) & =\xi_{\epsilon}(r) \phi\left(a_{j}+\frac{\rho}{2}(\cos \theta, \sin \theta)\right)+\eta_{\epsilon}(r) \Phi_{\rho}\left(a_{j}+\frac{\rho}{2}(\cos \theta, \sin \theta)\right)
\end{aligned}
$$

We claim the following lemma.
Lemma 2.4. There exists a constant $\beta_{0}$, independent of $\epsilon, \delta$, and $\gamma$, such that if $0<\epsilon<\beta_{0}\left(\mu_{0} \delta^{2}-\gamma\right)$, then the above chosen $a_{\epsilon} \in C^{\infty}(\bar{\Omega})$ and $\Psi_{\epsilon} \in C^{0}(\bar{\Omega}) \cap H^{1}(\Omega)$ satisfy the requirements (2.6), (2.7), and (2.8) in Lemma 2.3.

Proof. All conditions can be verified straightforward. Let us only check (2.8). In the $j$ th disk, use the polar coordinates $x-a_{j}=r e^{i \theta}$ where $0 \leq r \leq \rho / 2, \theta \in S^{1}$. Recall the identity

$$
|\nabla f|^{2}=\left|\frac{\partial f}{\partial r}\right|^{2}+\frac{1}{r^{2}}\left|\frac{\partial f}{\partial \theta}\right|^{2}
$$

Now integrating the energy integrands $J_{1}=\frac{1}{2} a_{\epsilon}(x)\left|\nabla \Psi_{\epsilon}(x)\right|^{2}$ and $J_{2}=\frac{1}{4}\left(1-\left|\Psi_{\epsilon}\right|^{2}\right)^{2}$ over separated pieces of $B_{\rho / 2}\left(a_{j}\right)$, we see

$$
\begin{aligned}
\int_{B_{\rho / 2}\left(a_{j}\right)} J_{1} d x & =\int_{0}^{(\rho-\epsilon) / 2} \int_{S^{1}} J_{1} r d r d \theta+\int_{(\rho-\epsilon) / 2}^{\rho} \int_{S^{1}} J_{1} r d r d \theta \\
& \leq O\left(\epsilon^{3} \cdot \epsilon^{-2}\right)+O(\epsilon)=O(\epsilon)
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{B_{\rho / 2}\left(a_{j}\right)} J_{2} d x & =\int_{0}^{2 \epsilon} \int_{S^{1}}+\int_{2 \epsilon}^{(\rho-3 \epsilon) / 2} \int_{S^{1}}+\int_{(\rho-3 \epsilon) / 2}^{\rho} \int_{S^{1}} \\
& \leq O\left(\epsilon^{2}\right)+0+O(\epsilon)=O(\epsilon)
\end{aligned}
$$

For small $\epsilon>0,(2.8)$ is satisfied.
2.5. Convergence of local minimizers. For $0<\epsilon<\beta_{0}\left(\mu_{0} \delta^{2}-\gamma\right)$, the functions $a_{\epsilon}(x)$ and $\Psi_{\epsilon}(x)$ then provide a local minimizer $\Phi_{\gamma, \delta, \epsilon} \in E\left(\gamma, \delta, a_{\epsilon}, \Psi_{\epsilon}\right)$ by the last two lemmas. In this section, we let $\delta$ and $\gamma$ depend on $\epsilon$ such that $\beta_{0}\left(\mu_{0} \delta^{2}-\gamma\right)=2 \epsilon$ and $\gamma=\epsilon$ and investigate the asymptotic behavior of minimizers $\tilde{\Phi}_{\epsilon}:=\Phi_{\gamma(\epsilon), \delta(\epsilon), \epsilon}$ as $\epsilon \downarrow 0$.

Lemma 2.5. Let $\tilde{\Phi}_{\epsilon} \in E\left(\gamma(\epsilon), \delta(\epsilon), a_{\epsilon}, \Psi_{\epsilon}\right)$ be local minimizers constructed above. Then we have

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0}\left[\inf _{0 \leq c<2 \pi}\left\|e^{i c} \Phi_{\rho}-\tilde{\Phi}_{\epsilon}\right\|_{L^{2}\left(\Omega_{\rho}\right)}\right]=0  \tag{2.15}\\
& \lim _{\epsilon \rightarrow 0}\left[\inf _{0 \leq c<2 \pi}\left\|e^{i c} \Phi_{\rho}-\tilde{\Phi}_{\epsilon}\right\|_{C^{1}\left(\overline{\Omega_{2 \rho}}\right)}\right]=0 \tag{2.16}
\end{align*}
$$

where

$$
\overline{\Omega_{2 \rho}}=\bar{\Omega} \backslash \bigcup_{j=1}^{N} B_{\rho}\left(a_{j}\right)
$$

From the convergence (2.16), there is an $\epsilon_{0}>0$ such that for any $0<\epsilon<\epsilon_{0}$, the map $\tilde{\Phi}_{\epsilon} /\left|\tilde{\Phi}_{\epsilon}\right|$ is homotopic to $e^{i c} \Phi_{\rho} /\left|\Phi_{\rho}\right|$ for some $c \in[0,2 \pi)$ (and hence for all $c \in[0,2 \pi)$ ), in $C^{0}\left(\bar{\Omega} \backslash \bigcup_{j=1}^{N} B_{\rho}\left(a_{j}\right) ; S^{1}\right)$. Combined with property (2.4) in Lemma 2.2, we find that $\tilde{\Phi}_{\epsilon} /\left|\tilde{\Phi}_{\epsilon}\right|$ is homotopic to $\phi$. The main Theorem 1.1 is now completely proved.

Proof of Lemma 2.5. The $L^{2}$ convergence (2.15) follows from the definition (2.9) and the fact that $\delta=O\left(\epsilon^{1 / 2}\right)$.

The $C^{1}$ convergence (2.16) follows from (2.15), once we show the relative compactness of $\tilde{\Phi}_{\epsilon}$ in $C^{1}\left(\overline{\Omega_{2 \rho}}\right)$. Since $\left\|\tilde{\Phi}_{\epsilon}\right\|_{C^{0}(\bar{\Omega})}$ is uniformly bounded, we obtain that $\operatorname{div}\left(a_{\epsilon}(x) \nabla \tilde{\Phi}_{\epsilon}\right)$ are also uniformly bounded in the $L^{\infty}$ norm. In view of the fact that $a_{\epsilon}(x)=\lambda^{-1}$ is independent of $\epsilon$ on $\overline{\Omega_{\rho}}$, the elliptic $L^{p}$ estimates $(p>2)$ give rise to a uniform upper bound for $\left\|\tilde{\Phi}_{\epsilon}\right\|_{W^{2, p}\left(\Omega_{3 \rho / 2}\right)}$ (see [5]), which implies the required relative compactness.
3. Remark. The arguments we used in the previous section are also applicable to other similar types of energy functionals. For instance, consider

$$
\begin{equation*}
\mathcal{F}(\Phi):=\int_{\Omega}\left\{\frac{1}{2}|\nabla \Phi|^{2}+\frac{\lambda}{4}\left(1-|\Phi|^{2}\right)^{2}\right\} a(x) d x \tag{3.1}
\end{equation*}
$$

for $\Phi \in H^{1}(\Omega)$. One has the following analogue of Theorem 1.1.

ThEOREM 3.1. Let $\Omega$ be a bounded domain in $\mathbb{R}^{2}$ with $C^{3}$ boundary $\partial \Omega$ and denote by $\bar{\Omega}$ the closure of $\Omega$. Given arbitrarily a finite number of distinct points $\left\{a_{j}\right\}_{j=1}^{N} \subset \Omega$, a map $\phi \in C^{0}\left(\bar{\Omega} \backslash\left\{a_{1}, \ldots, a_{N}\right\} ; S^{1}\right)$, and a positive number $\rho$ such that

$$
0<\rho<\rho_{0}:=\min \left\{\min _{1 \leq j<k \leq N} \frac{1}{2}\left|a_{j}-a_{k}\right|, \min _{1 \leq j \leq N} \operatorname{dist}\left(a_{j}, \partial \Omega\right)\right\}
$$

there exist a $C^{\infty}$ function $a(x)>0$ and a positive number $\lambda>0$ such that the functional $\mathcal{F}$ has a local minimizer $\Phi(x)$ such that $\Phi(x) \neq 0$ for any $x \in \bar{\Omega} \backslash \cup_{j=1}^{N} B_{\rho}\left(a_{j}\right)$ and that moreover $\Phi /|\Phi|$ is homotopic to $\phi$ in $C^{0}\left(\bar{\Omega} \backslash \cup_{j=1}^{N} B_{\rho}\left(a_{j}\right) ; S^{1}\right)$.

Recall that by Simon's result (see Lemma 2.1), the local minimizers $\Phi$ in Theorem 3.1 are stable stationary solutions of the following time-dependent equation:

$$
\left\{\begin{array}{l}
c(x) \frac{\partial \Phi}{\partial t}=\operatorname{div}(a(x) \nabla \Phi)+\lambda a(x)\left(1-|\Phi|^{2}\right) \Phi \quad \text { in } \quad(0, \infty) \times \Omega \\
\frac{\partial \Phi}{\partial \nu}=0 \quad \text { on } \quad(0, \infty) \times \partial \Omega
\end{array}\right.
$$

where $c(x)$ is an arbitrary positive smooth function. A special case, where $c(x)=a(x)$, i.e.,

$$
\left\{\begin{array}{l}
\frac{\partial \Phi}{\partial t}=\frac{1}{a(x)} \operatorname{div}(a(x) \nabla \Phi)+\lambda\left(1-|\Phi|^{2}\right) \Phi \quad \text { in } \quad(0, \infty) \times \Omega \\
\frac{\partial \Phi}{\partial \nu}=0 \quad \text { on } \quad(0, \infty) \times \partial \Omega
\end{array}\right.
$$

is often encountered in applications.
The proof of Theorem 3.1 is very similar to that of Theorem 1.1. We replace Lemma 2.3 by the following slightly generalized version.

Lemma 3.2. Assume that the boundary $\partial \Omega$ is $C^{3}$ and let $\Phi_{\rho}, \mu_{0}$, and $\delta_{0}$ be as in Lemma 2.2. Suppose that $0<a \in C^{\infty}(\bar{\Omega}), 0 \leq b \in C^{\infty}(\bar{\Omega})$, and $\Psi \in C^{0}(\bar{\Omega}) \cap H^{1}(\Omega)$ satisfy

$$
\begin{gathered}
\left.a\right|_{\overline{\Omega_{\rho}}}=\lambda^{-1},\left.\quad b\right|_{\overline{\Omega_{\rho}}}=1,\left.\quad \Psi\right|_{\overline{\Omega_{\rho}}}=\Phi_{\rho} \\
\|\Psi\|_{C^{0}(\bar{\Omega})}<1+\eta \\
\sum_{j=1}^{N} \int_{B_{\rho / 2}\left(a_{j}\right)}\left\{\frac{1}{2} a(x)|\nabla \Psi|^{2}+\frac{1}{4} b(x)\left(1-|\Psi|^{2}\right)^{2}\right\} d x<\mu_{0} \delta^{2}-\gamma,
\end{gathered}
$$

where $0<\delta<\delta_{0}$ and $0<\gamma<\mu_{0} \delta^{2}$ are two positive numbers. Let

$$
\begin{equation*}
\mathcal{G}(U):=\int_{\Omega}\left\{\frac{1}{2} a(x)|\nabla \Phi|^{2}+\frac{1}{4} b(x)\left(1-|\Phi|^{2}\right)^{2}\right\} d x \tag{3.2}
\end{equation*}
$$

Then
(i) the set of functions defined by

$$
\left.\begin{array}{rl}
G(\gamma, \delta, a, b, \Psi):=\left\{U \in H^{1}(\Omega) \cap C^{0}(\bar{\Omega}):\|U\|_{C^{0}(\bar{\Omega})} \leq 1+\eta\right. \\
& \mathcal{G}(U) \leq \mathcal{G}(\Psi)+\gamma  \tag{3.3}\\
& \inf _{0 \leq c<2 \pi}\left\|U-e^{i c} \Phi_{\rho}\right\|_{L^{2}\left(\Omega_{\rho}\right)} \leq \delta
\end{array}\right\}
$$

has nonempty interior in the $C^{0}(\bar{\Omega}) \cap H^{1}(\Omega)$-topology and is positively invariant under the semiflow generated by the following time-dependent Ginzburg-Landau equation:

$$
\left\{\begin{array}{l}
\frac{\partial \Phi}{\partial t}=\operatorname{div}(a(x) \nabla \Phi)+b(x)\left(1-|\Phi|^{2}\right) \Phi \quad \text { in } \quad(0, \infty) \times \Omega \\
\frac{\partial \Phi}{\partial \nu}=0 \quad \text { on } \quad(0, \infty) \times \partial \Omega
\end{array}\right.
$$

(ii) the energy functional $\mathcal{G}$ has a local minimizer $\Phi$ in the interior of $G(\gamma, \delta, a, b, \Psi)$.

The conditions in Lemma 3.2 are satisfied by $a_{\epsilon}(x)$ and $\Psi_{\epsilon}(x)$ chosen the same as in section 2.4 along with $b_{\epsilon}(x):=\lambda a_{\epsilon}(x)$. The proof of the convergences remains literally unchanged from section 2.5 .
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#### Abstract

We show that a regularized stationary Boltzmann equation with diffusive boundary conditions can be rigorously derived from a suitable stochastic $N$-particle system. To do this, we prove that the $L_{1}$-distance between the $k$-particle density and the $k$-fold product of the solution to the stationary Boltzmann equation is of order $1 / N$.
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1. Introduction. Stochastic particle methods are widely used in the numerical simulation of rarefied flows. These are described at a mathematical level by the Boltzmann equation and hence, convergence results for such schemes are of practical interest. From a more fundamental point of view, in the study of these problems we are naturally led to tackle subtle difficulties related to the so-called propagation of chaos, which is an asymptotic (in the number of particles) statistical independence. Indeed, the convergence we want to establish is nothing else but a law of large numbers for (somehow weakly) dependent random variables. For this reason, results in this direction are also of interest in the field of limit theorems for large systems of interacting stochastic processes. We address the reader to [C], [BI], [LP], [W], [PWZ], [GM] for results concerning convergence of stochastic particle systems to solutions of (regularized) Boltzmann equations (see also $[\mathrm{M}],[\mathrm{P}]$ for a review on these arguments and related results). Unfortunately the situation is far from being satisfactory for many reasons which we are going to illustrate.

The convergence results we mentioned above regard time-dependent problems. Namely, the empirical measure $\frac{1}{N} \sum_{i=1}^{N} \delta_{z_{i}(t)}(d z)$ (that is, a measure valued stochastic process), where $z_{i}(t)$ is the state of the $i$ th particle at time $t$, is weakly converging in probability to $f(z, t)$, which is the solution of the Boltzmann equation with initial datum $f(z, 0)=f_{0}(z)$, the distribution density of each particle at time zero, assuming also that all the particles are independently distributed. Such a convergence is not expected to hold uniformly in time. However, in most of the practical applications of these stochastic codes, we deal with stationary nonequilibrium situations, which we simulate in order to extract information on the macroscopic quantities such as profiles and fluxes. In other words, we are interested in nontrivial stationary solutions to the Boltzmann equation, but in this case the methods we have discussed so far are useless. In fact, even knowing the trend to a nonequilibrium stationary state for the Boltzmann

[^57]dynamics (which is, incidentally, not known except for simplified models), we could not conclude anything on the particle approximation of this asymptotic state, being that the two limits $N \rightarrow \infty$ and $t \rightarrow \infty$ are clearly not commutable.

The systematic error of some particle simulation scheme for a stationary model Boltzmann equation was studied in [B]. An alternative approach to the construction of particle schemes for the stationary Boltzmann equation has been proposed in [BS].

In this paper we face the above-mentioned problem for a gas in a bounded domain with diffusive boundary conditions at a possibly-not-constant temperature. We consider the unique stationary measure for the $N$-particle system and evaluate the distance between this and the measure given by the $N$-fold product of the unique solution to the stationary Boltzmann equation of cutoff type, with the same boundary conditions. We show that, if the mean free path inverse is sufficiently small, the $L_{1}$ difference between the $k$-particle distribution functions of such two measures vanishes in the limit $N \rightarrow \infty$, for any fixed $k$. To do this we use a technique which we call $v$-functions. Such a method is used in [CDPP] and [DP] for time-dependent problems related to stochastic particle systems in a lattice, in $[\mathrm{CP}]$ for a one-dimensional stationary problem for a model equation, and it is indeed very effective as we shall explain in section 3 .

Let us conclude by criticizing the present result. As we said, it holds for small mean free path inverse. This is a consequence of the fact that we use a constructive perturbative technique. Also, the existence and uniqueness for stationary solutions of the Boltzmann equation is proven under the same smallness assumption. We do not even know whether recent approaches to the existence problem (see, for instance, [AN] for a Boltzmann equation in a slab) can be used to obtain at least the existence of solutions for our problem without this assumption. However, the uniqueness of such solutions, which should be preliminarily known for the convergence problem we set, seems at the moment hard to be proven, even for a regularized equation as the one we consider.

In the present paper, the Boltzmann equation enjoys two regularizations. The first, and more important, is a spatial smearing, which is standard in the above-quoted literature. Actually, the existence theory for the true Boltzmann equation is, up to now, too poor to allow us to approach the real problem. In [CP] a model equation without spatial smearing has been successfully attacked. However such model is one-dimensional-that is much easier to deal with. The second type of cutoff is on the set of possible velocities, which is assumed to be bounded away from 0 . This assumption is made to take a full advantage by the ergodic property of the Knudsen flow. We absolutely need this as a consequence of our ignorance of qualitative properties of the invariant measure for the $N$-particle system, which we only know to exist uniquely. In fact, we think that the cutoff on large velocities (see (2.6)) is only technical: it allows us to avoid difficulties which could obscure the real essence of the approach.
2. Notations and results. Let $\Omega \subset R^{d}, d=2,3$ be an open set with sufficiently smooth boundary in the physical space, $V=\left\{v \in R^{d}:\|v\| \geq u_{\text {min }}>0\right\}$ the velocity space, and $[0, T]$ an interval on the real line. For $(x, v, t) \in \Omega \times V \times[0, T]$ consider the following Boltzmann equation of cutoff type

$$
\begin{equation*}
\partial_{t} p(x, v, t)+\left(v \cdot \nabla_{x}\right) p(x, v, t)=\lambda Q(p, p)(x, v, t) \tag{2.1}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
p(x, v, 0)=p_{0}(x, v) \geq 0 \tag{2.2}
\end{equation*}
$$

and boundary conditions $(n(x)$ is the outward normal in $x \in \partial \Omega)$

$$
\begin{equation*}
p(x, v, t)=J(x, t) M(x, v) \quad x \in \partial \Omega, \quad v \cdot n(x) \leq 0 \tag{2.3}
\end{equation*}
$$

Here we used the following symbols: $\lambda$ is a real parameter,

$$
\begin{align*}
Q(p, p)(x, v, t)= & \left.\int_{\Omega} d y \int_{V} d v_{1} \int_{S_{+}^{d-1}} d e B\left(v, v_{1}, e\right) h_{\beta}(x, y) \chi\left(\left(v^{*}, v_{1}^{*}\right) \in V \times V\right)\right) \\
& \times\left\{p\left(x, v^{*}, t\right) p\left(y, v_{1}^{*}, t\right)-p(x, v, t) p\left(y, v_{1}, t\right)\right\} \tag{2.4}
\end{align*}
$$

$$
v^{*}=v+e \cdot\left(v_{1}-v\right) e, \quad v_{1}^{*}=v_{1}-e \cdot\left(v_{1}-v\right) e
$$

$S^{d-1}$ is the unit sphere, and $S_{+}^{d-1}=\left\{e \in S^{d-1} \mid e \cdot\left(v-v_{1}\right) \geq 0\right\}$.
Concerning the collision kernel $B: R^{d} \times R^{d} \times S^{d-1} \rightarrow \mathbb{R}^{+}$we assume

$$
\begin{equation*}
B\left(v, v_{1}, e\right) \leq c_{1}<\infty \tag{2.6}
\end{equation*}
$$

The function $h_{\beta}$, which acts as a spatial mollifier, is a symmetric function belonging to $L_{\infty}$, vanishing for $|x-y| \geq \beta>0$ and such that $\int h_{\beta}(x, y) d y=1$. The incoming flux $J$ at the point $x$ is defined as

$$
\begin{equation*}
J(x, t)=\int_{v \cdot n(x) \geq 0} d v \quad v \cdot n(x) p(x, v, t) \tag{2.7}
\end{equation*}
$$

Finally, $M$ is a bounded positive function defined on the set

$$
\{(x, v) \mid x \in \partial \Omega, v \in V, v \cdot n(x) \leq 0\}
$$

which we require to satisfy the following normalization condition:

$$
\begin{equation*}
\int_{v \cdot n(x) \leq 0} d v \quad|v \cdot n(x)| M(x, v)=1 \tag{2.8}
\end{equation*}
$$

This last assumption, together with the well-known properties of $Q$, ensures the conservation of the quantity

$$
\begin{equation*}
m(t)=\int d x \int d v \quad p(x, v, t) \tag{2.9}
\end{equation*}
$$

which we assume initially to be one so that we consider normalized solutions to problem (2.1)-(2.3).

From a physical point of view, equations (2.1)-(2.3) describe a rarefied gas in a vessel with diffusive boundary conditions at possibly-not-constant temperature on the boundary. The collision operator $Q$ differs from the usual one for the cutoff on the velocities and for the presence of the smearing function $h_{\beta}$. The true Boltzmann equation is recovered by removing the two cutoffs, that is, letting $h_{\beta} \rightarrow \delta$ ( $\delta$ is the $\delta$-function centered at the origin) and assuming $V=\mathbb{R}^{d}$.

It will be useful in the following to deal with the mild version of the above problem:

$$
\begin{equation*}
p(t, x, v)=S(t) p_{0}(x, v)+\lambda \int_{0}^{t} d s \quad S(t-s) Q(p, p)(x, v, s) \tag{2.10}
\end{equation*}
$$

where $S(t)$ is the Knudsen semigroup, that is the solution to the initial boundary value problem:

$$
\begin{gather*}
{\left[\partial_{t}+\left(v \cdot \nabla_{x}\right)\right] S(t) p_{0}(x, v)=0}  \tag{2.11}\\
\left(S(t) p_{0}\right)(x, v)=J(x, t) M(x, v), \quad x \in \partial \Omega, \quad v \cdot n(x) \leq 0 \tag{2.12}
\end{gather*}
$$

There exists a unique solution to $(2.10)$, thanks to the Lipschitz continuity in $L_{1}(x, v)$ of $Q$, due to the presence of the smearing function $h_{\beta}$ and (2.6).

Here we are interested in the stationary equation

$$
\begin{equation*}
\left(v \cdot \nabla_{x}\right) g(x, v)=\lambda Q(g, g)(x, v) \tag{2.13}
\end{equation*}
$$

with boundary conditions corresponding to the time-dependent case (2.3) and the normalization property

$$
\int d x \int d v g(x, v)=1
$$

Existence and uniqueness of a solution for a slightly different formulation for such a problem (under a suitable smallness assumption on $\lambda$ ) will be established in Theorem 2.2 below. For the moment, we need a preliminary property of the Knudsen flow expressed by the following theorem which will be proven in the appendix.

THEOREM 2.1. There exists a unique probability density $\bar{g}$ which is stationary under the action of the Knudsen flow, i.e.,

$$
\begin{equation*}
S(t) \bar{g}=\bar{g}, \quad \forall t \in \mathbb{R}^{+} \tag{2.14}
\end{equation*}
$$

Moreover, for any $\eta>0$ there exists $T(\eta)>0$ such that, for any $t \geq T(\eta)$ and for any probability density $f$, it is

$$
\begin{equation*}
\|S(t) f-\bar{g}\|_{L_{1}} \leq \eta \tag{2.15}
\end{equation*}
$$

Remark. We stress that the assumption for the velocities to stay bounded away from 0 implies the independence of $T(\eta)$ from the probability density $f$, which is of great importance to prove our main result.

We now also establish existence and uniqueness for the stationary solution of the boundary value problem (2.13).

THEOREM 2.2. If $\lambda$ is sufficiently small, then there exists a unique probability density $g$ which is invariant for the flow (2.10):

$$
\begin{equation*}
g=S(t) g+\lambda \int_{0}^{t} d s \quad S(t-s) Q(g, g), \quad t \in \mathbb{R}^{+} \tag{2.16}
\end{equation*}
$$

Moreover, it is globally attractive; that is,

$$
\|p(t)-g\|_{L_{1}} \leq e^{-c t}
$$

where $p(t)$ is any solution to (2.10) and $c$ is some constant.
The proof of this theorem, which is essentially perturbative, is given in the appendix.

Now we introduce the $N$-particle process which gives the approximation, in the limit $N \rightarrow \infty$, to problem (2.1)-(2.3). Let

$$
Z_{N}=\left(z_{1}, \ldots, z_{N}\right), \quad z_{i}=\left(x_{i}, v_{i}\right), \quad i=1, \ldots, N
$$

and for the sake of simplicity put

$$
\begin{equation*}
q\left(z_{1}, z_{2}, e\right)=h_{\beta}\left(x_{1}, x_{2}\right) B\left(v_{1}, v_{2}, e\right) \chi\left(\left(v^{*}, v_{2}^{*}\right) \in V \times V\right) \tag{2.17}
\end{equation*}
$$

We define the generator of the $N$-particle process, for any function $\Phi$ as

$$
\begin{equation*}
G_{N}(\Phi)\left(Z_{N}\right)=G_{N}^{\text {free }}(\Phi)\left(Z_{N}\right)+\frac{\lambda}{N} G_{N}^{j u m p}(\Phi)\left(Z_{N}\right) \tag{2.18}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{N}^{f r e e}(\Phi)\left(Z_{N}\right)=\sum_{i=1}^{N}\left(v_{i} \cdot \nabla_{x_{i}}\right) \Phi\left(Z_{N}\right) \tag{2.19}
\end{equation*}
$$

(with diffusive boundary conditions to be specified; see equations (2.24)-(2.25)) and

$$
\begin{equation*}
G_{N}^{j u m p}(\Phi)\left(Z_{N}\right)=\sum_{1 \leq i<j \leq N} \int_{S_{+}^{d-1}} d e\left[\Phi\left(Z_{N}^{(i, j)}\right)-\Phi\left(Z_{N}\right)\right] q\left(z_{i}, z_{j}, e\right) \tag{2.20}
\end{equation*}
$$

being

$$
\begin{equation*}
Z_{N}^{(i, j)}=\left(z_{1}, \ldots, z_{i-1}, x_{i}, v_{i}^{*}, \ldots, z_{j-1}, x_{j}, v_{j}^{*}, \ldots, z_{N}\right) \tag{2.21}
\end{equation*}
$$

Note that $G_{N}^{f r e e}$ is the generator of $N$-independent particles moving freely. The outgoing velocity $v$ of each particle after a collision with the boundary at the point $x$ is distributed according to the probability density given in (2.8). In other words, $\exp \left\{\left(G_{N}^{f r e e}\right)^{*} t\right\}=S_{N}(t)$, where $S_{N}(t)$ is the product of operators acting on a single particle, namely,

$$
\begin{equation*}
S_{N}(t)=\prod_{i=1}^{N} S_{\{i\}}(t) \tag{2.22}
\end{equation*}
$$

where $S_{\{i\}}(t)$ is the Knudsen semigroup associated to the particle $i$. Therefore, the process described by the generator $G_{N}$ consists of free motion (including the diffusive boundary conditions) of the $N$-particle system and random collisions. These collisions take place at random times, with random impact parameter $e$. The particles of the pair involved in the collision have mutual distance less than $\beta$, and their outgoing velocities after the interaction follow the deterministic law (2.5). This model, introduced in [C], is sometimes called the "soft balls" model.

If the system is initially distributed according to a probability density $f^{N}\left(Z_{N}\right)$, its time evolution is given by $f^{N}(t)=\exp \left\{\left(G_{N}\right)^{*} t\right\} f^{N}$. In other words,

$$
\begin{equation*}
\partial_{t} f^{N}\left(Z_{N}, t\right)+\sum_{i=1}^{N}\left(v_{i} \cdot \nabla_{x_{i}}\right) f^{N}\left(Z_{N}, t\right)=\frac{\lambda}{N} G_{N}^{j u m p} f^{N}\left(Z_{N}, t\right) \tag{2.23}
\end{equation*}
$$

with initial conditions $f^{N}\left(Z_{N}, 0\right)=f^{N}\left(Z_{N}\right)$ and with boundary conditions

$$
\begin{equation*}
f^{N}\left(z_{1}, \ldots, z_{i}, \ldots, z_{N}, t\right)=J_{i}^{N}\left(x_{i}, t, Z_{N}(i)\right) M\left(x_{i}, v_{i}\right), \quad x_{i} \in \partial \Omega, \quad v_{i} \cdot n\left(x_{i}\right) \leq 0 \tag{2.24}
\end{equation*}
$$

for all $i=1, \ldots, N$, with $Z_{N}(i)=\left(z_{1}, \ldots, z_{i-1}, z_{i+1}, \ldots, z_{N}\right)$ and

$$
\begin{equation*}
J_{i}^{N}\left(x_{i}, t, Z_{N}(i)\right)=\int_{v_{i} \cdot n\left(x_{i}\right) \geq 0} d v_{i} \quad v_{i} \cdot n\left(x_{i}\right) f^{N}\left(Z_{N}, t\right) \tag{2.25}
\end{equation*}
$$

Condition (2.24) can easily be generalized to the case in which more than one particle stays on $\partial \Omega$, since those particles evolve independently. However, such events have vanishing probability for the $N$-particle system.

If we consider the stationary version of (2.23)-(2.24), that is,

$$
\begin{equation*}
\sum_{i=1}^{N}\left(v_{i} \cdot \nabla_{x_{i}}\right) \tilde{f}^{N}\left(Z_{N}\right)=\frac{\lambda}{N} G_{N}^{j u m p} \tilde{f}^{N}\left(Z_{N}\right) \tag{2.26}
\end{equation*}
$$

with the boundary conditions (2.24)-(2.25), we can state the following result, which is proven in the appendix.

THEOREM 2.3. For all $N>0$ there exists a unique probability density $\tilde{f}^{N}=$ $\tilde{f}^{N}\left(Z_{N}\right)$ which is invariant under the $N$-particle process.

The main goal of this paper is to compare the stationary distribution $\tilde{f}^{N}$ with the one-particle stationary distribution $g$ constructed in Theorem 2.2. To this purpose we introduce the $k$-particle distribution functions associated to the probability density $\tilde{f}^{N}$ :

$$
\begin{equation*}
\tilde{f}_{k}^{N}\left(Z_{k}\right)=\int \cdots \int \tilde{f}^{N}\left(Z_{N}\right) d z_{k+1} \ldots d z_{N}, \quad k=1, \ldots, N-1 \tag{2.27}
\end{equation*}
$$

Introducing analogously the $k$-particle distribution functions for the time-dependent distribution $f^{N}\left(Z_{N}, t\right)$, we obtain from (2.23) and (2.24) the well-known BBGKY hierarchy of equations

$$
\begin{gather*}
\partial_{t} f_{k}^{N}\left(Z_{k}, t\right)+G_{k}^{f r e e} f_{k}^{N}\left(Z_{k}, t\right) \\
=\frac{\lambda}{N} G_{k}^{j u m p} f_{k}^{N}\left(Z_{k}, t\right)+\lambda \frac{N-k}{N} C_{k, k+1} f_{k+1}^{N}\left(Z_{k}, t\right), \quad k=1, \ldots, N, \tag{2.28}
\end{gather*}
$$

with boundary conditions

$$
\begin{equation*}
f_{k}^{N}\left(z_{1}, \ldots, z_{i}, \ldots, z_{k}, t\right)=J_{i}^{N}\left(x_{i}, t, Z_{k}(i)\right) M\left(x_{i}, v_{i}\right), \quad x_{i} \in \partial \Omega, \quad v_{i} \cdot n\left(x_{i}\right) \leq 0 \tag{2.29}
\end{equation*}
$$

Here,

$$
\begin{equation*}
=\sum_{i=1}^{k} \iint_{S_{+}^{d-1}} d z_{k+1} d e \quad q\left(z_{i}, z_{k+1}, e\right)\left[f_{k+1}^{N}\left(Z_{k+1}^{(i, k+1)}, t\right)-f_{k+1}^{N}\left(Z_{k+1}, t\right)\right] \tag{2.30}
\end{equation*}
$$

Note that by Theorem 2.3 it follows that the unique solutions to the stationary version of problem (2.28) are those defined in (2.27).

Now we introduce the infinite Boltzmann hierarchy; that is, the (formal) limit as $N \rightarrow \infty$ of the BBGKY hierarchy, i.e.,

$$
\begin{equation*}
\partial_{t} f_{k}\left(Z_{k}, t\right)+G_{k}^{\text {free }} f_{k}\left(Z_{k}, t\right)=\lambda C_{k, k+1} f_{k+1}\left(Z_{k}, t\right), \quad k=1,2, \ldots, \tag{2.31}
\end{equation*}
$$

with initial and usual boundary conditions.
It is useful to consider the mild form of it, that is,

$$
\begin{equation*}
f_{k}(t)=S_{k}(t) f_{k}^{0}+\lambda \int_{0}^{t} d s S_{k}(t-s) C_{k, k+1} f_{k+1}(s) \quad k=1,2, \ldots \tag{2.32}
\end{equation*}
$$

We denote by $P(t)$ the solution operator of the infinite hierarchy (2.32) that is $\left(P(t) f^{0}\right)_{k}=f_{k}(t) . P(t)$ acts on sequences $f^{0}=\left\{f_{k}^{0}\right\}_{k=1, \ldots, \infty}, f_{k}^{0} \in L_{1}\left((\Omega \times V)^{k}\right)$.

Analogously we can define $\left(P^{N}(t) f^{N}\right)_{k}=f_{k}^{N}(t)$ to be the solution operator of the following finite hierarchy of equations (mild version of (2.28)):

$$
\begin{align*}
f_{k}^{N}(t)=S_{k}(t) f_{k}^{N} & +\frac{\lambda}{N} \int_{0}^{t} d s \quad S_{k}(t-s) G_{k}^{j u m p} f_{k}^{N}(s)  \tag{2.33}\\
& +\lambda \frac{N-k}{N} \int_{0}^{t} d s \quad S_{k}(t-s) C_{k, k+1} f_{k+1}^{N}(s), \quad k=1,2, \ldots, N
\end{align*}
$$

Notice that (2.33) for $k=N$ is the mild version of (2.23).
Since (2.33) is a finite system of linear equations, it can easily be solved uniquely in $L_{1}\left((\Omega \times V)^{k}\right)$; namely, $f_{k}^{N}(t)$ are obtained by integrating $f^{N}\left(Z_{N}, t\right)$, a unique solution to (2.23).

By iterating formula (2.32), we arrive at the following formal series expansion:

$$
\begin{equation*}
\left(P(t) f^{0}\right)_{k}=f_{k}(t)=\sum_{n=0}^{\infty} \lambda^{n} a_{k, n}(t) f_{k}^{0} \tag{2.34}
\end{equation*}
$$

with

$$
\begin{gather*}
a_{k, n}(t) f_{k}^{0}=\int_{0}^{t} \int_{0}^{t_{1}}, \ldots, \int_{0}^{t_{n-1}} d t_{1}, \ldots, d t_{n} \\
\times S_{k}\left(t-t_{1}\right) C_{k, k+1}, \ldots, S_{k+n-1}\left(t_{n-1}-t_{n}\right) C_{k+n-1, k+n} S_{k+n}\left(t_{n}\right) f_{k+n}^{0} \tag{2.35}
\end{gather*}
$$

It is possible to show that the series in (2.34) converges in $L_{1}$ if the quantity $\lambda t$ is sufficiently small so that, under such a hypothesis, there exists a unique solution to (2.32). The method employed is the same as in [LP] and [PWZ], inspired by the wellknown result due to Lanford (see [L] and [CIP]) in a $L_{\infty}$-setup for the not regularized Boltzmann equation. Here we find the additional difficulty of the diffusive boundary conditions. However, working in $L_{1}$, this is not a problem, since the only property we need of the free flow is the isometry (see (2.36) below).

We will show the convergence of the series (2.34) as well as the asymptotic equivalence (for $N \rightarrow \infty$ ) of the operators $P^{N}(t)$ and $P(t)$.

Before stating Theorem 2.4 below, we stress two fairly evident estimates of the terms in the series (2.34):

$$
\begin{equation*}
\left\|S_{k}(t) f_{k}\right\|_{L_{1}}=\left\|f_{k}\right\|_{L_{1}} \tag{2.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|C_{k, k+1} f_{k+1}\right\|_{L_{1}} \leq k a\left\|f_{k+1}\right\|_{L_{1}} \tag{2.37}
\end{equation*}
$$

where

$$
\begin{equation*}
a=2 \sup _{z, z^{\prime}} \int d e q\left(z, z^{\prime}, e\right) \tag{2.38}
\end{equation*}
$$

Theorem 2.4. Suppose $\lambda t<\frac{1}{8 a}$. Then, given any sequence $\left\{f_{k}^{0}\right\}_{k=1, \ldots, \infty}$ such that $\left\|f_{k}^{0}\right\|_{L_{1}}=1$, the series (2.34) is absolutely convergent in $L_{1}\left((\Omega \times V)^{k}\right)$ for all $k \geq 1$. Moreover, given the sequence $f^{N}=\left\{f_{k}^{N}\right\}_{k=1, \ldots, N}$ of $k$-particle densities, we have

$$
\begin{equation*}
\left\|\left(\left[P^{N}(t)-P(t)\right] f^{N}\right)_{k}\right\|_{L_{1}} \leq \frac{8^{k} c_{2}}{N} \tag{2.39}
\end{equation*}
$$

for some constant $c_{2}$ independent of $f^{N}$.
Remark. Since $P(t)$ has been defined as acting on infinite sequences, in (2.39) we mean $\left(P(t) f^{N}\right)_{k}=0$ for $k>N$.

Proof. By (2.35), using (2.36) and (2.37) we have

$$
\begin{equation*}
\left\|a_{k, n}(t) f_{k}^{0}\right\|_{L_{1}} \leq \frac{k(k+1), \ldots,(k+n-1)}{n!}(t a)^{n}\left\|f_{k+n}^{0}\right\|_{L_{1}} \leq 2^{k}(2 t a)^{n} \tag{2.40}
\end{equation*}
$$

Therefore the series (2.34) converges for $2 t a \lambda<1$.
Let us define

$$
\begin{gather*}
D^{N}(t)=\left[P^{N}(t)-P(t)\right] f^{N}  \tag{2.41}\\
B_{k}^{N}(t)=\frac{\lambda}{N} \int_{0}^{t} d s S_{k}(t-s) G_{k}^{j u m p}\left(P^{N}(s) f^{N}\right)_{k},  \tag{2.42}\\
E_{k}^{N}(t)=-\frac{\lambda k}{N} \int_{0}^{t} d s S_{k}(t-s) C_{k, k+1}\left(P^{N}(s) f^{N}\right)_{k+1} . \tag{2.43}
\end{gather*}
$$

By (2.32) and (2.33) we have

$$
\begin{equation*}
D_{k}^{N}(t)=B_{k}^{N}(t)+E_{k}^{N}(t)+\lambda \int_{0}^{t} d s S_{k}(t-s) C_{k, k+1} D_{k+1}^{N}(s), \quad k=1,2, \ldots, N-1 \tag{2.44}
\end{equation*}
$$

Iterating (2.44) $n-1$ times, with $n \leq N-k$, we obtain

$$
D_{k}^{N}(t)=\sum_{m=0}^{n-1} \lambda^{m} \int_{0}^{t} \int_{0}^{t_{1}}, \ldots, \int_{0}^{t_{m-1}} d t_{1}, \ldots, d t_{m}
$$

$$
\times S_{k}\left(t-t_{1}\right) C_{k, k+1}, \ldots, S_{k+m-1}\left(t_{m-1}-t_{m}\right) C_{k+m-1, k+m}\left(B_{k+m}^{N}\left(t_{m}\right)+E_{k+m}^{N}\left(t_{m}\right)\right)
$$

$$
\begin{gather*}
+\lambda^{n} \int_{0}^{t} \int_{0}^{t_{1}}, \ldots, \int_{0}^{t_{n-1}} d t_{1}, \ldots, d t_{n} \\
\times S_{k}\left(t-t_{1}\right) C_{k, k+1}, \ldots, S_{k+n-1}\left(t_{n-1}-t_{n}\right) C_{k+n-1, k+n} D_{k+n}^{N}\left(t_{n}\right) . \tag{2.45}
\end{gather*}
$$

By (2.34), (2.40), and the assumption $\lambda t<\frac{1}{8 a}$, it follows from (2.41) that

$$
\begin{equation*}
\left\|D_{k+n}^{N}(t)\right\|_{L_{1}} \leq 1+2^{k+n+1} \tag{2.46}
\end{equation*}
$$

so that, after elementary calculation, we can bound the $L_{1}$-norm of the last term in the right-hand side of (2.45) by the quantity $4 \cdot 4^{k}\left(\frac{1}{2}\right)^{n}$.

Moreover we have

$$
\begin{equation*}
\left\|B_{k}^{N}(t)\right\|_{L_{1}} \leq \frac{k^{2} \lambda t a}{N} \tag{2.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|E_{k}^{N}(t)\right\|_{L_{1}} \leq \frac{k^{2} \lambda t a}{N} \tag{2.48}
\end{equation*}
$$

so that (2.45) implies

$$
\begin{align*}
\left\|D_{k}^{N}(t)\right\|_{L_{1}} & \leq \frac{2^{k}}{N} \sum_{m \geq 0}(2 a \lambda t)^{m+1}(k+m)^{2}+4 \cdot 4^{k}\left(\frac{1}{2}\right)^{n}  \tag{2.49}\\
& \leq \frac{4^{k}}{N} \frac{4 a \lambda t}{1-4 a \lambda t}+4 \cdot 4^{k}\left(\frac{1}{2}\right)^{n}
\end{align*}
$$

The thesis follows by putting $n=N-k$.
Remark. The above result can be used to show the convergence of the solutions of the $N$-particle system to the solution of our Boltzmann equation. Indeed, Theorem 2.4 shows the existence and uniqueness of the solutions to hierarchy (2.32) for short times. Assume that the initial datum is factorizing, i.e., $f_{k}^{N}=f_{0}^{\otimes k}$, where $f_{0}$ is some oneparticle probability density. Then it is easy to show that the unique solution of the hierarchy (2.32) we have constructed is of the form $f_{k}(t)=f^{\otimes}{ }^{k}(t)$, where $f(t)$ solves the Boltzmann equation (2.1) with initial datum $f_{0}$. This property is called propagation of chaos. Thus we have shown that $f_{k}^{N}(t) \rightarrow f^{\otimes k}(t)$ for all $k>0$, in $L_{1}$ and for short times. On the other hand, $t$ must be smaller than a numerical constant independent of $f^{0}$ so that the procedure can be iterated in time to show that the convergence is global (see [LP], [PWZ], [P] for details).

Coming back to the stationary problem, we conclude this section by formulating the main result of this paper which will be proven in the next section. We recall that $g$ denotes the stationary solution to the boundary value problem (2.13) constructed in Theorem 2.2 and we set

$$
\begin{equation*}
g_{k}\left(Z_{k}\right)=\prod_{i=1}^{k} g\left(z_{i}\right) \tag{2.50}
\end{equation*}
$$

We also recall that $\tilde{f}_{k}^{N}$ denotes the $k$-particle distribution of the unique invariant measure of the $N$-particle system. We will prove the following result.

THEOREM 2.5. There exists $\lambda_{0}>0$ such that for any $\lambda \leq \lambda_{0}$ and any integer $k \geq 1$ it is

$$
\left\|\tilde{f}_{k}^{N}-g_{k}\right\|_{L_{1}} \leq \frac{c^{k}}{N}, \quad N>k
$$

for some constant $c$ not depending on $\lambda, k, N$.
3. Proof of Theorem 2.5. We introduce a formalism which plays a very important role in what follows. Let $I \subset \mathbb{N}$ be a bounded set of indices and let $|I|$ represent its cardinality. We consider families of symmetric functions $\Phi=\left\{\Phi_{I}\right\}_{I \subset \mathbb{N}}$, where $\Phi$ acts on $[\Omega \times V]^{\mathbb{N}}$, and each $\Phi_{I}$ on $[\Omega \times V]^{I}$, respectively. Given two families $\Phi=\left\{\Phi_{I}\right\}_{I \subset \mathbb{N}}$ and $\Psi=\left\{\Psi_{I}\right\}_{I \subset \mathbb{N}}$, we give the following definition of $*$-product:

$$
\begin{equation*}
(\phi * \psi)_{I}\left(Z_{I}\right)=\sum_{J \subseteq I} \phi_{J}\left(Z_{J}\right) \psi_{I \backslash J}\left(Z_{I \backslash J}\right) \tag{3.1}
\end{equation*}
$$

where we are using the notation $Z_{I}=\left\{z_{i} \mid i \in I\right\}$. Let us put

$$
\begin{equation*}
\phi_{I}^{\perp}=(-1)^{|I|} \phi_{I} \tag{3.2}
\end{equation*}
$$

and finally, let us define

$$
\begin{equation*}
v_{I}^{N}=\left(g^{\perp} * \tilde{f}^{N}\right)_{I} \tag{3.3}
\end{equation*}
$$

where we set $\tilde{f}_{I}^{N}\left(Z_{I}\right)=\tilde{f}_{k}^{N}\left(Z_{I}\right)$ if $|I|=k$. We assume that

$$
\begin{equation*}
\tilde{f}_{\emptyset}^{N}=g_{\emptyset}=v_{\emptyset}^{N}=1 \tag{3.4}
\end{equation*}
$$

We want to stress that, if it were

$$
\tilde{f}_{I}^{N}\left(Z_{I}\right)=\prod_{i \in I} f\left(z_{i}\right)
$$

then

$$
\begin{equation*}
v_{I}^{N}\left(Z_{I}\right)=\prod_{i=1}^{|I|}\left[g\left(z_{i}\right)-f\left(z_{i}\right)\right] \tag{3.5}
\end{equation*}
$$

This means, in a sense, that the functions $v^{N}$ represent the product of the differences rather than the difference of the products which we would have to deal with.

By (3.4) it follows that the definition (3.3) can be inverted to obtain

$$
\begin{equation*}
\tilde{f}_{I}^{N}=\left(g * v^{N}\right)_{I} \tag{3.6}
\end{equation*}
$$

and this implies, as it can be easily seen, that

$$
\begin{equation*}
\left\|\tilde{f}_{k}^{N}-g_{k}\right\|_{L_{1}} \leq \sum_{J \subset I, J \neq \emptyset}\left\|v_{J}^{N}\right\|_{L_{1}} \tag{3.7}
\end{equation*}
$$

where $I=\{1, \ldots, k\}$. Therefore we will prove Theorem 2.5 by estimating $v^{N}$.

As a consequence of Theorem 2.1, we have the following.
Lemma 3.1. For any $\eta>0$ there exists a $T(\eta)$ such that, for $t>T(\eta)$ and $J \subset I$, the following estimate holds:

$$
\begin{equation*}
\left\|S_{J}(t) v_{I}^{N}\right\|_{L_{1}} \leq \eta^{j}\left\|v_{I}^{N}\right\|_{L_{1}} \tag{3.8}
\end{equation*}
$$

where $S_{J}(t)=\prod_{i \in J} S_{\{i\}}(t)$ and $j=|J|$.
Remark. Had we considered directly the difference $\tilde{f}_{I_{\tilde{\sim}}^{N}}^{N}-g_{I}$ in place of $v_{I}^{N}$; at the best we would have obtained $\left\|S_{J}(t)\left(\tilde{f}_{I}^{N}-g_{I}\right)\right\|_{L_{1}} \leq \eta\left\|\tilde{f}_{I}^{N}-g_{I}\right\|_{L_{1}}$, and this is not sufficient for our purpose.

Proof. We first prove that, for all $\eta>0$, there exists $T(\eta)$ such that, for $t>T(\eta)$, for all $u=u(z), u \in L_{1}$, satisfying $\int u d z=0$, one has

$$
\begin{equation*}
\|S(t) u\|_{L_{1}} \leq \eta\|u\|_{L_{1}} \tag{3.9}
\end{equation*}
$$

Indeed, denoting by $u^{+}$and $u^{-}$the positive and negative part of $u$, respectively, setting

$$
\begin{equation*}
A=\int u^{+} d z=\int u^{-} d z \tag{3.10}
\end{equation*}
$$

we have by Theorem 2.1

$$
\begin{align*}
\|S(t) u\|_{L_{1}} & =\left\|S(t) u^{+}-S(t) u^{-}\right\|_{L_{1}}  \tag{3.11}\\
& \leq A\left\|S(t)\left(\frac{u^{+}}{A}\right)-\bar{g}\right\|_{L_{1}}+A\left\|S(t)\left(\frac{u^{-}}{A}\right)-\bar{g}\right\|_{L_{1}} \leq 2 A \eta=\eta\|u\|_{L_{1}} .
\end{align*}
$$

Let $J=\left\{i_{1}, \ldots, i_{j}\right\}$, and define the functions

$$
r_{k}\left(Z_{I}\right)=S_{\left\{i_{1}, \ldots, i_{k}\right\}}(t) v_{I}^{N}\left(Z_{I}\right), \quad k=0,1, \ldots, j
$$

These functions satisfy

$$
\int r_{k-1}\left(Z_{I}\right) d z_{i_{k}}=0, \quad k=1, \ldots, j
$$

since $\int v_{I}^{N}\left(Z_{I}\right) d z_{i}=0, \forall i \in I$, as a consequence of the definition of $v^{N}$. Thus, we obtain from (3.9) that

$$
\int\left|r_{k}\left(Z_{I}\right)\right| d z_{i_{k}}=\int\left|S_{\left\{i_{k}\right\}}(t) r_{k-1}\left(Z_{I}\right)\right| d z_{i_{k}} \leq \eta \int\left|r_{k-1}\left(Z_{I}\right)\right| d z_{i_{k}}
$$

and $\left\|r_{k}\right\|_{L_{1}} \leq \eta\left\|r_{k-1}\right\|_{L_{1}}, k=1, \ldots, j$, so that (3.8) follows immediately.
We recall that $\left(P^{N}(t) \tilde{f}^{N}\right)_{I}=\tilde{f}_{I}^{N}$ for all $I$ such that $0<|I| \leq N$ and $(P(t) g)_{I}=g_{I}$ for all $I$ with $|I|>0$. We extend this invariance property to the empty set; that is, (see (3.4))

$$
\begin{equation*}
\left(P^{N}(t) \tilde{f}^{N}\right)_{\emptyset}=1, \quad(P(t) g)_{\emptyset}=1 \tag{3.12}
\end{equation*}
$$

We also put

$$
\begin{equation*}
\left(P(t) \tilde{f}^{N}\right)_{\emptyset}=1 \tag{3.13}
\end{equation*}
$$

For any finite set of indices $I$, we have

$$
\begin{align*}
v_{I}^{N} & =\left(g^{\perp} * \tilde{f}^{N}\right)_{I}=\left(g^{\perp} * P^{N}(t) \tilde{f}^{N}\right)_{I}  \tag{3.14}\\
& =\left(g^{\perp} * P(t) \tilde{f}^{N}\right)_{I}+\left(g^{\perp} *\left[P^{N}(t)-P(t)\right] \tilde{f}^{N}\right)_{I}
\end{align*}
$$

Before going on with the estimate of $v^{N}$, we introduce a suitable norm. Given an infinite sequence of $L_{1}$-functions $\phi=\left\{\phi_{k}\right\}$ and a real positive number $\alpha$ we set

$$
\begin{equation*}
\|\phi\|_{\alpha}=\sup _{k=1,2, \ldots}\left\|\phi_{k}\right\|_{L_{1}} e^{-\alpha k} \tag{3.15}
\end{equation*}
$$

Putting

$$
\begin{equation*}
R_{I}^{N}(t)=\left(g^{\perp} *\left[P^{N}(t)-P(t)\right] \tilde{f}^{N}\right)_{I} \tag{3.16}
\end{equation*}
$$

by Theorem 2.4 and (3.12) and (3.13), it follows that for $\alpha \geq 2 \log 3$ and $\lambda t<\frac{1}{8 a}$, we have

$$
\begin{equation*}
\left\|R^{N}(t)\right\|_{\alpha} \leq \frac{c_{2}}{N} \tag{3.17}
\end{equation*}
$$

Indeed, suppose $|I|=k$,

$$
\begin{equation*}
\left\|R_{I}^{N}(t)\right\|_{L_{1}} \leq \sum_{h=1}^{k}\binom{k}{h}\left\|\left(\left[P^{N}(t)-P(t)\right] \tilde{f}^{N}\right)_{h}\right\|_{L_{1}} \leq \frac{9^{k} c_{2}}{N} \tag{3.18}
\end{equation*}
$$

so that (3.17) follows.
Since $\left(g^{\perp} * g\right)_{I}=0$ if $|I|>0$, we have by (3.4), (3.12), and (3.14) that

$$
\begin{equation*}
v_{I}^{N}=\left(g^{\perp} * P(t)\left(\tilde{f}^{N}-g\right)\right)_{I}+R_{I}^{N}(t):=\left(g^{\perp} * P(t) \psi\right)_{I}+R_{I}^{N}(t) \tag{3.19}
\end{equation*}
$$

where, by (3.6) we have put

$$
\begin{equation*}
\psi_{I}=\sum_{\substack{S \subset I \\|S|>0}} v_{S}^{N} g_{I \backslash S}, \quad \psi_{\emptyset}=0 \tag{3.20}
\end{equation*}
$$

We prove the following result.
Lemma 3.2. Let $\eta$ be a positive real number and choose $T(\eta)$ as in Lemma 3.1. Then, for any integer $k>0$ and $t>T(\eta)$, the following estimate holds:

$$
\begin{equation*}
\left\|(P(t) \psi)_{k}-S_{k}(t) \psi_{k}\right\|_{L_{1}} \leq \frac{\delta_{k}}{1-2 a \lambda t\left(e^{\alpha}+1\right)}\left\|v^{N}\right\|_{\alpha} \tag{3.21}
\end{equation*}
$$

with $\delta_{k}=2^{k}\left(1+k 2^{k-1} e^{\alpha}\right)\left(\frac{\eta}{2}+2 a \lambda t\left(e^{\alpha}+1\right)\right)$, provided that $\lambda$ and $\eta$ are so small to satisfy $e^{\alpha}\left[\frac{\eta}{2}+2 a \lambda t\left(e^{\alpha}+1\right)\right]<1$.

Proof. To prove the lemma, we write the expansion already introduced in (2.34)(2.35). More precisely,

$$
\begin{align*}
& (P(t) \psi)_{k}=\sum_{n \geq 0} \lambda^{n} \int_{0}^{t} \int_{0}^{t_{1}} \cdots \int_{0}^{t_{n-1}} d t_{1} \ldots d t_{n} \sum_{i_{1}=1}^{k} \sum_{i_{2}=1}^{k+1} \cdots \sum_{i_{n}=1}^{k+n-1} \\
& \times S_{k}\left(t-t_{1}\right) C_{k, k+1}^{i_{1}}, \ldots, S_{k+n-1}\left(t_{n-1}-t_{n}\right) C_{k+n-1, k+n}^{i_{n}} S_{k+n}\left(t_{n}\right) \psi_{k+n} \tag{3.22}
\end{align*}
$$

where

$$
\sum_{i_{r}=1}^{k+r-1} C_{k+r-1, k+r}^{i_{r}}=C_{k+r-1, k+r}, \quad r=1,2, \ldots, n
$$

that is, $C_{k+r-1, k+r}^{i_{r}}$ is the contribution due to the collision of the $i_{r}$ th particle (among the $k+r-1$ particles) with the $k+r$ th. Let us indicate by $I_{r}$ the set of indices $\{1,2, \ldots, r\}$ and by $I(k, n)$ the set $I_{k+n} \backslash I_{k} \equiv\{k+1, \ldots, n\}$. Then by the definition of $\psi$ it is

$$
\begin{equation*}
\psi_{k+n}=\sum_{S_{1} \subseteq I_{k}} \sum_{S_{2} \subseteq I(k, n)} v_{S_{1} \cup S_{2}}^{N} g_{I_{k+n} \backslash\left(S_{1} \cup S_{2}\right)} \chi\left(\left|S_{1}\right|+\left|S_{2}\right|>0\right) . \tag{3.23}
\end{equation*}
$$

We now select among the particles in $S_{1}$ those which do not interact with any other particle. To this end, we consider the set $J=S_{1} \backslash\left\{i_{1}, \ldots, i_{n}\right\}$ and notice that

$$
\begin{equation*}
\sum_{i_{1}, \ldots, i_{n}} \sum_{S_{1} \subseteq I_{k}} \sum_{S_{2} \subseteq I(k, n)}=\sum_{S_{1} \subseteq I_{k}} \sum_{S_{2} \subseteq I(k, n)} \sum_{J \subseteq S_{1}} \sum_{i_{1}, \ldots, i_{n}} \prod_{r=1}^{n} \chi\left(i_{r} \notin J\right) . \tag{3.24}
\end{equation*}
$$

Defining $n\left(s_{1}, j\right)=\max \left(s_{1}-j, 1\right),(3.22)$ and (3.23) imply

$$
\begin{gather*}
(P(t) \psi)_{k}=S_{k}(t) \psi_{k}+\sum_{s_{1}=0}^{k} \sum_{\substack{S_{1} \subseteq I_{k} \\
\left|S_{1}\right|=s_{1}}} \sum_{j=0}^{s_{1}} \sum_{\substack{J \subseteq S_{1} \\
\mid \overline{J \mid=j}}} \sum_{n>n\left(s_{1}, j\right)} \sum_{i_{1}, \ldots, i_{n}} \lambda^{n}  \tag{3.25}\\
\times \prod_{r=1}^{n} \chi\left(i_{r} \notin J\right) \sum_{\substack{s_{2}=0}}^{n} \sum_{\substack{S_{2} \subseteq I(n, k) \\
\left|S_{2}\right|=s_{2}}} \chi\left(s_{1}+s_{2}>0\right) \int_{0}^{t} \int_{0}^{t_{1}} \cdots \int_{0}^{t_{n-1}} d t_{1} \ldots d t_{n} \\
\times S_{I_{k} \backslash J}\left(t-t_{1}\right) C_{k-j, k-j+1}^{i_{1}} S_{I_{k} \backslash J \cup\left\{i_{1}\right\}}\left(t_{1}-t_{2}\right) \ldots C_{k-j+n-1, k-j+n}^{i_{n}} \\
\times S_{J}(t) v_{S_{1} \cup S_{2}}^{N} g_{I_{n+k} \backslash S_{1} \cup S_{2}} .
\end{gather*}
$$

Here we are using the notation $S_{A}(t)=\prod_{i \in A} S_{\{i\}}(t)$ and hence, $S_{A}(t)$ represents the Knudsen semigroup associated with the free motion of the particles with labels in $A$.

Formula (3.25) follows from the fact that we have selected $J$ as the set of particles not interacting with the rest, and hence $S_{J}(t)$ commutes with all other operators.

By Lemma 3.1, for $\eta>0$ and $t>T(\eta)$ we have

$$
\left\|S_{J}(t) v_{S_{1} \cup S_{2}}^{N}\right\|_{L_{1}} \leq \eta^{j}\left\|v_{S_{1} \cup S_{2}}^{N}\right\|_{L_{1}}
$$

where $j=|J|$. Moreover,

$$
\left\|g_{I_{n+k} \backslash S_{1} \cup S_{2}}\right\|_{L_{1}}=1
$$

Thus, using the equality

$$
\sum_{i_{1}=1}^{k} \sum_{i_{2}=1}^{k+1} \cdots \sum_{i_{n}=1}^{k+n-1} \prod_{r=1}^{n} \chi\left(i_{r} \notin J\right)=\frac{(k-j+n-1)!}{(k-j-1)!}
$$

by (2.37) we arrive at the formula

$$
\begin{align*}
& \left\|(P(t) \psi)_{k}-S_{k}(t) \psi_{k}\right\|_{L_{1}} \leq\left\|v^{N}\right\|_{\alpha} \sum_{s_{1}=0}^{k}\binom{k}{s_{1}} \sum_{j=0}^{s_{1}}\binom{s_{1}}{j} \eta^{j} \sum_{n>n\left(s_{1}, j\right)} \sum_{s_{2}=0}^{n}\binom{n}{s_{2}} \\
& \quad \times \frac{(2 a \lambda t)^{n}}{n!} \frac{(k-j+n-1)!}{(k-j-1)!} e^{\alpha\left(s_{1}+s_{2}\right)} \chi\left(s_{1}+s_{2}>0\right) . \tag{3.26}
\end{align*}
$$

Now we separate from the rest the term corresponding to $s_{1}=0$ and obtain

$$
\begin{align*}
\|(P(t) \psi)_{k} & -S_{k}(t) \psi_{k}\left\|_{L_{1}} \leq\right\| v^{N} \|_{\alpha} 2^{k} \sum_{n \geq 1}(2 a \lambda t)^{n} \sum_{s_{2}=1}^{n}\binom{n}{s_{2}} e^{\alpha s_{2}}  \tag{3.27}\\
& +\left\|v^{N}\right\|_{\alpha} \sum_{s_{1}=1}^{k}\binom{k}{s_{1}} e^{\alpha s_{1}} \sum_{j=0}^{s_{1}}\binom{s_{1}}{j} \eta^{j} 2^{k-j} \sum_{n>n\left(s_{1}, j\right)}(2 a \lambda t)^{n} \sum_{s_{2}=0}^{n}\binom{n}{s_{2}} e^{\alpha s_{2}}
\end{align*}
$$

Since

$$
\sum_{h=0}^{n}\binom{n}{h} a^{h}=(1+a)^{n}
$$

it follows that

$$
\begin{align*}
\|(P(t) \psi)_{k} & -S_{k}(t) \psi_{k}\left\|_{L_{1}} \leq\right\| v^{N} \|_{\alpha} 2^{k} \sum_{n \geq 1}(2 a \lambda t)^{n}\left(1+e^{\alpha}\right)^{n}  \tag{3.28}\\
& +\left\|v^{N}\right\|_{\alpha} 2^{k} \sum_{s_{1}=1}^{k}\binom{k}{s_{1}} e^{\alpha s_{1}} \sum_{j=0}^{s_{1}}\binom{s_{1}}{j}\left(\frac{\eta}{2}\right)^{j} \sum_{n>n\left(s_{1}, j\right)}(2 a \lambda t)^{n}\left(1+e^{\alpha}\right)^{n}
\end{align*}
$$

By the hypothesis on $\lambda, 2 a \lambda t\left(1+e^{\alpha}\right)<1$ so that we have

$$
\begin{align*}
\|(P(t) \psi)_{k} & -S_{k}(t) \psi_{k}\left\|_{L_{1}} \leq\right\| v^{N} \|_{\alpha} 2^{k} \frac{2 a \lambda t\left(1+e^{\alpha}\right)}{1-2 a \lambda t\left(1+e^{\alpha}\right)}  \tag{3.29}\\
& +\left\|v^{N}\right\|_{\alpha} \frac{2^{k}}{1-2 a \lambda t\left(1+e^{\alpha}\right)} \sum_{s_{1}=1}^{k}\binom{k}{s_{1}} e^{\alpha s_{1}} \sum_{j=0}^{s_{1}}\binom{s_{1}}{j}\left(\frac{\eta}{2}\right)^{j}\left[2 a \lambda t\left(1+e^{\alpha}\right)\right]^{s_{1}-j}
\end{align*}
$$

After a few simple calculations, we arrive at

$$
\begin{align*}
\|(P(t) \psi)_{k} & -S_{k}(t) \psi_{k}\left\|_{L_{1}} \leq\right\| v^{N} \|_{\alpha} \frac{2^{k}}{1-2 a \lambda t\left(1+e^{\alpha}\right)}  \tag{3.30}\\
& \times\left\{2 a \lambda t\left(1+e^{\alpha}\right)+\left[1+e^{\alpha}\left(\frac{\eta}{2}+2 a \lambda t\left(1+e^{\alpha}\right)\right)\right]^{k}-1\right\}
\end{align*}
$$

Using the elementary inequality

$$
\begin{equation*}
(1+x)^{k}-1 \leq k 2^{k-1} x, \quad x \in[0,1] \tag{3.31}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& \leq\left\|v^{N}\right\|_{\alpha} \frac{2^{k}}{1-2 a \lambda t\left(1+e^{\alpha}\right)}\left[2 a \lambda t\left(1+e^{\alpha}\right)+k 2^{k-1} e^{\alpha}\left(\frac{\eta}{2}+2 a \lambda t\left(1+e^{\alpha}\right)\right)\right]  \tag{3.30}\\
& \leq\left\|v^{N}\right\|_{\alpha} \frac{2^{k}\left(1+k 2^{k-1} e^{\alpha}\right)}{1-2 a \lambda t\left(1+e^{\alpha}\right)}\left[\frac{\eta}{2}+2 a \lambda t\left(1+e^{\alpha}\right)\right] \tag{3.32}
\end{align*}
$$

and the lemma is proven.
We have by Lemma 3.1 and (2.36), recalling the definition (3.20) of $\psi$,

$$
\begin{align*}
& \left\|S_{k}(t) \psi_{k}\right\|_{L_{1}} \leq \sum_{j=1}^{k} \sum_{\substack{J \subseteq I_{k} \\
|J|=j}}\left\|S_{k}(t) v_{J}^{N} g_{I_{k} \backslash J}\right\|_{L_{1}} \\
& \leq \sum_{j=1}^{k} \sum_{\substack{J \subseteq I_{k} \\
|J|=j}} \eta^{j}\left\|v_{J}^{N}\right\|_{L_{1}} \leq\left\|v^{N}\right\|_{\alpha} \sum_{j=1}^{k}\binom{k}{j} \eta^{j} e^{\alpha j} \\
& =\left\|v^{N}\right\|_{\alpha}\left[\left(1+e^{\alpha} \eta\right)^{k}-1\right] \leq\left\|v^{N}\right\|_{\alpha} k 2^{k-1} e^{\alpha} \eta \tag{3.33}
\end{align*}
$$

for $e^{\alpha} \eta \leq 1$.
From Lemma 3.2 and (3.33) it finally follows that

$$
\begin{equation*}
\left\|(P(t) \psi)_{k}\right\|_{L_{1}} \leq 2 \frac{\delta_{k}}{1-2 a \lambda t\left(1+e^{\alpha}\right)}\left\|v^{N}\right\|_{\alpha} \tag{3.34}
\end{equation*}
$$

Now the proof of the theorem is nearly complete. The estimate (3.34), together with the fact that $(P(t) \psi)_{\emptyset}=0$, imply for $2 a \lambda t\left(1+e^{\alpha}\right)<\frac{1}{2}$ that

$$
\begin{align*}
& \left\|\left(g^{\perp} * P(t) \psi\right)_{k}\right\|_{L_{1}} \leq 4\left\|v^{N}\right\|_{\alpha} \sum_{j=1}^{k}\binom{k}{j} \delta_{j} \\
\leq & 4\left\|v^{N}\right\|_{\alpha}\left(\frac{\eta}{2}+2 a \lambda t\left(e^{\alpha}+1\right)\right) \sum_{j=1}^{k}\binom{k}{j} 2^{j}\left(1+j 2^{j-1} e^{\alpha}\right) \\
\leq & 4\left\|v^{N}\right\|_{\alpha}\left(\eta+2 a \lambda t\left(e^{\alpha}+1\right)\right) 2 e^{\alpha} \sum_{j=0}^{k}\binom{k}{j} 2^{3 j} \\
\leq & 8\left\|v^{N}\right\|_{\alpha}\left(\eta+2 a \lambda t\left(e^{\alpha}+1\right)\right) e^{\alpha} 9^{k} \tag{3.35}
\end{align*}
$$

Thus

$$
\begin{equation*}
\left\|\left(g^{\perp} * P(t) \psi\right)_{k}\right\|_{L_{1}} e^{-\alpha k} \leq 8\left\|v^{N}\right\|_{\alpha}\left(\eta+2 a \lambda t\left(e^{\alpha}+1\right)\right) e^{\alpha} e^{(\log 9-\alpha) k} \tag{3.36}
\end{equation*}
$$

Now we can fix the parameters $\lambda, T, \eta$. We recall that $\alpha \geq 2 \log 3$, and choose $\eta \leq \frac{1}{32 e^{\alpha}}$. Consequently we fix $t=T(\eta)$ as in Lemma 3.1. Finally we choose $\lambda$ in such a way that $e^{\alpha} 2 a \lambda t\left(e^{\alpha}+1\right) \leq \frac{1}{32}$. Then we have

$$
\begin{equation*}
\left\|g^{\perp} * P(t) \psi\right\|_{\alpha} \leq \frac{1}{2}\left\|v^{N}\right\|_{\alpha} \tag{3.37}
\end{equation*}
$$

and, by (3.19) and (3.37),

$$
\left\|v^{N}\right\|_{\alpha} \leq 2\left\|R^{N}(t)\right\|_{\alpha}
$$

so that (3.17) concludes the proof.

## Appendix.

Proof of Theorem 2.1. Consider $S(t)$ to be the Knudsen flow and $P_{t}\left(x^{\prime}, v^{\prime} ; x, v\right)$ to be the transition probability densities given by

$$
\int P_{t}\left(x^{\prime}, v^{\prime} ; x, v\right) f\left(x^{\prime}, v^{\prime}\right) d x^{\prime} d v^{\prime}=S(t) f(x, v)
$$

for $f \in L_{1}(\Omega \times V)$. For any final state $(x, v)$, trace the backward trajectories $x-s v$ up to the instant (say $t$ ) of the collision with the boundary. Denote $y=y(x, v)=$ $x-v t \in \partial \Omega$ as the point of the collision.

We introduce the set

$$
\begin{equation*}
\mathcal{M}(\beta)=\{(x, v) \in \Omega \times V:|v \cdot n(y)| M(y, v) \geq \beta\}, \quad \beta>0 \tag{A.1}
\end{equation*}
$$

Note that for all $(x, v) \in \mathcal{M}(\beta)$, the transition $(y, v) \rightarrow(x, v)$ is performed with positive probability density (cf. (2.8)). Let

$$
\begin{equation*}
t_{0}=\frac{4 d_{\max }}{u_{\min }} \tag{A.2}
\end{equation*}
$$

where $u_{\min }>0$ denotes the modulus of the smallest velocity, while $d_{\max }$ is the diameter of $\Omega$.

We first show that

$$
\begin{equation*}
\inf _{x^{\prime}, v^{\prime}} \inf _{(x, v) \in \mathcal{M}(\beta)} P_{t_{0}}\left(x^{\prime}, v^{\prime} ; x, v\right) \geq \gamma>0 \tag{A.3}
\end{equation*}
$$

Tracing the forward trajectory $x^{\prime}+s v^{\prime}$ up to the instant (say $t^{\prime}$ ) of the collision with the boundary, we denote by $y^{\prime}=y^{\prime}\left(x^{\prime}, v^{\prime}\right)=x^{\prime}+v^{\prime} t^{\prime}$ the hitting point. So we still have to connect the points $y^{\prime}$ and $y$ by some trajectory within the remaining time $t_{0}-t-t^{\prime}$. These trajectories should be such that both the upper bound for their length and the positive lower bound for their probability density are uniform in $y, y^{\prime}$.

Assumption A (concerning $\Omega$ ). For all $y, y^{\prime} \in \partial \Omega$, there exists $y_{1} \in \partial \Omega$ such that

$$
\begin{equation*}
\min \left(\left\|y_{1}-y\right\|,\left\|y_{1}-y^{\prime}\right\|\right) \geq \varepsilon \tag{A.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|e\left(y^{\prime}, y_{1}\right) \cdot n\left(y^{\prime}\right)\right| \geq \varepsilon, \quad\left|e\left(y_{1}, y\right) \cdot n\left(y_{1}\right)\right| \geq \varepsilon, \quad\left|e\left(y, y_{1}\right) \cdot n(y)\right| \geq \varepsilon \tag{A.5}
\end{equation*}
$$

where $e\left(y, y_{1}\right)=\frac{y_{1}-y}{\left\|y_{1}-y\right\|}$, and $\varepsilon>0$ does not depend on $y, y^{\prime}, y_{1}$.

Remark. This assumption is fulfilled if $\Omega$ has a smooth boundary, but it is also fulfilled in other cases. Note that, for simplicity, we assume $\Omega$ to be convex.

Assumption B (concerning $M$ ). There exists $u_{0}>0$ such that

$$
\begin{equation*}
M(x, v) \geq M_{\min }>0, \quad \text { if } \quad u_{0} \leq\|v\| \leq 4 u_{0} \tag{A.6}
\end{equation*}
$$

Remark. This assumption is fulfilled if, e.g., $M$ is a Maxwellian.
We first go from $y^{\prime}$ to $y_{1}=y_{1}\left(y, y^{\prime}\right)$ provided by Assumption A, with a velocity satisfying (A.6), and then spend the rest of the time travelling between $y_{1}$ and $y$. The remaining time $\tau$ satisfies

$$
\begin{equation*}
\frac{d_{\max }}{u_{\min }} \leq \tau \leq \frac{4 d_{\max }}{u_{\min }} \tag{A.7}
\end{equation*}
$$

since all flight times within $\Omega$ are bounded by $\frac{d_{\text {max }}}{u_{\min }}$.
Note that, according to (A.7), one step from $y_{1}$ to $y$ is not enough. Therefore, we choose some flight time $t^{*} \in\left(t_{\min }, t_{\max }\right)$, where

$$
\begin{equation*}
t_{\min }=t_{\min }\left(y_{1}, y\right)=\frac{\left\|y-y_{1}\right\|}{4 u_{0}}, \quad t_{\max }=t_{\max }\left(y_{1}, y\right)=\frac{\left\|y-y_{1}\right\|}{u_{0}} \tag{A.8}
\end{equation*}
$$

and $u_{0}$ is provided by Assumption B. The velocities $v^{*}=\frac{y-y_{1}}{t^{*}}$ and $-v^{*}$ allow us to go both directions with probability density uniformly bounded from below. Indeed, according to (A.5) and (A.6), we have (cf. (2.8))

$$
\left|v^{*} \cdot n\left(y_{1}\right)\right| M\left(y_{1}, v^{*}\right)=\left\|v^{*}\right\|\left|\frac{v^{*}}{\left\|v^{*}\right\|} \cdot n\left(y_{1}\right)\right| M\left(y_{1}, v^{*}\right) \geq u_{0} \varepsilon M_{\min }
$$

The same is true for $y$ and $-v^{*}$.
We go in double steps before making the last one. Thus, we have to solve the equation

$$
\begin{equation*}
2 l t^{*}+s=\tau \tag{A.9}
\end{equation*}
$$

for each $\tau$ satisfying (A.7), with respect to $s \in\left(t_{\min }, t_{\max }\right)$ and $l=0,1, \ldots$. To this end, the intervals

$$
\begin{equation*}
\left(2 l t^{*}+t_{\min }, 2 l t^{*}+t_{\max }\right), \quad l=0,1, \ldots \tag{A.10}
\end{equation*}
$$

should cover the interval given by (A.7). This is fulfilled if the intervals (A.10) overlap, i.e., one needs the condition

$$
2 l t^{*}+t_{\max }>2(l+1) t^{*}+t_{\min } \quad l=0,1, \ldots
$$

or $2\left(t^{*}-t_{\text {min }}\right)<t_{\text {max }}-3 t_{\text {min }}=t_{\text {min }}$, which is fulfilled provided that

$$
t_{\min }<t^{*}<\frac{3}{2} t_{\min }
$$

Using (A.9), (A.7), and (A.8), the number $l$ is estimated from above uniformly in $y, y_{1}$,

$$
l \leq \frac{\tau}{2 t^{*}} \leq \frac{8 d_{\max } u_{0}}{u_{\min } \varepsilon}
$$

where $\varepsilon$ is from (A.4).
Now let $z=(x, v), z^{\prime}=\left(x^{\prime}, v^{\prime}\right)$ be states of the system and $t_{0}$ be defined in (A.2). We denote

$$
\begin{gather*}
P\left(z^{\prime}, z\right)=P_{t_{0}}\left(x^{\prime}, v^{\prime} ; x, v\right), \quad S f(z)=\int P\left(z^{\prime}, z\right) f\left(z^{\prime}\right) d z^{\prime}=S\left(t_{0}\right) f(z)  \tag{A.11}\\
\pi\left(z^{\prime}, Z^{\prime} ; z\right)=\min \left(P\left(z^{\prime}, z\right), P\left(Z^{\prime}, z\right)\right) \tag{A.12}
\end{gather*}
$$

and

$$
\begin{equation*}
\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)=\int \pi\left(z^{\prime}, Z^{\prime} ; z\right) d z \tag{A.13}
\end{equation*}
$$

Note that $\pi \geq 0$ and $0 \leq \tilde{\pi}\left(z^{\prime}, Z^{\prime}\right) \leq 1$.
Define a transition probability

$$
\begin{gather*}
\hat{P}\left(z^{\prime}, Z^{\prime} ; z, Z\right)  \tag{A.14}\\
=\pi\left(z^{\prime}, Z^{\prime} ; z\right) \delta(z-Z)+\frac{\left[P\left(z^{\prime}, z\right)-\pi\left(z^{\prime}, Z^{\prime} ; z\right)\right]\left[P\left(Z^{\prime}, Z\right)-\pi\left(z^{\prime}, Z^{\prime} ; Z\right)\right]}{1-\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)}
\end{gather*}
$$

and the operator

$$
\begin{equation*}
\hat{S} \Phi(z ; Z)=\iint \hat{P}\left(z^{\prime}, Z^{\prime} ; z, Z\right) \Phi\left(z^{\prime}, Z^{\prime}\right) d z^{\prime} d Z^{\prime} \tag{A.15}
\end{equation*}
$$

Note that

$$
\iint \hat{P}\left(z^{\prime}, Z^{\prime} ; z, Z\right) d z d Z=\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)+\frac{\left[1-\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)\right]\left[1-\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)\right]}{1-\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)}=1
$$

The corresponding Markov chain behaves as follows.
With probability $\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)$, there is a transition from $\left(z^{\prime}, Z^{\prime}\right)$ into $(z, Z)$ according to

$$
\frac{\pi\left(z^{\prime}, Z^{\prime} ; z\right)}{\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)} \delta(z-Z)
$$

i.e., $z$ is distributed according to $\frac{\pi\left(z^{\prime}, Z^{\prime} ; z\right)}{\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)}$ and $Z=z$.

With probability $1-\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)$, there is a transition from $\left(z^{\prime}, Z^{\prime}\right)$ into $(z, Z)$ according to

$$
\frac{\left[P\left(z^{\prime}, z\right)-\pi\left(z^{\prime}, Z^{\prime} ; z\right)\right]\left[P\left(Z^{\prime}, Z\right)-\pi\left(z^{\prime}, Z^{\prime} ; Z\right)\right]}{\left[1-\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)\right]^{2}}
$$

i.e., $z, Z$ are independent and distributed according to $\frac{P\left(z^{\prime}, z\right)-\pi\left(z^{\prime}, Z^{\prime} ; z\right)}{1-\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)}$ and $\frac{P\left(Z^{\prime}, Z\right)-\pi\left(z^{\prime}, Z^{\prime} ; Z\right)}{1-\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)}$, respectively.

Note that if $z^{\prime}=Z^{\prime}$ then, according to (A.12) and (A.13), we have $\pi\left(z^{\prime}, Z^{\prime} ; z\right)=$ $P\left(z^{\prime}, z\right)$ and $\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)=1$. Thus, $z$ is distributed according to $P\left(z^{\prime}, z\right)$ and $Z=z$ so that the particles remain together.

Lemma A.1. Let $R$ be a joint representation of $f$ and $g$, i.e.,

$$
\int R(z, Z) d Z=f(z) \quad \text { and } \quad \int R(z, Z) d z=g(Z)
$$

and let $S, \hat{S}$ be defined in (A.11) and (A.15). Then, for any $n \geq 1$,

$$
\left\|S^{n} f-S^{n} g\right\|_{L_{1}} \leq 2 \iint \rho(z, Z) \hat{S}^{n} R(z, Z) d z d Z
$$

where $\rho$ is the discrete distance, i.e., $\rho(z, Z)=1$ if $z \neq Z$ and $\rho(z, Z)=0$ if $Z=z$.
Proof. We first show that $S^{n} R$ is a joint representation of $S^{n} f$ and $S^{n} g$, for any $n \geq 1$. From (A.15) and (A.14) we obtain

$$
\begin{gathered}
\int \hat{S} R(z, Z) d z \\
=\iint\left[\pi\left(z^{\prime}, Z^{\prime} ; Z\right)+\frac{\left[1-\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)\right]\left[P\left(Z^{\prime}, Z\right)-\pi\left(z^{\prime}, Z^{\prime} ; Z\right)\right]}{1-\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)}\right] R\left(z^{\prime}, Z^{\prime}\right) d z^{\prime} d Z^{\prime} \\
=\iint P\left(Z^{\prime}, Z\right) R\left(z^{\prime}, Z^{\prime}\right) d z^{\prime} d Z^{\prime}=\int P\left(Z^{\prime}, Z\right) g\left(Z^{\prime}\right) d Z^{\prime}=S g(Z)
\end{gathered}
$$

Analogously one shows that $\int \hat{S} R(z, Z) d Z=S f(z)$, so that $\hat{S} R$ is indeed a joint representation of $S f$ and $S g$. The general case is established by induction.

The case $n=1$ is now obtained from the estimate

$$
\begin{gathered}
\|S f-S g\|_{L_{1}} \\
=\int\left|\int \hat{S} R(z, Z) d Z-\int \hat{S} R(Z, z) d Z\right| d z \leq \iint|\hat{S} R(z, Z)-\hat{S} R(Z, z)| d Z d z \\
=\iint \rho(z, Z)|\hat{S} R(z, Z)-\hat{S} R(Z, z)| d Z d z \leq 2 \iint \rho(z, Z) \hat{S} R(z, Z) d Z d z
\end{gathered}
$$

In the general case we have

$$
\begin{gathered}
\left\|S^{n} f-S^{n} g\right\|_{L_{1}} \\
=\left\|S\left(S^{n-1} f\right)-S\left(S^{n-1} g\right)\right\|_{L_{1}} \leq 2 \iint \rho(z, Z) \hat{S}\left(\hat{S}^{n-1} R\right)(z, Z) d Z d z
\end{gathered}
$$

which completes the proof.
Lemma A.2. Let $\hat{S}$ be defined in (A.15) and let $R$ be a probability density function. Then there exists $\varepsilon>0$ such that

$$
\iint \rho(z, Z) \hat{S}^{n} R(z, Z) d z d Z \leq(1-\varepsilon)^{n}, \quad \forall n \geq 1
$$

Proof. According to (A.11), (A.12), and (A.13), we have

$$
\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right)=\inf _{x^{\prime}, v^{\prime} ; x, v} \iint \min \left(P_{t_{0}}\left(x^{\prime}, v^{\prime} ; y, w\right), P_{t_{0}}(x, v ; y, w)\right) d y d w
$$

Thus, using (A.3) we obtain

$$
\begin{gathered}
\tilde{\pi}\left(z^{\prime}, Z^{\prime}\right) \\
\geq \iint \inf _{x^{\prime}, v^{\prime}} P_{t_{0}}\left(x^{\prime}, v^{\prime} ; y, w\right) d y d w \geq \iint \chi_{\mathcal{M}(\beta)}(y, w) \inf _{x^{\prime}, v^{\prime}} P_{t_{0}}\left(x^{\prime}, v^{\prime} ; y, w\right) d y d w \\
\geq \inf _{x^{\prime}, v^{\prime}} \inf _{(y, w) \in \mathcal{M}(\beta)} P_{t_{0}}\left(x^{\prime}, v^{\prime} ; y, w\right) \lambda(\mathcal{M}(\beta)) \geq \gamma \lambda(\mathcal{M}(\beta))
\end{gathered}
$$

where the symbol $\chi$ denotes the indicator function. Consequently, the estimate

$$
\begin{equation*}
1 \geq \tilde{\pi}\left(z^{\prime}, Z^{\prime}\right) \geq \varepsilon>0 \tag{A.16}
\end{equation*}
$$

holds, since the set $\mathcal{M}(\beta)$, defined in (A.1), has positive Lebesgue measure.
Consider a Markov chain $\left(\xi_{n}, \zeta_{n}\right)$ with the transition function (A.14). Let the random variables $\xi_{0}, \zeta_{0}$ have the joint distribution $R$. Then the random variables $\xi_{n}, \zeta_{n}$ have the joint distribution $\hat{S}^{n} R$, and

$$
\begin{equation*}
\iint \rho(z, Z) \hat{S}^{n} R(z, Z) d z d Z=P\left(\xi_{n} \neq \zeta_{n}\right) \tag{A.17}
\end{equation*}
$$

where $P$ denotes the probability. We obtain

$$
\begin{gathered}
P\left(\xi_{n} \neq \zeta_{n}\right)=P\left(\xi_{n} \neq \zeta_{n} \mid \xi_{n-1}=\zeta_{n-1}\right) P\left(\xi_{n-1}=\zeta_{n-1}\right) \\
+\iint \rho(z, Z) P\left(\xi_{n} \neq \zeta_{n} \mid \xi_{n-1}=z, \zeta_{n-1}=Z\right) \hat{S}^{n-1} R(z, Z) d z d Z \\
\leq \iint \rho(z, Z)[1-\tilde{\pi}(z, Z)] \hat{S}^{n-1} R(z, Z) d z d Z
\end{gathered}
$$

according to (A.14). Using (A.16) and (A.17), we get

$$
P\left(\xi_{n} \neq \zeta_{n}\right) \leq(1-\varepsilon) \iint \rho(z, Z) \hat{S}^{n-1} R(z, Z) d z d Z=(1-\varepsilon) P\left(\xi_{n-1} \neq \zeta_{n-1}\right)
$$

and the result follows by iteration.
From Lemmas A. 1 and A. 2 we get

$$
\begin{equation*}
\left\|S^{n} f-S^{n} g\right\|_{L_{1}} \leq 2(1-\varepsilon)^{n} \tag{A.18}
\end{equation*}
$$

and, consequently,

$$
\left\|S^{n+m} f-S^{n} f\right\|_{L_{1}}=\left\|S^{n} S^{m} f-S^{n} f\right\|_{L_{1}} \leq 2(1-\varepsilon)^{n}
$$

Because of the completeness of $L_{1}$, this implies existence of some $\bar{g}=\lim _{n \rightarrow \infty} S^{n} f$, for which we have $S \bar{g}=\bar{g}$. Moreover, uniqueness of such $\bar{g}$ follows from (A.18).

Note that $\lim _{n \rightarrow \infty} f_{n}=\bar{g}, f_{n} \geq 0\left\|f_{n}\right\|_{L_{1}}=1$ imply $\bar{g} \geq 0$ and $\|\bar{g}\|_{L_{1}}=1$, since $\left|\int \bar{g}-1\right| \leq \int\left|\bar{g}-f_{n}\right|$.

Finally, from (A.18) we have, for $t \in\left[t_{0} n, t_{0}(n+1)\right)$,
$\|S(t) f-\bar{g}\|_{L_{1}} \leq\left\|S^{n} S\left(t-t_{0} n\right) f-S^{n} f\right\|_{L_{1}}+\left\|S^{n} f-\bar{g}\right\|_{L_{1}} \leq 4(1-\varepsilon)^{n} \leq 4(1-\varepsilon)^{\frac{t}{t_{0}}}$,
and (2.15) follows. Moreover, it follows from (A.18) that

$$
\|S(t) \bar{g}-\bar{g}\|_{L_{1}}=\left\|S(t) S^{n} \bar{g}-S^{n} \bar{g}\right\|_{L_{1}} \leq 2(1-\varepsilon)^{n}, \quad \forall n
$$

which implies (2.14).
Proof of Theorem 2.2. Let $p=p(x, v, t)$ and $l=l(x, v, t)$ be two solutions of the initial boundary value problem (2.1)-(2.3), with initial conditions $p_{0}$ and $l_{0}$, respectively. Writing the evolution equation in mild form (2.10), we have

$$
p(t)-l(t)=S(t)\left(p_{0}-l_{0}\right)+\lambda \int_{0}^{t} d s S(t-s) Q(p(s)+l(s), p(s)-l(s))
$$

where $Q(f, g)$ is the symmetrized collision operator (2.4).
By (3.9) we have that, if $h=h(x, v)$ has the property $\int h=0$, then

$$
\|S(t) h\|_{L_{1}} \leq e^{-b t}\|h\|_{L_{1}}
$$

Since $\int Q(f, g)=0$ for any pair of functions $f$ and $g$, we have (cf. (2.38))

$$
\|p(t)-l(t)\|_{L_{1}} \leq e^{-b t}\left\|p_{0}-l_{0}\right\|_{L_{1}}+2 a \lambda \int_{0}^{t} d s e^{-b(t-s)}\|p(s)-l(s)\|_{L_{1}}
$$

so that, using the Gronwall lemma,

$$
\|p(t)-l(t)\|_{L_{1}} \leq\left\|p_{0}-l_{0}\right\|_{L_{1}} e^{-(b-2 a \lambda) t}
$$

In particular, we obtain

$$
\|p(t+\tau)-p(t)\|_{L_{1}} \leq\left\|p(\tau)-p_{0}\right\|_{L_{1}} e^{-(b-2 a \lambda) t} \leq 2 e^{-(b-2 a \lambda) t}, \quad \forall \tau \geq 0
$$

Therefore, if $\lambda<\frac{b}{2 a}$, there exists a probability density $g$ which is the unique global attracting point for the flow described by (2.1) and also the unique invariant solution for such an evolution problem.

Remark. It is not hard to show that $g$ solves the stationary equation $\left(G^{\text {free }}\right)^{*} g+$ $\lambda Q(g, g)=0$ and also solves the boundary value problem (2.13). In particular, the trace of $g$ on the boundary does exist. These considerations are not relevant for the present analysis, so we do not go further.

Proof of Theorem 2.3. This theorem is easily proved using the same arguments as for the Knudsen flow. Indeed, it is enough to observe that for a fixed time $t$, the probability of each particle of the system to perform a collisionless motion is strictly positive. We remark that in [GLP] the same result has been obtained in a more difficult context.
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Abstract. Let $L(p) u=D^{4} u-\left(p_{1} u^{\prime}\right)^{\prime}+p_{2} u$ be a fourth-order differential operator acting on $L^{2}[0,1]$ with $p \equiv\left(p_{1}, p_{2}\right)$ belonging to $L_{\mathbb{R}}^{2}[0,1] \times L_{\mathbb{R}}^{2}[0,1]$ and boundary conditions $u(0)=u^{\prime \prime}(0)=$ $u(1)=u^{\prime \prime}(1)=0$. We study the isospectral set of $L(p)$ when $L(p)$ has simple spectrum. In particular we show that for such $p$, the isospectral manifold is a real-analytic submanifold of $L_{\mathbb{R}}^{2}[0,1] \times L_{\mathbb{R}}^{2}[0,1]$ which has infinite dimension and codimension. A crucial step in the proof is to show that the gradients of the eigenvalues of $L(p)$ with respect to $p$ are linearly independent: we study them as solutions of a non-self-ajdoint fifth-order system, the Borg system, among whose eigenvectors are the gradients.
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1. Introduction. This paper initiates a study of isospectral sets of coefficients for self-adjoint, fourth-order ordinary differential operators, in Liouville-Green normal form, on the finite interval $[0,1]$. Such operators are labelled by a pair of coefficients $p=\left(p_{1}, p_{2}\right)$. Our motivation is twofold: first, we would like to understand the inverse spectral problem for fourth-order operators such as the Euler-Bernoulli operator of mechanics; second, we would like to develop techniques of analysis which are systematic in nature and are therefore likely to be useful in the study of other singular and higher order ordinary differential operators. Our goal is to understand the set of coefficients isospectral to a given pair $p=\left(p_{1}, p_{2}\right)$ as a Hilbert submanifold of a suitable Hilbert space of coefficients, in analogy to the analysis of the secondorder Sturm-Liouville problem carried out by Trubowitz and his collaborators (see [11, 18, 19, 26, 27], and see [10] for more recent results).

As in the work of Trubowitz et. al., we use methods of global analysis to study the isospectral manifold as a level set of the direct spectral map from coefficients to spectra. For the class of operators we consider, the gradient $g_{n}(x ; p)$ of a given eigenvalue $\lambda_{n}(p)$ is an ordered pair consisting of an eigenfunction square and the square of its derivative, and so the gradient of the mapping from coefficients to spectra is the infinite sequence of all such ordered pairs. A crucial part of the analysis is to show that these ordered pairs form a linearly independent set.

Our approach differs from the approach to the Sturm-Liouville problem taken in $[11,18,19,26,27]$ in two respects. First of all, we use resolvent perturbation

[^58]techniques rather than integral equations and complex analysis to obtain the necessary eigenvalue and eigenfunction asymptotics: see the thesis of the third author [29], where these techniques are developed at greater length. Secondly, we study orthogonality properties of the gradients, not using special identities, but rather by studying an associated non-self-adjoint, fifth-order system, the Borg system, among whose eigenvectors are exactly the gradients $g_{n}(x, p)$. Our system is the analogue, for fourth-order differential operators, of a third-order non-self-adjoint eigenvalue problem introduced by Borg [9] in his study of completeness of eigenfunction squares in the Sturm-Liouville problem. We believe this technique to be a powerful one which admits generalization to other inverse spectral problems involving ordinary differential operators.

To describe our results in detail, we first specify the class of fourth-order operators which we will study. In order to study the isospectral set as a Hilbert manifold, we wish to study operators $L(p)$ where $p$ ranges over a Hilbert space of coefficients; here $L(p)$ is the operator

$$
\begin{equation*}
L(p) u=D^{4} u-D\left(p_{1} D u\right)+p_{2} u \tag{1.1}
\end{equation*}
$$

on $L^{2}[0,1]$, where $p=\left(p_{1}, p_{2}\right)$. In what follows, we will impose "double Dirichlet" boundary conditions $u(0)=u^{\prime \prime}(0)=u(1)=u^{\prime \prime}(1)=0$, although our methods can be used to treat other separated, self-adjoint boundary conditions.

A natural choice for the Hilbert space of coefficients is $E \equiv L_{\mathbb{R}}^{2}[0,1] \times L_{\mathbb{R}}^{2}[0,1]$, where $L_{\mathbb{R}}^{2}[0,1]$ denotes real-valued, square-integrable, measurable functions on $[0,1]$. For such singular coefficients it is convenient to define the operator $L(p)$ by the method of sesquilinear forms (see, for example, Kato [17, Chapter 6]). Since we wish to study real analyticity of various maps on $E$, it will also be convenient to introduce $E_{\mathbb{C}} \equiv L_{\mathbb{C}}^{2}[0,1] \times L_{\mathbb{C}}^{2}[0,1]$ and define $L(p)$ for $p \in E_{\mathbb{C}}$. To this end, we introduce the sesquilinear form

$$
\begin{equation*}
q(u, v)=\int_{0}^{1} u^{\prime \prime}(x) \overline{v^{\prime \prime}(x)}+p_{1}(x) u^{\prime}(x) \overline{v^{\prime}(x)}+p_{2}(x) u(x) \overline{v(x)} d x \tag{1.2}
\end{equation*}
$$

with the form domain

$$
\mathcal{Q}(q)=\left\{u \in H^{2}[0,1]: u(0)=u(1)=0\right\}
$$

for $p \in E_{\mathbb{C}}$. It is not difficult to see that the form $q$ with $p=0$ is a closed positive form. Using this fact and simple perturbative estimates, one can show that the form $q$ with $0 \neq p \in E_{\mathbb{C}}$ is also closed and sectorial, i.e., that the set

$$
\left\{q(u, u): u \in \mathcal{Q}(q),\|u\|_{L^{2}[0,1]}=1\right\}
$$

is contained in a sector of the complex plane of the form $\Re(z) \geq-c,|\Im(z)| \leq(\Re(z)+c)$. Here $c$ depends only on $\|p\|_{E}$; a complete proof is given in [29, section 5.2].

It follows from the form representation theorem (see, for example, Theorem VI.2.1 of [17]) that there is a unique sectorial operator $L(p)$, i.e., a unique closed operator with numerical range in a sector, associated with the sesquilinear form $q$. It follows from the same theorem that for all $p \in E_{\mathbb{C}}$, the domain of $L(p)$ is contained in the $H^{3}[0,1]$ functions with $u(0)=u^{\prime \prime}(0)=u(1)=u^{\prime \prime}(1)=0$. Thus $L(p)$ is an operator with compact resolvent, and its spectrum consists of an infinite sequence, $\left\{\lambda_{n}(p)\right\}$, of discrete eigenvalues. Using the form representation theorem, one can also show
that if $p \in C^{1}\left([0,1] ; \mathbb{C}^{2}\right)$, then $L(p)$ is the operator (1.1). For more singular $p$ the action of $L(p)$ may be understood in terms of the quasi-derivatives associated with the operator $L(p)$ : see Naimark [25] for the general theory and Schueller [29, section 5.3] for its application to fourth-order operators.

We wish to study isospectral sets of $L(p)$ for $p=\left(p_{1}, p_{2}\right) \in E$. In order to apply techniques of global analysis, we need to realize the direct spectral map from coefficients to spectral data as a map between Hilbert spaces. To this end, we set

$$
\mu_{0}(p)=\overline{p_{1}}=\int_{0}^{1} p_{1}(x) d x
$$

and

$$
\mu_{n}(p)=\frac{\lambda_{n}(p)-\lambda_{n}(0)-n^{2} \pi^{2} \overline{p_{1}}}{n^{2} \pi^{2}}
$$

We will show that the sequence $\left\{\mu_{n}(p)\right\}_{n=0}^{\infty}$ belongs to the Hilbert space $F \equiv \ell^{2}(0 \cup \mathbb{N})$. The direct spectral map is the mapping $\mu: E \rightarrow F$ defined by $\mu(p)=\left\{\mu_{n}(p)\right\}$. The isospectral set $M(p)$ of a given $p \in E$ is the set of all $q \in E$ with $\mu(q)=\mu(p)$. We will say that $p \in E$ has simple spectrum if the sectorial operator $L(p)$ has only simple eigenvalues. First of all, we will prove the following theorem.

Theorem 1.1. The set of $p \in E$ with simple spectrum is open and dense in $E$.
Denote this set by $\mathcal{E}$. There are physically relevant families of fourth-order problems, such as the Liouville-Green normal forms of the Euler-Bernoulli equation, which are known to have simple spectrum (see, e.g., [14]). Thus, restricting attention to $p \in \mathcal{E}$ is not unreasonable for many problems of physical interest. Our main result is as follows.

Theorem 1.2. For each $p \in \mathcal{E}, M(p) \cap \mathcal{E}$ is a real-analytic submanifold of $E$ of infinite dimension and infinite codimension.

We can quantify the "size" of $M(p)$ more precisely by introducing some auxiliary boundary value problems associated with the formal differential operator $L(p)$. To define these auxiliary boundary value problems, we introduce the closed sesquilinear forms $q_{1}$ and $q_{2}$ which are given by the expression (1.2) defined on the respective domains

$$
\mathcal{Q}_{1}=\left\{u \in H^{2}[0,1]: u(0)=0, u^{\prime}(1)=0\right\}
$$

and

$$
\mathcal{Q}_{2}=\left\{u \in H^{2}[0,1]: u(0)=0, u(1)=u^{\prime}(1)=0\right\} .
$$

We denote the associated sectorial operators by $L_{1}(p)$ and $L_{2}(p)$, and their corresponding eigenvalues by $\sigma_{n}(p)$ and $\tau_{n}(p)$, respectively. For $p \in C_{0}^{\infty}\left([0,1] ; \mathbb{C}^{2}\right)$, these operators carry the following boundary conditions:

$$
\begin{gather*}
L(p): u(0)=u^{\prime \prime}(0)=u(1)=u^{\prime \prime}(1)=0,  \tag{1.3}\\
L_{1}(p): u(0)=u^{\prime \prime}(0)=u^{\prime}(1)=u^{\prime \prime \prime}(1)=0,  \tag{1.4}\\
L_{2}(p): u(0)=u^{\prime \prime}(0)=u(1)=u^{\prime}(1)=0 . \tag{1.5}
\end{gather*}
$$

We conjecture that for $p \in \mathcal{E}$ and $q$ in a dense and open subset of $M(p)$, the three sets of eigenvalues $\left\{\lambda_{n}(q)\right\},\left\{\sigma_{n}(q)\right\},\left\{\tau_{n}(q)\right\}$ give local coordinates for $M(p)$. We expect to prove this in a subsequent paper.

Theorem 1.2 involves a study of the differential of the direct spectral map $\mu$. We will first study $\mu$ on a dense subset $\mathcal{D}$ of $\mathcal{E}$ consisting of functions $p \in C_{0}^{\infty}\left((0,1) ; \mathbb{R}^{2}\right)$ such that the spectra of each of the three boundary value problems is simple and the intersection of the sets $\left\{\lambda_{n}(p)\right\},\left\{\sigma_{n}(p)\right\}$, and $\left\{\tau_{n}(p)\right\}$ is empty. We show that the set $\mathcal{D}$ is dense in $\mathcal{E}$ in Theorem 3.1. We will also show that eigenvalues and eigenfunctions associated with operators $L(q)$ with $q \in \mathcal{E}$ can be well approximated by those associated with operators $L(p)$ with $p \in \mathcal{D}$.

To show that the isospectral manifold is real-analytic, we wish to apply the realanalytic implicit function theorem (see, for example, [26, p. 154]). Theorem 1.2 follows from Theorem 1.3.

Theorem 1.3. The direct spectral map $\mu$ is a real-analytic mapping from $\mathcal{E}$ to $F$. For $p \in \mathcal{E}$ and each $q \in M(p)$, there is an orthogonal decomposition $T_{q} \mathcal{E}=$ $\mathcal{E}_{v}(q) \oplus \mathcal{E}_{h}(q)$ such that $d \mu(p)$ is a linear isomorphism of $\mathcal{E}_{v}(q)$ onto $F$ and $\mathcal{E}_{h}(q)$ has infinite dimension.

We will prove Theorem 1.3 by showing that (1) the map $\mu$ is real-analytic as a map from $\mathcal{E}$ into $F,(2)$ the differential $d \mu(q)$ for an arbitrary $q \in \mathcal{E}$ is well approximated by the differential $d \mu(p)$ of a "nearby" $p \in \mathcal{D}$, and (3) the differential $d \mu(p)$ has the required mapping properties for $p \in \mathcal{D}$.

To explain steps (2) and (3) more fully, let $z_{n}(\cdot ; p)$ be the normalized eigenfunction corresponding to eigenvalue $\lambda_{n}(p)$. (Note that since $p \in \mathcal{E}$, this eigenfunction is unique up to a phase.) Let $\langle\cdot, \cdot\rangle_{E}$ denote the inner product on $E$. A short calculation shows that for $p \in \mathcal{D}$, the differential $d \mu(p)$ is given by

$$
\begin{equation*}
d \mu(p)\left(v_{1}, v_{2}\right)=\left\{\left\langle g_{n}(\cdot ; p), v\right\rangle_{E}\right\}_{n=0}^{\infty} \tag{1.6}
\end{equation*}
$$

where the gradients $g_{n}$ are given by

$$
g_{0}(x ; p)=(1,0)
$$

and

$$
\begin{equation*}
g_{n}(x ; p)=\left(\frac{z_{n}^{\prime}(x ; p)^{2}}{n^{2} \pi^{2}}-1, \frac{z_{n}(x ; p)^{2}}{n^{2} \pi^{2}}\right), \quad n \geq 1 \tag{1.7}
\end{equation*}
$$

We wish to take $\mathcal{E}_{v}$ to be the span of the $g_{n}$ and $\mathcal{E}_{h}$ to be its orthogonal complement, the kernel of $d \mu$. If $\zeta=\sum_{j} c_{j} g_{j}$ and $c$ denotes the sequence $\left\{c_{j}\right\}$, then $\|\zeta\|_{E}^{2}=$ $\langle c, A(q) c\rangle$, where $A$ is the operator on $F$ with matrix $\left\langle g_{i}, g_{j}\right\rangle_{E}$. If $A$ is a bounded invertible operator, then the $g_{j}$ form a Riesz basis [8] for $\mathcal{E}_{v}$, and the operator $T: \mathcal{E}_{v} \rightarrow F$ defined by $T \zeta=c$, is boundedly invertible. Moreover, $S(q)=d \mu(q) \circ T^{-1} \in \mathcal{B}(F, F)$ has matrix $A(q)$ and so is a linear isomorphism. In step (2), we show that for any $\epsilon>0$ and each $q \in \mathcal{E}$, there is a $p \in \mathcal{D}$ such that $\|S(q)-S(p)\|_{\mathcal{B}(F, F)}<\epsilon$. In step (3) we show that $S(p)$ is boundedly invertible for each $p \in \mathcal{D}$ by proving that $A(p)$ has the same property. In order to do so we show that $A(0)$ is boundedly invertible, and, by perturbation estimates and linear independence of the $g_{n}$, that the same holds true for $A(p)$ if $p \in \mathcal{D}$. Since the boundedly invertible operators are open in $\mathcal{B}(F, F)$, this shows that $A(q)$, and hence $S(q)$, is boundedly invertible for any $q \in \mathcal{E}$.

The required perturbation estimates on the $g_{n}$ show that

$$
\sum_{n}\left\|g_{n}(\cdot ; p)-g_{n}(\cdot ; 0)\right\|_{E}^{2}
$$

is finite. In order to obtain these estimates, we exploit the observation that the functions $z_{n}^{2}$ and $\left(z_{n}^{\prime}\right)^{2}$ can be recovered from the respective residues of the operators $(L(p)-z)^{-1}$ and $D(L(p)-z)^{-1} D$ at $z=\lambda_{n}(p)$. We use resolvent perturbation theory to estimate the differences $z_{n}(\cdot ; p)^{2}-z_{n}(\cdot ; 0)^{2}$ and $z_{n}^{\prime}(\cdot ; p)^{2}-z_{n}^{\prime}(\cdot ; 0)^{2}$.

To prove that the $g_{n}$ are linearly independent for any $p \in \mathcal{D}$, we introduce an auxiliary fifth-order differential system, the Borg system, satisfied by the $g_{n}(p)$. An analogous third-order equation was used by Borg [9] in his study of eigenfunctionsquares in the Sturm-Liouville problem. The Borg system for a fourth-order operator takes the form

$$
\mathcal{M}(p) g=\lambda \mathcal{B}(p) g
$$

for matrix-valued differential operators $\mathcal{M}(p)$ of fifth order and $\mathcal{B}(p)$ of third order. For $p \in \mathcal{D}$, the generalized resolvent

$$
R(\lambda)=(\mathcal{M}(p)-\lambda \mathcal{B}(p))^{-1}
$$

has simple poles, among which are the eigenvalues $\lambda_{n}(p)$, with corresponding generalized eigenfunctions

$$
\widehat{g}_{n}(x ; p)=\left(z_{n}(x ; p)^{2}, z_{n}^{\prime}(x ; p)^{2}\right)
$$

The remaining poles are associated with the two auxiliary boundary value problems; since $p \in \mathcal{D}$, these are distinct from the poles $\lambda_{n}(p)$, and, as we shall see, all of the poles of the generalized resolvent are simple. Using the simplicity of poles, we can then construct a biorthogonal set from the rank-one residues of the generalized resolvent $R(\lambda)$; this proves linear independence of the $\widehat{g}_{n}(p)$. The linear independence of the gradients $g_{n}(p)$ is an easy consequence. The residues of the Borg operator furnish tangent vectorfields to the isospectral manifold; we expect, but have not yet proved, that they are a basis for its tangent space.

We note that the eigenvalue equation

$$
D^{2}\left(r(x) D^{2} y\right)=\mu \rho(x) y
$$

for the Euler-Bernoulli beam can be transformed, by means of a Liouville transform, into Liouville-Green normal form for smooth coefficients (see, e.g., [5]). Thus our results apply to Euler-Bernoulli problems with suitable boundary conditions.

A number of results exist in the literature regarding the inverse spectral problem for fourth-order differential operators. Barcilon $[1,2,3,4,5,6,7]$ proved that the density and bending stiffness of an Euler-Bernoulli beam can be recovered from three sets of spectra, showed that fewer than three spectra do not uniquely determine these coefficients, and also proved some general results on inverse spectral problems for differential equations of $n$th order in Liouville normal form. He also showed that three sequences of eigenvalues corresponding to certain distinct boundary conditions contain the same information as one sequence of eigenvalues together with two sets of norming constants [3]. McLaughlin developed a Gel'fand-Levitan-type reconstruction algorithm for smooth coefficients from one spectrum and two sequences of norming constants [21, 22, 23, 24]. In McLaughlin's papers [20, 21] it is shown that the isospectral set for the operator $L(0)$ with boundary conditions $u(0)=u^{\prime}(0)=u(1)=u^{\prime}(1)=0$ is infinite-dimensional with infinite codimension and that the isospectral set for the operator $L(p)$ with the same boundary conditions is also infinite dimensional, with
infinite codimension, provided that the eigenvalues satisfy certain asymptotic forms. Gladwell gave necessary and sufficient conditions on spectral data to produce an Euler-Bernoulli beam with strictly positive (i.e., physical) density and bending stiffness [13] and carried out numerical reconstructions of Euler-Bernoulli beams from finite spectral data $[15,16]$.

Our results appear to be the first systematic study of the isospectral manifold for fourth-order differential operators. It should be noted that an operator very similar to our "Borg operator" in the constant coefficient case appears in Barcilon's analysis [3] of the inverse spectral problem.

The plan of this paper is as follows. In section 2 we prove some basic results about the spectra of $L(p)$ and the two associated boundary value problems. In section 3 we prove Theorem 1.1. In section 4 we show that the sequence of functions $\left\{g_{n}(q)\right\}$ is stable, in $\ell^{2}(\mathbb{N} ; E)$-sense, under small perturbations of $q \in \mathcal{E}$ and that the map $\mu$ has its range in $F$. In section 5 , we prove that the map $\mu$ is an analytic mapping from $\mathcal{E}$ into $F$. In section 6, we introduce and analyze the Borg system and use it to prove linear independence of the vectors $g_{n}(p)$ for each fixed $p \in \mathcal{D}$. Finally, in section 7 we give the proofs of Theorems 1.2 and 1.3. In Appendix A, we collect some important estimates on the integral kernels of the resolvents, at $p=0$, of each of the three boundary value problems considered. In Appendix B, we discuss the boundary conditions on the Borg system and prove some technical domain results needed for section 6 .

The results in sections 2 and 4 are proved for a number of separated self-adjoint boundary conditions in the Ph.D. thesis of the third author [29].
2. Spectra. In this section we prove some basic results about the spectra of the operators $L(p), L_{1}(p)$, and $L_{2}(p)$ for $p \in E$. The symbol $L_{\#}(p)$ will denote one of the operators $L(p), L_{1}(p)$, or $L_{2}(p)$, and $\lambda_{n}^{\#}(p)$ will denote the $n$th eigenvalue of $L_{\#}(p)$. Similarly, $q_{\#}$ denotes one of the three sesquilinear forms $q, q_{1}$, or $q_{2}$.

The spectra of $L(0), L_{1}(0)$, and $L_{2}(0)$ are given by explicit transcendental equations (see, for example, [29]). From these, we easily deduce that $\lambda_{n}(0)=n^{4} \pi^{4}$, $\sigma_{n}(0)=\left(n+\frac{1}{2}\right)^{4} \pi^{4}$, and $\left|\tau_{n}(0)^{1 / 4}-\left(n+\frac{1}{4}\right) \pi\right| \leq 4 e^{-n \pi}$. We expect the eigenvalues of $L_{\#}(p)$ for $p \neq 0$ to approach these values asymptotically so that the three sets of spectra "separate" for $n$ large. We will use resolvent perturbation theory to show this is the case.

The following technical lemma will enable us to prove certain resolvent estimates for coefficients $p \in C_{0}^{\infty}\left((0,1), \mathbb{C}^{2}\right)$ and extend them by continuity to $p \in E_{\mathbb{C}}$. Recall that a mapping $f$ from an open subset of a Banach space $E$ into a Banach space $F$ is called compact if $f\left(p_{n}\right)$ converges strongly to $f(p)$ in $F$ whenever $p_{n}$ converges weakly to $p$ in $E$.

Lemma 2.1. For any fixed $z$ with $\Re(z)$ sufficiently negative, the mapping $p \mapsto$ $(L(p)-z)^{-1}$ is a compact mapping from $E$ into the bounded operators on $L^{2}[0,1]$.

Proof. Suppose that $p_{n} \rightarrow p$ weakly in $E$. It is easy to verify that the sesquilinear forms $q_{\#}^{n}$ associated with $p_{n}$ converge to the sesquilinear form $q_{\#}$ associated with $p$ so that $L_{\#}\left(p_{n}\right)$ converges to $L_{\#}(p)$ in the strong resolvent sense (see Kato [17, Theorem VIII.3.6]). It is also easy to check that there is a fixed $c$, depending only on sup $\left\|p_{n}\right\|_{E}$, such that $\Re q_{\#}^{n}(u, u) \geq-c+1$ and that the operators $\left(L_{\#}(0)+1\right)^{1 / 2}\left(L_{\#}\left(p_{n}\right)+c\right)^{-1}$ are bounded uniformly in $n$. Let $R_{n}=\left(L_{\#}\left(p_{n}\right)+c\right)^{-1}-\left(L_{\#}(p)+c\right)^{-1}$ and let $P_{N}$ project onto the first $N$ eigenvectors of $L_{\#}(0)$. We may estimate

$$
\left\|R_{n}\right\| \leq\left\|P_{N} R_{n}\right\|+\left\|\left(I-P_{N}\right) R_{n}\right\|
$$

$$
\leq\left\|P_{N} R_{n}\right\|+\left\|\left(I-P_{N}\right)\left(L_{\#}(0)+c\right)^{-1 / 2}\right\|\left\|\left(L_{\#}(0)+c\right)^{1 / 2} R_{n}\right\|
$$

The second right-hand term goes to zero as $N \rightarrow \infty$ uniformly in $n$, and the first right-hand term goes to zero as $n \rightarrow \infty$ for each fixed $N$ by the compactness of $P_{N}$ and the fact that $R_{n}$ converges strongly to zero.

Note that the same proof works if $z$ is only required to lie in the common resolvent set of the operators $L\left(p_{n}\right)$ and $L(p)$.

Let $\rho\left(L_{\#}(p)\right)$ denote the resolvent set of the operator $L_{\#}(p)$. The remarks in the proof of Lemma 2.1 show that there is a fixed half-plane $\Re(z)<-c$ so that $\left(L_{\#}(p)-z\right)^{-1}$ exists for any $z$ in this half-plane and any $p \in E_{\mathbb{C}}$ with $\|p\|_{E_{\mathbb{C}}} \leq M$. Thus the set

$$
S_{M}=\cap\left\{\rho\left(L_{\#}(p)\right):\|p\|_{E_{\mathrm{C}}} \leq M\right\}
$$

has nonempty interior; we will shortly show that it includes the complement of a countable union of discs whose size depends on $M$ and which are centered at the eigenvalues of $L_{\#}(0)$. In what follows, denote by $B_{M}(0)$ the set $\left\{p \in E:\|p\|_{E}<M\right\}$.

Lemma 2.2. Fix $M>0$ and let $U$ be the interior of the set $S_{M}$. The mapping $\Psi(z, p)=\left(L_{\#}(p)-z\right)^{-1}$ is a compact analytic mapping from $U \times B_{M}(0)$ to the bounded operators on $L^{2}[0,1]$.

Proof. Compactness is an immediate consequence of Lemma 2.1 and the first resolvent formula. The resolvent identity

$$
\begin{aligned}
& \left(L_{\#}(p)-z\right)^{-1}-\left(L_{\#}(q)-z\right)^{-1} \\
& \quad=\left(L_{\#}(q)-z\right)^{-1}\left(D\left(q_{1}-p_{1}\right) D+\left(q_{2}-p_{2}\right)\right)\left(L_{\#}(p)-z\right)^{-1}
\end{aligned}
$$

holds, where $D\left(q_{1}-p_{1}\right) D+\left(q_{2}-p_{2}\right)$ is understood as a sesquilinear form on the form domain of $L_{\#}(0)$. This shows that $\Psi$ is norm continuous. A short calculation with difference quotients shows that $\left(L_{\#}(p)-z\right)^{-1}$ is differentiable in the complex sense and that

$$
d \Psi_{z, p}(w, h)=w\left(L_{\#}(p)-z\right)^{-2}+\left(L_{\#}(p)-z\right)^{-1}\left(D h_{1} D+h_{2}\right)\left(L_{\#}(p)-z\right)^{-1}
$$

For numbers $R>3$ and $\alpha \in(2,3)$, we define a region $C_{R, \alpha}^{\#}$ of $\mathbb{C}$ as follows. Let $N$ be an integer obeying the bounds

$$
\begin{equation*}
(8 R)^{\frac{1}{3-\alpha}}<N<(16 R)^{\frac{1}{3-\alpha}} \tag{2.1}
\end{equation*}
$$

let

$$
D_{N}^{\#}=\left\{z \in \mathbb{C}:|z|<\lambda_{N}^{\#}(0)+R N^{\alpha}\right\}
$$

be a disc containing the first $N$ eigenvalues of $L_{\#}(0)$, and let

$$
E_{n}^{\#}=\left\{z \in \mathbb{C}:\left|z-\lambda_{n}^{\#}(0)\right|<R n^{\alpha}\right\}
$$

a disc containing the $n$th eigenvalue of $L_{\#}(0)$. We set

$$
C_{R, \alpha}^{\#}=D_{N} \cup\left(\cup_{n=N+1}^{\infty} E_{n}\right)
$$

Thus, the set $C_{R, \alpha}^{\#}$ is the union of a large disc containing the first $N$ eigenvalues of $L_{\#}(0)$ and infinitely many small discs each containing exactly one of the remaining eigenvalues (see Figure 2.1). We will show that this region still contains the spectrum of $L_{\#}(p)$ for $R$ sufficiently large, depending on $\|p\|_{E}$.


Fig. 2.1. The set $C_{R, \alpha}$ (not drawn to scale).

It is easy to check the following purely geometric properties of $C_{R, \alpha}^{\#}$.
Lemma 2.3.
(i) Fix one set of boundary conditions. For any $R>3, \alpha \in(2,3)$, and $m>N$, the regions $D_{N}^{\#}$ and $E_{m}^{\#}$ are mutually disjoint.
(ii) Let $E_{n}^{(1)}$ and $E_{n}^{(2)}$ be the regions $E_{n}$ associated with two distinct sets of boundary conditions. Then $E_{n}^{(1)}$ and $E_{m}^{(2)}$ are disjoint for $n \geq N+1$ and $m \geq N+1$.
Proof. (i) The discs $E_{m}$ have radii $R m^{\alpha}$, while $\lambda_{m+1}^{\#}(0)-\lambda_{m}^{\#}(0) \geq m^{3}$ if $m \geq 2$. Thus the discs will be separate if $2 R(m+1)^{\alpha}<m^{3}$. This is true if $m>N$. The regions $D_{N}^{\#}$ and $E_{N+1}^{\#}$ will be disjoint so long as $\lambda_{N+1}^{\#}(0)-R(N+1)^{\alpha}-\left(\lambda_{N}^{\#}(0)+R N^{\alpha}\right)>0$ or $N^{3}>R N^{\alpha}+R(N+1)^{\alpha}$. This is guaranteed by the choice of $N$. (ii) Note that, by the mean value theorem, $\left(x+\frac{1}{4}\right)^{4}-x^{4} \geq x^{3}$. Since the fourth roots of any two eigenvalues of the three operators are separated by a distance of at least $1 / 4$, it follows that the eigenvalue $\lambda_{m}^{\#}(0)$ associated with any one of the boundary conditions is separated from the closest eigenvalue associated with any of the three boundary conditions by at least $(m-1)^{3}$. Thus, it suffices to show that $(m-1)^{3}>R m^{\alpha}+R(m-1)^{\alpha}$. This will be true if $\left(\frac{m-1}{m}\right)^{3} m^{3-\alpha}>R\left(1+\left(\frac{m-1}{m}\right)^{\alpha}\right)$. But $m>1$ and $m^{3-\alpha}>N^{3-\alpha}>8 R$ by the choice of $N$.

We can now state our rough bounds on the location of $\lambda_{n}^{\#}(p)$.
Theorem 2.4. Fix $M>0$ and let $p \in E_{\mathbb{C}}$ with $\|p\|_{E_{\mathbb{C}}}<M$. There is a number $R>3$ depending only on $M$ so that:
(i) The spectrum of $L_{\#}(p)$ is contained in $C_{R, \alpha}^{\#}$.
(ii) The operators $L_{\#}(p)$ have exactly $N$ eigenvalues in the region $D_{N}$.
(iii) The eigenvalues of $L_{\#}(p)$ with index $n \geq N+1$ are all simple.
(iv) The sets $\left\{\lambda_{n}(p)\right\}_{n=N+1}^{\infty},\left\{\sigma_{n}(p)\right\}_{n=N+1}^{\infty}$, and $\left\{\tau_{n}(p)\right\}_{n=N+1}^{\infty}$ have empty intersection.
Proof. The operators $L_{\#}(p)$ are sectorial with spectrum contained in a half-plane $\Re(\lambda)>-C(M)$, where $C(M)$ is a positive constant depending only on $M$ [29]. We will construct the resolvents $\left(L_{\#}(p)-z\right)^{-1}$ perturbatively from $\left(L_{\#}(0)-z\right)^{-1}$ and estimate $\left\|\left(L_{\#}(p)-z\right)^{-1}\right\|$ uniformly in $p$ with $\|p\|_{E}<M$ and $z \notin C_{R, \alpha}^{\#}$ for sufficiently large $R$. This will give (i); (iv) will then follow from Lemma 2.3(ii) and the following argument. Observe that for $p=0$, the region $D_{N}$ contains exactly $N$ eigenvalues, and
the regions $E_{m}$ each contain one eigenvalue. Analyticity of the resolvents as operatorvalued analytic functions of $p \in E$ with $\|p\|_{E}<M$ will imply analyticity of the projections onto the eigenspaces of eigenvalues contained in $D_{N}^{\#}$ and $E_{n}^{\#}$; by standard perturbation theoretic arguments (see, for example, [28, section XII.2], and especially the lemma following Theorem XII.7), the corresponding spectral multiplicities must be stable under perturbation from 0 to $p$. This gives (ii) and (iii).

We now turn to the perturbative estimates that prove (i). We will use strong estimates on the integral kernel $G_{0}^{\#}(x, y ; z)$ for the operator $\left(L_{\#}(0)-z\right)^{-1}$ in order to estimate $\left(L_{\#}(p)-z\right)^{-1}$ in operator norm. By Lemma 2.1, it suffices to prove these operator norm estimates for $p \in C_{0}^{\infty}\left((0,1), \mathbb{C}^{2}\right)$. This assumption allows us to bypass domain questions which might arise if the coefficients were more singular.

We begin by noting the resolvent equations, true for $\Re(z)$ sufficiently negative,

$$
\left(L_{\#}(p)-z\right)^{-1}=\left(L_{\#}(0)-z\right)^{-1}-\left(L_{\#}(0)-z\right)^{-1}\left(D p_{1} D+p_{2}\right)\left(L_{\#}(p)-z\right)^{-1}
$$

Since $\left(L_{\#}(p)-z\right)^{-1}$ maps into $H^{3}[0,1]$ and $p_{1}$ and $p_{2}$ are smooth, the composition of $D p_{1} D+p_{2}$ with $\left(L_{\#}(p)-z\right)^{-1}$ is well defined. From this equation it is easy to derive the useful identity

$$
\begin{equation*}
\left(L_{\#}(p)-z\right)^{-1}=A(z)+B(z)\left(L_{\#}(p)-z\right)^{-1} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
A(z)= & \left(L_{\#}(0)-z\right)^{-1} \\
& -\left(L_{\#}(0)-z\right)^{-1} D p_{1}(I+C(z))^{-1} D\left(L_{\#}(0)-z\right)^{-1},  \tag{2.3}\\
B(z)= & \left(L_{\#}(0)-z\right)^{-1} D p_{1}\left(I+C(z)^{-1} D\left(L_{\#}(0)-z\right)^{-1} p_{2}\right. \\
& -\left(L_{\#}(0)-z\right)^{-1} p_{2}, \tag{2.4}
\end{align*}
$$

and

$$
\begin{equation*}
C(z)=D\left(L_{\#}(0)-z\right)^{-1} D p_{1} \tag{2.5}
\end{equation*}
$$

These equations are valid whenever $\|C(z)\|<1 / 2$. Using Lemma A.4(e), we see that this holds for $z \notin C_{R, \alpha}^{\#}$ so long as $C R^{-1 / 2}(\ln R)^{1 / 2}\left\|p_{1}\right\|_{L^{2}}<1 / 2$, where $C$ is a numerical constant; we can ensure this by choosing a sufficiently large $R$ depending only on $M$. We wish to show that, by increasing $R$ if necessary, we can make $\|B(z)\|<$ $1 / 2$ for $z \notin C_{R, \alpha}^{\#}$ and then show that $\|A(z)\| \leq C R^{-1}$ for a constant $C$. We can then use standard analytic continuation arguments to conclude that $\left\|\left(L_{\#}(p)-z\right)^{-1}\right\|$ is bounded for $z \notin C_{R, \alpha}^{\#}$ for sufficiently large $R$ depending on $M$.

First, we show how to choose $R$ depending on $M$ so that $\|B(z)\|<1 / 2$ for $z \notin C_{R, \alpha}^{\#}$. From Lemma A.4(b), (d), and (e), we see that $\|B(z)\| \leq C R^{-1}$ for a constant $C$ depending on $M$ so that $\|B(z)\|<1$ for $R$ sufficiently large. The estimates in Lemma A. 4 also show that

$$
\|A(z)\| \leq \frac{C}{R}+\frac{C}{R^{2}}\left(1+\left\|p_{1}\right\|_{L^{2}}\right)
$$

which gives an estimate of the desired form.
3. Approximation. First of all, we give the proof of Theorem 1.1. It is not difficult to see that the set $\mathcal{E}$ is open, since all eigenvalues $\lambda_{n}(p)$ with $n>N$ are simple, and for each of the eigenvalues $\lambda_{n}(p)$ with $1 \leq n \leq N$, there is a neighborhood $U_{n}$ in $E$ of any $q \in \mathcal{E}$ such that $\lambda_{n}(p)$ is simple for all $p \in U_{n}$. Taking $U=\cap_{n=1}^{N} U_{n}$ we obtain an open neighborhood of $q$ contained in $\mathcal{E}$.

To see that $\mathcal{E}$ is dense, we will exploit analytic perturbation theory. Let $p \in E$ with $\|p\|<M$, and suppose that one or more of the eigenvalues of $L(p)$ are degenerate. Consider the family of operators $M(t)=L(t p)$ where $|t|<2$. By changing the values of $R$ and $N$ as defined in section 2 if necessary, we may assume that the conclusions of Theorem 2.4 hold for all $t p$ with $|t|<2$. Let

$$
P(t)=\frac{1}{2 \pi i} \int_{\partial D_{N}}(M(t)-z)^{-1} d z
$$

where $D_{N}$ is as defined in the previous section. For $t$ real, $P(t)$ is an orthogonal projection onto the first $N$ eigenvalues of $M(t)$, counted with multiplicity. By Theorem XII. 12 of [28], we can find an analytic family of holomorphically invertible operators $U(t)$ defined for $|t|<2$ so that $U(t)$ is unitary for $t$ real and $U(t) P(0) U(t)^{-1}=P(t)$. The operator $m(t)=U(t)^{-1} M(t) U(t)$ commutes with $P(0)$ and may be regarded, for $t$ real, as a Hermitian matrix acting on $\mathbb{C}^{N}$; the first $N$ eigenvalues of $L(t p)$ are simple if and only if the eigenvalues of $m(t)$ are simple. Observe that at $t=0$, the first $N$ eigenvalues of $L(0)$ are simple by explicit calculation, so the same holds for $|t|$ small. Moreover, the eigenvalues of $m(t)$ are analytic functions of $t$ ([17, Theorem II.6.1]). Thus a given pair of eigenvalues of $m(t)$ can be degenerate for at most finitely many $t$ between 0 and 1. Hence the same holds true of $L(t p)$, so for each $\epsilon>0$ there is a $t \in(1-\epsilon, 1)$ so that $t p \in \mathcal{E}$. This shows that $\mathcal{E}$ is dense in $E$, and completes the proof of Theorem 1.1.

Next, we prove Theorem 3.1.
Theorem 3.1. Let $\mathcal{D}$ be the set of $p \in C_{0}^{\infty}\left((0,1) ; \mathbb{R}^{2}\right)$ such that $L_{\#}(p)$ has simple spectrum and the spectra of $L(p), L_{1}(p)$, and $L_{2}(p)$ have empty intersection. Then $\mathcal{D}$ is dense in $\mathcal{E}$.

Proof. First we show how small perturbations may be used to make the spectra of $L_{1}(p)$ and $L_{2}(p)$ simple, and the spectra of the three operators nonintersecting. By Theorem 2.4, we need only show that the first $N$ eigenvalues of each operator are simple and that the union of the intersection of the three sets $\left\{\lambda_{n}\right\}_{n=1}^{N},\left\{\sigma_{n}\right\}_{n=1}^{N}$, and $\left\{\tau_{n}\right\}_{n=1}^{N}$ is empty. Let $M(t)=L(t p), M_{1}(t)=L_{1}(t p)$, and $M_{2}(t)=L_{2}(t p)$. By the technique used above we may associate with these operators analytic, $N \times N$ matrixvalued functions $m(t), m_{1}(t), m_{2}(t)$ whose eigenvalues depend holomorphically on $t$ with $|t|<2$. By explicit calculation, the matrices $m(0), m_{1}(0)$, and $m_{2}(0)$ have simple spectra with empty intersection, so the same is true for $|t|$ small by analytic perturbation theory. Analyticity of the eigenvalues implies that the spectra of $m(t)$, $m_{1}(t)$, and $m_{2}(t)$ must be simple and have empty intersection for all but a countable set of $t$ with no accumulation point in the region $\{t \in \mathbb{C}:|t|<2\}$. Thus, given $p$ and $\epsilon$ we can find a $q$ with $\|p-q\|<\epsilon$ so that $L(q), L_{1}(q)$, and $L_{2}(q)$ have simple spectrum and the three spectra have empty intersection. Since $C_{0}^{\infty}\left((0,1) ; \mathbb{R}^{2}\right)$ is norm dense in $E$ and the simplicity and empty intersection properties involve only finitely many eigenvalues, there is an $r$ with $\|r-q\|<\epsilon$ and $r \in \mathcal{E} \cap C_{0}^{\infty}\left((0,1) ; \mathbb{R}^{2}\right)$ so that $L(r)$, $L_{1}(r)$, and $L_{2}(r)$ have simple spectra and their spectra have empty intersection. It follows that $\mathcal{D}$ is dense in $\mathcal{E}$, as asserted.
4. Stability estimates. For $m>N$, let $z_{m}(\cdot ; p)$ denote the normalized eigenfunction of $L(p)$ corresponding to the eigenvalue $\lambda_{m}(p)$, and let $u_{m}(\cdot)$ denote the corresponding eigenfunction of $L(0)$. We wish to derive $C[0,1]$-norm estimates on the differences $z_{m}^{2}-u_{m}^{2}$ and $\left(z_{m}^{\prime}\right)^{2}-\left(u_{m}^{\prime}\right)^{2}$ and also on the differences $z_{m}^{2}(\cdot ; p)-z_{m}^{2}(\cdot ; q)$ and $\left(z_{m}^{\prime}\right)^{2}(\cdot ; p)-\left(z_{m}^{\prime}\right)^{2}(\cdot ; q)$. These estimates will be used to analyze the operator $A(p)$ discussed in the introduction.

Let $G(x, y ; z)$ denote the integral kernel of the operator $(L(p)-z)^{-1}$. In order to estimate the above quantities, we observe that we can recover $z_{m}(x, q)^{2}$ from the diagonal of the residue of $G(x, y ; z)$ at $z=\lambda_{m}(p)$, and $z_{m}^{\prime}(x, q)^{2}$ from the diagonal of the residue of $G_{x y}(x, y ; z)$. We will exploit resolvent perturbation theory to prove the following estimates.

Theorem 4.1. Let $M>0$ and let $p$ and $q$ belong to $E$ with $\|p\|_{E},\|q\|_{E}<M$. For $\alpha \in(2,3)$ choose $R$ and $N$ as in Theorem 2.4. Then there are constants $C_{1}$ and $C_{2}$ depending on $M$ so that for any $m>N$,
(a) $\sup _{x \in[0,1]}\left|z_{m}(x ; p)^{2}-z_{m}(x ; q)^{2}\right| \leq C_{1} m^{2-\alpha}$ and
(b) $\sup _{x \in[0,1]}\left|z_{m}^{\prime}(x ; p)^{2}-z_{m}^{\prime}(x ; q)^{2}\right| \leq C_{2} m^{4-\alpha}$ hold.

As an immediate corollary, setting $q=0$, we have the following theorem.
Theorem 4.2. Let $M>0$ and $p \in E$ with $\|p\|_{E}<M$. For $\alpha \in(2,3)$ choose $R$ and $N$ as in Theorem 2.4. Then there are constants $C_{1}$ and $C_{2}$ depending on $M$ so that for any $m>N$, the estimates
(a) $\sup _{x \in[0,1]}\left|z_{m}(x ; p)^{2}-z_{m}(x ; 0)^{2}\right| \leq C_{1} m^{2-\alpha}$ and
(b) $\sup _{x \in[0,1]}\left|z_{m}^{\prime}(x ; p)^{2}-z_{m}^{\prime}(x ; 0)^{2}\right| \leq C_{2} m^{4-\alpha}$ hold.

To prove these results, we first note the following lemma.
Lemma 4.3. Let $M>0$ and $p \in E$ with $\|p\|_{E}<M$, let $\alpha \in(2,3)$, and choose $R$ and $N$ as in Theorem 2.4. Then for any $m>N$, the maps $p \mapsto z_{m}(x ; p)$ and $p \mapsto z_{m}^{\prime}(x, p)$ are continuous as maps from $E$ to $C[0,1]$ with the sup norm.

We do not give the full proof of Lemma 4.3 here but refer the reader to [29, section 5.5]. One first shows the existence of fundamental solutions with the required norm continuity using a Volterra series construction. One then uses the continuity of the eigenvalue $\operatorname{map} p \mapsto \lambda_{n}(p)$, together with explicit formulas for the eigenfunctions in terms of the fundamental solutions, to obtain the required continuity.

By the lemma, it is enough to prove the estimates in Theorem 4.1 for $p$ and $q$ belonging to $C_{0}^{\infty}\left((0,1) ; \mathbb{R}^{2}\right)$. This restriction facilitates calculations which we will carry out in what follows.

To prove Theorem 4.1 for such smooth coefficients, we exploit the fact that the difference of eigenfunction squares and derivatives can be recovered from the residues of the respective operators

$$
\mathbb{A}(p, q ; z)=(L(p)-z)^{-1}-(L(q)-z)^{-1}
$$

and

$$
\mathbb{B}(p, q ; z)=D(\mathbb{A}(p, q ; z)) D
$$

at the appropriate eigenvalue. Here $D$ denotes differentiation with respect to $x$.
We begin with the resolvent formula

$$
\begin{gathered}
(L(p)-z)^{-1}=(L(0)-z)^{-1}-(L(0)-z)^{-1} V_{p}(L(0)-z)^{-1} \\
+(L(0)-z)^{-1} V_{p}(L(p)-z)^{-1} V_{p}(L(0)-z)^{-1}
\end{gathered}
$$

where

$$
V_{p}=-D p_{1} D+p_{2}
$$

From this formula it follows that

$$
\begin{align*}
\mathbb{A}(p, q & ; z)=(L(p)-z)^{-1}-(L(q)-z)^{-1} \\
& =(L(0)-z)^{-1}\left(-V_{p-q}\right)(L(0)-z)^{-1} \\
& +(L(0)-z)^{-1} V_{p-q}(L(p)-z)^{-1} V_{p}(L(0)-z)^{-1}  \tag{4.1}\\
& +(L(0)-z)^{-1} V_{q}(L(p)-z)^{-1} V_{p-q}(L(q)-z)^{-1} V_{p}(L(0)-z)^{-1} \\
& +(L(0)-z)^{-1} V_{q}(L(q)-z)^{-1} V_{p-q}(L(0)-z)^{-1}
\end{align*}
$$

with an analogous identity for the operator $\mathbb{B}(p, q ; z)$. The operator $\mathbb{B}(p, q ; z)$ is initially defined on $C_{0}^{\infty}(0,1)$ and extended by density to a bounded operator from $L^{2}[0,1]$ to itself. Let $K_{\mathbb{A}}$ and $K_{\mathbb{B}}$ denote the respective integral kernels of $\mathbb{A}(p, q ; z)$ and $\mathbb{B}(p, q ; z)$. The kernels $K_{\mathbb{A}}$ and $K_{\mathbb{B}}$ can be expressed in terms of the integral kernels of $(L(p)-z)^{-1}$ and $(L(q)-z)^{-1}$, which are continuously differentiable in $x$ and $y$; thus $\mathbb{A}(p, q ; z)$ and $\mathbb{B}(p, q ; z)$ have continuous kernels. Moreover, the formulas

$$
z_{m}^{2}(x ; p)-z_{m}^{2}(x ; q)=\frac{1}{2 \pi i} \int_{\gamma_{m}} K_{\mathbb{A}}(x, x ; z) d z
$$

and

$$
z_{m}^{\prime}(x ; p)^{2}-z_{m}^{\prime}(x ; q)^{2}=\frac{1}{2 \pi i} \int_{\gamma_{m}} K_{\mathbb{B}}(x, x ; z) d z
$$

hold, where $\gamma_{m}$ is the contour $\left\{z:\left|z-\lambda_{m}(0)\right|=R m^{\alpha}\right\}$.
Thus, Theorem 4.1 will follow if we can show that

$$
\begin{equation*}
\sup _{z \in \gamma_{m}} \sup _{(x, y) \in[0,1]}\left|K_{\mathbb{A}}(x, y ; z)\right| \leq C_{1}\|p-q\|_{E} m^{2-2 \alpha} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{z \in \gamma_{m}} \sup _{(x, y) \in[0,1]}\left|K_{\mathbb{B}}(x, y ; z)\right| \leq C_{2}\|p-q\|_{E} m^{4-2 \alpha} \tag{4.3}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ depend only on $\alpha$ and $M$. If $T$ is an integral operator on $L^{2}[0,1]$ with continuous kernel $K(x, y)$, the sup norm of $K$ is dominated by the $L^{1}[0,1] \rightarrow L^{\infty}[0,1]$ norm of the operator $T$. Thus it suffices to estimate the $L^{1} \rightarrow L^{\infty}$ operator norm of each of the terms in (4.1) and the corresponding identity for $\mathbb{B}(p, q ; z)$. Note that each term in (4.1) contains at least one factor involving $p-q$.

Roughly speaking, each resolvent contributes a factor $m^{-\alpha}$, each derivative that occurs contributes a factor $m$, and each factor of $p, q$, or $p-q$ contributes a factor $\|p\|_{E},\|q\|_{E}$, or $\|p-q\|_{E}$ to the estimates. This "naive power counting" gives estimates of the desired form. The power counting is justified by the following two results, which themselves depend on Lemma A. 5 in Appendix A.

Lemma 4.4. Let $z \in \gamma_{m}$, let $0 \leq i, j \leq 1$, and let $M>0$. Let $r \in C_{0}^{\infty}(0,1)$. Then for any $p$ and $q$ with $1 \leq p<\infty$ and $1 \leq q \leq \infty$, the estimate

$$
\left\|D^{i}(L(0)-z)^{-1} D^{j} r\right\|_{p, q} \leq C_{p, q} m^{i+j-\alpha}\|r\|_{2}
$$

holds.
This lemma is a straightforward consequence of Lemma A.5; the following perturbative argument shows that an analogous result holds for the resolvent of $L(p)$ when $p \neq 0$.

Lemma 4.5. Let $z \in \gamma_{m}$, let $0 \leq i, j \leq 1$, and let $M>0$. Let $r \in C_{0}^{\infty}(0,1)$. There is a positive integer $N_{1}>N$ depending only on $M$ so that for all $p \in E$ with $\|p\|<M$ and every $m>N_{1}$, the estimate

$$
\left\|D^{i}(L(p)-z)^{-1} D^{j} r\right\| \leq C_{i+j} m^{i+j-\alpha}\|r\|_{2}
$$

holds.
Proof. We will use equation (2.2). With $R$ chosen sufficiently large, as in Theorem 2.4, so that (2.2) holds for $z \in \gamma_{m}$, we may estimate $\|A(z)\|$ and $\|B(z)\|$ for $z \in \gamma_{m}$ using Lemma A. 5 and obtain

$$
\|A(z)\| \leq C m^{2-2 \alpha}\left\|p_{1}\right\|_{2}
$$

and

$$
\|B(z)\| \leq C m^{2-2 \alpha}\left(1+\left\|p_{1}\right\|_{2}\right)\left\|p_{2}\right\|_{2}
$$

Since $2-2 \alpha<-\alpha$ for $\alpha>2$, we recover the estimate with $i=j=0$. If $i=1$ and $j=0$, we compute from the second resolvent identity that

$$
\begin{align*}
& D(L(p)-z)^{-1} \\
& \quad=D(L(0)-z)^{-1}-D(L(0)-z)^{-1}\left(D p_{1} D+p_{2}\right)(L(p)-z)^{-1} \tag{4.4}
\end{align*}
$$

From Lemma A.5, we obtain

$$
\left\|D(L(p)-z)^{-1}\right\| \leq c_{1} m^{1-\alpha}+c_{3}\left\|p_{1}\right\|_{2} m^{2-\alpha}\left\|D(L(p)-z)^{-1}\right\|+c_{1}\left\|p_{2}\right\|_{2} m^{1-\alpha}
$$

By choosing $m$ so large that $c_{3}\left\|p_{1}\right\|_{2} m^{2-\alpha}<1 / 2$, we can conclude that

$$
\left\|D(L(p)-z)^{-1}\right\| \leq C m^{1-\alpha}
$$

The proofs for $(i, j)=(0,1)$ and $(i, j)=(1,1)$ are similar.
To finish the proof of Theorem 4.1, we use Lemmas 4.4 and 4.5 in conjunction with the identity (4.1) and the corresponding identity for the operator $D(L(p)-z)^{-1} D$ to estimate $\|\mathbb{A}(p, q ; z)\|_{L^{1} \rightarrow L^{\infty}}$ and $\|\mathbb{B}(p, q ; z)\|_{L^{1} \rightarrow L^{\infty}}$ and thereby show that (4.2) and (4.3) hold. For example, the norm of the second right-hand term in (4.1) is

$$
\begin{aligned}
& \left\|(L(0)-z)^{-1} V_{p-q}(L(p)-z)^{-1} V_{p}(L(0)-z)^{-1}\right\|_{L^{1} \rightarrow L^{\infty}} \\
& \quad=\|(L(0)-z)^{-1}\left(D\left(p_{1}-q_{1}\right) D+\left(p_{2}-q_{2}\right)\right) \\
& \quad \times(L(p)-z)^{-1}\left(D p_{1} D+p_{2}\right)(L(0)-z)^{-1} \|_{L^{1} \rightarrow L^{\infty}}
\end{aligned}
$$

The term of highest order in $m$ for $z \in \gamma_{m}$ comes from the term involving $p_{1}$, because it involves the highest number of differentiations. In what follows, let $C$ denote a generic constant depending on only $M$, a bound for $\|p\|_{E}$ and $\|q\|_{E}$, and let $\|\cdot\|_{p, q}$ denote the $\mathcal{B}\left(L^{p}[0,1], L^{q}[0,1]\right)$-operator norm. We can estimate

$$
\begin{aligned}
& \left\|(L(0)-z)^{-1} D\left(p_{1}-q_{q}\right) D(L(p)-z)^{-1} D p_{1} D(L(0)-z)^{-1}\right\|_{L^{1} \rightarrow L^{\infty}} \\
& \quad \leq\left\|(L(0)-z)^{-1} D\left(p_{1}-q_{1}\right)\right\|_{2, \infty}\left\|D(L(p)-z)^{-1} p_{1}\right\|_{2,2}\left\|D(L(0)-z)^{1}\right\|_{1,2} \\
& \quad \leq C\left(m^{1-\alpha}\left\|p_{1}-q_{1}\right\|_{L^{2}[0,1]}\right)\left(m^{1-\alpha}\left\|p_{1}\right\|_{L^{2}[0,1]}\right)\left(m^{1-\alpha}\right) \\
& \quad \leq C m^{3-3 \alpha}
\end{aligned}
$$

using Lemma 4.4 for the first and third factors, and Lemma 4.5 for the second. Similar estimates on the remaining terms in (4.1) show that all terms can be bounded by $C m^{2-2 \alpha}\|p-q\|_{E}$ so that

$$
\|\mathbb{A}(p, q ; z)\|_{1, \infty} \leq C m^{2-2 \alpha}\|p-q\|_{E} .
$$

Analogous estimates show that

$$
\|\mathbb{B}(p, q ; z)\|_{1, \infty} \leq C m^{4-2 \alpha}\|p-q\|_{E} .
$$

Finally, we refine the crude eigenvalue asymptotics obtained in section 2 . We let

$$
p_{1, m}=\int_{0}^{1} p_{1}(x) \cos (m \pi x) d x .
$$

Note that the sequence $\left\{p_{1, m}\right\}$ belongs to $\ell^{2}(\mathbb{N})$.
Theorem 4.6. Let $p \in E$ with $\|p\|_{E}<M$, and $\alpha \in(2,3)$. There is a constant $C$ depending only on $\alpha$ and $M$ such that the estimate

$$
\left|\lambda_{m}(p)-\lambda_{m}(0)-m^{2} \pi^{2}\left(\overline{p_{1}}+p_{1,2 m}\right)\right| \leq C m^{4-\alpha}
$$

holds for $n>N$. In particular, $m^{-2}\left(\lambda_{m}(p)-\lambda_{m}(0)-m^{2} \pi^{2} \overline{p_{1}}\right)$ defines a sequence belonging to $\ell^{2}(\mathbb{N})$, and $\overline{p_{1}}$ may be recovered from the asymptotics of the $\lambda_{m}(p)$.

Proof. First suppose that $p \in C_{0}^{\infty}(0,1) \times C_{0}^{\infty}(0,1)$. It suffices to prove the estimate for such $p$ since an arbitrary $q \in E$ can be approximated by such smooth $p$ in norm and the eigenvalues are continuous functions of $p$. Let $\nu_{m}(t)=\lambda_{m}(t p)$ for $t \in[0,1]$. Then standard perturbative calculations show that

$$
\begin{aligned}
\nu_{m}(1) & -\nu_{m}(0) \\
& =\int_{0}^{1} \int_{0}^{1} p_{1}(x)\left(z_{m}^{\prime}(x ; t p)\right)^{2} d x d t \\
& +\int_{0}^{1} \int_{0}^{1} p_{2}(x)\left(z_{m}(x, t p)\right)^{2} d x d t .
\end{aligned}
$$

Using Theorem 4.2 together with the explicit formula

$$
z_{m}(x ; 0)=\sqrt{2} \sin (m \pi x),
$$

we readily obtain the claimed asymptotics.
5. Analyticity. In this section, we prove the following theorem.

Theorem 5.1. The map $\mu$ is an analytic mapping from $\mathcal{E}$ into $F$.
Proof. Theorem 4.6 already implies that the map $\mu$ has range in $F$. It remains to show that it has the required analyticity. It is not difficult to see that any particular $\mu_{n}$ is analytic in a small neighborhood of any $p \in \mathcal{E}$, where the size of the neighborhood may depend on $n$. To show analyticity of $\mu$ we must show, for any $p \in \mathcal{E}$, that the $\mu_{n}$ with $n>N$ are analytic in a fixed neighborhood of $p$ independent of $n>N$.

To do this, we fix an $M>0$ and choose $N$ and $R$ as in section 2. Let

$$
P_{n}(p)=\frac{1}{2 \pi i} \int_{\gamma_{n}}(L(p)-z)^{-1} d z
$$

where $E_{n}$ is as defined in section 2 . It follows from the analyticity of the resolvent that $P_{n}(p)$ is analytic in $p$. Moreover, for $p$ and $q$ with $\|p\| \leq M$ and $\|q\| \leq M$,

$$
\begin{aligned}
\left\|P_{n}(p)-P_{n}(q)\right\| & \leq R n^{\alpha} \sup _{z \in \gamma_{n}}\left\|(L(p)-z)^{-1}-(L(q)-z)^{-1}\right\| \\
& \leq C\|p-q\|_{E} n^{2-\alpha}
\end{aligned}
$$

by the estimate in the proof Theorem 4.2. For $n>N$ and $\alpha>2$ we may choose $\|p-q\|<\left(2 C N^{2-\alpha}\right)^{-1}$ and guarantee that $\left\|P_{n}(p)-P_{n}(q)\right\| \leq 1 / 2$ for all $n>N$. From the formula

$$
\lambda_{n}(q)=\frac{\left\langle z_{n}(\cdot, p), L(q) P(q) u_{n}(p)\right\rangle}{\left\langle z_{n}(\cdot, p), P_{n}(q) u_{n}(p)\right\rangle}
$$

we see that $\lambda_{n}(q)$ is analytic for $\|p-q\|<\left(2 C N^{2-\alpha}\right)^{-1}$, which defines a fixed neighborhood of $p$ independent of $n>N$. Thus, given $p \in \mathcal{E}$, there is a fixed neighborhood $U$ of $p$ so that all of the $\mu_{n}(q)$ are analytic for $q \in U$. This shows the required analyticity.
6. Linear independence: The Borg system. We now consider linear independence of the functions $g_{n}(p)$ constructed from eigenfunctions of $L(p)$ via (1.7) when $p \in \mathcal{D}$. We shall accomplish this by displaying a set of functions which is biorthogonal to the $g_{n}(p)$ in $E$. The development of this biorthogonal set will involve the spectral theory of a non-self-adjoint fifth-order system, the Borg system, satisfied by the functions

$$
\begin{equation*}
\widehat{g}_{n}(x ; p)=\binom{\left(z_{n}(x ; p)\right)^{2}}{\left(z_{n}^{\prime}(x ; p)\right)^{2}} \tag{6.1}
\end{equation*}
$$

where $z_{n}(x ; p)$ is the $n$th eigenfunction of $L(p)$.
First, we will define the Borg system and construct a basis for its solution space from solutions of the underlying fourth-order problems. Then, we will show how one may specify boundary conditions for this system so that the spectrum of the resulting boundary value problem for the Borg system coincides with the spectra of the fourthorder operators $L(p), L_{1}(p)$, and $L_{2}(p)$. Finally, we will show that the resolvent of the Borg system has simple poles and rank-one residues; this will enable us to construct the desired biorthogonal set.
6.1. The Borg system. Now, we define the Borg system and establish some of its properties.

Lemma 6.1. For $p \in C_{0}^{\infty}(0,1) \times C_{0}^{\infty}(0,1)$, there exist differential operators $\mathcal{M}(p)$ and $\mathcal{B}(p)$, mapping $C_{0}^{\infty}(0,1) \times C_{0}^{\infty}(0,1)$ into itself, such that
(i)

$$
\mathcal{M}=\left(\begin{array}{cc}
D^{5}+M_{11}(x, D) & M_{12}(x, D) \\
M_{21}(x, D) & D^{5}+M_{22}(x, D)
\end{array}\right)
$$

where each $M_{i j}$ is a linear differential operator of order not exceeding four with smooth coefficients depending on $p$, and
(ii)

$$
\mathcal{B}=\left(\begin{array}{cc}
\frac{8}{3} D & 0 \\
\mathcal{B}_{21}(x, D) & -24 D
\end{array}\right)
$$

where $\mathcal{B}_{21}$ is a third-order linear differential operator with smooth coefficients depending on $p$.
(iii) If $u$ and $v$ are solutions of $L(p) u=\lambda u$, then

$$
\begin{equation*}
\mathcal{M}(p) \phi=\lambda \mathcal{B}(p) \phi \tag{6.2}
\end{equation*}
$$

where $\phi=\left(u v, u^{\prime} v^{\prime}\right)^{T}$.
The proof is a direct calculation and is omitted. The explicit forms of $\mathcal{M}$ and $\mathcal{B}$ are given in Appendix B.

Next we note a purely algebraic lemma. It will be used to furnish bases of solutions from which Green's function for the fifth-order system

$$
\begin{equation*}
(\mathcal{M}-\lambda \mathcal{B}) u=f \tag{6.3}
\end{equation*}
$$

with boundary conditions dictated by the chosen basis, can be calculated.
Lemma 6.2. Fix $\lambda \in \mathbb{C}$. Let $\left\{y_{i}\right\}_{i=1}^{4}$ be a fundamental set of solutions for the differential equation $L(p) u=\lambda u$. The ten products $\left\{y_{i} y_{j}: 1 \leq i \leq j \leq 4\right\}$ have nonvanishing Wronskian.

Lemma 6.2 is a consequence of the following abstract result about symmetric tensor products. Recall that if $V$ is a real $n$-dimensional vector space with basis $\left\{e_{i}\right\}_{i=1}^{n}$, the symmetric tensor product $V \otimes_{s} V$ is the $n(n+1) / 2$-dimensional real vector space spanned by the tensors $e_{i} \otimes_{s} e_{j}=e_{i} \otimes e_{j}+e_{j} \otimes e_{i}$. If $A: V \rightarrow V$ is a linear transformation, $A \otimes_{s} A$ is the linear transformation on $V \otimes_{s} V$ acting on basis vectors by $\left(A \otimes_{s} A\right)\left(e_{i} \otimes_{s} e_{j}\right)=\left(A e_{i}\right) \otimes_{s}\left(A e_{j}\right)$ and extended to $V \otimes_{s} V$ by linearity.

Lemma 6.3. Let $A: V \rightarrow V$ be a linear operator. Then,

$$
\operatorname{det}\left(A \otimes_{s} A\right)=2^{\frac{n(n+1)}{2}} \operatorname{det}(A)^{n+1}
$$

Proof. Suppose first that $A$ is diagonal with eigenvalues $\left\{\lambda_{i}\right\}_{i=1}^{n}$. The eigenvalues of $A \otimes_{s} A$ are $2 \lambda_{i} \lambda_{j}$ for $1 \leq i \leq j \leq n$. The product over these $n(n+1) / 2$ numbers gives $2^{\frac{n(n+1)}{2}}\left(\prod_{i=1}^{n} \lambda_{i}\right)^{n+1}$. This proves the formula for the dense set of $n \times n$ matrices which are similar to a diagonal matrix. The general result follows by continuity of the determinant function.

We denote the $10 \times 10$ matrix of products $y_{i} y_{j}, 1 \leq i \leq j \leq 4$, and their derivatives of up to ninth order by $Y_{S}$.

Proof of Lemma 6.2. Let $\Psi$ be the $10 \times 10$ matrix consisting of the symmetric derivatives $D^{(k)} y_{i} D^{(l)} y_{j}+D^{(l)} y_{i} D^{(k)} y_{j}$ for $1 \leq i \leq j \leq 4$ and $0 \leq k \leq l \leq 3$. By Lemma 6.3,

$$
\operatorname{det}(\Psi)=2^{10}\left(W\left(y_{1}, y_{2}, y_{3}, y_{4}\right)\right)^{5} \neq 0
$$

A direct calculation shows that there is a nonsingular constant matrix $G_{1}$ for which

$$
\begin{equation*}
Y_{S}=\Psi G_{1}^{T} \tag{6.4}
\end{equation*}
$$

which establishes the result.
Lemma 6.4. Let $y_{i}$ be as in Lemma 6.2, and let $\Phi$ be the $10 \times 10$ matrix consisting of the $y_{i} y_{j}$ and their derivatives of up to fourth order, and the $y_{i}^{\prime} y_{j}^{\prime}$ and their derivatives of up to fourth order. There is a nonsingular constant matrix $C$ such that $\Phi=Y_{S} C^{T}$.

The proof is a direct calculation and is omitted. The nonsingular constant matrix $C$ maps any row vector consisting of $y_{i} y_{j}$ and its derivatives up to ninth order, where $y_{i}$ and $y_{j}$ are solutions of the fourth-order problem, to a corresponding row vector whose entries are $y_{i} y_{j}$ and its first four derivatives, followed by $y_{i}^{\prime} y_{j}^{\prime}$ and its first four derivatives.

We conclude from Lemma 6.4 and relation (6.4) that

$$
\left\{\left(y_{i} y_{j}, y_{i}^{\prime} y_{j}^{\prime}\right)^{T}: 1 \leq i \leq j \leq 4\right\}
$$

forms a basis for the ten-dimensional solution space of the fifth-order system (6.2).
6.2. Boundary conditions for the Borg system. We are now ready to prescribe boundary conditions on the Borg system. We do so implicitly, by specifying a basis for the desired ten-dimensional solution space. To this end, choose a basis $y_{j}$ of solutions to $L(p) u=\lambda u$ to satisfy the initial conditions $D^{i-1} y_{j}(0)=\delta_{i j}, 1 \leq i, j \leq 4$, and similarly choose a basis $z_{j}$ of solutions to $L(p) u=\lambda u$ to satisfy $D^{i-1} z_{j}(1)=\delta_{i j}$, $1 \leq i, j \leq 4$. Denote by $B$ the $4 \times 4$ matrix with

$$
y_{j}(x, \lambda)=\sum_{i=1}^{4} B_{i j} z_{i}(x, \lambda), \quad 1 \leq i, j \leq 4
$$

the matrix $B$ is a holomorphic function of $\lambda$ with determinant 1 . Bases of solutions for the fourth-order homogeneous problems $L(p) u=\lambda u, L_{1}(p) u=\lambda u$, and $L_{2}(p) u=\lambda u$ obeying the $x=0$ and $x=1$ boundary conditions are, respectively, $\left\{y_{2}, y_{4}, z_{2}, z_{4}\right\}$, $\left\{y_{2}, y_{4}, z_{1}, z_{3}\right\}$, and $\left\{y_{2}, y_{4}, z_{3}, z_{4}\right\}$. We denote the Wronskians of these sets, respectively, as $W_{1}(\lambda), W_{2}(\lambda)$, and $W_{3}(\lambda)$; the respective zeros are exactly $\left\{\lambda_{n}(p)\right\},\left\{\sigma_{n}(p)\right\}$, and $\left\{\tau_{n}(p)\right\}$. In terms of the matrix $B$,

$$
\begin{aligned}
W_{1}(\lambda) & =B_{1,4} B_{3,2}-B_{1,2} B_{3,4} \\
W_{2}(\lambda) & =B_{2,4} B_{4,2}-B_{2,2} B_{4,4} \\
W_{3}(\lambda) & =B_{1,2} B_{2,4}-B_{1,4} B_{2,2} .
\end{aligned}
$$

Let us denote, for each $i$ and $j$,

$$
\begin{equation*}
\phi_{i j}^{L}=\binom{y_{i} y_{j},}{y_{i}^{\prime} y_{j}^{\prime}} \tag{6.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{i j}^{R}=\binom{z_{i} z_{j}}{z_{i}^{\prime} z_{j}^{\prime}} \tag{6.6}
\end{equation*}
$$

From Lemmas 6.2 and 6.4 it follows that either of the sets $\phi_{i j}^{L}$ or $\phi_{i j}^{R}$ form a basis for the solution space of (6.2).

In lieu of specifying explicit boundary conditions for the fifth-order system (6.2), we shall specify a ten-dimensional solution space for the Borg system by explicitly choosing a basis for the solution space. This basis, consisting of a subset $\mathcal{L}$ of the $\phi_{i j}^{L}$ and a subset $\mathcal{R}$ of the $\phi_{i j}^{R}$, will be chosen so that the eigenfunctions of the three boundary value problems specified in section 2 will contribute to the eigenfunctions of (6.2) via (6.1). Explicitly, we choose

$$
\mathcal{L}=\left(\phi_{22}^{L}, \phi_{44}^{L}, \phi_{24}^{L}\right)
$$

and

$$
\mathcal{R}=\left(\phi_{11}^{R}, \phi_{22}^{R}, \phi_{33}^{R}, \phi_{44}^{R}, \phi_{13}^{R}, \phi_{24}^{R}, \phi_{34}^{R}\right) .
$$

In what follows, we will also use the notation $\left\{\phi_{i}\right\}_{i=1}^{10}$ for these basis functions, where $1 \leq i \leq 3$ for the vectors in $\mathcal{L}$, and $4 \leq i \leq 10$ for the vectors in $\mathcal{R}$. We shall also designate the components of $\phi_{i}$ by

$$
\phi_{i}(x ; \lambda)=\binom{\zeta_{i}(x ; \lambda)}{\eta_{i}(x ; \lambda)}
$$

We need to verify that the ten functions in $\mathcal{L} \cup \mathcal{R}$ are linearly independent (and hence, a basis for the solution space). Computing an appropriate Wronskian determinant leads to an explicit eigenvalue condition. Recall that $\lambda_{n}(p), \sigma_{n}(p)$, and $\tau_{n}(p)$ denote, respectively, the $n$th eigenvalues of $L(p), L_{1}(p)$, and $L_{2}(p)$.

Lemma 6.5. Let $W(\lambda)$ be the Wronksian of the solution set $\mathcal{L} \cup \mathcal{R}$, and let $p \in \mathcal{D}$. Then $W(\lambda)$ is a constant multiple of $W_{1}(\lambda) W_{2}(\lambda) W_{3}(\lambda)$, and $W(\lambda)$ has simple zeros at the eigenvalues $\left\{\lambda_{n}(p)\right\},\left\{\sigma_{n}(p)\right\},\left\{\tau_{n}(p)\right\}$.

Proof. By Lemma 6.4 and the remarks following it, it suffices to show that the assertion of Lemma 6.5 is true for the Wronskian determinant of the ten functions $z_{1}^{2}$, $z_{2}^{2}, z_{3}^{2}, z_{4}^{2}, z_{1} z_{3}, z_{2} z_{4}, z_{3} z_{4}$, and $y_{2}^{2}, y_{4}^{2}, y_{2} y_{4}$. Evaluating the determinant at $x=1$ leads to the determinant of a block upper triangular matrix

$$
A=\left(\begin{array}{cc}
I & A_{12}  \tag{6.7}\\
0 & A_{22}
\end{array}\right)
$$

where $I$ is the $7 \times 7$ identity matrix, $A_{12}$ is a $7 \times 3$ matrix whose entries are polynomials in the $B_{i, j}$, and $A_{22}$ is the $3 \times 3$ matrix

$$
A_{22}(\lambda)=\left(\begin{array}{ccc}
2 B_{1,2} B_{2,2} & B_{1,2} B_{2,4}+B_{2,2} B_{1,4} & 2 B_{1,4} B_{2,4} \\
2 B_{1,2} B_{4,2} & B_{1,2} B_{4,4}+B_{1,4} B_{4,2} & 2 B_{1,4} B_{4,4} \\
2 B_{2,2} B_{3,2} & B_{2,2} B_{3,4}+B_{2,4} B_{3,2} & 2 B_{2,4} B_{3,4}
\end{array}\right)
$$

Explicit calculation gives the formula

$$
\operatorname{det}\left(A_{22}(\lambda)\right)=W_{1}(\lambda) W_{2}(\lambda) W_{3}(\lambda)
$$

The fact that $W(\lambda)$ has simple zeros follows from a result of Everitt (see [12]) and the fact that $p \in \mathcal{D}$.

Thus, the spectrum of the boundary value problem for the Borg system coincides exactly with the spectra of $L(p), L_{1}(p)$, and $L_{2}(p)$. With some additional calculation, we can show the following lemma.

Lemma 6.6. Let $p \in \mathcal{D}$. At each zero of $W(\lambda)$, the kernel of $\mathcal{M}-\lambda \mathcal{B}$ is onedimensional.

Proof. It is enough to show that the matrix $A$ defined in (6.7) has a onedimensional kernel at such points $\lambda$. To see this, note that a nonzero solution of the homogeneous equation $(\mathcal{M}-\lambda \mathcal{B}) u=0$, which satisfies the left and right boundary conditions, exists if and only if the spans of the vectors in $\mathcal{L}$ and $\mathcal{R}$ have nonempty intersection. Recalling the notation $\left\{\phi_{i}\right\}_{i=1}^{10}$ we see that the dimension of the kernel of $\mathcal{M}-\lambda \mathcal{B}$ is the dimension of solutions $\left\{\alpha_{i}\right\}$ of the equation

$$
\begin{equation*}
\sum_{i=1}^{10} \alpha_{i} \phi_{i}=0 \tag{6.8}
\end{equation*}
$$

since the sets $\left\{\phi_{i}\right\}_{i=1}^{3}$ and $\left\{\phi_{j}\right\}_{j=4}^{10}$ are linearly independent. Let $\boldsymbol{\Phi}$ denote the $10 \times 10$ matrix containing the components of $\phi_{i}$ and their derivatives of up to fourth order. This matrix is related by a nonsingular constant matrix to the $10 \times 10$ Wronskian matrix containing the corresponding products $y_{i} y_{j}, z_{i} z_{j}$ and their derivatives of up to ninth order. The solutions of (6.8) therefore correspond to the nullspace of the Wronskian matrix of the $y_{i} y_{j}$ and $z_{i} z_{j}$ so that the dimension of the space of solutions to (6.8) is exactly the dimension of the kernel of the matrix $A$ in Lemma 6.5. Since $A$ is upper triangular, $\operatorname{dim} \operatorname{ker} A=\operatorname{dim} \operatorname{ker} A_{22}$. The proof is completed by showing that dim ker $A_{22}=1$ at each zero of $W(\lambda)$, which is the content of the next lemma.

Lemma 6.7. If $W(\lambda)=0$, then $\operatorname{dim} \operatorname{ker}\left(A_{22}\right)=1$.
Proof. By virtue of Lemma 6.5, $W(\lambda)=0$ if and only if $W_{j}(\lambda)=0$ for some $j$. Note that, since the spectra of the fourth-order problems do not overlap,

- $B_{1,2}$ and $B_{1,4}$ are never zero simultaneously (for otherwise, $W_{1}(\lambda)=W_{3}(\lambda)=$ 0 ) and
- $B_{2,2}$ and $B_{2,4}$ are never zero simultaneously (for otherwise, $W_{2}(\lambda)=W_{3}(\lambda)=$ $0)$.
Since the matrix $A_{22}$ is symmetric (up to column-interchanges) with respect to the second index on the coefficients $B_{i, j}$, we may assume without loss of generality that $B_{2,2} \neq 0$ and express $A_{22}$ equivalently as

$$
A_{22}=\left(\begin{array}{ccc}
2 B_{1,2} & B_{1,4}+B_{1,2} \alpha_{2} & 2 B_{1,4} \alpha_{2} \\
2 B_{1,2} B_{4,2} & B_{1,2} B_{4,4}+B_{4,2} B_{1,4} & 2 B_{1,4} B_{4,4} \\
2 B_{3,2} & B_{3,4}+B_{3,2} \alpha_{2} & 2 B_{3,4} \alpha_{2}
\end{array}\right)
$$

where

$$
\alpha_{2} \equiv \frac{B_{2,4}}{B_{2,2}}
$$

There are two possibilities: either $B_{1,2} \neq 0$ or $B_{1,4} \neq 0$. We consider the former only, the latter being essentially the same.

Assume $B_{1,2} \neq 0$. The matrix $A_{22}$ can then be written equivalently as

$$
A_{22}=\left(\begin{array}{ccc}
2 & \alpha_{1}+\alpha_{2} & 2 \alpha_{1} \alpha_{2} \\
2 B_{4,2} & B_{4,4}+B_{4,2} \alpha_{1} & 2 B_{4,4} \alpha_{1} \\
2 B_{3,2} & B_{3,4}+B_{3,2} \alpha_{2} & 2 B_{3,4} \alpha_{2}
\end{array}\right)
$$

where

$$
\alpha_{1} \equiv \frac{B_{1,4}}{B_{1,2}}
$$

It is straightforward to show that there exist nonsingular matrices $\mathbf{C}$ and $\mathbf{E}$ for which

$$
A_{22}=\mathbf{C D E}^{T}
$$

where

$$
\mathbf{D}=\left(\begin{array}{ccc}
2 & \alpha_{1}+\alpha_{2} & 2 \alpha_{1} \alpha_{2} \\
0 & B_{4,4}-B_{4,2} \alpha_{2} & 2 \alpha_{1}\left(B_{4,4}-B_{4,2} \alpha_{2}\right) \\
0 & B_{3,4}-B_{3,2} \alpha_{1} & 2 \alpha_{2}\left(B_{3,4}-B_{3,2} \alpha_{1}\right)
\end{array}\right)=\left(\begin{array}{ccc}
2 & \alpha_{1}+\alpha_{2} & 2 \alpha_{1} \alpha_{2} \\
0 & -\frac{W_{2}}{B_{2,2}} & -2 \frac{\alpha_{1} W_{2}}{B_{2,2}} \\
0 & -\frac{W_{1}}{B_{1,2}} & -2 \frac{\alpha_{2} W_{1}}{B_{1,2}}
\end{array}\right)
$$

Noting that row 1 of $\mathbf{D}$ never vanishes (and is independent of the other rows) and rows 2 and 3 cannot vanish simultaneously, we see that $\operatorname{dim} \operatorname{ker} A_{22}=\operatorname{dim} \operatorname{ker} \mathbf{D} \leq 1$ and is determined by the dimension of the kernel of the $2 \times 2$ submatrix

$$
A A \equiv\left(\begin{array}{ll}
-\frac{W_{2}}{B_{2,2}} & -2 \frac{\alpha_{1} W_{2}}{B_{2}, 2} \\
-\frac{W_{1}}{B_{1,2}} & -2 \frac{\alpha_{2} W_{1}}{B_{1,2}}
\end{array}\right) .
$$

We have

$$
\operatorname{det}(A A)=\frac{2}{B_{1,2} B_{2,2}} W_{1} W_{2}\left(\alpha_{2}-\alpha_{1}\right)=-\frac{2}{B_{1,2}^{2} B_{2,2}^{2}} W_{1} W_{2} W_{3}
$$

and the result follows.
As a consequence, we have not only that the eigenvalues $\left\{\nu_{n}\right\}$ of the boundary value problem (6.2) are precisely the eigenvalues of the three boundary value problems considered in section 2 , but also that, for each such eigenvalue, the eigenfunction of (6.2) is $\left(z^{2},\left(z^{\prime}\right)^{2}\right)^{T}$, where $z$ is the eigenfunction of the corresponding fourth-order problem.
6.3. Biorthogonal set. We shall now construct the desired biorthogonal set from the residues of the resolvent $(\mathcal{M}-\lambda \mathcal{B})^{-1}$. It follows from explicit formulas for the Green's function in terms of the basis functions $\phi_{i j}^{L}, \phi_{i j}^{R}$ and the Wronskian $W(\lambda)$ that the resolvent $(\mathcal{M}-\lambda \mathcal{B})^{-1}$ has simple poles with rank-one residues.

THEOREM 6.8. Let $(\mathcal{M}-\lambda \mathcal{B})^{-1}$ be the resolvent of the non-self-adjoint boundary value problem (6.2). Then the poles of $(\mathcal{M}-\lambda \mathcal{B})^{-1}$ are simple and occur at the
numbers $\nu_{n}$. Their residue takes the form $\left(\chi_{n}, \cdot\right) \psi_{n}$, where $\psi_{n} \in \operatorname{Ker}(\mathcal{M}-\lambda \mathcal{B})$ and $\chi_{n} \in \operatorname{Ker}\left((\mathcal{M}-\lambda \mathcal{B})^{*}\right)$.

Proof. The integral kernel of $(\mathcal{M}-\lambda \mathcal{B})^{-1}$ is the matrix-valued function

$$
\left(\begin{array}{ll}
G_{11}(x, t ; \lambda) & G_{12}(x, t ; \lambda) \\
G_{21}(x, t ; \lambda) & \\
G_{22}(x, t ; \lambda)
\end{array}\right)
$$

where the $G_{i j}$ obey

- $G_{11}(x, t ; \lambda)$ and $G_{22}(x, t ; \lambda)$ are continuous in $(x, t) \in[0,1] \times[0,1]$ together with their derivatives of up to order three and have a unit jump at $x=t$ in their fourth derivative,
- $G_{12}(x, t ; \lambda)$ and $G_{21}(x, t ; \lambda)$ are continuous in $(x, t) \in[0,1] \times[0,1]$ together with their derivatives up to order four
and solve the differential equations

$$
(\mathcal{M}-\lambda \mathcal{B})_{x} G_{i j}(x, t ; \lambda)=0
$$

for $x \neq t$. We can find explicit expressions for the $G_{i j}$ by setting

$$
\binom{G_{11},}{G_{21},}=\left\{\begin{aligned}
\sum_{i \in I} \alpha_{i}(t) \phi_{i}(x) & x<t \\
-\sum_{j \in J} \alpha_{j}(t) \phi_{j}(x) & x>t
\end{aligned}\right.
$$

and

$$
\binom{G_{12},}{G_{22},}=\left\{\begin{aligned}
\sum_{i \in I} \beta_{i}(t) \phi_{i}(x) & x<t \\
-\sum_{j \in J} \beta_{j}(t) \phi_{j}(x) & x>t
\end{aligned}\right.
$$

and solving the linear equations

$$
\begin{aligned}
& \sum_{i=1}^{10} \alpha_{i}(x) \zeta_{i}^{(k)}(x)=0, \quad 0 \leq k \leq 3 \\
& \sum_{i=1}^{10} \alpha_{i}(x) \zeta_{i}^{(4)}(x)=1 \\
& \sum_{i=1}^{10} \alpha_{i}(x) \eta_{i}^{(k)}(x)=0, \quad 0 \leq k \leq 4
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{i=1}^{10} \beta_{i}(x) \zeta_{i}^{(k)}(x)=0, \quad 0 \leq k \leq 4 \\
& \sum_{i=1}^{10} \beta_{i}(x) \eta_{i}^{(k)}(x)=0, \quad 0 \leq k \leq 3 \\
& \sum_{i=1}^{10} \beta_{i}(x) \eta_{i}^{(4)}(x)=1
\end{aligned}
$$

Using Cramer's rule to solve for the functions $\alpha_{i}$ and $\beta_{i}$ yields an expression for Green's function in terms of the holomorphic functions $\phi_{i}(x ; \lambda)$ and the Wronskian $W(\lambda)$. Using the known properties of $W(\lambda)$ we conclude that Green's function has simple poles.

A simple argument shows that the residue of $(\mathcal{M}-\lambda \mathcal{B})^{-1}$ has range in $\operatorname{Ker}(\mathcal{M}-\lambda \mathcal{B})$ and is therefore rank-one by Lemma 6.6. Writing the residue at $\lambda=\nu_{n}$ in the form $\left(\chi_{n}, \cdot\right) \psi_{n}$, it follows from the identity

$$
\left((\mathcal{M}-\lambda \mathcal{B})^{*}\right)^{-1}=\left((\mathcal{M}-\lambda \mathcal{B})^{-1}\right)^{*}
$$

that $\chi_{n} \in \operatorname{Ker}\left((\mathcal{M}-\lambda \mathcal{B})^{*}\right)$.
Suppose that $\nu_{i}$ and $\nu_{j}$ are distinct eigenvalues of the Borg operator. It is not difficult to see that the resolvent identity

$$
(\mathcal{M}-\lambda \mathcal{B})^{-1}-(\mathcal{M}-\mu \mathcal{B})^{-1}=(\mu-\lambda)(\mathcal{M}-\lambda \mathcal{B})^{-1} \mathcal{B}(\mathcal{M}-\mu \mathcal{B})^{-1}
$$

holds. Let $P_{i}$ and $P_{j}$ be the rank-one residues corresponding to these distinct eigenvalues. From the resolvent identity above, it is easy to see that the relations $P_{i} \mathcal{B} P_{i}=P_{i}$ and $P_{i} \mathcal{B} P_{j}=0$ hold for $i \neq j$. Writing $P_{i}=\left(\chi_{i}, \cdot\right) \psi_{i}$, we obtain the following theorem.

Theorem 6.9. The biorthogonality relations

$$
\begin{equation*}
\left(\chi_{i}, \mathcal{B} \psi_{j}\right)=\delta_{i j} \tag{6.9}
\end{equation*}
$$

hold. Consequently, the eigenfunctions $\left\{\psi_{j}\right\}$ form a linearly independent set in $E$.
Proof. The conclusion that the set $\left\{\psi_{j}\right\}$ is linearly independent in $E$ follows immediately from (6.9), once it is established that

$$
\begin{equation*}
\chi_{i} \in D\left(\mathcal{B}^{*}\right) \tag{6.10}
\end{equation*}
$$

for each $i$. Appendix B gives explicitly the boundary conditions which determine $D\left((\mathcal{M}-\lambda \mathcal{B})^{*}\right)$ and $D\left(\mathcal{B}^{*}\right)$. Direct comparison shows that $D\left((\mathcal{M}-\lambda \mathcal{B})^{*}\right) \subset D\left(\mathcal{B}^{*}\right)$, so (6.10) holds.

We now order the poles, $\nu_{n}$, of the Borg operator so that $\nu_{3 n}=\lambda_{n}, \nu_{3 n+1}=\sigma_{n}$, $\nu_{3 n+2}=\tau_{n}$. The vectors $\psi_{3 n}$ are, up to normalization, exactly the vectors $\widehat{g}_{n}$. Thus these vectors form a linearly independent set, and their orthogonal complement is an infinite-dimensional space spanned by the vectors

$$
\left\{\mathcal{B}^{*} \chi_{3 n+1}, \mathcal{B}^{*} \chi_{3 n+2}\right\}_{n=1}^{\infty}
$$

To conclude that the same is true of the gradients $g_{n}$ for the direct spectral map, we need the following lemma.

Lemma 6.10. The kernel of $\mathcal{B}$ is the one-dimensional subspace of $L^{2}[0,1] \times L^{2}[0,1]$ spanned by the vector $\widehat{g}_{0}=(0,1)^{T}$.

This is a direct computation using the formulas for $\mathcal{B}$ and its boundary conditions recorded in Appendix B.

Now consider the family of vectors $\left\{\tilde{g}_{n}\right\}_{n=0}^{\infty}$, where $\tilde{g}_{0}=(0,1)$ and $\tilde{g}_{n}=\left(n^{2} \pi^{2}\right)^{-1} \widehat{g}_{n}-$ $\tilde{g}_{0}$. Since $\tilde{g}_{0} \in \operatorname{ker}(\mathcal{B})$, we have the biorthogonality relations

$$
\left\langle\mathcal{B}^{*} \chi_{n}, \tilde{g}_{m}\right\rangle=c_{n} \delta_{n m}
$$

for $n \in \mathbb{N}, c_{n}>0$, and $m \in 0 \cup \mathbb{N}$. Thus the family $\left\{\tilde{g}_{n}\right\}_{n=0}^{\infty}$ is linearly independent. Since the gradients $g_{n}$ are obtained from $\tilde{g}_{n}$ by permuting the first and second entries, we have proved the following theorem.

ThEOREM 6.11. For any $p \in \mathcal{D}$, the gradients $\left\{g_{n}(x ; p)\right\}_{n=0}^{\infty}$ are linearly independent. Moreover, the complement of their span has infinite dimension in $E$.
7. Proofs of the main theorems. We now prove Theorem 1.3, first proving that $d \mu(q)$ is a linear isomorphism from $\mathcal{E}_{v}(q)$ onto $F$, and then proving that the space $\mathcal{E}_{h}(q)$ is complementary. In light of the discussion following the statement of Theorem 1.3 , and in view of Theorem 5.1 and the estimates of section 4, the first assertion will be proved once the following result is established.

Lemma 7.1. For each $p \in \mathcal{D}, d \mu(p)$ is a linear isomorphism from $\mathcal{E}_{v}(p)$ onto $F$.
In proving this result, we will make use of some results on Riesz bases. Recall that if $\mathcal{H}$ is a Hilbert space with inner product $\langle\cdot, \cdot\rangle$, a basis $\left\{e_{n}\right\}$ is called a Riesz basis for $\mathcal{H}$ if there exist $a, b \in \mathbb{R}^{+}$for which

$$
\begin{equation*}
a\|h\|^{2} \leq \sum_{n}\left|\left\langle h, e_{n}\right\rangle\right|^{2} \leq b\|h\|^{2} \quad \forall h \in \mathcal{H} \tag{7.1}
\end{equation*}
$$

Lemma 7.2. Let $\mathcal{H}$ be a Hilbert space, and let $\left\{e_{n}\right\}$ be a Riesz basis for $\mathcal{H}$. Then, there is a unique set $\left\{\epsilon_{m}\right\} \subseteq \mathcal{H}$ for which
(1) $\left\langle e_{n}, \epsilon_{m}\right\rangle=\delta_{m, n}$ for all $m, n \in \mathbb{N}$,
(2) There exist $\alpha, \beta \in \mathbb{R}^{+}$so that

$$
\alpha\|h\|^{2} \leq \sum_{m}\left|\left\langle h, \epsilon_{m}\right\rangle\right|^{2} \leq \beta\|h\|^{2} \quad \forall h \in \mathcal{H}
$$

Proof. Let $T h=\sum_{n}\left\langle h, e_{n}\right\rangle e_{n}$. Then, $T$ is self-adjoint, and

$$
\langle h, T h\rangle=\left\langle h, \sum_{n}\left\langle h, e_{n}\right\rangle e_{n}\right\rangle=\sum_{n}\left|\left\langle h, e_{n}\right\rangle\right|^{2} .
$$

It then follows from (7.1) that the spectrum of $T$ is contained in the interval $[a, b]$ so that $T^{-1}$ exists. By the spectral theorem, we have

$$
\begin{equation*}
b^{-2}\|h\|^{2} \leq\left\|T^{-1} h\right\|^{2} \leq a^{-2}\|h\|^{2} \tag{7.2}
\end{equation*}
$$

Let $\epsilon_{n} \equiv T^{-1} e_{n}$ for each $n \in \mathbb{N}$. Then

$$
e_{n}=T \epsilon_{n}=\sum_{m}\left\langle\epsilon_{n}, e_{m}\right\rangle e_{m}
$$

so $\left\langle\epsilon_{m}, e_{n}\right\rangle=\delta_{n m}$ by the linear independence of the $e_{n}$; this establishes (1). Finally, it follows from relation (7.2) and the definition of $\epsilon_{n}$ that $\sum_{n}\left|\left\langle h, \epsilon_{n}\right\rangle\right|^{2}=$ $\sum_{n}\left|\left\langle T^{-1} h, e_{n}\right\rangle\right|^{2}$ obeys the inequality

$$
a b^{-2}\|h\|^{2} \leq \sum_{n}\left|\left\langle h, \epsilon_{n}\right\rangle\right|^{2} \leq b a^{-2}\|h\|^{2}
$$

which establishes (2).
Lemma 7.3. Let $\left\{d_{n}\right\}$ be a Riesz basis for $\mathcal{H}$. Then the linear map $\mathcal{A}: \mathcal{H} \mapsto \ell^{2}(\mathbb{N})$ defined by

$$
\mathcal{A} x=\left\{\left\langle x, d_{n}\right\rangle\right\}_{n \geq 1}, x \in \mathcal{H}
$$

is an isomorphism.
Proof. We will show that $\mathcal{A}$ is a bounded bijection from $\mathcal{H}$ to $\ell^{2}$. The conclusion of the lemma will then follow from the open mapping theorem. First, it is clear that
$\mathcal{A} x=0$ only when $\left\langle x, d_{n}\right\rangle=0$ for each $n$. Since $\left\{d_{n}\right\}$ is a basis for $\mathcal{H}$, we must have $x \equiv 0$ so that $\mathcal{A}$ is one-to-one. Further, for $x \in \mathcal{H}$ we have, from (7.1),

$$
\|\mathcal{A} x\|^{2}=\left\|\left\{\left\langle x, d_{n}\right\rangle\right\}\right\|_{\ell^{2}}^{2}=\sum_{n}\left|\left\langle x, d_{n}\right\rangle\right|^{2} \leq b\|x\|^{2}
$$

so $\mathcal{A}$ is bounded.
To show $\mathcal{A}$ is onto $\ell^{2}(\mathbb{N})$, we introduce $\left\{\delta_{m}\right\}$ as the Riesz basis biorthogonal to $\left\{d_{n}\right\}$, the existence of which is guaranteed by Lemma 7.2. Then, given $\left\{y_{m}\right\} \in \ell^{2}(\mathbb{N})$, set $y=\sum_{m} y_{m} \delta_{m}$. From (7.1),

$$
\|y\|^{2} \leq \frac{1}{a} \sum_{n}\left|\left\langle y, d_{n}\right\rangle\right|^{2}=\frac{1}{a} \sum_{n}\left|\sum_{m} y_{m}\left\langle\delta_{m}, d_{n}\right\rangle\right|^{2}=\frac{1}{a} \sum_{n}\left|y_{n}\right|^{2}<\infty
$$

so that $y \in \mathcal{H}$. Also,

$$
\mathcal{A} y=\left\{\left\langle y, d_{n}\right\rangle\right\}_{n \geq 1}=\left\{\sum_{m} y_{m}\left\langle\delta_{m}, d_{n}\right\rangle\right\}_{n \geq 1}=\left\{y_{n}\right\}_{n \geq 1}
$$

which shows that $\mathcal{A}$ maps onto $\ell^{2}(\mathbb{N})$. By the open mapping theorem, $\mathcal{A}$ is an isomorphism.

For each $n \in \mathbb{N}$, let $z_{n}$ and $u_{n}$ denote, respectively, the $n$th eigenfunction of $L(p)$ and $L(0)$, and as before let

$$
g_{n}(x, p)=\binom{\frac{z_{n}^{\prime}(x, p)^{2}}{n^{2} \pi^{2}}-1}{\frac{z_{n}(x ; p)^{2}}{n^{2} \pi^{2}}}
$$

By explicit computation

$$
\begin{equation*}
g_{n}(x, 0)=\binom{\cos (2 n \pi x)}{\frac{1-\cos (2 n \pi x)}{n^{2} \pi^{2}}} \tag{7.3}
\end{equation*}
$$

Recalling the form (1.6) of $d \mu(p)$, it suffices, by virtue of Lemma 7.3, to show that $\left\{g_{n}(\cdot ; p)\right\}$ is a Riesz basis for $\mathcal{E}_{v}(p)=\operatorname{span}\left\{g_{n}(\cdot ; p)\right\}$. Using Fourier theory, one can show directly that $\left\{g_{n}(\cdot ; 0)\right\}$ is a Riesz basis for its span. To show that the same is true for $\left\{g_{n}(\cdot ; p)\right\}$, we note that $\left\{g_{n}(\cdot ; p)\right\}$ is linearly independent, by virtue of Theorem 6.11, and use the following stability result for Riesz bases.

Lemma 7.4. Let $\mathcal{H}$ be a Hilbert space, and let $\left\{e_{n}\right\} \subseteq \mathcal{H}$ be a Riesz basis for $\mathcal{H}_{e} \equiv \operatorname{span}\left\{e_{n}\right\}$. Let $\left\{d_{n}\right\} \subseteq \mathcal{H}$ be a linearly independent set for which

$$
\sum_{n}\left\|d_{n}-e_{n}\right\|^{2} \equiv M<\infty
$$

Then, $\left\{d_{n}\right\}$ is a Riesz basis for $\mathcal{H}_{d} \equiv \operatorname{span}\left\{d_{n}\right\}$; i.e., there exist $\alpha, \beta \in \mathbb{R}^{+}$so that, for each $h \in \mathcal{H}_{d}$,

$$
\begin{equation*}
\alpha\|h\|^{2} \leq \sum_{n}\left|\left\langle h, d_{n}\right\rangle\right|^{2} \leq \beta\|h\|^{2} \tag{7.4}
\end{equation*}
$$

Proof. Define a map $A: \mathcal{H}_{e} \longrightarrow \mathcal{H}_{d}$ by $A e_{n}=d_{n}$ for each $n \in \mathbb{N}$, extended by linearity. Then, for $h \in \mathcal{H}_{d}$ and each $n$,

$$
\begin{equation*}
\left\langle h, d_{n}\right\rangle=\left\langle h, A e_{n}\right\rangle=\left\langle A^{*} h, e_{n}\right\rangle \tag{7.5}
\end{equation*}
$$

Let $a$ and $b$ be the constants for which (7.1) holds for $\left\{e_{n}\right\}$ on $\mathcal{H}_{e}$. Then, from (7.4),

$$
\begin{equation*}
a\left\|A^{*} h\right\|^{2} \leq \sum_{n}\left|\left\langle A^{*} h, e_{n}\right\rangle\right|^{2}=\sum_{n}\left|\left\langle h, d_{n}\right\rangle\right|^{2} \leq b\left\|A^{*} h\right\|^{2} . \tag{7.6}
\end{equation*}
$$

We claim that $A$ (and hence $A^{*}$ ) is boundedly invertible. If this is true, then (7.6) leads to

$$
\frac{a}{\left\|\left(A^{*}\right)^{-1}\right\|^{2}}\|h\|^{2} \leq \sum_{n}\left|\left\langle h, d_{n}\right\rangle\right|^{2} \leq b\left\|A^{*}\right\|^{2}\|h\|^{2}
$$

which establishes (7.4).
To show $A$ is invertible, we note that the linear independence of $\left\{d_{n}\right\}$ implies the injectivity of $A$. To see that the range of $A$ is all of $\mathcal{H}_{d}$, note that any $h \in \mathcal{H}_{d}$ can be written as $h=\sum_{n} h_{n} d_{n}$, where $\left\{h_{n}\right\} \in \ell^{2}(\mathbb{N})$. Then, setting $x \equiv \sum_{n} h_{n} e_{n}$, one easily sees that $x \in \mathcal{H}_{e}$ and $A x=h$. Hence, $A$ maps $\mathcal{H}_{e}$ onto $\mathcal{H}_{d}$.

Finally, we show that $A$ is bounded. Choose $x \in \mathcal{H}_{e}$, and write as

$$
x=\sum_{n} x_{n} e_{n}=\sum_{n}\left\langle x, \epsilon_{n}\right\rangle e_{n},
$$

where $\left\{\epsilon_{n}\right\}$ is the Riesz basis for $\mathcal{H}_{e}$ which is biorthogonal to $\left\{e_{n}\right\}$. Then,

$$
A x=\sum_{n} x_{n} d_{n}=\sum_{n} x_{n} e_{n}+\sum_{n} x_{n}\left(d_{n}-e_{n}\right)=x+\sum_{n} x_{n}\left(d_{n}-e_{n}\right),
$$

which yields

$$
\begin{aligned}
\|A x\|^{2} & \leq\|x\|^{2}+\left(\sum_{n}\left|x_{n}\right|^{2}\right)\left(\sum_{n}\left\|d_{n}-e_{n}\right\|^{2}\right) \\
& =\|x\|^{2}+M \sum_{n}\left|\left\langle x, \epsilon_{n}\right\rangle\right|^{2} \\
& \leq\|x\|^{2}+M \beta\|x\|^{2},
\end{aligned}
$$

where (7.4) was used in the last inequality. Thus,

$$
\|A\|^{2} \leq 1+M \beta<\infty
$$

and $A$ is bounded. By the open mapping theorem, $A$ has a bounded inverse, as asserted.

Proof of Lemma 7.1. From the estimates of Theorem 4.1, one can show that

$$
\begin{equation*}
\sum_{n}\left\|g_{n}(\cdot ; p)-g_{n}(\cdot ; 0)\right\|^{2}<\infty \tag{7.7}
\end{equation*}
$$

so, by Lemma 7.4, $\left\{g_{n}\right\}$ is a Riesz basis for $\mathcal{E}_{v}(p)$. The result now follows from Lemma 7.3.

Finally, we prove that for any $q \in \mathcal{E}$, the complementary space $\mathcal{E}_{h}(q)$ is infinitedimensional. We first observe that, by the explicit formula (7.3) and Fourier analysis, the gradients $g_{n}(\cdot, 0)$ are orthogonal vectors, and the complementary space $\mathcal{E}_{h}(0)$ has infinite dimension. Since the gradients satisfy (7.7), the second part of Theorem 1.3 will follow from the next lemma.

Lemma 7.5. Let $\left\{v_{n}\right\}$ be an orthogonal set of vectors in a Hilbert space $\mathcal{H}$. Let $\left\{w_{n}\right\} \subset \mathcal{H}$ be a linearly independent set of vectors which satisfy $\sum_{n}\left\|v_{n}-w_{n}\right\|^{2}<\infty$. Set $V \equiv \operatorname{span}\left\{v_{n}\right\}$ and $W \equiv \operatorname{span}\left\{w_{n}\right\}$. If $V^{\perp}$ has infinite dimension, then $W^{\perp}$ also has infinite dimension.

Proof. Suppose not, and choose an infinite sequence of orthogonal unit vectors $\left\{e_{n}\right\}$ from $V^{\perp}$ so that $e_{n} \rightarrow 0$ weakly. Let $\epsilon>0$ be given. Writing $e_{n}=P_{W} e_{n}+P_{W^{\perp}} e_{n}$ we see that $P_{W^{\perp}} e_{n} \rightarrow 0$ if $W^{\perp}$ has finite dimension. We will obtain a contradiction by showing that $\left\|P_{W} e_{n}\right\|$ is also small for large $n$. First observe that by hypothesis, for $M$ sufficiently large and all $n$,

$$
\sum_{m=M+1}^{\infty}\left|\left\langle e_{n}, w_{m}\right\rangle\right|^{2}<\epsilon
$$

On the other hand, using the weak convergence again,

$$
\sum_{m=1}^{M}\left|\left\langle e_{n}, w_{m}\right\rangle\right|^{2} \rightarrow 0
$$

as $n \rightarrow \infty$ for a fixed $M$. It follows that for any $\epsilon>0$,

$$
\lim \sup _{n \rightarrow \infty}\left(\sum_{m}\left|\left\langle e_{n}, w_{m}\right\rangle\right|^{2}\right) \leq \epsilon .
$$

Since $\left\{w_{n}\right\}$ is a Riesz basis, by virtue of Lemma 7.4 , this means that $\lim \sup _{n \rightarrow \infty}\left\|P_{W} e_{n}\right\| \leq$ $\epsilon$, a contradiction.

Appendix A. The free Green's function and free resolvent operator. In this appendix, we prove some useful technical estimates on the Green's kernel for the differential operator $L_{\#}(0)$, where $L_{\#}(0)$ is one of the operators $L(0), L_{1}(0)$, or $L_{2}(0)$ defined in (1.3)-(1.5). Let $G_{0}^{\#}(x, y ; z)$ be the integral kernel of $\left(L_{\#}(0)-z\right)^{-1}$, and let $C_{R, \alpha}^{\#}$ be defined as in section 2 .

In what follows, $\beta=\left(\beta_{x}, \beta_{y}\right)$, where $\beta_{x}$ and $\beta_{y}$ are nonnegative integers, and $\partial^{\beta}=\partial_{x}^{\beta_{x}} \partial_{y}^{\beta_{y}}$. We wish to derive estimates on $\partial^{\beta} G_{0}^{\#}(x, y ; z)$. These estimates will involve series of the form

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{D_{x}^{\beta_{x}} u_{n}^{\#}(x) D_{y}^{\beta_{y}} u_{n}^{\#}(y)}{\lambda_{n}^{\#}(0)-z} \tag{A.1}
\end{equation*}
$$

where $\lambda_{n}^{\#}(0)$ and $u_{n}^{\#}$ are the eigenvalues and eigenfunctions, respectively, of $L_{\#}(0)$. It can be verified directly that for each set of boundary conditions, the eigenfunctions obey

$$
\left|D_{x}^{j} u_{n}^{\#}(x)\right| \leq C n^{j}, \quad 0 \leq j \leq 2,
$$

for some constant $C$. Thus, to estimate series of the form (A.1), it suffices to majorize the numerical series

$$
\sum_{n=1}^{\infty} \frac{n^{|\beta|}}{\left|\lambda_{n}^{\#}(0)-z\right|}
$$

In so doing, we will require the following technical result, which may be easily verified.
Lemma A.1. Let $R>1$ and $\alpha \in(2,3)$. Then, for $m>(8 R)^{\frac{1}{3-\alpha}}$,

$$
\begin{align*}
\int_{1}^{m-1} \frac{t^{2}}{m^{4} \pi^{4}-t^{4} \pi^{4}} d t & \leq \frac{1}{m \pi^{4}} \ln m  \tag{A.2}\\
\int_{m+2}^{\infty} \frac{t^{2}}{t^{4} \pi^{4}-\left[(m+1)^{4} \pi^{4}+R(m+1)^{\alpha}\right]} d t & \leq \frac{C}{m} \ln m \tag{A.3}
\end{align*}
$$

where the constant $C$ depends only on $\alpha$.
First of all, we have the following lemma.
Lemma A.2. Let $R>0$, let $\alpha \in(2,3)$, and let $N$ be an integer satisfying the bounds (2.1). Then for any $z \notin C_{R, \alpha}^{\#}$ :
(a) for $|\beta| \leq 1$,

$$
\sup _{x, y \in[0,1]}\left|\partial^{\beta} G_{0}^{\#}(x, y ; z)\right| \leq c_{|\beta|} R^{-1}
$$

(b) for $|\beta|=2$,

$$
\sup _{x, y \in[0,1]}\left|\partial^{\beta} G_{0}^{\#}(x, y ; z)\right| \leq c_{2} R^{-1} \ln (R)
$$

where $c_{2}$ is a numerical constant depending only on $\alpha$.
Proof. We consider the case $\lambda_{n}(0)=n^{4} \pi^{4}$, the computations for other boundary conditions being similar.

For $|\beta| \leq 1$ we have the simple majorization

$$
\sum_{n=1}^{\infty} \frac{n}{\left|n^{4} \pi^{4}-z\right|} \leq \sum_{n=1}^{\infty} \frac{n}{R n^{\alpha}}
$$

which gives estimates of the desired form.
For $|\beta|=2$, we seek to estimate the series

$$
\sum_{n=1}^{\infty} \frac{n^{2}}{\left|n^{4} \pi^{4}-z\right|}
$$

for $z \notin C_{R, \alpha}$. We split the sum into

$$
T_{1}=\sum_{n=1}^{N} \frac{n^{2}}{\left|n^{4} \pi^{4}-z\right|}
$$

and

$$
T_{2}=\sum_{n=N+1}^{\infty} \frac{n^{2}}{\left|n^{4} \pi^{4}-z\right|}
$$

where $N>(8 R)^{\frac{1}{3-\alpha}}$.
To estimate $T_{1}$, we use the fact that for $1 \leq n \leq N,\left|z-n^{4} \pi^{4}\right| \geq\left|z_{N}-n^{4} \pi^{4}\right|$ where $z_{N}=N^{4} \pi^{4}+R N^{\alpha}$. The integral test then yields the bound

$$
\begin{aligned}
T_{1} \leq & \sum_{n=1}^{N-2} \frac{n^{2}}{\left|n^{4} \pi^{4}-N^{4} \pi^{4}\right|}+\frac{(N-1)^{2}}{z_{N}-(N-1)^{4} \pi^{4}} \\
& +\frac{N^{2}}{\left|N^{4} \pi^{4}-z_{N}\right|} \\
\leq & \int_{1}^{N-1} \frac{t^{2}}{N^{4} \pi^{4}-t^{4} \pi^{4}}+C R^{-1}
\end{aligned}
$$

Using (A.2) and the fact that $N=O\left(R^{\frac{1}{3-\alpha}}\right)$, we conclude that $T_{1} \leq C(\alpha) R^{-1} \ln R$.
To estimate $T_{2}$, we consider the two cases $\Re(z) \leq z_{N}$ and $\Re(z) \geq z_{N}$ separately. If $\Re(z) \leq z_{N}$, then $\left|m^{4} \pi^{4}-z\right| \geq\left|m^{4} \pi^{4}-z_{N}\right|$, from which we obtain

$$
T_{2} \leq \sum_{n=N+1}^{\infty} \frac{n^{2}}{\pi^{4} n^{4}-\left[\pi^{4} N^{4}+R N^{\alpha}\right]}
$$

We may estimate this sum by

$$
\frac{(N+1)^{2}}{\pi^{4}(N+1)^{2}-z_{N}}+\int_{N+1}^{\infty} \frac{t^{2}}{t^{4} \pi^{4}-\left[\pi^{4} N^{4}+C R N^{\alpha}\right]} d t
$$

which, in conjunction with (A.3), yields an estimate of the desired form.
If $\Re(z)>z_{N}$, we divide the half-plane $\Re(z)>z_{N}$ into strips

$$
S_{m}=\left\{z \in \mathbb{C}: \Re(z) \in\left[m^{4} \pi^{4}+R m^{\alpha},(m+1)^{4} \pi^{4}+R(m+1)^{\alpha}\right)\right\}
$$

and fix $m$ so that $z \in S_{m}$. We can then estimate $T_{2}$ by letting $x=\Re(z)$ and splitting

$$
\begin{aligned}
\sum_{n=N+1}^{\infty} \frac{n^{2}}{\left|n^{4} \pi^{4}-z\right|}= & \sum_{n=N+1}^{m-2} \frac{n^{2}}{\left|n^{4} \pi^{4}-z\right|} \\
& +\left(\frac{(m-1)^{2}}{z-(m-1)^{4} \pi^{4}}+\frac{m^{2}}{\left|z-m^{4} \pi^{4}\right|}\right. \\
& \left.+\frac{(m+1)^{2}}{\left|z-(m+1)^{4} \pi^{4}\right|}+\frac{(m+2)^{2}}{\left|z-(m+2)^{4} \pi^{4}\right|}\right) \\
& +\sum_{n=m+3}^{\infty} \frac{n^{2}}{n^{4} \pi^{4}-x} \\
= & T_{21}+T_{22}+T_{23}
\end{aligned}
$$

From the definition of $C_{R, \alpha}$, it is clear that

$$
T_{22} \leq C R^{-1}
$$

which bounds $T_{22}$. Finally, using the fact that, for $x$ in the interval $\left[m^{4} \pi^{4}+R m^{\alpha},(m+\right.$ 1) $\left.{ }^{4} \pi^{4}+R(m+1)^{\alpha}\right)$,

$$
\begin{aligned}
& T_{21} \leq \int_{0}^{m-1} \frac{t^{2}}{m^{4} \pi^{4}-t^{4} \pi^{4}} d t \\
& T_{23} \leq \int_{m+2}^{\infty} \frac{t^{2}}{t^{4} \pi^{4}-\left[(m+1)^{4} \pi^{4}+R(m+1)^{\alpha}\right]} d t
\end{aligned}
$$

we can use (A.2) and (A.3) to bound $T_{21}$ and $T_{23}$, respectively.
We will also need estimates on the free resolvent kernel on contours surrounding the sets $E_{m}^{\#}$.

Lemma A.3. Let $R>0$, let $\alpha \in(2,3)$, let $N$ be an integer satisfying the bounds (2.1), and let $E_{m}^{\#}$ be defined as in section 2. Let $\gamma_{m}$ be the contour bounding $E_{m}^{\#}$. If $m>N$ and $|\beta| \leq 2$, then the estimate

$$
\sup _{\substack{x, y \in[0,1] \\ z \in \gamma_{m}}}\left|\partial^{\beta} G_{0}^{\#}(x, y ; z)\right| \leq C_{|\beta|} m^{|\beta|-\alpha}
$$

holds. Here $C_{|\beta|}$ is a numerical constant which diverges as $\alpha \uparrow 3$.
Proof. Here again we consider the case $\lambda_{n}(0)=n^{4} \pi^{4}$ and $|\beta|=2$. We must majorize the numerical series

$$
\sum_{n=1}^{\infty} \frac{n^{2}}{\left|z-n^{4} \pi^{4}\right|}
$$

where $\left|z-m^{4} \pi^{4}\right|=R m^{\alpha}$. We split the sum into

$$
\begin{aligned}
& \sum_{n=1}^{m-2} \frac{n^{2}}{\left|z-n^{4} \pi^{4}\right|} \\
& +\left[\frac{(m-1)^{2}}{\left|z-(m-1)^{4} \pi^{4}\right|}+\frac{m^{2}}{\left|z-m^{4} \pi^{4}\right|}+\frac{(m+1)^{2}}{\left|z-(m+1)^{4} \pi^{4}\right|}\right] \\
& +\sum_{n=m+2}^{\infty} \frac{n^{2}}{\left|z-n^{4} \pi^{4}\right|}
\end{aligned}
$$

The three bracketed terms are easily estimated by $6 R m^{2-\alpha}$. We can estimate the first and last terms using (A.2) and (A.3).

Now we derive estimates on operators involving compositions of the resolvent $\left(L_{\#}(0)-z\right)^{-1}$ with the operator of differentiation, $D$, and the operator of multiplication by a function $r \in C_{0}^{\infty}(0,1)$. These compositions are initially defined on $C_{0}^{\infty}(0,1)$ and extended by density to bounded operators. It follows from this definition and an integration by parts that the operator $D^{\beta_{x}}(L(0)-z)^{-1} D^{\beta_{y}}$ has integral kernel $(-1)^{\beta_{y}}\left(\partial^{\beta} G_{0}\right)(x, y ; z)$. From the kernel estimates in Lemma A. 2 and integration by parts, the following estimates are easily demonstrated.

Lemma A.4. Suppose that $r \in C_{0}^{\infty}(0,1)$. For $z \notin C_{R, \alpha}$, there exist $c_{0}, c_{1}, c_{2} \in \mathbb{R}$ so that the following estimates hold:
(a) $\left\|\left(L_{\#}(0)-z\right)^{-1}\right\| \leq c_{0} R^{-1}$.
(b) $\left\|\left(L_{\#}(0)-z\right)^{-1} r\right\| \leq c_{0} R^{-1}\|r\|_{2}$.
(c) $\left\|D\left(L_{\#}(0)-z\right)^{-1}\right\| \leq c_{1} R^{-1}$.
(d) $\left\|\left(L_{\#}(0)-z\right)^{-1} D r\right\| \leq c_{1} R^{-1}\|r\|_{2}$.
(e) $\left\|D\left(L_{\#}(0)-z\right)^{-1} D r\right\| \leq c_{2} R^{-1} \ln (R)\|r\|_{2}$.

The following bounds are used to estimate the resolvent $\left(L_{\#}(p)-z\right)^{-1}$ for $z \in \gamma_{m}$, the contour determined by the boundary of the set $E_{m}$ defined in section 2 . We denote by $\|A\|_{p, q}$ the norm of the linear operator $A$ from $L^{p}[0,1]$ to $L^{q}[0,1]$, where $1 \leq p, q \leq \infty$. Using the strong pointwise estimates on the free resolvent and its partial derivatives from Lemma A.3, we easily obtain the following lemma.

Lemma A.5. Let $z \in \gamma_{m}$ and $r \in C_{0}^{\infty}(0,1)$, and let $0 \leq i, j \leq 1$. Then for any $p, q$ with $1 \leq p, q \leq \infty$, the estimate

$$
\left\|D^{i}\left(L_{\#}(0)-z\right)^{-1} D^{j}\right\|_{p, q} \leq C_{i+j} m^{i+j-\alpha}
$$

holds, and for any $p, q$ with $1 \leq p \leq 2$ and $1 \leq q \leq \infty$, the estimate

$$
\left\|D^{i}\left(L_{\#}(0)-z\right)^{-1} D^{j} r\right\|_{p, q} \leq C_{i+j} m^{i+j-\alpha}\|r\|_{2}
$$

holds. Here $C_{i+j}$ is the numerical constant defined in Lemma A.3.
Appendix B. Domains related to the Borg system. In this appendix, we collect some useful calculations regarding the Borg system $\mathcal{M}-\lambda \mathcal{B}$ of section 6. First of all, for $p=\left(p_{1}, p_{2}\right) \in \mathcal{D}$, the matrix-valued differential operators $\mathcal{M}$ and $\mathcal{B}$ which define the Borg system can be computed to be

$$
\mathcal{M}=\left(\begin{array}{ll}
M_{1} & M_{2} \\
M_{3} & M_{4}
\end{array}\right) \quad \text { and } \quad \mathcal{B}=\left(\begin{array}{ll}
B_{1} & B_{2} \\
B_{3} & B_{4}
\end{array}\right)
$$

where

$$
\begin{aligned}
M_{1} & =D^{5}-p_{1} D^{3}-2 p_{1}^{\prime} D^{2}+\left(\frac{8}{3} p_{2}-p_{1}^{\prime \prime}\right) D+2 p_{1}^{\prime} \\
M_{2} & =-\frac{10}{3} D^{3}+\frac{4}{3} p_{1} D+\frac{2}{3} p_{1}^{\prime} \\
M_{3} & =-3 p_{1}^{\prime} D^{4}+10 p_{2} D^{3}+\left(3 p_{1} p_{1}^{\prime}+5 p_{2}^{\prime}\right) D^{2}+\left(p_{2}^{\prime \prime}-4 p_{1} p_{2}+3\left(p_{1}^{\prime}\right)^{2}\right) D-6 p_{1}^{\prime} p_{2}, \\
M_{4} & =D^{5}-5 p_{1} D^{3}-p_{1}^{\prime} D^{2}+\left(4 p_{1}^{2}-8 p_{1}^{\prime \prime}-24 p_{2}\right) D+\left(2 p_{1} p_{1}^{\prime}-2 p_{1}^{\prime \prime}-6 p_{2}^{\prime}\right) \\
B_{1} & =\frac{8}{3} D \\
B_{2} & =0 \\
B_{3} & =10 D^{3}+4 p_{1} D-6 p_{1}^{\prime} \\
B_{4} & =-24 D
\end{aligned}
$$

Boundary conditions are to be specified so that if $w$ is an eigenfunction (with eigenvalue $\lambda$ ) of one of the three underlying fourth-order problems (1.3), (1.4), (1.5), then $z=\left[w^{2},\left(w^{\prime}\right)^{2}\right]^{T}$ will be in the kernel of $\mathcal{M}-\lambda \mathcal{B}$. The three fourth-order operators $L(p), L_{1}(p)$, and $L_{2}(p)$ underlying the Borg system carry the following boundary conditions (see section 1 ):

$$
\begin{gathered}
L(p): w(0)=w^{\prime \prime}(0)=w(1)=w^{\prime \prime}(1)=0 \\
L_{1}(p): w(0)=w^{\prime \prime}(0)=w^{\prime}(1)=w^{\prime \prime \prime}(1)=0 \\
L_{2}(p): w(0)=w^{\prime \prime}(0)=w(1)=w^{\prime}(1)=0
\end{gathered}
$$

Setting $u \equiv w^{2}$ and $v \equiv\left(w^{\prime}\right)^{2}$, one can compute directly that the boundary conditions which determine the domain of $\mathcal{M}$ are:
$\begin{array}{ll}\text { - At } x=0: & u=u^{\prime}=u^{\prime \prime \prime}=v^{\prime}=v^{\prime \prime \prime}=u^{\prime \prime}-2 v=u^{(4)}-4 v^{\prime \prime}=0, \\ \text { - At } x=1: & u^{\prime}=u^{\prime \prime \prime}=v^{\prime}=0 .\end{array}$
The operator $\mathcal{B}$ is to be viewed as a perturbation of $\mathcal{M}$, so we take $D(\mathcal{B})=D(\mathcal{M})$, from which it follows that $D(\mathcal{M}-\lambda \mathcal{B})=D(\mathcal{M})$.

It will also be useful to determine the boundary conditions which define the domains of certain adjoint operators related to the Borg system. First, consider $D\left(\mathcal{M}^{*}\right)$, where $\mathcal{M}^{*}$ denotes the Hilbert space adjoint of the unbounded operator $\mathcal{M}$.

Let $z=[u, v]^{T} \in D(\mathcal{M})$. An element $\sigma=[\phi, \psi]^{T} \in D\left(\mathcal{M}^{*}\right)$ must satisfy

$$
\langle\mathcal{M} z, \sigma\rangle-\left\langle z, \mathcal{M}^{\dagger} \sigma\right\rangle=0
$$

where $\mathcal{M}^{\dagger}$ denotes the formal adjoint of $\mathcal{M}$. One can compute directly the following boundary conditions which define $D\left(\mathcal{M}^{*}\right)$ :

- At $x=0: \quad \psi=\psi^{\prime \prime}+\frac{2}{3} \phi=\psi^{(4)}-\frac{4}{3} \phi^{\prime \prime}+\frac{8}{3} p_{1} \phi=0$,
- At $x=1: \quad \phi=\phi^{\prime \prime}=\phi^{(4)}=\psi=\psi^{\prime}=\psi^{\prime \prime}=\psi^{(4)}=0$.

Similarly, one can compute the following boundary conditions which define $D\left(\mathcal{B}^{*}\right)$ :

- At $x=0: \quad \psi=0$,
- At $x=1: \quad \psi=5 \psi^{\prime \prime}+\frac{4}{3} \phi=0$.

One immediately observes the following containment:

$$
D\left(\mathcal{M}^{*}\right) \subset D\left(\mathcal{B}^{*}\right)
$$

Finally, proceeding as above, one may compute the following set of boundary conditions which defines $D\left((\mathcal{M}-\lambda \mathcal{B})^{*}\right)$ :

- At $x=0: \quad \psi=\psi^{\prime \prime}+\frac{2}{3} \phi=\psi^{(4)}-\frac{4}{3} \phi^{\prime \prime}+\frac{8}{3} p_{1} \phi=0$,
- At $x=1: \quad \phi=\phi^{\prime \prime}=\phi^{(4)}=\psi=\psi^{\prime}=\psi^{\prime \prime}=\psi^{(4)}=0$,
which shows that $D\left((\mathcal{M}-\lambda \mathcal{B})^{*}\right)=D\left(\mathcal{M}^{*}\right)$.
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#### Abstract

We consider a simple model arising in the control of noise consisting of two coupled hyperbolic equations of dimensions two and one, respectively. The one-dimensional equation is assumed to be dissipative. We describe the asymptotic behavior of the eigenvalues and eigenfunctions of the system at high frequencies. Some other interesting features of the model, like the exponential decay of solutions or the compactness of the damping term, are also studied.
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1. Introduction. Recently several works both in the mathematical and technical literature have dealt with the problem of the active control of noise generated in acoustic cavities by means of the vibrations of their flexible walls. Such studies were motivated, for instance, by the development of a new class of turboprop engines which are very fuel efficient but also very loud. In this context the low frequency high magnitude acoustic fields produced by these engines cause vibrations in the fuselage which in turn generate unwanted interior noise.

In this article we analyze the spectral properties of a linear two-dimensional hybrid system arising in the development of these new technologies for noise reduction in the interior of a cavity (plane, car, etc.) which was proposed in a series of works by Banks et al. (see [3]).

Let us describe the system we study. We consider the two-dimensional square $\Omega=$ $(0,1) \times(0,1) \subset \mathbb{R}^{2}$. We assume that $\Omega$ is filled with an elastic, inviscid, compressible fluid whose velocity field $\vec{v}$ is given by the potential $\phi=\phi(x, y, t),(\vec{v}=\nabla \phi)$. By linearization we assume that the potential $\phi$ satisfies the linear wave equation in $\Omega \times(0, \infty)$ (see [8]).

The boundary $\Gamma=\partial \Omega$ of $\Omega$ is divided in two parts: $\Gamma_{0}=\{(x, 0): x \in(0,1)\}$ and $\Gamma_{1}=\Gamma \backslash \Gamma_{0}$. The subset $\Gamma_{1}$ is assumed to be rigid and we impose zero normal velocity of the fluid on it. The subset $\Gamma_{0}$ is supposed to be flexible and occupied by a flexible string that vibrates under the pressure of the fluid on the plane where $\Omega$ lies. The displacement of $\Gamma_{0}$, described by the scalar function $W=W(x, t)$, obeys the one-dimensional dissipative wave equation. On the other hand, on $\Gamma_{0}$ we impose the continuity of the normal velocities of the fluid and the string. The string is assumed to satisfy Neumann boundary conditions on its extremes.

[^59]All deformations are supposed to be small enough so that linear theory applies.
Under natural initial conditions for $\phi$ and $W$ the linear motion of this system is described by means of the following coupled wave equations:

$$
\left\{\begin{array}{lll}
\phi_{t t}-\Delta \phi=0 & \text { in } & \Omega \times(0, \infty)  \tag{1.1}\\
\frac{\partial \phi}{\partial \nu}=0 & \text { on } & \Gamma_{1} \times(0, \infty) \\
\frac{\partial \phi}{\partial y}=-W_{t} & \text { on } & \Gamma_{0} \times(0, \infty) \\
W_{t t}-W_{x x}+W_{t}+\phi_{t}=0 & \text { on } & \Gamma_{0} \times(0, \infty) \\
W_{x}(0, t)=W_{x}(1, t)=0 & \text { for } & t>0 \\
\phi(0)=\phi^{0}, \phi_{t}(0)=\phi^{1} & \text { in } & \Omega \\
W(0)=W^{0}, W_{t}(0)=W^{1} & \text { on } & \Gamma_{0}
\end{array}\right.
$$

By $\nu$ we denote the unit outward normal to $\Omega$.
In (1.1) we have chosen to take the various parameters of the system to be equal to one. This restricts the generality of our analysis. The dependence of the most interesting features of the spectrum with respect to the various parameters of the system will be studied elsewhere.

We remark also that, in (1.1), two wave equations, of dimensions two and one, respectively, and representing vibrations of different nature, are coupled. Therefore we say that (1.1) is a two-dimensional hybrid system. For examples of hybrid systems of dimension one, such as those coupling strings or beams with rigid bodies, see [10], [7], and [18].

System (1.1) is a modified version of the one introduced by Banks et al. in [3] (see also [4]). In [3] the flexible part of the boundary $\Gamma_{0}$ is assumed to be occupied by a flexible beam, leading to a fourth-order one-dimensional equation on $\Gamma_{0}$. We have chosen to consider a one-dimensional wave equation instead to simplify the exposition. However, most of the relevant spectral properties remain unchanged considering a beam equation with appropriate boundary conditions.

We also remark that we choose Neumann boundary conditions for the string. This choice allows us to separate the variables and to obtain an explicit equation for the eigenvalues. In the case of Dirichlet boundary conditions, which are considered in [3], this is no longer possible. Nevertheless, using the information we get here about the eigenfunctions of system (1.1), it can be proved that the uniform decay fails and also that there exist solutions uniformly distributed in $\Omega$ with arbitrarily small decay (see [14]).

System (1.1) is well posed in the energy space

$$
\mathcal{X}=H^{1}(\Omega) \times L^{2}(\Omega) \times H^{1}\left(\Gamma_{0}\right) \times L^{2}\left(\Gamma_{0}\right)
$$

for the variables $\left(\phi, \phi_{t}, W, W_{t}\right)$.
The energy

$$
\begin{equation*}
E(t)=\frac{1}{2} \int_{\Omega}\left[|\nabla \phi|^{2}+\left|\phi_{t}\right|^{2}\right] d x d y+\frac{1}{2} \int_{\Gamma_{0}}\left[\left|W_{x}\right|^{2}+\left|W_{t}\right|^{2}\right] d x \tag{1.2}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\frac{d E}{d t}(t)=-\int_{\Gamma_{0}}\left|W_{t}\right|^{2} d x \tag{1.3}
\end{equation*}
$$

Hence, the system (1.1) is dissipative, the damping term being localized in the subset $\Gamma_{0}$ of the boundary.

Some of the properties of this system like existence, uniqueness, asymptotic behavior, and existence of periodic solutions were studied in previous works (see [12] and [13]).

Our aim here is to characterize the asymptotic behavior of the eigenvalues and eigenfunctions of the differential operator corresponding to system (1.1) and to describe some interesting features of the model that are direct consequences of this analysis. The study is made by using separation of variables. In this way the system is reduced to an infinite number of one-dimensional systems depending on an integer parameter $k$ which represents the frequency of vibration in the $x$-direction. This allows us to obtain explicit equations for eigenvalues and to use Rouché's theorem for their localization.

Let us describe briefly the most relevant results obtained in this paper:
(a) Whenever the frequency of vibration in the $x$-direction is fixed the corresponding one-dimensional system does not decay uniformly. Indeed, at high frequencies, the real part of the one-parameter family of eigenvalues converges to zero. This is a typical situation in one-dimensional hybrid systems (see [7], [10], and [18]).
(b) The effect of the damping term on the global dynamics of the system is almost negligible at high frequencies. Indeed, most of the eigenfunctions of the system (1.1) have their energy uniformly distributed in $\Omega$ while the real part of the eigenvalues converges to zero at high frequencies.
(c) Among the two-parameter family of eigenvalues of the two-dimensional system only a one-parameter family of them is effectively damped so that their real parts remain uniformly away from zero. The corresponding eigenfunctions have their energy exponentially concentrated on the string $\Gamma_{0}$.
(d) As a consequence of the previous property, the difference between the semigroup generated by the damped and undamped systems is not compact. This is in contrast with the results in [18] showing that the lack of uniform decay in damped one-dimensional hybrid systems is typically due to the compactness of the damping term. Thus, the noncompactness result is genuinely two-dimensional.

Let us remark that the case we have addressed is not generic. Even in the case of surfaces of revolution the cylindrical case is a degenerate one. This was exhibited in the thesis of Allibert in the frame of the classical wave equation with Dirichlet boundary conditions (see [1]). Nevertheless, in [11] we show that, in the case of a disk-shaped cavity surrounded by a circular dissipative string, the same phenomenon is present although all rays of geometric optics meet the boundary where the losses occur. This indicates that the same behavior can be expected for different kinds of geometries or boundary conditions (see also [14]).

The rest of the paper is organized as follows.
In section 2 we present in detail the main results of this paper and we discuss some of their consequences. In section 3 we localize the eigenvalues of the undamped system corresponding to (1.1) and describe its eigenfunctions. In section 4 we obtain asymptotic estimates for the eigenvalues and eigenmodes of the damped system (1.1). This section is divided in two parts. In section 4.1 we distinguish three types of eigenvalues which, at high frequencies, approach the imaginary axis. The corresponding eigenfunctions have the property that the energy concentrated in the string vanishes asymptotically. To complete the study, in section 4.2 we prove that there exists a sequence of eigenvalues, tending to infinity, with uniformly negative real parts. The
corresponding eigenfunctions have the property that the energy localized on the string does not vanish asymptotically. Moreover, as the frequency increases the whole energy is concentrated on the string at an exponential rate. These eigenfunctions span an infinite-dimensional subspace of the energy space in which the decay rate of solutions is exponential.

In the last section we prove that the difference between the semigroup generated by the differential operator associated with the undamped system and that associated with the damped one is not compact as a consequence of the existence of an infinitedimensional subspace in which the damping term is effective; i.e., it produces an exponential decay. We end up with an appendix that contains some technical lemmas.
2. The main results: Statements and discussion. As we said in the introduction the aim of this paper is the study of the spectrum of (1.1). In this section we state the main results concerning the eigenvalues and eigenfunctions of the system and some of their consequences.

In order to analyze the spectrum of (1.1) we look for solutions in separated variables of the form $(\phi, W)=(\psi(y, t), V(t)) \cos (k \pi x)$.

We deduce that $(\psi(y, t), V(t))$ verifies the following one-dimensional system:

$$
\left\{\begin{array}{lll}
\psi_{t t}-\psi_{y y}+k^{2} \pi^{2} \psi=0 & \text { in } & (0,1) \times(0, \infty)  \tag{2.1}\\
\psi_{y}(1)=0 & \text { for } \quad t \in(0, \infty) \\
\psi_{y}(0)=-V_{t} & \text { for } \quad t \in(0, \infty) \\
V_{t t}+k^{2} \pi^{2} V+V_{t}+\psi_{t}(0)=0 & \text { for } & t \in(0, \infty)
\end{array}\right.
$$

Now if we look for solutions of (2.1) of the form $(\psi(y, t), V(t))=e^{\lambda t}(\psi(y), V)$, with $V \in \mathbb{R}$, it follows that the eigenvalues $\lambda$ of system (1.1) are the roots of the equation

$$
\begin{equation*}
e^{2 \sqrt{\lambda^{2}+k^{2} \pi^{2}}}=-\frac{\lambda^{2}-\sqrt{\lambda^{2}+k^{2} \pi^{2}}\left(\lambda^{2}+\lambda+k^{2} \pi^{2}\right)}{\lambda^{2}+\sqrt{\lambda^{2}+k^{2} \pi^{2}}\left(\lambda^{2}+\lambda+k^{2} \pi^{2}\right)} . \tag{2.2}
\end{equation*}
$$

The corresponding eigenfunctions are $\varphi_{\lambda}=\psi_{\lambda} \cos (k \pi x)$ where $\psi_{\lambda}$ are the eigenfunctions of (2.1):

$$
\psi_{\lambda}=\left(\begin{array}{l}
\frac{1}{\lambda} \cosh \left(\sqrt{\lambda^{2}+k^{2} \pi^{2}}(y-1)\right)  \tag{2.3}\\
\cosh \left(\sqrt{\lambda^{2}+k^{2} \pi^{2}}(y-1)\right) \\
\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \sinh \left(\sqrt{\lambda^{2}+k^{2} \pi^{2}}\right) \\
\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda} \sinh \left(\sqrt{\lambda^{2}+k^{2} \pi^{2}}\right)
\end{array}\right) .
$$

We are interested in the asymptotic behavior of the eigenvalues $\lambda$ when $|\lambda| \longrightarrow \infty$. For each $k \in \mathbb{N}$ we get a sequence of eigenvalues $\left(\lambda_{k, m}\right)_{m \in \mathbb{Z}^{*}}$ for the system (2.1) of modulus greater than $k \pi$ (that will be analyzed in section 4.1) and two eigenvalues $\lambda_{k}^{*}$ and $\lambda_{k}^{* *}$ with modulus less than $k \pi$ (that will be studied in section 4.2). All these are the eigenvalues of system (1.1). For each $k,\left(\lambda_{k, m}\right)_{m \in \mathbb{N}^{*}}$ are ordered such that $\left|\lambda_{k, m}\right|$ increases as $m$ does and $\lambda_{k,-m}=\bar{\lambda}_{k, m}$ if $m \in \mathbb{N}^{*}$. The general result on the existence of eigenvalues is given in the following theorem.

ThEOREM 2.1. Let $k \in \mathbb{N}$ be fixed. The spectrum of the differential operator corresponding to system (2.1) consists of a sequence of eigenvalues $\left(\lambda_{k, m}\right)_{m \in \mathbb{N}^{*}} \cup\left\{\lambda_{k}^{*}\right\}$
with positive imaginary part and another sequence of eigenvalues $\left(\lambda_{k,-m}\right)_{m \in \mathbb{N}^{*}} \cup\left\{\lambda_{k}^{* *}\right\}$ with the property that $\lambda_{k,-m}=\bar{\lambda}_{k, m}$ if $m>0$ and $\lambda_{k}^{* *}=\bar{\lambda}_{k}^{*}$. All these eigenvalues are zeros of the equation (2.2). If $k=0$ then $\lambda_{k}^{*}=\lambda_{k}^{* *}=0$.

Remark 1. We remark that the notation $\lambda_{k}^{*}$ and $\lambda_{k}^{* *}$ are used for the eigenvalues with the smallest modulus of the system. We make this distinction since the properties of these wave numbers are different from the others, as we shall see in Theorem 2.9. Actually, these eigenvalues correspond to the eigenfunctions whose energy is concentrated on the string $\Gamma_{0}$ and decay uniformly as $t \rightarrow \infty$.

The asymptotic properties of the wave numbers and modes depend on the relation between $k$ and $m$. Therefore we divide our analysis in four cases. First, in Theorems $2.2,2.4$, and 2.6 , we characterize the eigenvalues that approach the imaginary axis as the wave number increases. These are the eigenvalues $\left(\lambda_{k, m}\right)_{m \in \mathbb{Z}^{*}}$. Then, in Theorem 2.9, we study the eigenvalues $\lambda_{k}^{*}$ and $\lambda_{k}^{* *}$ which have a uniformly negative real part.

THEOREM 2.2 (eigenvalues $\lambda_{k, m}$ with $\left|\lambda_{k, m}\right| \geq \sqrt{2} k \pi$ ). Let $k \in \mathbb{N}$ be fixed. The eigenvalues $\lambda_{k, m}$ of (2.1) with $\left|\lambda_{k, m}\right|>\sqrt{2} \pi k$ approach the imaginary axis when $|m| \rightarrow \infty$ and satisfy the following:

$$
\begin{align*}
& \left|\lambda_{k, m}-\sqrt{k^{2}+m^{2}} \pi i\right| \leq \frac{24}{\sqrt{m^{2}+k^{2}} \pi} \text { if } \operatorname{I} m \lambda_{k, m}>0 \quad(m>k>0) \\
& \left|\lambda_{k, m}+\sqrt{k^{2}+m^{2}} \pi i\right| \leq \frac{24}{\sqrt{m^{2}+k^{2}} \pi} \text { if } \operatorname{I} m \lambda_{k, m}<0 \quad(m<-k<0) \tag{2.4}
\end{align*}
$$

Remark 2. Theorem 2.2 shows that when we fix the frequency of vibration in the $x$-direction ( $k$ fixed) and we consider large frequencies in the $y$-direction ( $m$ large), the system behaves like the wave equation in $\Omega$ with homogeneous Neumann boundary conditions in all $\partial \Omega$ :

$$
\begin{cases}\Phi_{t t}-\triangle \Phi=0 & \text { in } \quad \Omega \times(0, \infty)  \tag{2.5}\\ \frac{\partial \Phi}{\partial \nu}=0 & \text { on } \quad \partial \Omega \times(0, \infty)\end{cases}
$$

Therefore, the influence of the vibrating string on $\Gamma_{0}$ vanishes asymptotically.
Remark 3. Note that the existence of a sequence of eigenvalues $\left(\lambda_{k, m}\right)_{m}$ which approach the imaginary axis when $|m| \rightarrow \infty$ implies that the decay rate of the energy of solutions of (1.1) is not exponential. It is known that, for linear problems, this is equivalent to a nonuniform decay rate of solutions (see [9]).

In fact we obtain that, for each $k \in \mathbb{N}$, the system (2.1) does not have an exponential decay. This is not the case in the classical wave equation with boundary dissipation:

$$
\begin{cases}\Phi_{t t}-\triangle \Phi=0 & \text { in } \quad \Omega \times(0, \infty)  \tag{2.6}\\ \frac{\partial \Phi}{\partial \nu}=0 & \text { on } \quad \Gamma_{1} \times(0, \infty) \\ \frac{\partial \Phi}{\partial \nu}+\Phi_{t}=0 & \text { on } \quad \Gamma_{0} \times(0, \infty)\end{cases}
$$

In the context of (2.6), for $k$ fixed, the corresponding one-dimensional systems have exponential decay, but the decay rate vanishes as $k \rightarrow \infty$. This is due to the fact that the region $\Gamma_{0}$ in which the damping is concentrated does not satisfy the necessary geometric control condition since there are rays of geometric optics that never intersect $\Gamma_{0}$ (see [5] and [17]). In our case the loss of uniform decay is even worse, and it is due to the hybrid structure of the system or, equivalently, to the type of boundary condition we have imposed on $\Gamma_{0}$ and not only to the support $\Gamma_{0}$ of the damping term.

Moreover, as we mention in Remark 6, we can find a sequence of solutions of (1.1) with the energy uniformly distributed in all $\Omega$ and with arbitrarily small exponential decay rate. This is not possible in the examples given in [5] and [17] where the energy of the solutions with nonuniform decay concentrates on rays of geometric optics.

Remark 4. The fact that the eigenvalues approach the imaginary axis is a consequence not only of the localization of the dissipative region but also of the hybrid structure of the system. In [11] we show that, in the case of a disk-shaped cavity surrounded by a circular dissipative string the same phenomenon is present although all rays of geometric optics meet the boundary where the losses occur.

This indicates that the same behavior can be expected for different kinds of geometries or boundary conditions (see also [14]).

We can now analyze the eigenfunctions corresponding to the wave numbers $\lambda_{k, m}$ of Theorem 2.2. Remark 2 indicates that one can expect the first two components of the eigenfunctions of (1.1) to behave like the eigenfunctions of (2.5). Therefore we define the function

$$
\psi_{k, m}=\left(\begin{array}{c}
\frac{(-1)^{m+1} i}{\sqrt{k^{2}+m^{2}} \pi} \cos m \pi y \cos k \pi x  \tag{2.7}\\
(-1)^{m+1} \cos m \pi y \cos k \pi x \\
0 \\
0
\end{array}\right)
$$

Observe that the eigenmodes of (2.5) are the first two components of $\psi_{k, m}$.
THEOREM 2.3. The eigenfunctions $\varphi_{\lambda}$, corresponding to the eigenvalues $\lambda=\lambda_{k, m}$ satisfying (2.4) have the following property:

$$
\begin{equation*}
\left\|\varphi_{\lambda}-\psi_{k, m}\right\|_{\mathcal{X}} \leq \frac{c}{m} \tag{2.8}
\end{equation*}
$$

where $c$ is a constant which does not depend on $m$ and $k$.
Remark 5. Theorem 2.5 indicates that the last two components of the eigenfunction $\varphi_{\lambda}$ (which correspond to the string located in $\Gamma_{0}$ ) vanish asymptotically when the frequency increases. This implies that, at high frequencies (in the sense of (2.4)), the string does not play an important role in the dynamics of the system.

Remark 6. The solutions of (1.1) corresponding to the eigenfunctions given by Theorem 2.3 form a sequence of solutions with the energy uniformly distributed in all $\Omega$ and with arbitrarily small exponential decay rate. This proves that the lack of the uniform decay of our system is related not only to the support of the dissipative mechanism but also to the nature of the boundary conditions or of the coupling between the different components of the system.

The second range of frequencies is studied in the following theorem.
THEOREM 2.4. [eigenvalues $\lambda_{k, m}$ with $k \pi \leq\left|\lambda_{k, m}\right| \leq \sqrt{2} k \pi$, first part] For $k \in \mathbb{N}$ sufficiently large and $m= \pm 1, \pm 2, \ldots, \pm[\sqrt[3]{k}]$, the eigenvalues $\lambda_{k, m}$ of (1.1) satisfy

$$
\left\{\begin{array}{l}
\left.\lambda_{k, m}-\sqrt{k^{2}+\left(\frac{2 m-1}{2}\right)^{2}} \pi i \right\rvert\, \leq \frac{2 \pi}{\sqrt[3]{k}} \text { if } \operatorname{I} m \lambda_{k, m}>0 \quad(1 \leq m \leq[\sqrt[3]{k}])  \tag{2.9}\\
\left|\lambda_{k, m}+\sqrt{k^{2}+\left(\frac{2 m+1}{2}\right)^{2}} \pi i\right| \leq \frac{2 \pi}{\sqrt[3]{k}} \text { if } \operatorname{I} m \lambda_{k, m}<0 \quad(-[\sqrt[3]{k}] \leq m<0)
\end{array}\right.
$$

Remark 7. Consider the following conservative wave equation:

$$
\begin{cases}\Phi_{t t}-\triangle \Phi=0 & \text { in } \quad \Omega \times(0, \infty)  \tag{2.10}\\ \frac{\partial \Phi}{\partial \nu}=0 & \text { on } \quad \Gamma_{1} \times(0, \infty) \\ \Phi=0 & \text { on } \quad \Gamma_{0} \times(0, \infty)\end{cases}
$$

Its eigenvalues are exactly $\sqrt{k^{2}+\left(\frac{2 m+1}{2}\right)^{2}} \pi i$. Theorem 2.4 shows that when we fix the frequency of vibration in the $y$-direction ( $m$ is fixed) and we consider large frequencies in the $x$-direction ( $k$ large), the eigenvalues of (1.1) behave like those of (2.10). The influence of the vibrating string on $\Gamma_{0}$ vanishes asymptotically in this range of eigenvalues. However, when comparing the behavior of these eigenvalues with those of Theorem 2.2, we observe that the boundary conditions for $\Phi$ on $\Gamma_{0}$ change.

Let us analyze the eigenfunctions corresponding to the eigenvalues studied in Theorem 2.4. We consider first the function

$$
\tilde{\psi}_{k, m}=\left(\begin{array}{c}
\frac{(-1)^{m+1} i}{\sqrt{k^{2}+\left(\frac{2 m+1}{2}\right)^{2}} \pi} \sin \frac{2 m+1}{2} \pi y \cos k \pi x  \tag{2.11}\\
(-1)^{m+1} \sin \frac{2 m+1}{2} \pi y \cos k \pi x \\
0 \\
0
\end{array}\right)
$$

and we remark that the first two components of it correspond to eigenfunctions of problem (2.10).

Theorem 2.5. The eigenfunctions $\varphi_{\lambda}$ corresponding to the eigenvalues $\lambda=\lambda_{k, m}$ of Theorem 2.4 satisfy

$$
\begin{equation*}
\left\|\varphi_{\lambda}-\tilde{\psi}_{k, m}\right\|_{\mathcal{X}} \leq \frac{c}{\sqrt[3]{k}} \tag{2.12}
\end{equation*}
$$

where $c$ is a constant which does not depend on $k$ and $m$.
Remark 8. Remark 5 applies in this case too.
The following theorem completes the study of the eigenvalues with real part tending to zero as the wave number increases.

Theorem 2.6 (eigenvalues $\lambda_{k, m}$ with $k \pi \leq\left|\lambda_{k, m}\right| \leq \sqrt{2} k \pi$, second part). For all $k \in \mathbb{N}$ sufficiently large the eigenvalues $\lambda_{k, m}$ of (1.1) with $[\sqrt[3]{k}]<|m| \leq k$ satisfy the following estimates:

$$
\left\lvert\, \begin{array}{ll}
\lambda_{k, m}-\sqrt{\pi^{2} k^{2}+k^{2} \zeta_{k, m}^{2}} i \left\lvert\, \leq \frac{1}{\sqrt[5]{k}}\right. \text { if } \mathcal{I} m \lambda_{k, m}>0 & (k \geq m>[\sqrt[3]{k}]) \\
\left|\lambda_{k, m}+\sqrt{\pi^{2} k^{2}+k^{2} \zeta_{k, m}^{2}} i\right| \leq \frac{1}{\sqrt[5]{k}} \text { if } \mathcal{I} m \lambda_{k, m}<0 & (-k \leq m<-[\sqrt[3]{k}]) \tag{2.13}
\end{array}\right.
$$

where $\zeta_{k, m} \in \mathbb{R}_{+}$is the positive root of the equation

$$
\begin{equation*}
\tan k \zeta=\frac{\pi^{2}}{k \zeta^{3}} \tag{2.14}
\end{equation*}
$$

which belongs to $\left(\frac{m}{k} \pi, \frac{2 m+1}{2 k} \pi\right)$.
Remark 9. When $k$ remains bounded and $m$ goes to infinity the roots $\zeta_{k, m}$ of the equation (2.14) behave like $\frac{m \pi}{k}$. This corresponds to the asymptotic behavior of the eigenvalues $\lambda_{k, m}$ studied in Theorem 2.2. On the other hand, when $m$ remains bounded and $k$ goes to infinity, the zeros $\zeta_{k, m}$ of (2.14) behave like $\frac{(2 m+1) \pi}{2 k}$. This agrees with the behavior of the eigenvalues $\lambda_{k, m}$ studied in Theorem 2.4.

The eigenvalues $\lambda_{k, m}$ of Theorem 2.6 make the transition from one zone to another and still approach the imaginary axis at high frequencies.

The eigenfunctions corresponding to these eigenvalues have the same property as those of Theorems 2.3 and 2.5 ; i.e., the last two components vanish asymptotically.

THEOREM 2.7. The eigenfunctions $\varphi_{\lambda}$ corresponding to the eigenvalues of Theorem 2.6 satisfy

$$
\begin{equation*}
\lim _{|\lambda| \rightarrow \infty} \frac{\left\|\varphi_{\lambda}^{3}\right\|_{H^{1}\left(\Gamma_{0}\right)}}{\left\|\varphi_{\lambda}\right\|_{\mathcal{X}}}=0, \quad \lim _{|\lambda| \rightarrow \infty} \frac{\left\|\varphi_{\lambda}^{4}\right\|_{L^{2}\left(\Gamma_{0}\right)}}{\left\|\varphi_{\lambda}\right\|_{\mathcal{X}}}=0 \tag{2.15}
\end{equation*}
$$

where $\varphi_{\lambda}^{3}$ and $\varphi_{\lambda}^{4}$ are the third and the fourth components of $\varphi_{\lambda}$.
Until now we have obtained eigenvalues of system (1.1) approaching the imaginary axis when their modulus tends to infinity. The following result exhibits a sequence of eigenvalues with uniformly bounded negative real parts.

Theorem 2.8. [eigenvalues $\lambda_{k}$ with $\left.\left|\lambda_{k}\right| \leq k \pi\right]$ The equation (2.2) has, for sufficiently large $k$, two eigenvalues $\lambda_{k}^{*}$ and $\lambda_{k}^{* *}$ with $\operatorname{Im} \lambda_{k}^{*}>0$ and

$$
\begin{equation*}
\left|\lambda_{k}^{*}-\sqrt{k^{2}\left(\alpha_{1}\right)^{2}-k^{2} \pi^{2}}\right| \leq \frac{1}{k} \quad \text { and } \quad \lambda_{k}^{*}=\bar{\lambda}_{k}^{* *} \tag{2.16}
\end{equation*}
$$

where $\alpha_{1}$ is the root of

$$
\begin{equation*}
z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}=0 \tag{2.17}
\end{equation*}
$$

with the following asymptotic behavior:

$$
\begin{equation*}
\alpha_{1}=\sqrt[3]{\frac{\pi^{2}}{k}}-\frac{1}{3} \sqrt[3]{\frac{\pi}{k^{2}}} i+o\left(\frac{1}{\sqrt[3]{k^{2}}}\right), \text { as } k \rightarrow \infty \tag{2.18}
\end{equation*}
$$

Therefore, $\lambda_{k}^{*}$ satisfies

$$
\begin{equation*}
\mathcal{R} e \lambda_{k}^{*} \longrightarrow-\frac{1}{3} \text { when } k \longrightarrow \infty \tag{2.19}
\end{equation*}
$$

Remark 10. In Theorem 2.8 we prove the existence of two eigenvalues $\lambda_{k}^{*}$ and $\lambda_{k}^{* *}$ with modulus less than $k \pi$. These are, for $k$ fixed, the eigenvalues with smallest modulus and are the only ones uniformly dissipated by the system at large frequencies.

The corresponding eigenfunctions $\lambda_{k}^{*}$ can be written as

$$
\varphi_{\lambda_{k}^{*}}=\left(\begin{array}{c}
\frac{\cosh \left(\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}(y-1)\right) \cos k \pi x}{\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}} \sinh \left(\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}\right)} \\
-\frac{\lambda_{k}^{*} \cosh \left(\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}(y-1)\right) \cos k \pi x}{\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}} \sinh \left(\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}\right)} \\
-\frac{1}{\lambda_{k}^{*}} \cos k \pi x \\
\cos k \pi x
\end{array}\right)
$$



Fig. 2.1. The sequence of eigenvalues for fixed $k$.
and they have a different behavior.
ThEOREM 2.9. (i) The sequence of eigenfunctions $\left\{\varphi_{\lambda_{k}^{*}}\right\}_{k}$ converge weakly to zero in $\mathcal{X}$ when $k$ tends to infinity.
(ii) The sequences $\left\{\varphi_{\lambda_{k}^{*}}^{j}\right\}_{k}$ do not converge strongly to zero for any $j=1,2,3,4$ in the corresponding norms.

Remark 11. The eigenfunctions $\varphi_{\lambda_{k}^{*}}$ generate a subspace of the energy space of infinite dimension in which, in view of (2.19), the decay rate of the energy of the system is uniform. The energy of the solutions corresponding to the eigenfunctions of Theorem 2.9 is concentrated in the string. Indeed, the estimates of Theorem 2.9 allow us to prove that

$$
\int_{0}^{1} \int_{\varepsilon}^{1}\left(\left\|\varphi_{\lambda_{k}^{*}}^{1}\right\|_{H^{1}(\Omega)}^{2}+\left\|\varphi_{\lambda_{k}^{*}}^{2}\right\|_{L^{2}(\Omega)}^{2}\right) d x d y \leq C e^{-2 \sqrt[3]{k^{2} \pi^{2} \varepsilon}}
$$

This indicates that the energy of the acoustic wave decays exponentially fast from $\Gamma_{0}$ to the interior of the domain.

Figure 2.1 describes the behavior of the different families of eigenvalues for each $k$.
3. The conservative system. In this section we analyze the spectral properties of the conservative system corresponding to (1.1):

$$
\left\{\begin{array}{lll}
\phi_{t t}-\Delta \phi=0 & \text { in } & \Omega \times(0, \infty)  \tag{3.1}\\
\frac{\partial \phi}{\partial \nu}=0 & \text { on } & \Gamma_{1} \times(0, \infty) \\
\frac{\partial \phi}{\partial y}=-W_{t} & \text { on } & \Gamma_{0} \times(0, \infty) \\
W_{t t}-W_{x x}+\phi_{t}=0 & \text { on } & \Gamma_{0} \times(0, \infty) \\
W_{x}(0, t)=W_{x}(1, t)=0 & \text { for } & t>0
\end{array}\right.
$$

In (3.1) the dissipative term $W_{t}$ of the equation of displacement of the string has been dropped. The energy of this system is defined by (1.2) too, but in this case we have that $\frac{d E}{d t}(t)=0$. This means that (3.1) is an undamped system.

The eigenvalues of (3.1) are characterized in the following theorem.
Theorem 3.1. System (3.1) has a two-parameter sequence of purely imaginary eigenvalues $\left(\nu_{k, m}\right)_{k \in \mathbb{N}, m \in \mathbb{Z}^{*}}$ given by

$$
\begin{equation*}
\nu_{k, m}=\sqrt{z_{k, m}^{2}+k^{2} \pi^{2}} i \quad \text { if } m>0 \quad \text { and } \quad \nu_{k, m}=-\nu_{k,-m} \quad \text { if } m<0, \tag{3.2}
\end{equation*}
$$

where $\left(z_{k, m}\right)_{m \in \mathbb{N}^{*}}$ are the roots of the equation

$$
\begin{equation*}
\tan z=\frac{z^{2}+k^{2} \pi^{2}}{z^{3}} \tag{3.3}
\end{equation*}
$$

Moreover, there are another two eigenvalues of (3.1), $\nu_{k}^{*}$, and $\nu_{k}^{* *}$, with the modulus less than $k \pi$, given by

$$
\begin{equation*}
\nu_{k}^{*}=\sqrt{k^{2} \pi^{2}-\left(z_{k}^{*}\right)^{2}} i, \quad \nu_{k}^{* *}=\bar{\nu}_{k}^{*}, \tag{3.4}
\end{equation*}
$$

where $z_{k}^{*}$ is the unique positive root of the equation

$$
\begin{equation*}
e^{2 z}=\frac{z^{3}-z^{2}+k^{2} \pi^{2}}{z^{3}+z^{2}-k^{2} \pi^{2}} \tag{3.5}
\end{equation*}
$$

In the last case, $\nu_{k}^{*}=\nu_{k}^{* *}=0$ when $k=0$.
Proof. In order to study the spectrum of (3.1) we look for solutions of this system in separated variables: $(\phi, W)=e^{\nu t}(\psi, V) \cos (n \pi x)$, where $\psi=\psi(y)$ and $V \in \mathbb{R}$. It follows that the eigenvalues $\nu$ satisfy the following transcendental equation:

$$
\begin{equation*}
e^{2 \sqrt{\nu^{2}+k^{2} \pi^{2}}}=-\frac{\nu^{2}-\sqrt{\nu^{2}+k^{2} \pi^{2}}\left(\nu^{2}+k^{2} \pi^{2}\right)}{\nu^{2}+\sqrt{\nu^{2}+k^{2} \pi^{2}}\left(\nu^{2}+k^{2} \pi^{2}\right)} . \tag{3.6}
\end{equation*}
$$

Considering the change of variable $\nu=\sqrt{\zeta^{2}-k^{2} \pi^{2}}$, equation (3.6) becomes

$$
\begin{equation*}
e^{2 \zeta}=\frac{\zeta^{3}-\zeta^{2}+k^{2} \pi^{2}}{\zeta^{3}+\zeta^{2}-k^{2} \pi^{2}} \tag{3.7}
\end{equation*}
$$

Since the differential operator corresponding to (3.1) is conservative its eigenvalues will be all purely imaginary. Hence, we have to look only for those roots of (3.7) which are purely imaginary or real. It follows that the imaginary roots of (3.7) are the roots of the equation (3.3) and the real ones are roots of (3.5).

We analyze now the eigenfunctions. By separation of variables, it is easy to see that the eigenfunctions have the following form:

$$
\xi_{\nu}=\left(\begin{array}{l}
\frac{-i}{\sqrt{z^{2}+k^{2} \pi^{2}}} \cos z(y-1) \cos k \pi x  \tag{3.8}\\
-\cos z(y-1) \cos k \pi x \\
-\frac{z}{z^{2}+k^{2} \pi^{2}} \sin z \cos k \pi x \\
\frac{z i}{\sqrt{z^{2}+k^{2} \pi^{2}}} \sin z \cos k \pi x
\end{array}\right) .
$$

Theorem 3.2. The eigenfunctions $\xi_{\nu}$ defined by (3.8) corresponding to the eigenvalues $\nu$ given by (3.3) have the following property:

$$
\lim _{|\nu| \rightarrow \infty} \frac{\left\|\xi_{\nu}^{3}\right\|_{H^{1}(0,1)}}{\left\|\xi_{\nu}\right\|_{\mathcal{X}}}=0, \quad \lim _{|\nu| \rightarrow \infty} \frac{\left\|\xi_{\nu}^{4}\right\|_{L^{2}(0,1)}}{\left\|\xi_{\nu}\right\|_{\mathcal{X}}}=0
$$

where $\xi_{\nu}^{j}$ is the $j$ th component of $\xi_{\nu}$.
Proof. If $\nu$ is one of the eigenvalues of (3.1) with $|\nu|>k \pi$, it follows that $\zeta=\sqrt{\nu^{2}+k^{2} \pi^{2}}$ is a purely imaginary number. Therefore $\zeta=z i$, where $z \in \mathbb{R}$ is a solution of the equation (3.3).

Taking into account that $z$ satisfies (3.3), a simple calculation gives us that

$$
\begin{gathered}
\left\|\xi_{\nu}^{1}\right\|_{H^{1}}^{2}+\left\|\xi_{\nu}^{2}\right\|_{L^{2}}^{2}=\frac{1}{2}+\frac{1}{4\left(z^{2}+k^{2} \pi^{2}\right)}+\frac{\left(1+2 k^{2} \pi^{2}\right) \sin 2 z}{8 z\left(z^{2}+k^{2} \pi^{2}\right)} \\
=\frac{1}{2}+\frac{1}{4\left(z^{2}+k^{2} \pi^{2}\right)}+\frac{2 z^{3}\left(z^{2}+k^{2} \pi^{2}\right)}{4\left(z^{6}+\left(z^{2}+k^{2} \pi^{2}\right)^{2}\right)} \\
\left\|\xi_{\nu}^{3}\right\|_{H^{1}}^{2}=\frac{z^{2}\left(1+k^{2} \pi^{2}\right) \sin ^{2} z}{2\left(z^{2}+k^{2} \pi^{2}\right)^{2}}=\frac{z^{2}\left(1+k^{2} \pi^{2}\right)}{2\left(z^{6}+\left(z^{2}+k^{2} \pi^{2}\right)^{2}\right)} \\
\left\|\xi_{\nu}^{4}\right\|_{L^{2}}^{2}=\frac{z^{2} \sin ^{2} z}{2\left(z^{2}+k^{2} \pi^{2}\right)}=\frac{z^{2}\left(z^{2}+k^{2}\right)}{2\left(z^{6}+\left(z^{2}+k^{2} \pi^{2}\right)^{2}\right)}
\end{gathered}
$$

We observe that if $k$ remains bounded when $|\nu| \rightarrow \infty$ then, necessarily, $|z| \rightarrow \infty$. This remark allows us to conclude that

$$
\left\|\xi_{\nu}^{1}\right\|_{H^{1}}^{2}+\left\|\xi_{\nu}^{2}\right\|_{L^{2}}^{2} \longrightarrow \frac{1}{2} \text { and }\left\|\xi_{\nu}^{3}\right\|_{H^{1}}^{2}+\left\|\xi_{\nu}^{4}\right\|_{L^{2}}^{2} \longrightarrow 0, \text { when } \nu \longrightarrow \infty
$$

Remark 12. One can also see that $\nu_{k}^{*}$ does not have this property; i.e.,

$$
\liminf _{\left|\nu_{k}^{*}\right| \rightarrow \infty} \frac{\left\|\xi_{\nu_{k}^{*}}^{3}\right\|_{H^{1}(0,1)}}{\left\|\xi_{\nu_{k}^{*}}\right\| \mathcal{X}} \neq 0 \text { and } \liminf _{|\nu| \rightarrow \infty} \frac{\left\|\xi_{\nu_{k}^{*}}^{4}\right\|_{L^{2}(0,1)}}{\left\|\xi_{\nu_{k}^{*}}\right\|_{\mathcal{X}}} \neq 0
$$

The proof of this fact is similar to that of Theorem 2.9.
4. The dissipative case. In this section we give the proofs of Theorems 2.1, $2.2,2.3,2.4,2.5,2.6,2.7,2.8$, and 2.9 which characterize the asymptotic behavior of the eigenvalues and the eigenfunctions of (1.1).

We begin with the proof of Theorem 2.1.
Proof of Theorem 2.1. Suppose first that $k \neq 0$. It is easy to see that the differential operator corresponding to (2.1) has compact resolvent (see [11]). Therefore, the spectrum of (2.1) consists of a sequence of complex eigenvalues $\left(\lambda_{k, m}\right)_{m \in \mathbb{N}} \cup\left(\bar{\lambda}_{k, m}\right)_{m \in \mathbb{N}}$ with the property that $\lim _{m \rightarrow \infty}\left|\lambda_{k, m}\right|=\infty$ and $\lambda_{k, m} \neq 0$ for all $m \in \mathbb{Z}$.

If $k=0$, the operator has the same properties but the first two eigenvalues $\lambda_{0,0}$ and $\bar{\lambda}_{0,0}$ are equal to zero.

Moreover, since all the elements of the spectrum are eigenvalues of the operator it follows that they are roots of equation (2.2).

With the change of variable $\sqrt{\left(\frac{\lambda}{k}\right)^{2}+\pi^{2}}=z$ equation (2.2) is reduced to

$$
\begin{equation*}
e^{2 k z}=-\frac{z^{2}-\pi^{2}-k z^{3}-z \sqrt{z^{2}-\pi^{2}}}{z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}} . \tag{4.1}
\end{equation*}
$$

We present now four technical lemmas which give us the information we need about the poles of the function in the right-hand side of (4.1). The proofs of these lemmas will be presented in an appendix at the end of this paper.

Lemma 4.1. If $\alpha$ is a root of the equation

$$
\begin{equation*}
z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}=0 \tag{4.2}
\end{equation*}
$$

then, for $k$ large enough, we have

$$
\begin{equation*}
\frac{\pi}{2 \sqrt[3]{k}}<|\alpha|<\frac{2 \pi}{\sqrt[3]{k}} \tag{4.3}
\end{equation*}
$$

Lemma 4.2. For $k$ large enough, the equation (4.2) has three roots $\alpha_{i}, i=1,2,3$, with the property that

$$
\begin{equation*}
\left|\alpha_{i}-\sqrt[3]{\frac{\pi^{2}}{k}} \omega_{i}\right| \leq \frac{10}{\sqrt[3]{k^{2}}} \tag{4.4}
\end{equation*}
$$

where $\omega_{i}, i=1,2,3$, are the three cubic roots of unity.
Lemma 4.3. The root $\alpha_{1}$ of (4.2) satisfies

$$
\begin{equation*}
\alpha_{1}=\sqrt[3]{\frac{\pi^{2}}{k}}-\frac{1}{3} \sqrt[3]{\frac{\pi}{k^{2}}} i+o\left(\frac{1}{\sqrt[3]{k^{2}}}\right) \quad \text { as } k \rightarrow \infty \tag{4.5}
\end{equation*}
$$

Lemma 4.4. For $k$ large enough, the equation

$$
\begin{equation*}
z^{2}-\pi^{2}-k z^{3}-z \sqrt{z^{2}-\pi^{2}}=0 \tag{4.6}
\end{equation*}
$$

has three roots $\beta_{i}, i=1,2,3$, with the property that

$$
\begin{equation*}
\left|\beta_{i}-\sqrt[3]{\frac{\pi^{2}}{k}} \tilde{\omega}_{i}\right| \leq \frac{10}{\sqrt[3]{k^{2}}} \tag{4.7}
\end{equation*}
$$

where $\tilde{\omega}_{i}=-\omega_{i}, i=1,2,3$.
We can pass now to prove Theorems 2.2, 2.3, 2.4, 2.5, 2.6, 2.7, 2.8, and 2.9. In section 4.1 we analyze the case of the eigenvalues with real parts tending to zero, as the frequency increases (Theorems 2.2, 2.3, 2.4, 2.5, 2.6, and 2.7). In section 4.2 we prove the existence of eigenvalues with uniformly negative real parts (Theorems 2.8 and 2.9).

### 4.1. Eigenvalues with real parts tending to zero.

Proof of Theorem 2.2. If we note $\sqrt{\lambda^{2}+k^{2} \pi^{2}}=\mu$, we obtain that $\mu$ satisfies the following equation:

$$
\begin{equation*}
e^{2 \mu}=-\frac{\mu^{2}-k^{2} \pi^{2}-\mu\left(\mu^{2}+\sqrt{\mu^{2}-k^{2} \pi^{2}}\right)}{\mu^{2}-k^{2} \pi^{2}+\mu\left(\mu^{2}+\sqrt{\mu^{2}-k^{2} \pi^{2}}\right)} \tag{4.8}
\end{equation*}
$$

We put the equation (4.8) in the form

$$
\begin{equation*}
e^{2 \mu}-1=-\frac{2\left(\mu^{2}-k^{2} \pi^{2}\right)}{\mu^{2}-k^{2} \pi^{2}+\mu\left(\mu^{2}+\sqrt{\mu^{2}-k^{2} \pi^{2}}\right)} \tag{4.9}
\end{equation*}
$$

and we localize its roots applying Rouché's theorem.
In order to do this we consider the functions

$$
f(z)=e^{2 z}-1 \text { and } g(z)=-\frac{2\left(z^{2}-k^{2} \pi^{2}\right)}{z^{2}-k^{2} \pi^{2}+z\left(z^{2}+\sqrt{z^{2}-k^{2} \pi^{2}}\right)}
$$

We remark that the equation $f(z)=0$ has the roots $\left(\alpha_{m}\right)_{m \in \mathbb{Z}}$ with $\alpha_{m}=m \pi i$.
For each $m \in \mathbb{Z} \backslash\{0\}$ we define the square $\gamma_{m}^{1}$ of center $\alpha_{m}$ and side $2 \varepsilon_{m}$ and the rectangle $\gamma_{m}^{2}$ defined by the lines $\mathcal{R} e z= \pm \delta_{m}$ and $\mathcal{I} m z=m \pi \pm \frac{3 \pi}{4}$. Moreover, we consider the square $\gamma^{0}$ of center 0 and side $2 M_{k}$ (see Fig. 4.1).

The constants $\varepsilon_{m}, \delta_{m}$, and $M_{k}$ will be chosen in such a way that

$$
\begin{equation*}
|f(z)|>|g(z)| \text { for all } z \in \gamma_{m}^{1} \cup \gamma_{m}^{2} \cup \gamma^{0} \tag{4.10}
\end{equation*}
$$

First of all we have that, for all $z \in \mathbb{C}$,

$$
\begin{align*}
|f(z)|^{2}=\left|e^{2 z}-1\right|^{2}= & \left(e^{2 \mathcal{R} e z}-\cos 2 \mathcal{I} m z\right)^{2}+(\sin 2 \mathcal{I} m z)^{2}  \tag{4.11}\\
& \geq \max \left\{\left|e^{2 \mathcal{R} e z}-1\right|,|\sin 2 \mathcal{I} m z|\right\}
\end{align*}
$$

In order to estimate $g$ we consider the region $G_{1}$ of the complex plane defined by

$$
\begin{equation*}
G_{1}=\{z \in \mathbb{C}:|z|>\max \{k \pi, 4\}\} \tag{4.12}
\end{equation*}
$$

where $g(z)$ is analytic in view of Lemma 4.2. We deduce that, for all $z \in G_{1}$,

$$
\begin{align*}
& |g(z)|=\left|\frac{2\left(z^{2}-k^{2} \pi^{2}\right)}{z^{2}-k^{2} \pi^{2}+z\left(z^{2}+\sqrt{\left.z^{2}-k^{2} \pi^{2}\right)}\right.}\right| \leq \frac{2}{|z|\left|\frac{z^{2}+\sqrt{z^{2}-k^{2} \pi^{2}}}{z^{2}-k^{2} \pi^{2}}\right|-1} \\
& \leq \frac{2}{|z| \frac{|z|^{2}-\left|\sqrt{z^{2}-k^{2} \pi^{2}}\right|}{|z|^{2}+k^{2} \pi^{2}}-1} \leq \frac{2}{|z| \frac{|z|^{2}-\sqrt{2}|z|}{|z|^{2}+k^{2} \pi^{2}}-1} \leq \frac{2}{\frac{|z|}{4}-1} \leq \frac{8}{|z|-4} . \tag{4.13}
\end{align*}
$$

We are now in condition to determine the constants $\varepsilon_{m}, \delta_{m}$, and $M_{k}$ such that (4.10) is satisfied.

If $z \in \gamma_{m}^{1} \cap G_{1}$, we obtain that $|f(z)|>\varepsilon_{m}>|g(z)|$ if $\frac{16}{2 m \pi-9}<\varepsilon_{m}<\frac{1}{2}$.
Applying Rouché's theorem, it turns out that there exists a unique root of the equation (4.8) in each square $\gamma_{m}^{1}$ if $m \geq k+1$. We denote those roots by $\mu_{k, m}$.

If $z \in \gamma_{m}^{2} \cap G_{1}$, we obtain that $|f(z)|>\frac{1}{2}>|g(z)|$ if $\delta_{m}>\frac{1}{2}$.
Since we did not impose any upper bound for $\delta_{m}$ we can apply again Rouché's theorem and we obtain that, for each $m \geq k+1$ in the regions $|\mathcal{I} m z-m \pi| \leq \frac{3 \pi}{4}$, the equation (4.8) has the same number of roots as $f(z)=0$ does. This implies that the only roots of (4.8) in $G_{1}$ are $\mu_{k, m}$ found above.

Finally, if we choose $M_{k}=k \pi+\frac{3 \pi}{4}$ we obtain, like above, that if $z \in \gamma^{0} \cap G_{1}$, then $|f(z)|>1 / 2>|g(z)|$.

Applying Rouché's theorem, we deduce that the number of roots of (4.8) in $\gamma^{0}$ is equal to $2 k+2$.

In order to obtain the roots of (2.2) we return to the variable $\lambda$.
First of all we remark that if $\lambda$ solves (2.2) then $\bar{\lambda}$ is a solution too. Hence, it is sufficient to look for those $\lambda$ with $\operatorname{I} m \lambda>0$, the other eigenvalues being conjugates of these. On the other hand, when we pass from $\mu$ to $\lambda$ we are interested in those values which have the property that $\mathcal{R} e \lambda<0$, since the energy of the system decreases as $t$ increases (see (1.2) and (1.3) above and [11] for a detailed discussion on this). Those
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remarks indicate that we can establish a bijective correspondence between the zeros of the equation (4.8) and those of the equation (2.2).

Since the previous analysis gives us the roots $\mu$ of (4.8) with the property that $|\mu|>\max \{k \pi, 4\}$, we obtain all the roots $\lambda=\sqrt{\mu^{2}-k^{2} \pi^{2}}$ of (2.2) with the property that $|\lambda|>\sqrt{2} k \pi$. For those eigenvalues $\lambda$ with $\operatorname{Im} \lambda>0$ we have

$$
\begin{aligned}
& \left|\lambda-\sqrt{m^{2}+k^{2}} \pi i\right|=\left|\sqrt{\mu^{2}-k^{2} \pi^{2}}-\sqrt{m^{2}+k^{2}} \pi i\right| \\
= & \frac{|\mu-m \pi i||\mu+m \pi i|}{\sqrt{\mid \mathcal{I} m \sqrt{\mu^{2}-k^{2} \pi^{2}}+\sqrt{m^{2}+\left.k^{2} \pi\right|^{2}+\left|\mathcal{R} e \sqrt{\mu^{2}-k^{2} \pi^{2}}\right|^{2}}}} \\
\leq & \frac{\varepsilon_{m}|\mu+m \pi i|}{\mathcal{I} m \sqrt{\mu^{2}-k^{2} \pi^{2}}+\sqrt{m^{2}+k^{2}} \pi} \leq \frac{\varepsilon_{m}\left(\varepsilon_{m}+2 m \pi\right)}{\sqrt{k^{2}+m^{2}} \pi} \leq \frac{3 m}{\sqrt{k^{2}+m^{2}}} \varepsilon_{m}
\end{aligned}
$$

It turns out that, for $m>k+1$, the eigenvalues $\lambda_{k, m}$ with $\mathcal{I} m \lambda_{k, m}>0$ satisfy (2.4). The corresponding result for the case $\lambda_{k, m}$ with $\mathcal{I} m \lambda_{k, m}<0$ can be obtained in the same way.

Remark 13. Theorem 2.2 tells us that, for each $k \in \mathbb{N}$ and for each eigenvalue $\left(\lambda_{k, m}\right)_{m \in \mathbb{Z}^{*}}$ with $|m| \geq k+1$, the index $m$ is given by the nearest value $\pm \sqrt{k^{2}+m^{2}} \pi i$. The other eigenvalues, which belong to the circle centered in 0 and of radius $\sqrt{2} k \pi$, are ordered in the increasing way with respect to the modulus: $\lambda_{k}^{*}, \lambda_{k}^{* *}, \lambda_{k, \pm 1}, \lambda_{k, \pm 2}, \ldots$,
$\lambda_{k, \pm k}$ (see Theorems 2.4, 2.6, and 2.8). Hence, for $k$ fixed, $\lambda_{k}^{*}$ and $\lambda_{k}^{* *}$ are the eigenvalues with the smallest modulus, while the modulus of $\lambda_{k, \pm k}$ approaches $\sqrt{2} k \pi$ when $m$ increases.

We prove now Theorem 2.3.
Proof of Theorem 2.3. From (2.4) we deduce that $\sqrt{\lambda^{2}+k^{2} \pi^{2}}=\mu=m \pi i+\alpha(m)$ with $|\alpha(m)| \leq \frac{1}{m}$.

The eigenfunction $\varphi_{\lambda}$ can be decomposed as follows:

$$
\begin{aligned}
& \varphi_{\lambda}=\left(\begin{array}{c}
\frac{1}{\lambda} \cosh \sqrt{\lambda^{2}+k^{2} \pi^{2}}(y-1) \cos k \pi x \\
-\cosh \sqrt{\lambda^{2}+k^{2} \pi^{2}}(y-1) \cos k \pi x \\
-\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \sinh \left(\sqrt{\lambda^{2}+k^{2} \pi^{2}}\right) \cos k \pi x \\
\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda} \sinh \left(\sqrt{\lambda^{2}+k^{2} \pi^{2}}\right) \cos k \pi x
\end{array}\right) \\
& =\left(\begin{array}{c}
(-1)^{m+1} \frac{i}{\lambda} \cosh \alpha(m)(y-1) \cos m \pi y \cos k \pi x \\
(-1)^{m} i \cosh \alpha(m)(y-1) \cos m \pi y \cos k \pi x \\
0 \\
0
\end{array}\right) \\
& +\left(\begin{array}{c}
(-1)^{m} \frac{1}{\lambda} \sinh \alpha(m)(y-1) \sin m \pi y \cos k \pi x \\
(-1)^{m+1} \sinh \alpha(m)(y-1) \sin m \pi y \cos k \pi x \\
(-1)^{m+1} \frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \sinh \alpha(m) \cos k \pi x \\
(-1)^{m} \frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda} \sinh \alpha(m) \cos k \pi x
\end{array}\right)
\end{aligned}
$$

We denote by $\varphi_{1}$ and $\varphi_{2}$ the two vector-valued functions above. We estimate first the norm of $\varphi_{2}$ in $\mathcal{X}$ :

$$
\begin{aligned}
& \left\|\varphi_{2}\right\|_{\mathcal{X}}^{2}=\int_{0}^{1} \int_{0}^{1}\left\{\left(\left|\frac{1}{\lambda} \cos k \pi x\right|^{2}+\left|\frac{k \pi}{\lambda} \sin k \pi x\right|^{2}\right)|\sinh \alpha(m)(y-1) \sin m \pi y|^{2}\right. \\
& \left.+\left|\left(\frac{\alpha(m)}{\lambda} \cosh \alpha(m)(y-1) \sin m \pi y+\frac{m \pi}{\lambda} \sinh \alpha(m)(y-1) \cos m \pi y\right) \cos k \pi x\right|^{2}\right\} \\
& +\int_{0}^{1} \int_{0}^{1}|\sinh \alpha(m)(y-1) \sin m \pi y \cos k \pi x|^{2} d x d y \\
& +\int_{0}^{1}\left\{\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \sinh \alpha(m) \cos k \pi x\right|^{2}+\left|\frac{k \pi \sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \sinh \alpha(m) \sin k \pi x\right|^{2}\right\} d x
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{0}^{1}\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda} \sinh \alpha(m) \cos k \pi x\right|^{2} d x \leq \int_{0}^{1}\left\{\left|\frac{1}{\lambda} \sinh \alpha(m)(y-1)\right|^{2}\right. \\
& \left.+\left|\frac{\alpha(m)}{\lambda} \cosh \alpha(m)(y-1)\right|^{2}+\left(\frac{\left(k^{2}+m^{2}\right) \pi^{2}}{|\lambda|^{2}}+1\right)|\sinh \alpha(m)(y-1)|^{2}\right\} d y \\
& +\left(\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}}\right|^{2}+\left|\frac{k \pi \sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}}\right|^{2}+\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda}\right|^{2}\right)|\sinh \alpha(m)|^{2} \\
& \quad \leq 4 \frac{|\alpha(m)|^{2}}{|\lambda|^{2}}+4|\alpha(m)|^{2}+5 \frac{|\alpha(m)|^{2}}{|\lambda|^{2}}+4 \frac{\left(k^{2}+m^{2}\right) \pi^{2}|\alpha(m)|^{2}}{|\lambda|^{2}} \\
& \quad+4|\alpha(m)|^{2}\left|\frac{\lambda^{2}+k^{2} \pi^{2}}{\lambda^{4}}\right|^{2}\left|1+k^{2} \pi^{2}+\lambda^{2}\right|^{2} \leq 33|\alpha(m)|^{2} \leq \frac{c^{\prime}}{m^{2}}
\end{aligned}
$$

where we take into account that $|\sinh \alpha(m)| \leq 2|\alpha(m)|$ and $|\cosh \alpha(m)| \leq 2$.
In this way we obtain that

$$
\begin{equation*}
\left\|\varphi_{2}\right\|_{\mathcal{X}} \leq \frac{c^{\prime}}{m} \tag{4.14}
\end{equation*}
$$

We estimate now

$$
\begin{gathered}
\left\|\varphi_{1}-\psi_{k, m}\right\|_{\mathcal{X}}=\int_{0}^{1} \int_{0}^{1}\left\{\left|\frac{i}{\sqrt{m^{2}+k^{2} \pi}}+\frac{1}{\lambda} \cosh \alpha(m)(y-1)\right|^{2}|\cos m \pi y \cos k \pi x|^{2}\right. \\
+\left|\frac{i}{\sqrt{m^{2}+k^{2}} \pi}+\frac{1}{\lambda} \cosh \alpha(m)(y-1)\right|^{2}|k \pi \cos m \pi y \sin k \pi x|^{2} \\
+\left|\frac{i}{\sqrt{m^{2}+k^{2}} \pi}+\frac{1}{\lambda} \cosh \alpha(m)(y-1)\right|^{2}|m \pi \sin m \pi y \cos k \pi x|^{2} \\
\left.+\left(\left|\frac{\alpha(m)}{\lambda} \sinh \alpha(m)(y-1)\right|^{2}+|1-\cosh \alpha(m)(y-1)|^{2}\right)|\cos m \pi y \cos k \pi x|^{2}\right\} d x d y \\
\leq \int_{0}^{1}\left\{\left|\frac{i}{\sqrt{m^{2}+k^{2}} \pi}+\frac{1}{\lambda} \cosh \alpha(m)(y-1)\right|^{2}\right.
\end{gathered}
$$

$$
\begin{gathered}
+\left|\frac{i\left(k^{2}+m^{2}\right) \pi^{2}}{\sqrt{m^{2}+k^{2}} \pi}+\frac{\left(k^{2}+m^{2}\right) \pi^{2}}{\lambda} \cosh \alpha(m)(y-1)\right|^{2} \\
\left.+\left|\frac{\alpha(m)}{\lambda} \sinh \alpha(m)(y-1)\right|^{2}+|1-\cosh \alpha(m)(y-1)|^{2}\right\} d y \\
\leq\left|\frac{i}{\sqrt{m^{2}+k^{2}} \pi}+\frac{1}{\lambda}\right|^{2}+\int_{0}^{1}\left|\frac{1}{\lambda}(1-\cosh \alpha(m)(y-1))\right|^{2} d y \\
+\left(k^{2}+m^{2}\right) \pi^{2}\left|\frac{i}{\sqrt{m^{2}+k^{2}} \pi}+\frac{1}{\lambda}\right|^{2}+\left(m^{2}+k^{2}\right) \pi^{2} \int_{0}^{1}\left|\frac{1}{\lambda}(1-\cosh \alpha(m)(y-1))\right|^{2} d y \\
+\int_{0}^{1}\left|\frac{\alpha(m)}{\lambda} \sinh \alpha(m)(y-1)\right|^{2} d y+\int_{0}^{1}|1-\cosh \alpha(m)(y-1)|^{2} d y \\
\leq \frac{c^{\prime \prime}}{m^{2}}+4|\alpha(m)|^{2}+2 \frac{c^{\prime \prime}}{m^{2}}+8|\alpha(m)|^{2}+4|\alpha(m)|^{2}+4|\alpha(m)|^{2} \leq \frac{c^{\prime \prime \prime}}{m^{2}},
\end{gathered}
$$

where we take into account that $|1-\cosh \alpha(m)| \leq 2|\alpha(m)|$.
We obtain that

$$
\begin{equation*}
\left\|\varphi_{1}-\psi_{k, m}\right\|_{\mathcal{X}} \leq \frac{c^{\prime \prime \prime}}{m} \tag{4.15}
\end{equation*}
$$

From estimates (4.14) and (4.15) we deduce that (2.8) holds.
Next we prove Theorem 2.4 which gives estimations for the eigenvalues $\lambda_{k, \pm 1}$, $\lambda_{k, \pm 2}, \ldots, \lambda_{k, \pm q}$ for $q=q(k) \leq[\sqrt[3]{k}]$. By $[\cdot]$ we denote the integer part function.

Proof of Theorem 2.4. If we consider the change of variable $\lambda=\sqrt{k^{2} z^{2}-k^{2} \pi^{2}}$ the equation (2.2) is transformed in

$$
\begin{equation*}
e^{2 k z}=-\frac{z^{2}-\pi^{2}-k z^{3}-z \sqrt{z^{2}-\pi^{2}}}{z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}} \tag{4.16}
\end{equation*}
$$

Let $k \in \mathbb{N}$ be sufficiently large so that Lemma 4.1 holds. We define the functions

$$
f(z)=e^{2 k z}+1, \quad g(z)=\frac{2\left(k z^{3}+z \sqrt{z^{2}-\pi^{2}}\right)}{z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}} .
$$

For each integer $m$ with $0 \leq|m| \leq[\sqrt[3]{k}]$ let $\gamma_{k, m}^{1}$ be the square of center $\frac{2 m-1}{2 k} \pi i$ and sides $\frac{3 \pi}{2 k \sqrt[3]{k}}$. For all $z \in \gamma_{k, m}^{1}$, we have

$$
|f(z)|=\left|e^{2 k z}+1\right| \geq \max \left\{\left|e^{2 k \mathcal{R} e z}-1\right|,|\sin 2 k \mathcal{I} m z|\right\}
$$

and since $\left|e^{x}-1\right|>\frac{|x|}{2}$ and $|\sin x|>\frac{|x|}{2}$ for small $x$, we deduce that

$$
\begin{equation*}
|f(z)| \geq \frac{3 \pi}{4 \sqrt[3]{k}} \quad \forall z \in \gamma_{k, m} \tag{4.17}
\end{equation*}
$$

We now estimate $g$ in the region $G^{2}=\left\{z \in \mathbb{C}:|z| \leq \frac{\pi}{\sqrt[3]{k^{2}}}\right\}$.
Lemma 4.1 implies that $g$ is analytic in $G^{2}$.
For all $z \in G^{2}$ we have $|z| \sqrt[3]{k} \leq \pi$. Therefore we obtain that

$$
\lim _{k \rightarrow \infty} k z^{2}=\lim _{k \rightarrow \infty} z^{2}=\lim _{k \rightarrow \infty} k z^{3}=0
$$

Hence, for all $z \in G^{2}$,

$$
\lim _{k \rightarrow \infty}\left|\frac{k z^{2}+\sqrt{z^{2}-\pi^{2}}}{z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}}\right|=\frac{1}{\pi}
$$

which implies that, for $k$ sufficiently large,

$$
\left|\frac{k z^{2}-\sqrt{z^{2}-\pi^{2}}}{z^{2}-\pi^{2}+k z^{3}-z \sqrt{z^{2}-\pi^{2}}}\right| \leq 1 \quad \forall z \in G^{2}
$$

This result allows us to estimate the function $g$ in $G^{2}$ :

$$
|g(z)|=2|z|\left|\frac{k z^{2}+\sqrt{z^{2}-\pi^{2}}}{z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}}\right| \leq 2|z| \leq \frac{2 \pi}{\sqrt[3]{k^{2}}}
$$

Finally, we obtain that $|f(z)|>|g(z)|$ for all $z \in \gamma_{k, m}^{1}$ if $k$ is sufficiently large and $\gamma_{k, m}^{1} \subset G^{2}$. Remark that $\gamma_{k, m}^{1} \subset G^{2}$ if $|m| \leq[\sqrt[3]{k}]$.

Applying Rouché's theorem we deduce that the equation (4.16) has a root $z_{k, m}$ in each square $\gamma_{k, m}^{1}$ if $|m| \leq[\sqrt[3]{k}]$. This root satisfies

$$
\begin{aligned}
& \left|z_{k, m+1}-\frac{1}{2 k}(2 m+1) \pi i\right| \leq \frac{3 \sqrt{2} \pi}{4 k \sqrt[3]{k}} \leq \frac{2 \pi}{k \sqrt[3]{k}} \quad \text { if } m \geq 0 \\
& \left|z_{k, m}+\frac{1}{2 k}(2 m+1) \pi i\right| \leq \frac{3 \sqrt{2} \pi}{4 k \sqrt[3]{k}} \leq \frac{2 \pi}{k \sqrt[3]{k}} \quad \text { if } m<0
\end{aligned}
$$

We deduce that the eigenvalues $\lambda_{k, m}=\sqrt{k^{2} z_{k, m}^{2}-k^{2} \pi^{2}}$ with $0<|m| \leq[\sqrt[3]{k}]$ satisfy (2.9).

Proof of Theorem 2.5. Estimates (2.9) imply that

$$
\sqrt{\lambda^{2}+k^{2} \pi^{2}}=\mu=\frac{2 m+1}{2} \pi i+\alpha(k) \text { with }|\alpha(k)| \leq \frac{2 \pi}{\sqrt[3]{k}} .
$$

We write the eigenfunction $\varphi_{\lambda}$ in the following form:

$$
\begin{aligned}
& \varphi_{\lambda}=\left(\begin{array}{c}
\frac{1}{\lambda} \cosh \left(\sqrt{\lambda^{2}+k^{2} \pi^{2}}(y-1)\right) \cos k \pi x \\
-\cosh \left(\sqrt{\lambda^{2}+k^{2} \pi^{2}}(y-1)\right) \cos k \pi x \\
-\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \sinh \left(\sqrt{\lambda^{2}+k^{2} \pi^{2}}\right) \cos k \pi x \\
\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda} \sinh \left(\sqrt{\lambda^{2}+k^{2} \pi^{2}}\right) \cos k \pi x
\end{array}\right) \\
& =\left(\begin{array}{c}
(-1)^{m} \frac{1}{\lambda} \cosh \alpha(k)(y-1) \sin \frac{2 m+1}{2} \pi y \cos k \pi x \\
(-1)^{m+1} \cosh \alpha(k)(y-1) \sin \frac{2 m+1}{2} \pi y \cos k \pi x \\
0 \\
0
\end{array}\right) \\
& +\left(\begin{array}{c}
(-1)^{m+1} \frac{i}{\lambda} \sinh \alpha(k)(y-1) \cos \frac{2 m+1}{2} \pi y \cos k \pi x \\
(-1)^{m} i \sinh \alpha(k)(y-1) \cos \frac{2 m+1}{2} \pi y \cos k \pi x \\
(-1)^{m+1} i \frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \cosh \alpha(k) \cos k \pi x \\
(-1)^{m} i \frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda} \cosh \alpha(k) \cos k \pi x
\end{array}\right) .
\end{aligned}
$$

Let $\varphi_{1}$ and $\varphi_{2}$ be the vector-valued functions appearing in the decomposition of $\varphi_{\lambda}$ above.

We evaluate first the norm of $\varphi_{2}$ in $\mathcal{X}$ :

$$
\begin{gathered}
\left\|\varphi_{2}\right\|_{\mathcal{X}}^{2}=\int_{0}^{1} \int_{0}^{1}\left|\frac{1}{\lambda} \cos k \pi x\right|^{2} \sinh \alpha(k)(y-1) \cos \frac{2 m+1}{2} \pi y \\
+\int_{0}^{1} \int_{0}^{1}\left\{\left|\frac{k \pi}{\lambda} \sinh \alpha(k)(y-1) \cos \frac{2 m+1}{2} \pi y \sin k \pi x\right|^{2}\right. \\
+\left\lvert\, \frac{\alpha(k)}{\lambda} \cosh \alpha(k)(y-1) \cos \frac{2 m+1}{2} \pi y \cos k \pi x+\frac{(2 m+1) \pi}{2 \lambda} \sinh \alpha(k)(y-1)\right. \\
\left.\times\left.\sin \frac{2 m+1}{2} \pi y \cos k \pi x\right|^{2}\right\}+\int_{0}^{1} \int_{0}^{1}\left|\sinh \alpha(k)(y-1) \cos \frac{2 m+1}{2} \pi y \cos k \pi x\right|^{2} \\
+\int_{0}^{1}\left\{\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \cosh \alpha(k) \cos k \pi x\right|^{2}+\left|\frac{k \pi \sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \cosh \alpha(k) \sin k \pi x\right|^{2}\right\}
\end{gathered}
$$

$$
\begin{gathered}
+\int_{0}^{1}\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda} \cosh \alpha(k) \cos k \pi x\right|^{2} \leq \int_{0}^{1}\left\{\left|\frac{1}{\lambda} \sinh \alpha(k)(y-1)\right|^{2}\right. \\
\left.+\left|\frac{\alpha(k)}{\lambda} \cosh \alpha(k)(y-1)\right|^{2}+\left(\left(k^{2}+\left(\frac{2 m+1}{2}\right)^{2}\right) \frac{\pi^{2}}{|\lambda|^{2}}+1\right)|\sinh \alpha(k)(y-1)|^{2}\right\} \\
+\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \cosh \alpha(k)\right|^{2}+\left|\frac{k \pi \sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}} \cosh \alpha(k)\right|^{2}+\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda} \cosh \alpha(k)\right|^{2} \\
\leq 4 \frac{|\alpha(k)|^{2}}{|\lambda|^{2}}+5 \frac{|\alpha(k)|^{2}}{|\lambda|^{2}}+\left(k^{2}+\left(\frac{2 m+1}{2}\right)^{2}\right) \frac{|\alpha(k)|^{2} \pi^{2}}{|\lambda|^{2}}+4|\alpha(k)|^{2} \\
5\left(k^{2} \pi^{2}+1\right)\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda^{2}}\right|^{2}+5\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda}\right|^{2} \leq 14|\alpha(k)|^{2}+60|\alpha(k)|^{2} \leq \frac{c^{\prime}}{\sqrt[3]{k}}
\end{gathered}
$$

where we take into account that, for $k$ large enough,

$$
\left|\frac{\sqrt{\lambda^{2}+k^{2} \pi^{2}}}{\lambda}\right| \leq 2|\alpha(k)|,|\sinh \alpha(k)| \leq 2|\alpha(k)| \text { and }|\cosh \alpha(k)| \leq 5
$$

We obtain that

$$
\begin{equation*}
\left\|\varphi_{2}\right\|_{\mathcal{X}} \leq \frac{c^{\prime}}{\sqrt[3]{k}} \tag{4.18}
\end{equation*}
$$

We compute now

$$
\begin{gathered}
\left\|\varphi_{1}-\tilde{\psi}_{k, m}\right\|_{\mathcal{X}}^{2} \\
=\int_{0}^{1} \int_{0}^{1}\left|\frac{i}{\sqrt{\left(\frac{2 m+1}{2}\right)^{2}+k^{2}} \pi}+\frac{1}{\lambda} \cosh \alpha(k)(y-1)\right|^{2}\left|\sin \frac{2 m+1}{2} \pi y \cos k \pi x\right|^{2} \\
+\int_{0}^{1} \int_{0}^{1}\left\{\left|\frac{i}{\sqrt{\left(\frac{2 m+1}{2}\right)^{2}+k^{2}} \pi}+\frac{1}{\lambda} \cosh \alpha(k)(y-1)\right|^{2}\left|k \pi \sin \frac{2 m+1}{2} \pi y \sin k \pi x\right|^{2}\right. \\
+\left|\frac{\alpha(k)}{\lambda} \sinh \alpha(k)(y-1) \sin \frac{2 m+1}{2} \pi y \cos k \pi x\right|^{2}
\end{gathered}
$$

$$
\begin{aligned}
& +\left|\left(\frac{i}{\sqrt{\left(\frac{2 m+1}{2}\right)^{2}+k^{2} \pi}}+\frac{1}{\lambda} \cosh \alpha(k)(y-1)\right) \frac{2 m+1}{2} \pi \cos \frac{2 m+1}{2} \pi y \cos k \pi x\right|^{2} \\
& \left.+\left|(1-\cosh \alpha(k)(y-1)) \sin \frac{2 m+1}{2} \pi y \cos k \pi x\right|^{2}\right\} d x d y \\
& \leq \int_{0}^{1}\left(\left(\frac{(2 m+1) \pi}{2}\right)^{2}+k^{2} \pi^{2}+1\right)\left|\frac{i}{\sqrt{\left(\frac{2 m+1}{2}\right)^{2}+k^{2} \pi}}+\frac{1}{\lambda} \cosh \alpha(k)(y-1)\right|^{2} \\
& +\int_{0}^{1}\left|\frac{\alpha(m)}{\lambda} \sinh \alpha(m)(y-1)\right|^{2}+|1-\cosh \alpha(k)(y-1)|^{2} \\
& \leq\left(\left(\frac{(2 m+1) \pi}{2}\right)^{2}+k^{2} \pi^{2}+1\right)\left|\frac{i}{\sqrt{\left(\frac{(2 m+1)}{2}\right)^{2}+k^{2} \pi}}+\frac{1}{\lambda}\right|^{2} \\
& +\left(\left(\frac{2 m+1}{2}\right)^{2} \pi^{2}+k^{2} \pi^{2}+1\right) \int_{0}^{1}\left|\frac{1}{\lambda}(1-\cosh \alpha(k)(y-1))\right|^{2} \\
& +\int_{0}^{1}\left|\frac{\alpha(k)}{\lambda} \sinh \alpha(k)(y-1)\right|^{2}+\int_{0}^{1}|1-\cosh \alpha(m)(y-1)|^{2} \\
& \leq \frac{2 \pi}{\sqrt[3]{k}}+4|\alpha(k)|^{2}+2 \frac{2 \pi}{\sqrt[3]{k}}+8|\alpha(m)|^{2}+4|\alpha(k)|^{2}+4|\alpha(k)|^{2} \leq \frac{c^{\prime \prime}}{\sqrt[3]{k}}
\end{aligned}
$$

since, for $k$ large enough $\left(k>(2 \pi)^{3}\right),|1-\cosh \alpha(k)| \leq 2|\alpha(k)|$.
We obtain that

$$
\begin{equation*}
\left\|\varphi_{1}-\tilde{\psi}_{k, m}\right\|_{\mathcal{X}} \leq \frac{c^{\prime \prime \prime}}{\sqrt[3]{k}} \tag{4.19}
\end{equation*}
$$

The estimates (4.18) and (4.19) imply that (2.12) holds.
We pass now to the analysis of the roots of (2.2) $\lambda_{k, \pm(q+1)}, \lambda_{k, \pm(q+2)}, \ldots, \lambda_{k, \pm k}$, with $q=[\sqrt[3]{k}]$, which make the transition from the eigenvalues studied in Theorem 2.2 to those studied in Theorem 2.4. First we prove the following lemma.

Lemma 4.5. For each $k \in \mathbb{N}^{*}$, the equation

$$
\begin{equation*}
e^{2 k z}=\frac{\pi^{2}+k z^{3}}{-\pi^{2}+k z^{3}} \tag{4.20}
\end{equation*}
$$

has a sequence of roots $\pm \zeta_{k, m} i, m \in \mathbb{N}^{*}$, where $\zeta_{k, m} \in \mathbb{R}_{+}$is the positive root of the equation (2.14) which belongs to $\left(\frac{m}{k} \pi, \frac{2 m+1}{2 k} \pi\right)$.

Proof. We look for roots of (4.20) of the form $z=\zeta i$. Hence, $\zeta$ is a root of the equation

$$
\begin{equation*}
e^{2 k \zeta i}=\frac{\pi^{2}-k \zeta^{3} i}{-\pi^{2}-k \zeta^{3} i} \tag{4.21}
\end{equation*}
$$

Consequently, $z$ is a root of (4.20) if $\zeta$ satisfies

$$
\begin{equation*}
-\pi^{2} \cos k \zeta+k \zeta^{3} \sin k \zeta=0 \tag{4.22}
\end{equation*}
$$

which is equivalent to (2.14).
It is easy to see that (4.22) has a zero in each interval $\left(\frac{m}{k} \pi, \frac{2 m+1}{2 k} \pi\right)$ that we denote by $\zeta_{k, m}$ (see [15]).

We pass now to study the eigenvalues $\lambda_{k, \pm([\sqrt[3]{k}]+1)}, \lambda_{k, \pm([\sqrt[3]{k}]+2)}, \ldots, \lambda_{k, \pm k}$.
Proof of Theorem 2.6. We saw that the change of variables $\lambda=\sqrt{k^{2} z^{2}-k^{2} \pi^{2}}$ transforms (2.2) in (4.16).

We define the region of the complex plane

$$
G^{3}=\left\{z \in \mathbb{C}: \frac{\pi}{2 \sqrt[3]{k^{2}}} \leq|z| \leq 2 \pi, \quad|\mathcal{R} e z| \leq \frac{1}{k}, \quad \mathcal{I} m z>0\right\}
$$

and we prove that (4.16) has a set of zeros $z_{k, m}$ in $G^{3}$ satisfying the estimate

$$
\begin{equation*}
\left|z_{k, m}-\zeta_{k, m} i\right| \leq \frac{1}{k \sqrt[5]{k}}, \quad m \in\{[\sqrt[3]{k}]+1, \ldots, k\} \tag{4.23}
\end{equation*}
$$

where $\zeta_{k, m}$ are the zeros of (2.14).
We remark that if $m \in\{[\sqrt[3]{k}]+1, \ldots, k\}$, then $\zeta_{k, m}$ belongs to $G^{3}$.
We write (4.16) in the following form:

$$
e^{2 k z}-\frac{\pi^{2}+k z^{3}}{-\pi^{2}+k z^{3}}=-\frac{2 z\left(k z^{4}+\pi^{2} \sqrt{z^{2}-\pi^{2}}\right)}{\left(-\pi^{2}+k z^{3}\right)\left(z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}\right)}
$$

and applying Rouché's theorem we prove that the zeros of (4.16) approach those of (4.20).

We consider first the function

$$
g(z)=-\frac{2 z\left(k z^{4}+\pi^{2} \sqrt{z^{2}-\pi^{2}}\right)}{\left(-\pi^{2}+k z^{3}\right)\left(z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}\right)},
$$

and we obtain an upper bound for $g$ in $G^{3}$.
To do this we evaluate first the denominator of $g$ :

$$
\left|2 z\left(k z^{4}+\pi^{2} \sqrt{z^{2}-\pi^{2}}\right)\right| \leq 2 k|z|^{5}+2 \pi^{2}|z|^{2}+4 \pi^{3}|z| .
$$

We obtain that

$$
\left|2 z\left(k z^{4}+\pi^{2} \sqrt{z^{2}-\pi^{2}}\right)\right| \leq \begin{cases}6 k|z|^{5} & \text { if } \frac{\pi}{2 \sqrt[3]{k^{2}}} \leq|z| \leq \frac{\pi}{\sqrt[4]{k}} \\ 6 \pi^{3}|z| & \text { if } \frac{\pi}{\sqrt[4]{k}} \leq|z| \leq 2 \pi\end{cases}
$$

We estimate now the numerator of $g$ :

$$
\begin{gathered}
\left|\left(-\pi^{2}+k z^{3}\right)\left(z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}\right)\right| \\
\geq\left|-\pi^{2}+k z^{3}\right|\left(\left|-\pi^{2}+k z^{3}\right|-|z|\left(|z|+\sqrt{|z|^{2}+\pi^{2}}\right)\right) \\
\geq\left|-\pi^{2}+k z^{3}\right|^{2}-5 \pi|z|\left|-\pi^{2}+k z^{3}\right|
\end{gathered}
$$

If $\frac{\pi}{2 \sqrt[3]{k^{2}}} \leq|z| \leq \frac{\pi}{\sqrt[4]{k}}$ and $|\mathcal{R} e z| \leq \frac{1}{k}$ we have that, for $k$ sufficiently large,

$$
\left|-\pi^{2}+k z^{3}\right| \geq \mathcal{R} e\left(-\pi^{2}+k z^{3}\right) \geq \frac{\pi}{2}
$$

If $\frac{\pi}{\sqrt[4]{k}} \leq|z| \leq 2 \pi$ we have that

$$
\left|-\pi^{2}+k z^{3}\right|\left(\left|-\pi^{2}+k z^{3}\right|-|z|\left(|z|+\sqrt{|z|^{2}+\pi^{2}}\right)\right) \geq \sqrt{k} k|z|^{4}\left(\sqrt{k}|z|^{2}-\frac{2 \pi}{\sqrt{k}}\right)
$$

From the last two inequalities, we deduce that, for $k$ sufficiently large, the following estimate holds:

$$
\left|\left(-\pi^{2}+k z^{3}\right)\left(z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}\right)\right| \geq\left\{\begin{array}{l}
c_{1} \quad \text { if } \frac{\pi}{2 \sqrt[3]{k^{2}}} \leq|z| \leq \frac{\pi}{\sqrt[4]{k}} \\
c_{2} \sqrt{k} k|z|^{4} \text { if } \frac{\pi}{\sqrt[4]{k}} \leq|z| \leq 2 \pi
\end{array}\right.
$$

where $c_{1}$ and $c_{2}$ are two positive constants which do not depend on $k$.
Going back to the function $g$ we obtain that, for $k$ sufficiently large,

$$
|g(z)| \leq \frac{c}{\sqrt[4]{k}} \quad \text { for all } z \text { in } G^{3}
$$

where $c$ is a positive constant which does not depend on $k$.
We study now the function

$$
f(z)=e^{2 k z}-\frac{\pi^{2}+k z^{3}}{-\pi^{2}+k z^{3}}
$$

For each $m \in \mathbb{N}^{*}$ we consider the circle $\gamma_{k, m}^{2}$ of center $\zeta_{k, m} i$ and radius $r_{k, m}=\frac{1}{k \sqrt[5]{k}}$ and the circle $\widehat{\gamma}_{k, m}^{2}$ with the same center but with radius $R_{k, m}=\frac{1}{k}$.

In $G^{3}$ the function $f$ is analytic. Applying Taylor's formula at $\zeta_{k, m} i$ we obtain that

$$
\begin{align*}
& f(z)=f\left(\zeta_{k, m} i\right)+\left(z-\zeta_{k, m} i\right) f^{\prime}\left(\zeta_{k, m} i\right) \\
& +\frac{\left(z-\zeta_{k, m} i\right)^{2}}{2 \pi i} \int_{\widehat{\gamma}_{k, m}^{2}} \frac{f(\zeta) d \zeta}{\left(\zeta-\zeta_{k, m} i\right)^{2}(\zeta-z)} \tag{4.24}
\end{align*}
$$

We look for an upper bound for the error term on the circumference $\gamma_{k, m}^{2}$. We have

$$
\left|\frac{\left(z-\zeta_{k, m} i\right)^{2}}{2 \pi i} \int_{\widehat{\gamma}_{k, m}^{2}} \frac{f(\zeta) d \zeta}{\left(\zeta-\zeta_{k, m} i\right)^{2}(\zeta-z)}\right| \leq \frac{r_{k, m}^{2}}{2 \pi} \frac{2 \pi R_{k, m} M}{R_{k, m}^{2}\left(R_{k, m}-r_{k, m}\right)}=\frac{M}{\sqrt[5]{k}(\sqrt[5]{k}-1)},
$$

where $M$ is an upper bound for $f$ on the circumference $\widehat{\gamma}_{k, m}^{2}$.
On the other hand

$$
|f(z)|=\left|e^{2 k z}-\frac{\pi^{2}+k z^{3}}{-\pi^{2}+k z^{3}}\right| \leq\left|e^{2 k z}\right|+\left|\frac{\pi^{2}+k z^{3}}{-\pi^{2}+k z^{3}}\right| \leq e^{2 k|\mathcal{R} e z|}+1+\frac{2 \pi^{2}}{\left|\pi^{2}-k z^{3}\right|}
$$

Since $|\mathcal{R} e z|<\frac{1}{k}$ in $G^{3}$, we obtain that $\left|\pi^{2}-k z^{3}\right|>1$ and $|f(z)|<M=$ $e^{2}+1+2 \pi^{2}$. Therefore the error term in Taylor's formula on $\gamma_{k, m}^{2}$ satisfies

$$
\left|\frac{\left(z-\zeta_{k, m} i\right)^{2}}{2 \pi i} \int_{\widehat{\gamma}_{k, m}^{2}} \frac{f(\zeta) d \zeta}{\left(\zeta-\zeta_{k, m} i\right)^{2}(\zeta-z)}\right| \leq \frac{M}{\sqrt[5]{k}(\sqrt[5]{k}-1)}
$$

On the other hand,

$$
\left|\left(z-\zeta_{k, m} i\right) f^{\prime}\left(\zeta_{k, m} i\right)\right|=r_{k, m}\left|2 k \frac{\pi^{2}-k \zeta_{k, m}^{3} i}{-\pi^{2}-k \zeta_{k, m}^{3} i}-\frac{6 \pi^{2} k \zeta_{k, m}^{2}}{\left(-\pi^{2}-k \zeta_{k, m}^{3} i\right)^{2}}\right| \geq 2 k r_{k, m}
$$

Going back to Taylor's formula (4.24), we deduce that if $z$ belongs to the circumference $\gamma_{k, m}^{2}$, then

$$
\begin{gathered}
|f(z)| \geq\left|\left(z-\zeta_{k, m} i\right) f^{\prime}\left(\zeta_{k, m} i\right)\right|-\left|\frac{\left(z-\zeta_{k, m} i\right)^{2}}{2 \pi i} \int_{\widehat{\gamma}_{k, m}^{2}} \frac{f(\zeta) d \zeta}{\left(\zeta-\zeta_{k, m} i\right)^{2}(\zeta-z)}\right| \\
\geq 2 k r_{k, m}-\frac{20}{\sqrt[5]{k}(\sqrt[5]{k}-1)} \geq \frac{C}{\sqrt[5]{k}}
\end{gathered}
$$

Finally, we obtain that $|f(z)|>|g(z)|$ for all $z$ in $\gamma_{k, m}^{2}$.
Applying Rouché's theorem we deduce that the equation (4.16) has a unique zero $z_{k, m}$ which satisfies (4.23) in each circle $\gamma_{k, m}^{2}$.

Taking into account that $\lambda=\sqrt{k^{2} \pi^{2}+k^{2} z^{2}}$ we deduce immediately the desired result.

Proof of Theorem 2.7. The eigenvalues $\lambda_{k, m}$ studied in Theorem 2.6 approach $\sqrt{\pi^{2} k^{2}+k^{2} \zeta_{k, m}^{2}} i$, where $\zeta_{k, m}$ are the roots of the equation

$$
\begin{equation*}
\tan k \zeta=\frac{\pi^{2}}{k \zeta^{3}} \tag{4.25}
\end{equation*}
$$

By a similar method one can prove that $\lambda_{k, m}$ satisfy the estimates

$$
\begin{align*}
& \left|\lambda_{k, m}-\sqrt{\pi^{2} k^{2}+k^{2} \varrho_{k, m}^{2}} i\right| \leq \frac{1}{\sqrt[5]{k}} \text { if } \mathcal{I} m \lambda_{k, m}>0 \quad(k \geq m>[\sqrt[3]{k}])  \tag{4.26}\\
& \left|\lambda_{k, m}+\sqrt{\pi^{2} k^{2}+k^{2} \varrho_{k, m}^{2}} i\right| \leq \frac{1}{\sqrt[5]{k}} \text { if } \mathcal{I} m \lambda_{k, m}<0 \quad(-k \leq m<-[\sqrt[3]{k}])
\end{align*}
$$

where $\varrho_{k, m}$ is the root of the equation

$$
\begin{equation*}
\tan k \varrho=\frac{\pi^{2}+\varrho^{2}}{k \varrho^{3}} \tag{4.27}
\end{equation*}
$$

which belongs to the interval $\left(\frac{m}{k} \pi, \frac{2 m+1}{2 k} \pi\right)$.

Taking into account the estimates of Theorem 3.1 for the eigenvalues $\nu_{k, m}$ of the conservative problem, we deduce that, for the eigenvalues $\lambda_{k, m}$ studied in Theorem 2.6, we have:

$$
\begin{equation*}
\left|\lambda_{k, m}-\nu_{k, m}\right| \leq \frac{1}{\sqrt[5]{k}} \text { for }[\sqrt[3]{k}]<|m| \leq k \tag{4.28}
\end{equation*}
$$

Since the eigenfunctions $\varphi_{\lambda_{k, m}}$ and $\xi_{\nu_{k, m}}$ have the same form, we deduce that

$$
\left\|\varphi_{\lambda_{k, m}}-\xi_{\nu_{k, m}}\right\| \mathcal{X} \leq \frac{1}{\sqrt[5]{k}}
$$

The properties of the eigenfunctions $\varphi_{\lambda_{k, m}}$ are obtained from the corresponding properties of $\xi_{\nu_{k, m}}$ (see Theorem 3.2).
4.2. Eigenvalues with uniform negative real parts. The eigenvalues obtained in Theorems 2.2, 2.4, and 2.6 have in common the fact that their real parts tend to zero when the modulus increases. On the other hand, the last two components of the corresponding eigenfunctions vanish asymptotically.

Next we prove that there exists a sequence of eigenvalues $\left(\lambda_{k}^{*}\right)_{k}$ of modulus less than $k \pi$ with completely different properties.

Proof of Theorem 2.8. We consider again equation (4.16) and we look for the roots with real part going to infinity.

In the circle $\delta_{1}$ of center $\sqrt[3]{\frac{\pi^{2}}{k}}$ and radius $\frac{10}{\sqrt[3]{k^{2}}}$ the function $h(z)=z^{2}-\pi^{2}-k z^{3}-$ $z \sqrt{z^{2}-\pi^{2}}$ does not vanish (the three roots of this function are $\sqrt[3]{\frac{\pi^{2}}{k}} \tilde{\omega}_{i}$, where $\tilde{\omega}_{i}$ are the cubic roots of -1 as we saw in Lemma 4.3).

We write the equation (4.16) in the form

$$
\begin{equation*}
e^{-2 k z}=-\frac{z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}}{z^{2}-\pi^{2}-k z^{3}-z \sqrt{z^{2}-\pi^{2}}} \tag{4.29}
\end{equation*}
$$

If $z$ belongs to the circle $\delta_{1}$ we have that $\mathcal{R} e z>\frac{\pi}{2 \sqrt[3]{k}}$ and hence

$$
\left|e^{-2 k z}\right|=e^{-2 k \mathcal{R} e z} \leq e^{-2 k \frac{\pi}{2 \sqrt[3]{k}}}=e^{-\pi \sqrt[3]{k^{2}}}
$$

We consider now the circle $\mathcal{C}^{\prime}$ centered in $\alpha_{1}$ and of radius $\frac{1}{k^{2}}$ (see Fig. 4.2).
Since the circle $\mathcal{C}^{\prime}$ is contained in $\delta_{1}$ we have that

$$
\begin{equation*}
\left|e^{-2 k z}\right|=\leq e^{-2 k \frac{\pi}{2 \sqrt[3]{k}}}=e^{-\pi \sqrt[3]{k^{2}}} \quad \forall z \in \mathcal{C}^{\prime} \tag{4.30}
\end{equation*}
$$

In $\mathcal{C}^{\prime}$ the function $u(z)=z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}$ is analytic and it has a unique zero $\alpha_{1}$.

Since

$$
\begin{aligned}
& \left|u^{\prime}\left(\alpha_{1}\right)\right| \geq\left|3 k \alpha_{1}^{2}\right|-\left(\left|\sqrt{\alpha_{1}^{2}-\pi^{2}}\right|+\left|\alpha_{1}\right|\left|2+\frac{\alpha_{1}}{\sqrt{\alpha_{1}^{2}-\pi^{2}}}\right|\right) \\
& \quad>3 k \frac{\pi^{2}}{4 \sqrt[3]{k^{2}}}-\left(\left|\alpha_{1}\right|+\pi+\left|\alpha_{1}\right|\left|2+\frac{\alpha_{1}}{\sqrt{\alpha_{1}^{2}-\pi^{2}}}\right|\right)>\sqrt[4]{k}
\end{aligned}
$$
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for $k$ sufficiently large, by applying Taylor's theorem we obtain

$$
\left|u(z)-u^{\prime}\left(\alpha_{1}\right)\left(z-\alpha_{1}\right)\right| \leq a\left|z-\alpha_{1}\right|^{2}
$$

where $a$ is a constant depending on $k$.
Nevertheless, we have that $|a| \leq \sup \left\{\left|u^{\prime \prime}(z)\right|: z \in \mathcal{C}^{\prime}\right\}<k$.
We obtain that, if $z$ belongs to the circumference of $\mathcal{C}^{\prime}$,

$$
|u(z)| \geq\left|u^{\prime}\left(\alpha_{1}\right)\right|\left|z-\alpha_{1}\right|-a\left|z-\alpha_{1}\right|^{2}>\frac{1}{k^{2}}
$$

Hence

$$
\left|-\frac{z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}}{z^{2}-\pi^{2}-k z^{3}-z \sqrt{z^{2}-\pi^{2}}}\right| \geq \frac{|u(z)|}{\left|k z^{3}+\pi^{2}\right|+|z|\left|z-\sqrt{z^{2}-\pi^{2}}\right|} \geq \frac{1}{k^{3}} .
$$

Thus, for $k$ sufficiently large and $z$ on the circumference of $\mathcal{C}^{\prime}$, we have

$$
\left|e^{-2 k z}\right|<\left|\frac{z^{2}-\pi^{2}+k z^{3}+z \sqrt{z^{2}-\pi^{2}}}{z^{2}-\pi^{2}-k z^{3}-z \sqrt{z^{2}-\pi^{2}}}\right| .
$$

Applying Rouché's theorem we deduce that the equation (4.29) has a unique root $z_{k}^{*}$ in $\mathcal{C}^{\prime}$. Remark that if $z_{k}^{*}$ is a root of (4.29), then $z_{k}^{* *}=\bar{z}_{k}^{*},-z_{k}^{*}$, and $-z_{k}^{* *}$ are roots of this equation too.

Since $z_{k}^{*} \in \mathcal{C}^{\prime}$ it follows that $z_{k}^{*}=\alpha_{1}+\mathcal{O}\left(\frac{1}{k^{2}}\right)$. Hence, Lemma 4.3 ensures that

$$
\begin{equation*}
z_{k}^{*}=\sqrt[3]{\frac{\pi^{2}}{k}}-\frac{1}{3} \sqrt[3]{\frac{\pi}{k^{2}}} i+o\left(\frac{1}{\sqrt[3]{k^{2}}}\right) \tag{4.31}
\end{equation*}
$$

We go back to the equation (2.2) and we obtain two roots $\lambda_{k}^{*}$ and $\lambda_{k}^{* *}$ setting $\lambda_{k}^{*}=\sqrt{k^{2}\left(z_{k}^{*}\right)^{2}-k^{2} \pi^{2}}$ and $\lambda_{k}^{* *}=\sqrt{k^{2}\left(z_{k}^{* *}\right)^{2}-k^{2} \pi^{2}}$.

We have

$$
\left|\lambda_{k}^{*}-\sqrt{k^{2}\left(\alpha_{1}\right)^{2}-k^{2} \pi^{2}}\right|=\frac{\left|\left(\lambda_{k}^{*}\right)^{2}-\left(k^{2}\left(\alpha_{1}\right)^{2}-k^{2} \pi^{2}\right)\right|}{\left|\lambda_{k}^{*}+\sqrt{k^{2}\left(\alpha_{1}\right)^{2}-k^{2} \pi^{2}}\right|}=\frac{\left|k^{2}\left(z_{k}^{*}\right)^{2}-k^{2}\left(\alpha_{1}\right)^{2}\right|}{\left|\lambda_{k}^{*}+\sqrt{k^{2}\left(\alpha_{1}\right)^{2}-k^{2} \pi^{2}}\right|}
$$

$$
=\frac{k^{2}\left|\left(z_{k}^{*}-\alpha_{1}\right)\left(z_{k}^{*}+\alpha_{1}\right)\right|}{\left|\lambda_{k}^{*}+\sqrt{k^{2}\left(\alpha_{1}\right)^{2}-k^{2} \pi^{2}}\right|} \leq \frac{\left|z_{k}^{*}+\alpha_{1}\right|}{k\left|\sqrt{\left(z_{k}^{*}\right)^{2}-\pi^{2}}+\sqrt{\left(\alpha_{1}\right)^{2}-\pi^{2}}\right|} \leq \frac{1}{|k|}
$$

A similar result is obtained for $\lambda_{k}^{* *}$.
We now prove (2.19). Remark first that if $\zeta=\sqrt{a+b i}, a, b \in \mathbb{R}$ then $(\mathcal{R} e \zeta)^{2}=$ $\frac{1}{2}\left(a+\sqrt{a^{2}+b^{2}}\right)$. We deduce that

$$
\begin{align*}
& \left(\mathcal{R} e \lambda_{k}^{*}\right)^{2}=\frac{1}{2}\left(-k^{2} \pi^{2}+k^{2}\left(\left(\mathcal{R} e z_{k}^{*}\right)^{2}-\left(\mathcal{I} m z_{k}^{*}\right)^{2}\right)\right. \\
& \left.+\sqrt{\left(-k^{2} \pi^{2}+k^{2}\left(\left(\mathcal{R} e z_{k}^{*}\right)^{2}-\left(\mathcal{I} m z_{k}^{*}\right)^{2}\right)\right)^{2}+\left(2 k^{2} \mathcal{R} e z_{k}^{*} \mathcal{I} m z_{k}^{*}\right)^{2}}\right) \tag{4.32}
\end{align*}
$$

Since $z_{k}^{*}$ satisfies (4.31) we deduce from the relation (4.32) that

$$
\begin{gathered}
\left(\mathcal{R} e \lambda_{k}^{*}\right)^{2}=\frac{1}{2}\left(-k^{2} \pi^{2}+k^{2}\left(\left(\mathcal{R} e z_{k}^{*}\right)^{2}-\left(\mathcal{I} m z_{k}^{*}\right)^{2}\right)\right. \\
\left.+\sqrt{\left(-k^{2} \pi^{2}+k^{2}\left(\left(\mathcal{R} e z_{k}^{*}\right)^{2}-\left(\mathcal{I} m z_{k}^{*}\right)^{2}\right)\right)^{2}+\left(2 k^{2} \mathcal{R} e z_{k}^{*} \mathcal{I} m z_{k}^{*}\right)^{2}}\right) \\
=2 k^{4}\left(\mathcal{R} e z_{k}^{*} \mathcal{I} m z_{k}^{*}\right)^{2}\left[k^{2} \pi^{2}-k^{2}\left(\left(\mathcal{R} e z_{k}^{*}\right)^{2}-\left(\mathcal{I} m z_{k}^{*}\right)^{2}\right)\right. \\
\left.+\sqrt{\left(-k^{2} \pi^{2}+k^{2}\left(\left(\mathcal{R} e z_{k}^{*}\right)^{2}-\left(\mathcal{I} m z_{k}^{*}\right)^{2}\right)\right)^{2}+\left(2 k^{2} \mathcal{R} e z_{k}^{*} \mathcal{I} m z_{k}^{*}\right)^{2}}\right]^{-1}
\end{gathered}
$$

Finally, taking into account the asymptotic expression for $z_{k}^{*}$, (4.31), we obtain that (2.19) holds.

Proof of Theorem 2.9. (i) The weak convergence of $\left\{\varphi_{\lambda_{k}^{*}}\right\}_{k}$ is a direct consequence of the equation they satisfy.
(ii) We prove first that $\left\{\varphi_{\lambda_{k}^{*}}^{3}\right\}_{k}$ does not tend strongly to zero in $H^{1}(0,1)$. We have

$$
\left\|\varphi_{\lambda_{k}^{*}}^{3}\right\|_{H^{1}(0,1)}=\frac{1}{\left|\lambda_{k}^{*}\right|^{2}}\left(\int_{0}^{1}|\cos k \pi x|^{2}+\int_{0}^{1}|k \pi \sin k \pi x|^{2}\right)=\frac{1+k^{2} \pi^{2}}{2\left|\lambda_{k}^{*}\right|^{2}}
$$

Since $\left(\lambda_{k}^{*}\right)^{2}=-k^{2} \pi^{2}+k^{2} \alpha_{1}+\mathcal{O}(k)=-k^{2} \pi^{2}+\mathcal{O}(k)$ we obtain that $\varphi_{\lambda_{k}^{*}}^{3}$ does not tend to zero in $H^{1}(0,1)$. Evidently, $\varphi_{\lambda_{k}^{*}}^{4}$ does not tend to zero in $L^{2}(0,1)$.

We pass now to the study of $\varphi_{\lambda_{k}^{*}}^{1}$. We evaluate first the expression

$$
\begin{gathered}
\left|a_{k}\right|^{2}=\left|\frac{1}{\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}} \sinh \left(\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}\right)}\right|^{2} \\
=\frac{1}{\left|\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}\right|\left(\left|\sinh \mathcal{R} e \sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}\right|^{2}+\left|\sin \mathcal{I} m \sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}\right|^{2}\right)}
\end{gathered}
$$

Now,

$$
\begin{gathered}
\left\|\cosh \left(\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}(y-1)\right) \cos k \pi x\right\|_{H^{1}(\Omega)}^{2} \\
=\frac{1}{2} \int_{0}^{1}\left(\left|\cosh \left(\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}(y-1)\right)\right|^{2}+k^{2} \pi^{2}\left|\cosh \left(\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}(y-1)\right)\right|^{2}\right. \\
\left.=\frac{1}{4} \int_{0}^{1}\left(\left(-\left|\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}\right|+k^{2} \pi^{2}+1\right) \cos \left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}\right) \right\rvert\, \sinh \left(\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}(y-1)\right) \\
\left.\left.\left.+\left.\left(\mid\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}(y-1)\right)\right|^{2}\right)^{2} \mid+k^{2} \pi^{2}+1\right) \sinh \left(2 \mathcal{R} e \sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}(y-1)}\right)\right) \\
\quad+\frac{\left(-\left|\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}\right|+k^{2} \pi^{2}+1\right) \sin 2 \mathcal{I} m \sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}}{8 \mathcal{I} m \sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}} \\
\quad+\frac{\left(\left|\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}\right|+k^{2} \pi^{2}+1\right) \sinh 2 \mathcal{R} e \sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}}{8 \mathcal{R} e \sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}}
\end{gathered}
$$

Taking into account that $\sqrt{\left(\lambda_{k}^{*}\right)^{2}+k^{2} \pi^{2}}=k z_{k}^{*}=\sqrt[3]{k^{2} \pi^{2}}-\frac{1}{3} \sqrt[3]{k \pi} i+o(\sqrt[3]{k})$, we obtain that

$$
\left\|\varphi_{\lambda_{k}^{*}}^{1}\right\|_{H^{1}(\Omega)}^{2} \longrightarrow \frac{\sqrt[3]{\pi^{2}}}{4}
$$

Similarly it turns out that $\left\|\varphi_{\lambda_{k}^{*}}^{2}\right\|_{L^{2}(\Omega)}$ does not tend to zero.
5. A noncompactness result. The following result is a direct application of the existence of a sequence of eigenvalues with modulus tending to infinity and uniformly negative real parts.

It is well known that, in the context of one-dimensional hybrid systems, the dissipative term is often a compact perturbation of the differential operator associated with the corresponding conservative system. This argument was used to prove that the decay rate of the energy of those systems is not uniform (see [18]). Nevertheless, in our case, this kind of argument cannot be used since the dissipative term $\left(0,0,0, W_{t}\right)$ is, at least apparently, a bounded but not compact perturbation of the conservative operator. It is natural to study whether this term produces a compact perturbation of the underlying conservative system.

A way to do this consists of analyzing whether the difference between the semigroup generated by the conservative operator and the semigroup generated by the dissipative one is compact or not. The existence of the sequence $\left(\lambda_{k}^{*}\right)_{k}$ of eigenvalues implies that the answer is negative.

THEOREM 5.1. Let $\left\{S_{D}(t)\right\}_{t \geq 0}$ be the semigroup generated by the dissipative operator and let $\left\{S_{C}(t)\right\}_{t \geq 0}$ be the semigroup generated by the conservative system. Then, for all $t>0$, the difference $\left(S_{D}-S_{C}\right)(t)$ is not a compact operator in $\mathcal{X}$.

Proof. Suppose that there exists $t_{0}>0$ such that $\left(S_{D}-S_{C}\right)\left(t_{0}\right)$ is compact. Theorem 2.9 implies that there exists a sequence of eigenfunctions $\left\{\varphi_{\lambda_{k}^{*}}\right\}_{k}$, corresponding to the eigenvalues $\lambda_{k}^{*}$, which converges weakly to zero in $\mathcal{X}$. So,

$$
\left\|\left(S_{C}\left(t_{0}\right)-S_{D}\left(t_{0}\right)\right) \varphi_{\lambda_{k}^{*}}\right\|_{\mathcal{X}} \longrightarrow 0 \text { when } k \longrightarrow \infty
$$

Since $\varphi_{\lambda_{k}^{*}}$ is an eigenfunction of the dissipative problem we have that

$$
S_{D}\left(t_{0}\right) \varphi_{\lambda_{k}^{*}}=e^{\lambda_{k}^{*} t_{0}} \varphi_{\lambda_{k}^{*}} .
$$

Hence,

$$
\begin{equation*}
\left\|S_{C}\left(t_{0}\right) \varphi_{\lambda_{k}^{*}}-e^{\lambda_{k}^{*} t_{0}} \varphi_{\lambda_{k}^{*}}\right\|_{\mathcal{X}} \longrightarrow 0 \text { when } k \longrightarrow \infty \tag{5.1}
\end{equation*}
$$

Since the conservative operator generates a group of isometries (see [16]) we get that

$$
\left\|S_{C}\left(t_{0}\right) \varphi_{\lambda_{k}^{*}}\right\|_{\mathcal{X}}=\left\|\varphi_{\lambda_{k}^{*}}\right\|_{\mathcal{X}}
$$

and therefore

$$
\begin{equation*}
\left\|\varphi_{\lambda_{k}^{*}}\right\|_{\mathcal{X}}=\left\|S_{C}\left(t_{0}\right) \varphi_{\lambda_{k}^{*}}\right\|_{\mathcal{X}} \leq\left\|S_{C}\left(t_{0}\right) \varphi_{\lambda_{k}^{*}}-e^{\lambda_{k}^{*} t_{0}} \varphi_{\lambda_{k}^{*}}\right\| \mathcal{X}+\left|e^{\lambda_{k}^{*} t_{0}}\right|\left\|\varphi_{\lambda_{k}^{*}}\right\|_{\mathcal{X}} \tag{5.2}
\end{equation*}
$$

In view of Theorem 2.8 we have that the sequence $\left(\lambda_{k}^{*}\right)_{k}$ has the property that $\mathcal{R} e \lambda_{k}^{*} \rightarrow-\frac{1}{3}$, when $k \rightarrow \infty$, and hence, there exists $k_{1} \in \mathbb{N}$ such that $\mathcal{R} e \lambda_{k}^{*}<-\frac{1}{4}$ for all $k>k_{1}$.

We deduce that, for all $t>0$, there exists a constant $\varepsilon$, depending on $t$ but independent of $k$, such that

$$
\left|e^{\lambda_{k}^{*} t}\right|=e^{\mathcal{R} e \lambda_{k}^{*} t}<1-\varepsilon
$$

Let us take $t=t_{0}$ in the last equality. Going back to (5.2), we obtain

$$
\begin{equation*}
\varepsilon\left\|\varphi_{\lambda_{k}^{*}}\right\|_{\mathcal{X}} \leq\left\|S_{C}\left(t_{0}\right) \varphi_{\lambda_{k}^{*}}-e^{\lambda_{k}^{*} t_{0}} \varphi_{\lambda_{k}^{*}}\right\|_{\mathcal{X}} \tag{5.3}
\end{equation*}
$$

Remark that (5.1) and (5.3) imply that $\left\|\varphi_{\lambda_{k}^{*}}\right\|_{\mathcal{X}}$ goes to zero when $k \rightarrow \infty$ and this is a contradiction with the result of Theorem 2.9.

Finally, we obtain that $\left(S_{D}-S_{C}\right)(t)$ is not a compact operator for any $t>0$.

Remark 14. In order to compare the noncompactness result of Theorem 5.1 for our two-dimensional case with analogous one-dimensional models we consider the following problem (see [18]):

$$
\begin{cases}u_{t t}-u_{x x}=0, & x \in(0,1), \quad t>0  \tag{5.4}\\ u(t, 0)=0, & t>0 \\ u_{t t}(t, 1)+u_{t}(t, 1)=-u_{x}(t, 1), & t>0\end{cases}
$$

This is a "string-mass" model since it couples the vibrations of a string with a rigid body at the end $x=1$ (see [9] and [18]).

The natural energy space corresponding to (5.4) is

$$
\mathcal{Z}=V \times L^{2}(0,1) \times \mathbb{R},
$$

where $V=\left\{v \in H^{1}(0,1): v(0)=0\right\}$.
Observe that if we define the energy of a solution $u$ of (5.4) by

$$
\begin{equation*}
E(t)=\frac{1}{2} \int_{0}^{1}\left(\left|u_{t}\right|^{2}+\left|u_{x}\right|^{2}\right) d x+\frac{1}{2}\left|u_{t}(t, 1)\right|^{2}, \tag{5.5}
\end{equation*}
$$

we obtain that

$$
\begin{equation*}
\frac{d E}{d t}(t)=-\left(u_{t}(t, 1)\right)^{2} \leq 0 . \tag{5.6}
\end{equation*}
$$

Therefore we are dealing with a dissipative hybrid system, $u_{t}(t, 1)$, in the last relation of (5.4), being the damping term.

Let us now consider the vector-valued unknown $U=\left(u, u_{t}, u(\cdot, 1)\right)$ and write equation (5.4) in the following abstract form:

$$
\left\{\begin{array}{l}
U_{t}+A_{D}(U)=0, \quad t>0  \tag{5.7}\\
U(0)=U_{0}
\end{array}\right.
$$

The operator $A_{D}$ in (5.7) is an unbounded operator in $\mathcal{Z}$ defined by

$$
\begin{gathered}
\mathcal{D}:=\mathcal{D}\left(A_{D}\right)=\left\{U \in \mathcal{Z}: A_{D}(U) \in \mathcal{Z}\right\} \\
=\left\{U=(u, v, p) \in H^{2}(0,1) \cap V \times V \times \mathbb{R}: u(1)=p\right\}, \\
A_{D}(u, v, p)=\left(-v,-u_{x x}, v(1)+u_{x}(1)\right) .
\end{gathered}
$$

It is easy to show that ( $\mathcal{D}, A_{D}$ ) is a maximal monotone operator in $\mathcal{Z}$.
Let us now consider the projection operator

$$
B: \mathcal{Z} \rightarrow \mathcal{Z}, \quad B(u, v, p)=(0,0, p) .
$$

Observe that $B$ is a compact operator in $\mathcal{Z}$ and $A_{C}=A_{D}-B$ is the conservative operator corresponding to (5.4).

Let $\left\{T_{D}(t)\right\}_{t \geq 0}$ be the strongly continuous semigroup generated by the dissipative operator $A_{D}$ and let $\left\{T_{C}(t)\right\}_{t \geq 0}$ be the strongly continuous semigroup generated by the conservative operator $A_{C}$.

For (5.4) all the eigenvalues of the operator $A_{D}$ approach the imaginary axis when the frequency increases. This is one of the consequences of the fact that $A_{D}$ is obtained from $A_{C}$ by a compact perturbation $B$. In the case of our system (1.1) this is not the case; the perturbation term is only bounded in the energy space. This is one of the major differences between one- and two-dimensional hybrid systems.

Moreover, since $B$ is a compact operator, it can be shown that, for all $t \geq 0$, the difference $\left(T_{D}-T_{C}\right)(t)$ is a compact operator in $\mathcal{Z}$.
6. Comments. Our results indicate that the interaction between the fluid and structure in this type of model is very weak at high frequencies. As a consequence of this, if we try to change the dynamics of the system acting only on the string located on $\Gamma_{0}$, we have to impose very restrictive conditions on the data of the system. This
explains the results obtained in the context of the controllability of these systems and concerning the existence of periodic solutions (see [12] and [13]). The analysis of these problems was based on nonharmonic Fourier series (see [2]) and asymptotics for the spectrum.

The weak interaction of the string and the fluid is a consequence of both the hybrid structure of the system and of the localization of the string in a relatively small part of the boundary of $\Omega$.

In [11] we analyze a slightly different model in which the domain $\Omega$ is a ball of $\mathbb{R}^{2}$ and the dissipation acts on the whole boundary. We prove that the energy does not decay uniformly. This clearly shows that the very weak interaction between fluid and structure at high frequencies is due to the hybrid structure of the system.

From our study the property of completeness of the eigenfunctions of the differential operator associated with (1.1) is easy to prove. The question of whether these eigenfunctions form a Riesz basis is open (for the notions of completeness and Riesz basis see [6]). For the one-dimensional systems, obtained by separation of variables fixing the number of oscillations in the $x$-variable, we can prove that the eigenfunctions do form a Riesz basis. However our estimates are not enough to give an answer to this question in the context of the two-dimensional problem.

We also remark that we have been able to obtain very precise information about the eigenvalues because we had the explicit equation they satisfy. We got this equation by separation of variables, which was possible since we considered Neumann boundary conditions for the string. The analysis in the case of Dirichlet boundary conditions for the string is much more difficult. Partial results, like the nonuniform decay of the energy of the system, were obtained in [11] (see also [14]).

The analysis of the rate of decay of low frequencies is a relevant problem for applications. Obviously, the techniques developed in this paper do not allow us to answer this question. This problem requires different approaches.
7. Appendix. We present here the proofs of Lemmas 4.1, 4.2, 4.3, and 4.4.

Proof of Lemma 4.1. If $\alpha$ is a root of (4.2), then

$$
|k \| \alpha|^{3}=\left|\alpha^{2}-\pi^{2}+\alpha \sqrt{\alpha^{2}-\pi^{2}}\right| \leq 2|\alpha|^{2}+\pi|\alpha|+\pi^{2} \leq \max \left\{4|\alpha|^{2}, 4 \pi^{2}\right\}
$$

We obtain that

$$
\begin{equation*}
|\alpha| \leq \max \left\{\frac{4}{k}, \sqrt[3]{\frac{4 \pi^{2}}{k}}\right\}<\frac{2 \pi}{\sqrt[3]{k}} \text { for all } k \geq 1 \tag{7.1}
\end{equation*}
$$

On the other hand we have

$$
\begin{aligned}
& |k \| \alpha|^{3}=\left|\alpha^{2}-\pi^{2}+\alpha \sqrt{\alpha^{2}-\pi^{2}}\right|=\frac{\pi^{2}\left|\alpha^{2}-\pi^{2}\right|}{\left|\alpha^{2}-\pi^{2}-\alpha \sqrt{\alpha^{2}-\pi^{2}}\right|} \\
& \left.\geq \frac{\pi^{2}\left|\alpha^{2}-\pi^{2}\right|}{|\alpha|^{2}+\pi^{2}+|\alpha| \sqrt{|\alpha|^{2}+\pi^{2}}} \right\rvert\, \geq \frac{\pi^{2}\left(\pi^{2}-|\alpha|^{2}\right)}{|\alpha|^{2}+\pi^{2}+|\alpha|(|\alpha|+\pi)}
\end{aligned}
$$

In view of (7.1) we obtain that, if $k>8 \pi^{3}$, then

$$
k|\alpha|^{3}>\frac{\pi^{2}\left(\pi^{2}-1\right)}{2+\pi^{2}+\pi}>\frac{\pi^{3}}{8}
$$

Proof of Lemma 4.2. We study the relation between the roots of (4.2) and those of the equation

$$
\begin{equation*}
k z^{3}-\pi^{2}=0 \tag{7.2}
\end{equation*}
$$

The last equation has three roots $a_{i}=\sqrt[3]{\frac{\pi^{2}}{k}} \omega_{i}, i=1,2,3$, where $\omega_{i}$ are the three cubic roots of unity.

We consider the functions $u(z)=k z^{3}-\pi^{2}$ and $v(z)=z \sqrt{z^{2}-\pi^{2}}+z^{2}$ defined in the circle $\delta_{0}$ of center 0 and radius $\frac{2 \pi}{\sqrt[3]{k}}$, where both are analytic.

In the circle $\delta_{0}$ we have

$$
|v(z)|=\left|z \sqrt{z^{2}-\pi^{2}}+z^{2}\right| \leq|z|\left(\sqrt{|z|^{2}+\pi^{2}}+|z|\right) \leq \frac{10 \pi^{2}}{\sqrt[3]{k}}
$$

and hence

$$
\begin{equation*}
|v(z)|<\frac{10 \pi^{2}}{\sqrt[3]{k}} \text { if }|z| \leq \frac{2 \pi}{\sqrt[3]{k}} \tag{7.3}
\end{equation*}
$$

On the other hand,

$$
|u(z)|=\left|k z^{3}-\pi^{2}\right|=k\left|z-\sqrt[3]{\frac{\pi^{2}}{k}} \omega_{1}\right|\left|z-\sqrt[3]{\frac{\pi^{2}}{k}} \omega_{2}\right|\left|z-\sqrt[3]{\frac{\pi^{2}}{k}} \omega_{3}\right|
$$

If $z$ belongs to the circumference $\delta_{0}$ we have that

$$
\left|z-\sqrt[3]{\frac{\pi^{2}}{k}} \omega_{i}\right| \geq|z|-\left|\sqrt[3]{\frac{\pi^{2}}{k}} \omega_{i}\right|=\frac{2 \pi}{\sqrt[3]{k}}-\sqrt[3]{\frac{\pi^{2}}{k}}>\sqrt[3]{\frac{\pi^{3}}{k}}, \quad i=1,2,3
$$

Hence

$$
\begin{equation*}
|u(z)|>\pi^{3} \text { if }|z|=\frac{2 \pi}{\sqrt[3]{k}} \tag{7.4}
\end{equation*}
$$

The inequalities (7.3) and (7.4) imply that $|u(z)|>|v(z)|$ for all $z$ on the circumference $\delta_{0}$.

Applying Rouché's theorem, we obtain that (4.2) has the same number of roots as $(7.2)$ in the circle $\delta_{0}$. It follows that (4.2) has three roots which satisfy (4.3). The inequality (7.3) is still valid in $\delta_{i}, i=1,2,3$. On the other hand, for all $z$ on the circumference $\delta_{i}$,

$$
\begin{gathered}
|u(z)|=\left|k z^{3}-\pi^{2}\right|=k\left|z-\sqrt[3]{\frac{\pi^{2}}{k}} \omega_{1}\right|\left|z-\sqrt[3]{\frac{\pi^{2}}{k}} \omega_{2}\right|\left|z-\sqrt[3]{\frac{\pi^{2}}{k}} \omega_{3}\right| \\
>k \frac{10}{\sqrt[3]{k^{2}}}\left(\frac{\pi}{\sqrt[3]{k}}\right)^{2}=\frac{10 \pi^{2}}{\sqrt[3]{k}}
\end{gathered}
$$

Applying Rouché's theorem, we deduce that the roots of (4.2) are located in the circles $\delta_{i}$ and the estimate (4.5) holds.

Proof of Lemma 4.3. Step 1: We prove first that the equation


Fig. 7.1.

$$
\begin{equation*}
-\pi^{2}+k z^{3}+\pi z i=0 \tag{7.5}
\end{equation*}
$$

has a unique solution $p_{k}$ in the circle $\delta_{1}$ of center $\sqrt[3]{\frac{\pi^{2}}{k}}$ and radius $\frac{10}{\sqrt[3]{k^{2}}}$ and hence

$$
p_{k}=\sqrt[3]{\frac{\pi^{2}}{k}}-\frac{1}{3} \sqrt[3]{\frac{\pi}{k^{2}}} i+o\left(\frac{1}{\sqrt[3]{k^{2}}}\right)
$$

The existence of the root $p_{k}$ in $\delta_{1}$ follows by applying the estimates obtained in Lemma 4.2 to the functions $u(z)=-\pi^{2}+k z^{3}$ and $v(z)=\pi z i$.

We define now $r_{k}=p_{k}-\sqrt[3]{\frac{\pi^{2}}{k}}$ and we deduce that $r_{k}$ satisfies

$$
k r_{k}^{3}+3 k r_{k}^{2} \sqrt[3]{\frac{\pi^{2}}{k}}+3 k r_{k} \sqrt[3]{\frac{\pi^{4}}{k^{2}}}+\pi r_{k} i+\pi \sqrt[3]{\frac{\pi^{2}}{k}} i=0
$$

Multiplying the last equation by $\sqrt[3]{k}$ we deduce that

$$
\sqrt[3]{k}\left(3 k r_{k} \sqrt[3]{\frac{\pi^{4}}{k^{2}}}+\pi \sqrt[3]{\frac{\pi^{2}}{k}} i\right)=\sqrt[3]{k}\left(-k r_{k}^{3}-3 k r_{k}^{2} \sqrt[3]{\frac{\pi^{2}}{k}}-\pi r_{k} i\right)
$$

Since $\left|r_{k}\right|=\left|p_{k}-\sqrt[3]{\frac{\pi^{2}}{k}}\right| \leq \frac{10}{\sqrt[3]{k^{2}}}$ we have that $r_{k}=-\frac{1}{3} \sqrt[3]{\frac{\pi}{k^{2}}} i+o\left(\frac{1}{\sqrt[3]{k^{2}}}\right)$.
Hence, $p_{k}=\sqrt[3]{\frac{\pi^{2}}{k}}-\frac{1}{3} \sqrt[3]{\frac{\pi}{k^{2}}} i+o\left(\frac{1}{\sqrt[3]{k^{2}}}\right)$.
Step 2: We prove now that the root $\alpha_{1}$ of (4.2) belongs to the circle $\mathcal{C}$ centered in $p_{k}$ and of radius $s_{k}=\frac{1}{\sqrt[4]{k^{3}}}$ (see Fig. 7.1). This implies immediately that $\alpha_{1}$ satisfies (4.5).

We use again Rouché's theorem considering the functions

$$
u(z)=-\pi^{2}+k z^{3}+\pi z i, \quad v(z)=-z^{2}-z \sqrt{z^{2}-\pi^{2}}+\pi z i
$$

For $z$ in $\delta_{1}$ we have

$$
|v(z)|=|z|^{2}\left|-1-\frac{z}{\sqrt{z^{2}-\pi^{2}}+\pi i}\right| \leq 2|z|^{2} \leq \frac{100}{\sqrt[3]{k^{2}}}
$$

On the other hand, applying Taylor's formula in the point $p_{k}$, we get

$$
u(z)=u^{\prime}\left(p_{k}\right)\left(z-p_{k}\right)-\frac{\left(z-p_{k}\right)^{2}}{2 \pi i} \int_{\widehat{\gamma}} \frac{u(\zeta) d \zeta}{\left(\zeta-p_{k}\right)^{2}(\zeta-z)},
$$

where $\widehat{\gamma}$ is the circle of center $p_{k}$ and radius $S_{k}=\frac{1}{\sqrt[3]{k}}$.
We estimate first the quantity

$$
\left|\frac{\left(z-p_{k}\right)^{2}}{2 \pi i} \int_{\widehat{\gamma}} \frac{u(\zeta) d \zeta}{\left(\zeta-p_{k}\right)^{2}(\zeta-z)}\right| \leq \frac{s_{k}^{2}}{2 \pi} \frac{M}{S_{k}^{2}\left(S_{k}-s_{k}\right)} 2 \pi S_{k} \leq 2 M \sqrt[12]{\frac{1}{k^{10}}}
$$

where $M$ is an upper bound for $u$ in $\widehat{\gamma}$.
On the other hand
$\left|z-p_{k}\right|\left|u^{\prime}\left(p_{k}\right)\right|=s_{k}\left|3 k p_{k}^{2}+\pi i\right| \geq s_{k}\left(3 k\left|p_{k}\right|^{2}-\pi\right) \geq \frac{1}{\sqrt[4]{k^{3}}}\left(3 k \sqrt[3]{\frac{\pi^{4}}{k^{2}}}-\pi\right) \geq \frac{1}{2} \sqrt[12]{\frac{1}{k^{5}}}$.
We obtain that for $k$ sufficiently large and $z$ on the circumference $\mathcal{C}$,

$$
|u(z)|>\left|z-p_{k}\right|\left|u^{\prime}\left(p_{k}\right)\right|-2 M \sqrt[12]{\frac{1}{k^{10}}} \geq \frac{1}{2} \sqrt[12]{\frac{1}{k^{5}}}-2 M \sqrt[12]{\frac{1}{k^{10}}}>\frac{1}{4 \sqrt[12]{k^{5}}}>\frac{100}{\sqrt[3]{k^{2}}}
$$

We conclude that, for $k$ sufficiently large, $|u(z)|>|v(z)|$ on the circumference of $\mathcal{C}$.

Applying Rouché's theorem, we deduce that $\alpha_{1}$ satisfies (4.5).
Proof of Lemma 4.4. We simply remark that, making $z=-s$, the equation (4.6) is transformed into (4.2).
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# EVOLUTION OF MIXED-STATE REGIONS IN TYPE-II SUPERCONDUCTORS* 
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#### Abstract

A mean-field model for dynamics of superconducting vortices is studied. The model, consisting of an elliptic equation coupled with a hyperbolic equation with discontinuous initial data, is formulated as a system of nonlocal integrodifferential equations. We show that there exists a unique classical solution in $C^{1+\alpha}\left(\bar{\Omega}_{0}\right)$ for all $t>0$, where $\Omega_{0}$ is the initial vortex region that is assumed to be in $C^{1+\alpha}$. Consequently, for any time $t$, the vortex region $\Omega_{t}$ is of $C^{1+\alpha}$, and the vorticity is in $C^{\alpha}\left(\bar{\Omega}_{t}\right)$.
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1. Introduction. One of the phenomena that characterize a superconducting material is the Meissner effect. This refers to the exclusion from the material of time-independent as well as time-varying magnetic fields.

This state of exclusion, the Meissner phase, is independent of past history. Materials are superconducting, and thus exhibit a Meissner state, only below a certain critical temperature $T_{c}$. On the other hand, at any $0<T<T_{c}$, the Meissner state is destroyed and the magnetic field penetrates the whole material (normal phase) when the magnetic field exceeds some critical value $H_{c}(T)$. A relation between magnetic field $\mathbf{H}$ and current $\mathbf{J}$ in the material was proposed to explain the Meissner effect:

$$
\begin{equation*}
\lambda^{2} \nabla \times \mathbf{J}+\mathbf{H}=0 \tag{1.1}
\end{equation*}
$$

where $\lambda$ is a characteristic length scale. With Ampére's law,

$$
\mathbf{J}=\nabla \times \mathbf{H}
$$

this leads to the London equation [11]

$$
\lambda^{2} \nabla \times \nabla \times \mathbf{H}+\mathbf{H}=0
$$

It follows from this equation-and this has been corroborated by experiments-that $\lambda$ gives the depth of penetration of the magnetic field.

The London equations follow from the Ginzburg-Landau equations, which couple the electrodynamics to the dynamics of an order parameter, in the limit as $\kappa=\lambda / \xi$ gets arbitrarily large, where $\xi$, the so-called coherence length, represents the length scale on which the order parameter (density of superconductivity) varies [6]. Thus, the London equations represent a superconductor with zero stiffness in the order parameter.

[^60]For high- $\kappa$ (type-II) superconductors, the London relation (1.1) needs to be modified [11]. It was observed that the Meissner phase obtains for magnetic fields below a certain critical field $H_{c_{1}}$, that the normal phase obtains above a higher critical field $H_{c_{2}}$, and that a different phase, the so-called Abrikosov-Shubnikov, or mixed-state, phase obtains for intermediate values of the magnetic field between $H_{c_{1}}$ and $H_{c_{2}}$. In this phase the magnetic field penetrates the material in the form of quantized vortices; each vortex carries a quantum of flux, $\phi_{0}$, known as a fluxon. These vortices interact with each other and move under the influence of applied and induced currents. As $\kappa \rightarrow \infty$, the difference between $H_{c_{1}}$ and $H_{c_{2}}$ increases so that for high- $\kappa$ materials, which include the high temperature superconductors, this mixed state is the phase of importance.

The London equations for a single vortex filament $\Gamma$ are then

$$
\lambda^{2} \nabla \times \nabla \times \mathbf{H}+\mathbf{H}=-\phi_{0} \delta_{\Gamma} .
$$

A mean-field model for the mixed state was arrived at in [4] by averaging the above equations over the individual vortices

$$
\lambda^{2} \nabla \times \nabla \times \mathbf{H}+\mathbf{H}=-\boldsymbol{\omega} .
$$

The variable $\boldsymbol{\omega}$ represents the density of quantum vortices and will be referred to as the vorticity. The vorticity is assumed to be convected at a velocity $\mathbf{u}$, which is the terminal speed in the presence of Lorentz forces due to the mean field (and is perpendicular to the current). In the case that the vorticity and the magnetic field remain in a fixed direction, say $x_{3}$-axis, i.e., $\boldsymbol{\omega}=(0,0, \omega), \mathbf{H}=(0,0, H)$, the complete system then reads (see [4])

$$
\begin{align*}
& \omega_{t}+\nabla \cdot(\omega u)=0  \tag{1.2}\\
& \Delta H-H=-\omega  \tag{1.3}\\
& u=-\operatorname{sign}(\omega) \nabla H \tag{1.4}
\end{align*}
$$

In the region $\Omega_{t}=\{\omega(\cdot, t) \neq 0\}$, where vortices exist, the material is in the phase of the mixed state. The boundary then represents the interface between the mixedstate phase and the superconducting phase. The evolution of such a boundary is important since any such motion is manifested as electrical resistance [7]. An approach taken in [1] is to calculate the forces experienced by any vortex due to a magnetic field formed by integration over fluxons. Among other configurations, the authors studied, via numerical simulations, the evolution of the vortex lattice starting from a configuration where vortices are concentrated in a bounded region. In the mean-field setting (1.2)-(1.4), this configuration corresponds to the case of an initially isolated mixed-state domain $\bar{\Omega}_{0}$ evolving in the environment of a Meissner phase. In other words, the initial data should be taken as

$$
\begin{equation*}
\omega(x, 0)=\omega_{0}(x)=\varpi_{0}(x) \chi_{\bar{\Omega}_{0}}(x), \tag{1.5}
\end{equation*}
$$

where $\chi_{\bar{\Omega}_{0}}$ is the characteristic function of $\Omega_{0}$, which is the initial mixed-state or vortex region, and $\varpi_{0}$ is a continuous function in the whole space. In the present paper, we are mainly concerned with the problem (1.2)-(1.4) along with the initial condition (1.5).

Since the initial vorticity (1.5) is discontinuous only on $\partial \Omega_{0}$, one expects that the discontinuity will evolve with the velocity $u$. Hence, the motion equation (1.2)
is understood in the distribution sense. In order to define solutions in appropriate spaces, it has been proposed in [4] to treat the system as the following free boundary problem:

$$
\begin{align*}
& \omega_{t}=\nabla \cdot(|\omega| \nabla H) \quad \text { in } \Omega_{t}  \tag{1.6}\\
& \Delta H-H=-\omega \quad \text { in } \Omega_{t}  \tag{1.7}\\
& \Delta H-H=0 \quad \text { in } R^{2} \backslash \Omega_{t}  \tag{1.8}\\
& {[H]=\left[\frac{\partial H}{\partial n}\right]=0 \quad \text { on } \Gamma_{t}=\partial \Omega_{t}}  \tag{1.9}\\
& V_{n}=-\operatorname{sign}(w) \frac{\partial H}{\partial n} \quad \text { on } \Gamma_{t} \tag{1.10}
\end{align*}
$$

where $\Omega_{t}$ is the moving domain initially at $\Omega_{0}, n$ is the outward normal, $V_{n}$ is the normal velocity of the moving boundary $\Gamma_{t}$, and the bracket $[\cdot]$ denotes the jump $\operatorname{across} \Gamma_{t}$.

In the present paper we propose a different approach to deal with the problem (1.2)-(1.5). The system will be formulated as the following integro-differential equation:

$$
\begin{align*}
& \frac{d \Phi(x, t)}{d t}=-\int_{\Omega_{t}} \nabla K(\Phi(x, t)-y)\left(J(\Phi)^{-1} \varpi_{0}\right)\left(\Phi^{-1}(y, t)\right) d y  \tag{1.11}\\
& \Phi(x, 0)=x \quad \text { for } x \in \bar{\Omega}_{0}
\end{align*}
$$

where $\Phi: \bar{\Omega}_{0} \times[0, T) \mapsto R^{2}, K(x)$ is the Green's function for the elliptic equation (1.3), $J$ is the Jacobian, and $\Phi^{-1}(\cdot, t)$ is the inverse mapping for any fixed $t$. One of the advantages of the above formulation is that we can work on the fixed domain.

The main intention is to investigate classical solutions $\Phi$ for the system (1.11). We shall study uniqueness, global existence, and regularity of solutions for system (1.11).

This approach is motivated by [8] in which the authors used a system analogue to (1.11) to study motion of charged particles. We shall modify the method developed in [8] to establish short-time existence and uniqueness of the solution for (1.11). The treatment for long-time existence is partially motivated by [3]. One observes that system (1.2)-(1.5) has a certain similarity to vorticity evolution for a two-dimensional incompressible Euler system. Roughly speaking, in a two-dimensional Euler system, instead of (1.3), the relationship between the vorticity and the fluid velocity is through the Biot-Savart law [10]. When $\varpi_{0}(x)$ is a constant (and consequently $\varpi(x, t)$ remains constant for all $t$ ), a global smooth solution for a two-dimensional Euler system was established in [3], [5]. In our system (1.2)-(1.5), the vorticity $\varpi(x, t)$ has a more complicated structure. The main idea introduced in this paper is to estimate - instead of a $C^{\alpha}$ norm as one usually did (see [3], [8], and [5]) -a $C^{\beta}$ norm of $\varpi(\cdot, t)$ for some $0<\beta<\alpha$. We then use this norm to bound the velocity.

The paper is organized as follows. In section 2, some preliminaries, notations, and main results will be introduced. Uniqueness and short-time existence will be investigated in section 3 . Section 4 will be devoted to the derivation of some a priori estimates for solutions. Global existence will be proved in section 5 .
2. Preliminaries and main results. Throughout the paper, we assume that $\Omega_{0}$ is a bounded domain and that

$$
\begin{equation*}
\partial \Omega_{0} \in C^{1+\alpha}, \quad \varpi_{0}(x)>0, \quad \varpi_{0} \in C^{\alpha} \tag{2.1}
\end{equation*}
$$

Suppose that $u$ and $\omega$ are smooth. Then the equation (1.2) can be rewritten as

$$
\begin{equation*}
\omega_{t}+(u \cdot \nabla) \omega=-\omega \nabla \cdot u \tag{2.2}
\end{equation*}
$$

Let $\Phi(x, t)$ be the solution of

$$
\begin{equation*}
\frac{d \Phi}{d t}=u(\Phi, t), \quad \Phi(x, 0)=x \quad \text { for } x \in \bar{\Omega}_{0} \tag{2.3}
\end{equation*}
$$

By (2.2), $\omega(\Phi(x, t), t)$ solves

$$
\begin{equation*}
\frac{d \omega}{d t}=-\omega \nabla \cdot u \tag{2.4}
\end{equation*}
$$

Let $J(\Phi)$ be the Jacobian of $\Phi$. It is known that $J(\Phi)$ solves

$$
\begin{equation*}
\frac{d J(\Phi)}{d t}=J(\Phi) \nabla \cdot u \tag{2.5}
\end{equation*}
$$

so that $J(\Phi)^{-1}$ is the solution of

$$
\begin{equation*}
\frac{d J(\Phi)^{-1}}{d t}=-J(\Phi)^{-1} \nabla \cdot u \tag{2.6}
\end{equation*}
$$

Comparing (2.4) to (2.6), it follows from the uniqueness theory of ordinary differential equations (ODE) that

$$
\begin{equation*}
\omega(\Phi(x, t), t)=J(\Phi)^{-1}(x, t) \omega_{0}(x) \quad \text { for } x \in \bar{\Omega}_{0} \tag{2.7}
\end{equation*}
$$

Since at $t=0, J(\Phi)=1$, the expression (2.7) suggests that $\omega(\Phi(x, t), t)>0$ for $x \in \bar{\Omega}_{0}$, provided $J(\Phi)(x, t)$ does not vanish for $t$. Set

$$
\Omega_{t}=\Phi\left(\Omega_{0}, t\right)
$$

Then $\Omega_{t}$ represents the mixed-state region at time $t$. We extend $\omega(x, t)$ by 0 for $x \notin$ $\bar{\Omega}_{t}$.

Let $K(x)$ be the fundamental solution of the elliptic equation (1.3) that has the form [2]

$$
\begin{equation*}
K(x)=\frac{1}{2 \pi} K_{0}(|x|)=\frac{1}{2 \pi}(-\ln (|x|)+S(|x|)) \tag{2.8}
\end{equation*}
$$

where $K_{0}$ is the 0th-order modified Bessel's function of the second kind (or Hankel function of imaginary part) and $S$ is its regular part. Hence, assuming that $H(x, t) \rightarrow$ 0 as $|x| \rightarrow \infty$, we have, from (1.3),

$$
\begin{equation*}
H(x, t)=\int_{\Omega_{t}} K(x-y) \omega(y, t) d y \tag{2.9}
\end{equation*}
$$

It is easy to check that

$$
\begin{equation*}
\nabla H(x, t)=\nabla \int_{R^{2}} K(x-y) \omega(y, t) d y=\int_{\Omega_{t}} \nabla_{x} K(x-y) \omega(y, t) d y \tag{2.10}
\end{equation*}
$$

Substituting this expression, (1.4), and (2.7) into (2.3), and noting that $\omega(x, t)>0$ in $\bar{\Omega}_{t}$, we arrive at the following integro-differential equation for $\Phi(x, t)$ in $\bar{\Omega}_{0} \times[0, T)$ :

$$
\begin{align*}
\frac{d \Phi(x, t)}{d t} & =-\int_{\Omega_{t}} \nabla K(\Phi(x, t)-y)\left(J(\Phi)^{-1} \varpi_{0}\right)\left(\Phi^{-1}(y, t), t\right) d y  \tag{2.11}\\
\Phi(x, 0) & =x \quad \text { for } x \in \bar{\Omega}_{0}
\end{align*}
$$

Before proceeding to state our main results, we need to introduce some function spaces and notations.

For any subset $G \subseteq R^{2}$, multi-index $\beta=\left(\beta_{1}, \beta_{2}\right), m=|\beta|, 0<\alpha<1$, and any function $f$ in $G$, denote by $|f|_{m+\alpha}$ and $\|f\|_{m+\alpha}$, respectively, the Hölder seminorm and norm defined as

$$
|f|_{m+\alpha}=\sup _{x, y \in G,|\beta|=m} \frac{\left|D^{\beta} f(x)-D^{\beta} f(y)\right|}{|x-y|^{\alpha}}
$$

and

$$
\|f\|_{m+\alpha}=\sup _{x \in G,|\beta| \leq m}\left|D^{\beta} f(x)\right|+|f|_{m+\alpha}
$$

Denote by $C^{m+\alpha}(G)$ the set of all functions $f(x)$ defined in $G$ such that $\|f\|_{m+\alpha}$ is finite. If $f(x, t)$ is defined in $G_{t}$ for $t<T$, where $G_{t} \subseteq R^{2}$ depends on $t$, we sometimes use the notation $f \in C_{x}^{m+\alpha}\left(G_{t}\right)$ to specify that $f(\cdot, t) \in C^{m+\alpha}\left(G_{t}\right)$ for any fixed $t$. For clarity, sometimes we shall also use the notations $|f(t)|_{m+\alpha, G_{t}}$ and $\|f(t)\|_{m+\alpha, G_{t}}$ to specify the dependence on the domain $G_{t}$. We also introduce the following notation:

$$
|f(t)|_{\mathrm{inf}, \partial G_{t}}=\inf _{x \in \partial G_{t}}|f(x, t)|
$$

Definition 2.1. A function $\Phi(x, t)$, defined for $(x, t) \in \bar{\Omega}_{0} \times[0, T)$ with values in $R^{2}$, is called a $C^{1+\alpha}\left(\bar{\Omega}_{0}\right)$ solution of (2.11) for $t<T$ if, for any fixed $t<T$, $\Phi(\cdot, t), D_{t} \Phi(\cdot, t) \in C^{1+\alpha}\left(\bar{\Omega}_{0}\right), \Phi^{-1}(\cdot, t) \in C^{1+\alpha}\left(\bar{\Omega}_{t}\right)$, and $\Phi(x, t)$ solves $(2.11)$ pointwise in $\bar{\Omega}_{0} \times[0, T)$.

We shall verify in the next section that in the class of $C^{1+\alpha}$, formulation (2.11) is equivalent to (1.2)-(1.5). We conclude this section with a statement of the main result of this paper.

THEOREM 2.2. Assume (2.1). Then there exists a unique $C^{1+\alpha}\left(\bar{\Omega}_{0}\right)$ solution $\Phi(x, t)$ for (2.11) for $t>0$. Consequently, the mixed-state region $\bar{\Omega}_{t}$ is of $C^{1+\alpha}$ for all $t>0$.
3. Short-time existence. Let $\Phi(x, t)$ be a $C^{1+\alpha}\left(\Omega_{0}\right)$ function for fixed $t$, and $J(\Phi) \neq 0$. Introduce an operator $A$ by

$$
\begin{equation*}
A(\Phi)(x, t)=x-\int_{0}^{t} \int_{\Omega_{s}} \nabla K(\Phi(x, s)-z)\left(J(\Phi)^{-1} \omega_{0}\right)\left(\Phi^{-1}(z, s), s\right) d z d s \tag{3.1}
\end{equation*}
$$

In this section, we shall show that under the assumption of (2.1), this operator has a unique fixed point in $C_{x}^{1+\alpha}$ for $0<t<T$ for some $T>0$. This fixed point is obviously a $C^{1+\alpha}\left(\bar{\Omega}_{0}\right)$ solution for (2.11).

Notice that at $r=0$ the singular part of $\nabla K(x)$ (see (2.8)) is the Newtonian kernel $x /|x|$. We need the following modified version of [8, Lemma 3.1] that will be frequently used throughout the section.

Lemma 3.1. Let $\Omega$ be a bounded domain in $R^{2}$. Suppose that there exists a $\varphi \in C^{1+\alpha}\left(R^{2}\right)$ such that $\Omega=\{\varphi(x)<0\}$ and that $\inf _{\partial \Omega}|\nabla \varphi(x)|>0$. Define function $w(x)$ and $G(x)$, for any $g \in C^{\alpha}$, by

$$
\begin{array}{r}
w(x)=P_{v} \int_{\Omega} \nabla\left(\frac{x-z}{|x-z|^{2}}\right) d z \\
G(x)=\int_{\Omega} \nabla\left(\frac{x-z}{|x-z|^{2}}\right)(g(x)-g(z)) d z
\end{array}
$$

where $P_{v}$ means the principal value. Then

$$
\begin{array}{r}
|w|_{0, \Omega} \leq c \ln (2+\delta d(\Omega)) \\
|w|_{\alpha, \Omega} \leq c \delta \ln (2+\delta d(\Omega)) \\
|G|_{\alpha, \Omega} \leq c|g|_{\alpha, \Omega} \ln (2+\delta d(\Omega)) \tag{3.4}
\end{array}
$$

where $c$ is a constant depending only on $\alpha$ and $\Omega, d(\Omega)$ is the diameter of $\Omega$, and

$$
\begin{equation*}
\delta=\frac{|\nabla \varphi|_{\alpha, \partial \Omega}}{|\nabla \varphi|_{\mathrm{inf}, \partial \Omega}} \tag{3.5}
\end{equation*}
$$

Proof. By analyzing the proof of [3, Proposition 1], one found that $|w|_{0, \Omega} \leq c$ if $\delta d(\Omega)<1$. Assertion (3.2) then follows from [3, Proposition 1]. By carefully tracking various constants in the proof of [8, Lemma 3.1] and using (3.2), inequality (3.3) follows. Estimate (3.4) follows from (3.2) and [8, Lemma 3.2].

It follows that $\nabla A(\Phi)(x, t)$ exists for $x \in \Omega_{0}$ and that it has interior limit for $x \in \partial \Omega_{0}$. One can actually compute $\nabla A(\Phi)$ as

$$
\begin{equation*}
\nabla A(\Phi)(x, t)=I+A_{1}(\Phi)(x, t)+A_{2}(\Phi)(x, t) \tag{3.6}
\end{equation*}
$$

for $x \in \bar{\Omega}_{0}$, where

$$
\begin{align*}
A_{1}(\Phi)(x, t)= & -\int_{0}^{t} P_{v} \int_{\Omega_{s}} \nabla^{2} K(\Phi(x, s)-z) \\
& \cdot\left(J(\Phi)^{-1} \omega_{0}\right)\left(\Phi^{-1}(z, s), s\right) \nabla \Phi(x, s) d z d s  \tag{3.7}\\
A_{2}(\Phi)(x, t)= & -\frac{1}{2 \pi} \int_{0}^{t}\left(J(\Phi)^{-1} \omega_{0}\right)(x, s) \nabla \Phi(x, s) d s \tag{3.8}
\end{align*}
$$

For convenience, in the following we will leave out the designation $P_{v}$; all singular integrals in the paper shall be understood as the principal values.

By (3.6)-(3.8), we can show that the $C^{1+\alpha}\left(\bar{\Omega}_{0}\right)$ solution is a weak solution in the following sense.

Definition 3.2. Assume (2.1). A pair of functions $(\omega, H) \in L^{2}\left(R^{2} \times(0, T)\right) \times$ $L^{2}\left(W^{2,2}\left(R^{2}\right),(0, T)\right)$ is called a weak solution of (1.2)-(1.5) for $0 \leq t<T$ if

$$
\begin{align*}
& \int_{0}^{T} \int_{R^{2}} \omega(x, t) \nabla H(x, t) \nabla \xi(x, t) d x d t \\
& \quad=\int_{0}^{T} \int_{R^{2}} \omega(x, t) \xi_{t}(x, t) d x d t+\int_{R^{2}} \omega_{0}(x) \xi(x, 0) d x \tag{3.9}
\end{align*}
$$

$$
\begin{equation*}
\Delta H(x, t)-H(x, t)=-\omega(x, t), \quad H(x, t) \longrightarrow 0 \quad \text { as }|x| \longrightarrow \infty \tag{3.10}
\end{equation*}
$$

for any $\xi(x, t) \in C_{0}^{\infty}\left(R^{2} \times[0, T)\right)$.
Proposition 3.3. Assume (2.1). Let $\Phi$ be a $C^{1+\alpha}\left(\bar{\Omega}_{0}\right)$ solution of (2.11) for $t<T$. Define $\omega(x, t)$ by (2.7) for $x \in \bar{\Omega}_{t}$ and by 0 otherwise, and define $H$ by (2.9). Then $(\omega, H)$ is a classical solution of (1.2)-(1.5) in the sense that the equations (2.4), (1.3), and (1.5) hold pointwise in $\bar{\Omega}_{t}$, with $u=-\nabla H$ and $\nabla \cdot u(x, t)$ being understood as the limit from the interior for $x \in \partial \bar{\Omega}_{t}$, and that (1.3) holds in $R^{2}$. The converse is also true. Consequently, any $C^{1+\alpha}\left(\bar{\Omega}_{0}\right)$ solution is a weak solution.

Proof. We only sketch the proof. Suppose that $\Phi$ is a $C^{1+\alpha}\left(\bar{\Omega}_{0}\right)$ solution of (2.11). By (2.7), (2.11), and Lemma 3.1, it is clear that, for any $x \in \bar{\Omega}_{0}, \omega(\Phi(x, t), t)$ is differentiable in $t$, and that $H(\cdot, t) \in C^{2+\alpha}\left(\Omega_{t}\right)$. From expression (3.6)-(3.8), one can easily verify (2.4) and (1.3)-(1.5). Obviously, $(\omega, H) \in L^{2} \times W^{2,2}$, and (3.10) follows from (2.9). By (2.7), for any $\xi(x, t) \in C_{0}^{\infty}\left(R^{2} \times[0, T)\right)$ and $x \in \Omega_{0}$,

$$
\begin{aligned}
\frac{d}{d t} & (\omega(\Phi(x, t), t) J(\Phi)(x, t) \xi(\Phi(x, t), t)) \\
& =\omega(\Phi(x, t), t) J(\Phi)(x, t) \frac{d}{d t} \xi(\Phi(x, t), t) \\
& =\omega(\Phi(x, t), t) J(\Phi)(x, t)\left(\nabla \xi(\Phi(x, t), t) \cdot \frac{d \Phi(x, t)}{d t}+\xi_{t}(\Phi(x, t), t)\right)
\end{aligned}
$$

where $\xi_{t}(x, t)=\partial \xi / \partial t$. Hence, by integration in $x$ and $t$, we obtain, by (2.3),

$$
\begin{aligned}
-\int_{\Omega_{0}} \omega_{0}(x) \xi(x, 0) d x= & -\int_{0}^{T} \int_{\Omega_{0}} \omega(\Phi(x, t), t) \nabla H \cdot \nabla \xi(\Phi(x, t), t) J(\Phi)(x, t) d x d t \\
& +\int_{0}^{T} \int_{\Omega_{0}} \omega(\Phi(x, t), t) \xi_{t}(\Phi(x, t), t) J(\Phi)(x, t) d x d t
\end{aligned}
$$

Assertion (3.9) follows by changes of variables $y=\Phi(x, t)$ and by the fact that $\omega(x, t)=0$ outside $\bar{\Omega}_{t}$.

We next derive some $C^{1+\alpha}$ estimates for the operator $A$ defined in (3.1) and use them to establish a fixed point. Notice that the function $K_{0}$ in (2.8) has the specific form

$$
K_{0}(r)=-\ln r+S(r), \quad S(r)=-\left(\ln \frac{r}{2}+\gamma\right) I_{0}-\ln \frac{\gamma}{2}+I_{1}
$$

where $\gamma$ is the Euler constant $(\approx 0.56)$, and

$$
I_{0}=\sum_{i=1}^{\infty} \frac{(r / 2)^{2 i}}{i!\Gamma(i+1)}, \quad I_{1}=\sum_{i=1}^{\infty} \frac{(r / 2)^{2 i}}{(i!)^{2}}\left(\sum_{j=1}^{i} \frac{1}{j}\right)
$$

The following properties can be verified through direct computations [2]:
(i) $S(r)$ is smooth for $r \geq 0$;
(ii) $K_{0}(r)=\left(e^{-r} / \sqrt{r}\right)(1+O((1 / r)))$, as $r \rightarrow \infty$;
(iii) $K_{0}(r)=-\ln r+O(r)$, as $r \rightarrow 0$.

We need the following estimates for solutions of the equation (1.3).
Lemma 3.4. Suppose that $\omega(x)=\varpi(x) \chi_{\Omega}$, where $\varpi \in C^{\alpha}, \Omega=\{\varphi(x)<0\}$ with $\varphi \in C^{1+\alpha},|\nabla \varphi|_{\mathrm{inf}, \partial \Omega}>0$. Let $H$ be the solution of (1.3) that vanishes at infinity. Then

$$
\begin{gather*}
0 \leq H \leq|\varpi|_{0, \Omega}  \tag{3.11}\\
\|H\|_{2, \Omega} \leq c|\varpi|_{0, \Omega} \ln \left[(2+\delta d(\Omega))\left(2+|\varpi|_{0, \Omega}^{-1}|\varpi|_{\alpha, \Omega} d(\Omega)\right)\right],  \tag{3.12}\\
\|H\|_{2+\alpha, \Omega} \leq c\left(\|\varpi\|_{\alpha, \Omega}+\delta|\varpi|_{0, \Omega}\right) \ln (2+\delta d(\Omega)), \tag{3.13}
\end{gather*}
$$

where $c$ is a universal constant, $d(\Omega)$ is the diameter of $\Omega$, and

$$
\delta=\frac{|\nabla \varphi|_{\alpha, \partial \Omega}}{|\nabla \varphi|_{\mathrm{inf}, \partial \Omega}}
$$

Proof. The inequalities (3.11) follow from the maximum principle for elliptic equations. By (2.10), for $x \in \bar{\Omega}$, we have the integral formula for $\nabla^{2} H$ (analogous to (3.6)) as follows:

$$
\begin{align*}
\nabla^{2} H(x, t)= & \int_{\Omega} \nabla^{2} K(x-z) \omega(z) d z+\frac{1}{2 \pi} \omega(x) \\
= & \frac{1}{2 \pi} \int_{\Omega} \nabla\left(\frac{x-z}{|x-z|^{2}}\right) d z \omega(x)  \tag{3.14}\\
& +\frac{1}{2 \pi} \int_{\Omega} \nabla\left(\frac{x-z}{|x-z|^{2}}\right)(\omega(z)-\omega(x)) d z \\
& +\frac{1}{2 \pi} \omega(x)+\int_{\Omega} \nabla^{2} S(|x-z|) \omega(z) d z=k_{1}+k_{2}+k_{3}+k_{4}
\end{align*}
$$

By Lemma 3.1, it is easy to see that

$$
\begin{equation*}
\left\|k_{1}\right\|_{\alpha}+\left\|k_{3}\right\|_{\alpha} \leq c\left(\|\varpi\|_{\alpha, \Omega}+\delta|\varpi|_{0, \Omega}\right) \ln (2+\delta d(\Omega)) \tag{3.15}
\end{equation*}
$$

To estimate $k_{2}$, we write

$$
k_{2}=\frac{1}{2 \pi}\left(\int_{\Omega \backslash B_{\varepsilon}}+\int_{B_{\varepsilon}}\right) \nabla\left(\frac{x-z}{|x-z|^{2}}\right)(\omega(z)-\omega(x)) d z=k_{21}+k_{22}
$$

where $B_{\varepsilon}$ is the ball centered at $x$ with radius $\varepsilon$ that will be chosen later on. By integration,

$$
\left|k_{21}\right| \leq c|\varpi|_{0, \Omega} \int_{\Omega \backslash B_{\varepsilon}} \frac{1}{|x-z|^{2}} d z \leq c|\varpi|_{0, \Omega} \ln \left(\frac{d(\Omega)}{\varepsilon}\right)
$$

if $\varepsilon \leq d(\Omega)$. Otherwise, $k_{21}=0$. Since $\varpi \in C^{\alpha}$, we find that

$$
\left|k_{22}\right| \leq c|\varpi|_{\alpha, \Omega} \int_{B_{\varepsilon}} \frac{1}{|x-z|^{2-\alpha}} d z \leq c|\varpi|_{\alpha, \Omega} \varepsilon^{\alpha}
$$

By choosing $\varepsilon^{\alpha}=|\varpi|_{0, \Omega}\left(|\varpi|_{\alpha, \Omega}\right)^{-1}$, we deduce that

$$
\begin{equation*}
\left|k_{2}\right| \leq c|\varpi|_{0, \Omega}\left(1+\left|\ln \left(2+|\varpi|_{0, \Omega}^{-1}|\varpi|_{\alpha, \Omega} d(\Omega)\right)\right|\right) \tag{3.16}
\end{equation*}
$$

By Lemma 3.1, we also have

$$
\begin{equation*}
\left|k_{2}\right|_{\alpha} \leq c|\varpi|_{\alpha, \Omega} \ln (2+\delta d(\Omega)) \tag{3.17}
\end{equation*}
$$

Combining (3.15)-(3.17), one sees that $\left|k_{1}+k_{2}+k_{3}\right|_{0}$ is bounded by the left-hand side of (3.12) and that $\left\|k_{1}+k_{2}+k_{3}\right\|_{\alpha}$ is bounded by the left-hand side of (3.13). The assertions thus follow from the fact that $\nabla^{2} S$ is smooth in $R^{2}$ and that $\nabla^{2} S$ decays at the rate $r^{-2}$ as $r \rightarrow \infty$.

Theorem 3.5. Suppose that the initial data satisfy (2.1). Then there exists a unique $C^{1+\alpha}\left(\Omega_{0}\right)$ solution $\Phi(x, t)$ of (2.11) for $t<T$ for some $T>0$.

Proof. For simplicity, we assume that there exists $\varphi_{0} \in C^{1+\alpha}$ with $\left|\nabla \varphi_{0}\right|_{\mathrm{inf}, \partial \Omega_{0}} \neq$ 0 such that $\Omega_{0}=\left\{\varphi_{0}(x)<0\right\}$. For any $M, T>0$ to be chosen later on, we define a set $W(M, T)$ of vector value functions in $\bar{\Omega}_{0} \times[0, T)$ as follows:

$$
\begin{aligned}
& W(M, T)=\left\{\Phi(x, t) \in R^{2}: \Phi(x, 0)=x\right. \\
& \left.\quad\|\Phi(t)\|_{1+\alpha, \Omega_{0}} \leq M,\|\Phi(x)\|_{\alpha,[0, T)} \leq M, \quad|\nabla \Phi-I|_{0} \leq 1 / 2\right\}
\end{aligned}
$$

Since $|\nabla \Phi-I| \leq 1 / 2, \Phi^{-1}(\cdot, t)$ exists and maps $\Omega_{t}$ onto $\Omega_{0}$ so that the mapping $A$ defined in (3.1) is well defined for any $\Phi \in W(M, T)$. By applying Lemma 3.4 to $A(\Phi)$ with

$$
\begin{equation*}
\varpi=\left(J(\Phi)^{-1} \omega_{0}\right)\left(\Phi^{-1}(x, s), s\right) \tag{3.18}
\end{equation*}
$$

we find that

$$
\begin{align*}
\|A(\Phi)\|_{1+\alpha, \Omega_{0}} \leq & c_{0}+c \int_{0}^{t}\left(\|\Phi\|_{1+\alpha, \Omega_{0}}\right)^{1+\alpha}\left(1+\delta_{s}|\varpi|_{0, \Omega_{s}}+\|\varpi\|_{\alpha, \Omega_{s}}\right) \\
& \cdot\left(\ln \left(2+d\left(\Omega_{s}\right) \delta_{s}\right)+\ln \left(2+|\varpi|_{0, \Omega}^{-1}\|\varpi\|_{\alpha, \Omega_{s}} d\left(\Omega_{s}\right)\right)\right) d s \tag{3.19}
\end{align*}
$$

where $c$ is a constant independent of $\Phi, c_{0}=\sup _{x \in \Omega_{0}}|x|, \delta_{t}$ is defined in terms of $\Omega_{t}$ by

$$
\begin{equation*}
\delta_{t}=\frac{|\nabla \varphi(x, t)|_{\alpha, \partial \Omega_{t}}}{|\nabla \varphi(x, t)|_{\mathrm{inf}, \partial \Omega_{t}}}=\frac{\left|\nabla \varphi_{0}\left(\Phi^{-1}(x, t)\right) \nabla \Phi^{-1}(x, t)\right|_{\alpha, \partial \Omega_{t}}}{\left|\nabla \varphi_{0}\left(\Phi^{-1}(x, t)\right) \nabla \Phi^{-1}(x, t)\right|_{\mathrm{inf}, \partial \Omega_{t}}} \tag{3.20}
\end{equation*}
$$

since $\Omega_{t}=\{\varphi(x, t)<0\}$, where $\varphi(x, t)=\varphi_{0}\left(\Phi^{-1}(x, t)\right)$. Notice that, by direct calculation,

$$
\begin{aligned}
\left|\nabla \Phi^{-1}\right|_{\alpha, \Omega_{t}} & \leq|\nabla \Phi|_{\alpha, \Omega_{0}}\left(\left|\nabla \Phi^{-1}\right|_{0, \Omega_{t}}\right)^{2+\alpha} \\
\left\|J(\Phi)^{-1}\right\|_{\alpha, \Omega_{t}} & \leq c_{0}\left(|\nabla \Phi|_{\alpha, \Omega_{0}}+1\right)\left(\left|\nabla \Phi^{-1}\right|_{0, \Omega_{t}}+1\right)^{3+\alpha}
\end{aligned}
$$

where $c_{0}$ is a universal constant. Since $\Phi \in W(M, T)$, it is easy to see that

$$
\delta_{t} \leq c(M), \quad d\left(\Omega_{t}\right) \leq 2|\Phi|_{0} \leq 2 M, \quad\|\varpi\|_{\alpha, \Omega_{t}} \leq c(M)
$$

where the last inequality is due to (3.18), and the constant $c(M)$ is a polynomial of $M$ with coefficients depending only on initial data. Hence (3.19) results in, for $t<T$,

$$
\|A(\Phi)(t)\|_{1+\alpha, \Omega_{0}} \leq c_{0}+c(M) T
$$

It is easy to derive the following estimates:

$$
\|A(\Phi)(x, \cdot)\|_{\alpha} \leq c(M) T^{1-\alpha}
$$

and

$$
|\nabla(A(\Phi))-I| \leq c(M) T
$$

We now choose $M=1+c_{0}$ and $T=\min \left((2 C(M))^{-1},\left(1+c_{0}\right)^{1 /(1-\alpha)} C(M)^{-1 /(1-\alpha)}\right)$. Then $A(\Phi) \in W_{\tilde{\Phi}}(M, T)$. The mapping $A$ maps $W(M, T)$ into itself.

For any $\Phi, \tilde{\Phi} \in W(M, T)$. Set $\Omega_{t}=\Phi\left(\Omega_{0}, t\right), \tilde{\Omega}_{t}=\tilde{\Phi}\left(\Omega_{0}, t\right)$ and define

$$
\rho(t)=|\Phi(t)-\tilde{\Phi}(t)|_{0, \Omega_{0}}
$$

By changing variables in the expressions for $A(\Phi)$ and $A(\tilde{\Phi})$, we obtain, from (3.1),

$$
\begin{aligned}
& A(\Phi)(x, t)=x+\int_{0}^{t} \int_{\Omega_{0}} \nabla K(\Phi(x, s)-\Phi(z, s)) \omega_{0}(z) d z d s \\
& A(\tilde{\Phi})(x, t)=x+\int_{0}^{t} \int_{\Omega_{0}} \nabla K(\tilde{\Phi}(x, s)-\tilde{\Phi}(z, s)) \omega_{0}(z) d z d s
\end{aligned}
$$

It follows that

$$
\begin{align*}
& |A(\Phi)(x, t)-A(\tilde{\Phi})(x, t)| \\
& \quad \leq c \int_{0}^{t} \int_{\Omega_{0}}|\nabla K(\Phi(x, s)-\Phi(z, s))-\nabla K(\tilde{\Phi}(x, s)-\tilde{\Phi}(z, s))| d z d s \tag{3.21}
\end{align*}
$$

For $\varepsilon>0$ to be determined later, we decompose the right-hand side of (3.21) as

$$
\begin{align*}
\int_{\Omega_{0}} \mid & \nabla K(\Phi(x, s)-\Phi(z, s))-\nabla K(\tilde{\Phi}(x, s)-\tilde{\Phi}(z, s)) \mid d z  \tag{3.22}\\
& =\int_{\Omega_{0} \backslash B_{\varepsilon}(x)}+\int_{\Omega_{0} \cap B_{\varepsilon}(x)}=k_{1}+k_{2}
\end{align*}
$$

From (2.8),

$$
\nabla K(z)=-\frac{z}{2 \pi|z|^{2}}+S^{\prime}(|z|) \frac{z}{2 \pi|z|}
$$

Since $\nabla \Phi^{-1}$ and $\nabla \tilde{\Phi}^{-1}$ are bounded, we have

$$
|\Phi(x, s)-\Phi(z, s)|, \quad|\tilde{\Phi}(x, s)-\tilde{\Phi}(z, s)| \geq c|x-z|
$$

Therefore,

$$
\begin{aligned}
& |\nabla K(\Phi(x, s)-\Phi(z, s))-\nabla K(\tilde{\Phi}(x, s)-\tilde{\Phi}(z, s))| \\
& \quad \leq c \rho(s)\left(1+\frac{1}{|x-z|}+\frac{1}{|x-z|^{2}}\right) .
\end{aligned}
$$

Consequently, $k_{1}$ in (3.22) is bounded by

$$
\begin{equation*}
\left|k_{1}\right| \leq c \rho(s) \int_{\varepsilon}^{d\left(\Omega_{0}\right)}\left(r+1+\frac{1}{r}\right) d r=c \rho(s)(1+|\ln \varepsilon|) . \tag{3.23}
\end{equation*}
$$

Since $|\Phi(x, s)-\Phi(z, s)| \leq c \varepsilon$ for $|x-z| \leq \varepsilon$, we know that

$$
S^{\prime}(|\Phi(x, s)-\Phi(z, s)|) \leq c \varepsilon \quad \text { for } \quad|x-z| \leq \varepsilon
$$

It follows from the obvious estimates

$$
\begin{aligned}
|\nabla K(\Phi(x, t)-\Phi(z, t))| & \leq|\Phi(x, t)-\Phi(z, t)|^{-1}+S^{\prime}(|\Phi(x, s)-\Phi(z, s)|) \\
& \leq c\left(1+|x-z|^{-1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
|\nabla K(\tilde{\Phi}(x, s)-\tilde{\Phi}(z, s))| & \leq|\tilde{\Phi}(x, s)-\tilde{\Phi}(z, s)|^{-1}+S^{\prime}(|\Phi(x, s)-\Phi(z, s)|) \\
& \leq c\left(1+|x-z|^{-1}\right)
\end{aligned}
$$

that the term $k_{2}$ in (3.22) can be estimated as

$$
\begin{equation*}
\left|k_{2}\right| \leq c \int_{0}^{\varepsilon}\left(1+\frac{1}{r}\right) r d r \leq c\left(\varepsilon+\varepsilon^{2}\right) \tag{3.24}
\end{equation*}
$$

We now choose $\varepsilon=\min (\rho(t), 1)$. From (3.21)-(3.24), it follows that

$$
\begin{equation*}
|A(\Phi)(x, t)-A(\tilde{\Phi})(x, t)| \leq c \int_{0}^{t} \rho(t)(1+|\ln \rho(t)|) d t \tag{3.25}
\end{equation*}
$$

Define a sequence $\Phi_{n}(x, t)$ by

$$
\Phi_{0}=x, \quad \Phi_{n+1}(x, t)=A\left(\Phi_{n}\right)(x, t)
$$

Since $\Phi_{n} \in W(M, T)$, this sequence $\left\{\Phi_{n}\right\}$ is precompact under the $C_{x, t}^{1+\gamma, \gamma}$ norm for any $\gamma<\alpha$. Hence we can select a subsequence, still denoting it as $\left\{\Phi_{n}\right\}$, and a function $\Phi \in C_{x, t}^{1+\gamma, \gamma}\left(\Omega_{0} \times[0, T)\right)$ such that

$$
\Phi_{n} \longrightarrow \Phi \text { in } C_{x, t}^{1+\gamma, \gamma} \text { norm. }
$$

This implies that $\Phi \in W(M, T)$ (by checking from the definitions) and by (3.25),

$$
\begin{aligned}
& \left|\Phi_{n+1}(x, t)-A(\Phi)(x, t)\right|=\left|A\left(\Phi_{n}\right)(x, t)-A(\Phi)(x, t)\right| \\
& \quad \leq c T \sup _{0 \leq t \leq T}\left(\left|\Phi_{n}(t)-\Phi(t)\right|_{0, \Omega_{0}}|\ln | \Phi_{n}(t)-\left.\Phi(t)\right|_{0, \Omega_{0}} \mid\right) .
\end{aligned}
$$

Letting $n \rightarrow \infty$, we find that $\Phi$ is a fixed point for $A$, i.e., $A(\Phi)=\Phi$. Next, set

$$
\rho_{n}(t)=\sup _{x}\left|\Phi_{n}(x, t)-\Phi(x, t)\right|
$$

It follows from (3.25) that

$$
\rho_{n+1}(t) \leq c \int_{0}^{t} \rho_{n}(t)\left(1+\left|\ln \rho_{n}(t)\right|\right) d t
$$

By [9, section 9], it follows that

$$
\rho_{n}(t) \leq c|T \ln T|^{n}
$$

For small $T$, the above inequality implies uniqueness of the fixed point. The proof is complete.

Using exactly the same argument, we can extend the assertions of Theorem 3.5 to the equation (2.11) with more general initial data:

$$
\begin{align*}
\frac{d \Phi(x, t)}{d t} & =-\int_{\Phi\left(\bar{\Omega}_{0}, t\right)} \nabla K(\Phi(x, t)-y)\left(J(\Phi)^{-1} \varpi_{0}\right)\left(\Phi^{-1}(y, t)\right) d y  \tag{3.26}\\
\Phi(x, 0) & =\Phi_{0}(x) \quad \text { for } x \in \bar{\Omega}_{0} .
\end{align*}
$$

Corollary 3.6. In addition to the assumptions in Theorem 3.5, suppose also that $\Phi_{0} \in C^{1+\alpha}\left(\Omega_{0}\right), J\left(\Phi_{0}\right) \neq 0$. Then there exists a unique $C^{1+\alpha}\left(\Omega_{0}\right)$ solution $\Phi(x, t)$ for (3.26) for $t<T$ for some $T>0$. Moreover, $T$ depends only on $\left\|\Phi_{0}\right\|_{1+\alpha}$, $\left\|\Phi_{0}^{-1}\right\|_{1+\alpha}, d\left(\Omega_{0}\right)$ and $\delta_{0}$.

Corollary 3.6 will be used in the next section to extend the solutions for large time.
4. A priori estimates. From Corollary 3.6, it appears that a priori estimates on the $C^{1+\alpha}$ norms of $\Phi$ and $\Phi^{-1}$ will be sufficient to establish existence of global solutions. We first show that, actually, a uniform bound on the vorticity $\omega$ will be enough to guarantee that the solution can be extended for all $t>0$.

Lemma 4.1. Suppose that $\Phi(x, t)$ is the $C^{1+\alpha}$ solution. Then, for $x \in \bar{\Omega}_{0}$,

$$
\begin{equation*}
\omega(\Phi(x, t), t)=\frac{\omega_{0}(x) e^{\sigma(x, t)}}{1+\omega_{0}(x) \int_{0}^{t} e^{\sigma(x, s)} d s} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma(x, t)=\int_{0}^{t} H(\Phi(x, s), s) d s \tag{4.2}
\end{equation*}
$$

Proof. From (2.4), (1.3), (1.4), and the fact that $\omega(\Phi(x, t), t)>0$ for $x \in \bar{\Omega}_{0}$, one sees that $\omega(\Phi(x, t), t)$ is the solution of the following ODE:

$$
\begin{equation*}
\frac{d \omega}{d t}=\omega H-\omega^{2} \tag{4.3}
\end{equation*}
$$

Let $p(t)=\omega(\Phi(x, t), t)^{-1}$. Then $p$ solves

$$
\frac{d p}{d t}=-p H+1
$$

Integrating this ODE directly, we obtain (4.1).
Lemma 4.2. Let $\Phi(x, t)$ be the $C^{1+\alpha}$ solution for $t<T$. Suppose that

$$
\begin{equation*}
\eta(T) \equiv \int_{0}^{T}\|\varpi(t)\|_{0, \Omega_{t}} d t<\infty \tag{4.4}
\end{equation*}
$$

Then there exists a $0<\beta(T) \leq \alpha$ depending only on $\eta(T)$ such that for $t<T$,

$$
\begin{equation*}
\|\varpi(t)\|_{\beta, \Omega_{t}} \leq c(\eta(T)), \tag{4.5}
\end{equation*}
$$

$c(\eta(T))$ being a constant depending only on $\eta(T)$ and $T$.
Proof. From Lemma 3.4, we know that $u=-\nabla H$ is Lipschitz in $\Omega_{t}$. However, the Lipschitz constant may depend on the $C^{\alpha}$ characters of $\omega$ and the domain $\Omega_{t}$. We claim that $\nabla H$ is quasi-Lipschitz, with the constant depending only on $\|\varpi(t)\|_{0, \Omega_{t}}$, i.e., for $x, y \in \bar{\Omega}_{t},|x-y| \leq 1 / 2$,

$$
\begin{equation*}
|\nabla H(x, t)-\nabla H(y, t)| \leq c\|\varpi(t)\|_{0, \Omega_{t}}|x-y|(1+|\ln | x-y| |), \tag{4.6}
\end{equation*}
$$

where $c$ is a universal constant. We point out at this moment that $c$ in general also depends on the $L^{1}\left(\bar{\Omega}_{t}\right)$ norm of $\varpi(\cdot, t)$. However, by (2.7), our previous claim remains true.

Indeed, from (2.8) and (2.9), we have

$$
\begin{aligned}
\nabla H(x, t) & =\frac{1}{2 \pi} \int_{\Omega_{t}} \frac{x-z}{|x-z|^{2}} \varpi(z, t) d z+\int_{\Omega_{t}} \nabla_{x} S(|x-z|) \varpi(z, t) d z \\
& =\nabla H_{1}(x, t)+\nabla H_{2}(x, t) .
\end{aligned}
$$

The results in [10] lead to

$$
\left|\nabla H_{1}(x, t)-\nabla H_{1}(y, t)\right| \leq c\|\varpi(t)\|_{0, \Omega_{t}}|x-y|(1+|\ln | x-y| |) .
$$

Since $\nabla S$ is smooth and $S^{\prime}(r) \sim r^{-1}$ for large $r$, the inequality (4.6) thus follows immediately.

Now, since

$$
\frac{d \Phi}{d t}=-\nabla H(\Phi, t)
$$

it follows that the quantity $\rho(t)=|\Phi(x, t)-\Phi(y, t)|^{2}$, for $x \neq y \in \bar{\Omega}_{t}$, satisfies

$$
\left|\frac{d \rho(t)}{d t}\right| \leq c\|\varpi(t)\|_{0, \Omega_{t}} \rho(t)(1+|\ln \rho(t)|)
$$

By the Gronwall lemma, we deduce that

$$
\begin{equation*}
c|x-y|^{1 / \tilde{\beta}(t)} \leq \rho(t)=|\Phi(x, t)-\Phi(y, t)| \leq c|x-y|^{\tilde{\beta}(t)} \tag{4.7}
\end{equation*}
$$

where $\tilde{\beta}(t)=\exp (-c \eta(t))$ is decreasing in $t$. The inequality (4.7) implies

$$
|\Phi(t)|_{\tilde{\beta}(t), \Omega_{0}}+\left|\Phi^{-1}(t)\right|_{\tilde{\beta}(t), \Omega_{t}} \leq c .
$$

By the regularity theory for elliptic partial differential equations (PDEs), we know that the solution $H$ of (1.3) is of the class $C^{1}$ and

$$
\begin{equation*}
\|\nabla H(t)\|_{0} \leq c\|\varpi(t)\|_{0, \Omega_{t}} \tag{4.8}
\end{equation*}
$$

Hence, the function $\sigma(x, t)$ defined in (4.2) is of the class $C^{\beta}$ and

$$
|\sigma(t)|_{\tilde{\beta}(t), \Omega_{0}} \leq \int_{0}^{t}\|\nabla H(s)\|_{0}|\Phi(s)|_{\tilde{\beta}(s), \Omega_{0}} d s \leq c \eta(t)
$$

for $t<T$. The bounds on $|\sigma(t)|_{0, \Omega_{0}}$ can be easily derived from (4.2). Choose $\beta(T)=$ $\min \left(\tilde{\beta}(T)^{2}, \alpha\right)$. It then easy to see that the assertion (4.5) hence follows from (4.1).

Lemma 4.3. Under the assumptions of Lemma 4.1, we have

$$
\left|\nabla\left(\Phi\left(\Phi^{-1}(x, t), s\right)\right)\right| \leq \exp \left(\int_{s}^{t}|\nabla u(\tau)|_{0} d \tau\right)
$$

for $0<s<t$, and

$$
|\nabla \varphi(t)|_{\mathrm{inf}, \partial \Omega_{t}} \geq|\nabla \varphi(0)|_{\mathrm{inf}, \partial \Omega_{0}} \exp \left(-\int_{0}^{t}|\nabla u(\tau)|_{0} d \tau\right)
$$

Proof. The first inequality follows from the dynamical property of (2.3). Since $\varphi(\Phi(x, t), t)=\varphi_{0}(x)$, we have

$$
\nabla \varphi(\Phi(x, t), t)=\left((\nabla \Phi(x, t))^{T}\right)^{-1} \nabla \varphi_{0}(x)
$$

By (2.3), we have

$$
\frac{d}{d t}(\nabla \Phi(x, t))^{-1}=-(\nabla \Phi(x, t))^{-1} \nabla u(\Phi(x, t), t)=(\nabla \Phi(x, t))^{-1} \nabla^{2} H(\Phi(x, t), t)
$$

Hence,

$$
\frac{d}{d t} \nabla \varphi(\Phi(x, t), t)=\left(\nabla^{2} H\right)^{T} \nabla \varphi(\Phi(x, t), t)
$$

The second assertion of Lemma 4.3 follows from the Gronwall lemma.
Lemma 4.4. Under the assumptions of Lemma 4.1, we have

$$
\delta_{t, \beta} \leq c(\eta(T))
$$

where $\delta_{t, \beta}$ is defined in (3.20) with $\alpha$ being replaced with $\beta=\beta(T)$.
Proof. We recall that by definition, $\Omega_{t}=\{\varphi<0\}$ with $\varphi=\varphi_{0}\left(\Phi^{-1}(x, t)\right)$. Since $\Phi$ solves (2.3), we find that $\varphi$ satisfies

$$
\frac{\partial \varphi}{\partial t}+u \cdot \nabla \varphi=0, \quad u=-\nabla H
$$

Hence $\nabla \varphi$ satisfies

$$
\begin{equation*}
\frac{\partial \nabla \varphi}{\partial t}+(u \cdot \nabla) \nabla \varphi=-(\nabla u)^{\top} \nabla \varphi \tag{4.9}
\end{equation*}
$$

Since $\nabla \cdot u=-\Delta H=H-\omega$, this equation can be rewritten as

$$
\begin{equation*}
\frac{\partial \nabla^{\perp} \varphi}{\partial t}+(u \cdot \nabla) \nabla^{\perp} \varphi=\nabla u \nabla^{\perp} \varphi+(\omega-H) \nabla^{\perp} \varphi \tag{4.10}
\end{equation*}
$$

where $\nabla^{\perp} \varphi=\left(-D_{2} \varphi, D_{1} \varphi\right)$ is divergence free and tangential to $\partial \Omega_{t}$. By (3.14), we have

$$
\begin{aligned}
\nabla u= & -\nabla^{2} H(x, t) \\
= & -\frac{1}{2 \pi} \int_{\Omega_{t}} \nabla\left(\frac{x-z}{|x-z|^{2}}\right) d z \omega(x, t) \\
& -\frac{1}{2 \pi} \int_{\Omega_{t}} \nabla\left(\frac{x-z}{|x-z|^{2}}\right)(\omega(z, t)-\omega(x, t)) d z \\
& -\frac{1}{2 \pi} \omega(x, t)-\int_{\Omega_{t}} \nabla^{2} S(|x-z|) \omega(z, t) d z=k_{1}+k_{2}+k_{3}+k_{4}
\end{aligned}
$$

Since $\nabla^{\perp} \varphi$ is divergence free and tangential to $\partial \Omega_{t}$, we find by direct computation that

$$
k_{1} \nabla^{\perp} \varphi=\int_{\Omega_{t}} \nabla\left(\frac{x-z}{|x-z|^{2}}\right)\left(\nabla^{\perp} \varphi(x, t)-\nabla^{\perp} \varphi(z, t)\right) d z \omega(x, t)
$$

Consequently we deduce that, by Lemma 3.1, for $t \leq T$,

$$
\begin{aligned}
\left\|k_{1} \nabla^{\perp} \varphi(t)\right\|_{\beta} \leq & c\left(|\omega(t)|_{\beta}\left|\nabla^{\perp} \varphi(t)\right|_{0}+|\omega|_{0}\left|\nabla^{\perp} \varphi(t)\right|_{\beta}\right) \\
& \cdot\left(\ln \left(2+|\omega|_{0}^{-1}|\omega(t)|_{\beta} d\left(\Omega_{t}\right)\right)+\ln \left(2+d\left(\Omega_{t}\right) \delta_{t, \beta}\right)\right)
\end{aligned}
$$

where $\beta=\beta(T)$ obtained in Lemma 4.2. In a similar manner, we have

$$
\begin{aligned}
\left\|k_{2} \nabla^{\perp} \varphi(t)\right\|_{\beta} \leq & c\left(|\omega(t)|_{\beta}\left|\nabla^{\perp} \varphi(t)\right|_{0}+|\omega|_{0}\left|\nabla^{\perp} \varphi(t)\right|_{\beta}\right) \\
& \cdot\left(\ln \left(2+|\omega|_{0}^{-1}|\omega(t)|_{\beta} d\left(\Omega_{t}\right)\right)+\ln \left(2+d\left(\Omega_{t}\right) \delta_{t, \beta}\right)\right) .
\end{aligned}
$$

Since $\nabla^{2} S$ is smooth, it then follows that

$$
\begin{aligned}
\left\|\nabla u \nabla^{\perp} \varphi(t)\right\|_{\beta} \leq & c(\eta(T))\left\|\nabla^{\perp} \varphi(t)\right\|_{\beta} \\
& \cdot\left(\ln \left(2+|\omega|_{0}^{-1}|\omega(t)|_{\beta} d\left(\Omega_{t}\right)\right)+\ln \left(2+d\left(\Omega_{t}\right) \delta_{t, \beta}\right)\right),
\end{aligned}
$$

where we have used the assertion of Lemma 4.2. Since $\partial \Phi / \partial t=-\nabla H(\Phi, t)$, from (4.5) and (4.8), it is clear that $d\left(\Omega_{t}\right) \leq 2|\Phi|_{0} \leq c(\eta(T))$. Hence

$$
\begin{equation*}
\left\|\nabla u \nabla^{\perp} \varphi(t)\right\|_{\beta} \leq c(\eta(T))\left\|\nabla^{\perp} \varphi(t)\right\|_{\beta} \ln \left(2+\delta_{t, \beta}\right) \tag{4.11}
\end{equation*}
$$

Next, from (4.10), we have for $x \in \Omega_{t}$,

$$
\begin{aligned}
\nabla^{\perp} \varphi(x, t)= & \nabla^{\perp} \varphi_{0}\left(\Phi^{-1}(x, t)\right)+\int_{0}^{t}\left(\nabla u \nabla^{\perp} \varphi\right)\left(\Phi\left(\Phi^{-1}(x, t), s\right), s\right) d s \\
& +\int_{0}^{t}\left((\omega-H) \nabla^{\perp} \varphi\right)\left(\Phi\left(\Phi^{-1}(x, t), s\right), s\right) d s
\end{aligned}
$$

Therefore, by using Lemma 4.3, we find

$$
\begin{align*}
& \left|\nabla^{\perp} \varphi(t)\right|_{\beta} \leq\left|\nabla^{\perp} \varphi_{0}\right|_{\beta} \exp \left(\int_{0}^{t}|\nabla u(\tau)|_{0} d \tau\right) \\
& +c \int_{0}^{t}\left(\left|\nabla u \nabla^{\perp} \varphi(s)\right|_{\beta}\right) \exp \left(\int_{s}^{t}|\nabla u(\tau)|_{0} d \tau\right) d s  \tag{4.12}\\
& +c \int_{0}^{t}\left(\left|(\omega-H) \nabla^{\perp} \varphi(s)\right|_{\beta}\right) \exp \left(\int_{s}^{t}|\nabla u(\tau)|_{0} d \tau\right) d s
\end{align*}
$$

It follows from (4.11) and (4.8) that

$$
\begin{align*}
& \left\|\nabla^{\perp} \varphi(t)\right\|_{\beta} \exp \left(-\int_{0}^{t}|\nabla u(\tau)|_{0} d \tau\right) \leq\left\|\nabla^{\perp} \varphi_{0}(t)\right\|_{\beta}  \tag{4.13}\\
& +c(\eta(T)) \int_{0}^{t}\|\nabla \varphi(s)\|_{\beta} \cdot \ln \left(2+\delta_{t, \beta}\right) \exp \left(-\int_{0}^{s}|\nabla u(\tau)|_{0} d \tau\right)
\end{align*}
$$

Set

$$
f(t)=\|\varphi(t)\|_{1+\beta} \exp \left(-\int_{0}^{t}|\nabla u(\tau)|_{0} d \tau\right)+2
$$

Using the second assertion in Lemma 4.3, we obtain

$$
\delta_{t, \beta} \leq \frac{|\nabla \varphi(t)|_{\beta}}{|\nabla \varphi(0)|_{\mathrm{inf}, \partial \Omega_{0}}} \exp \left(\int_{0}^{t}|\nabla u(\tau)|_{0} d \tau\right)
$$

Therefore

$$
\ln \left(2+\delta_{t, \beta}\right) \leq c \ln f+\int_{0}^{t}|\nabla u(\tau)|_{0} d \tau
$$

It follows from (4.13) that

$$
f(t) \leq c+c(\eta(T)) \int_{0}^{t} f(s)\left(\ln f(s)+\int_{0}^{s}|\nabla u(\tau)|_{0} d \tau\right) d s
$$

Denote by $h(t)$ the function on the right-hand side of the above inequality:

$$
h(t)=c+c(\eta(T)) \int_{0}^{t} f(s)\left(\ln f(s)+\int_{0}^{s}|\nabla u(\tau)|_{0} d \tau\right) d s
$$

Then

$$
h^{\prime}(t) \leq c(\eta(T)) h(t)\left(\ln h(t)+\int_{0}^{t}|\nabla u(\tau)|_{0} d \tau\right)
$$

It follows that

$$
\frac{d}{d t} \ln h(t) \leq c(\eta(T))\left(\ln h(t)+\int_{0}^{t}|\nabla u(\tau)|_{0} d \tau\right)
$$

By the standard Gronwall inequality, we obtain

$$
\begin{aligned}
\ln f & \leq \ln h(t) \leq c e^{c(\eta(T))}\left(1+\int_{0}^{t} c(\eta(T)) \int_{0}^{s}|\nabla u(\tau)|_{0} d \tau d s\right) \\
& \leq c e^{c(\eta(T))}\left(1+\int_{0}^{t} c(\eta(T)) d s \int_{0}^{t}|\nabla u(\tau)|_{0} d \tau\right) \\
& \leq c(\eta(T))\left(1+\int_{0}^{t}|\nabla u(\tau)|_{0} d \tau\right)
\end{aligned}
$$

where in the last inequality, $c(\eta(T))$ is a constant depending only on $\eta(T)$ and $T$. By Lemmas 3.4 and 4.2 and equation (4.13) we deduce

$$
\int_{0}^{t}|\nabla u(s)|_{0, \Omega_{s}} d s=\int_{0}^{t}\left|\nabla^{2} H(s)\right|_{0, \Omega_{s}} d s
$$

$$
\begin{align*}
& \leq c \int_{0}^{t}\left(\ln f+\int_{0}^{s}|\nabla u(\tau)|_{0} d \tau\right) d s  \tag{4.15}\\
& \leq c(\eta(T))+c(\eta(T)) \int_{0}^{t}\left(\int_{0}^{s}|\nabla u(\tau)|_{0} d \tau\right) d s
\end{align*}
$$

It follows that

$$
\int_{0}^{t}|\nabla u(\tau)|_{0} d \tau \leq c(\eta(T)), \quad \text { for } t<T
$$

Substituting this into (4.14), we find $\|\nabla \varphi(t)\|_{\beta(T)}$ is bounded uniformly. Therefore, $\delta_{t, \beta}$ is bounded by a constant depending on $\eta(T)$ and $T$ for $t \leq T$. The proof of Lemma 4.4 is complete.

THEOREM 4.5. Suppose that the assumptions in Lemma 4.2 hold. Then there exists a unique $C^{1+\alpha}\left(\Omega_{0}\right)$ solution $\Phi(x, t)$ of $(2.11)$ for $t<T+T_{0}$ for some $T_{0}>0$ depending only on $\eta(T)$.

Proof. By Corollary 3.6, it suffices to show that $\|\nabla \Phi(t)\|_{\alpha, \Omega_{0}}$ and $\left\|\nabla \Phi^{-1}(t)\right\|_{\alpha, \Omega_{t}}$ are uniformly bounded by $c(\eta(T))$. Recall that by differentiating (2.3), $\nabla \Phi(x, t)$ satisfies

$$
\frac{\partial \nabla \Phi(x, t)}{\partial t}=\nabla u(\Phi(x, t), t) \nabla \Phi(x, t)=-\nabla^{2} H(\Phi(x, t), t) \nabla \Phi(x, t)
$$

Applying Lemma 3.4 (estimate (3.12)) with $\alpha=\beta(T)$, and using Lemma 4.2 and 4.4, we deduce

$$
\left|\nabla^{2} H(\Phi(x, t), t)\right| \leq c(\eta(T))
$$

Therefore,

$$
\left|\frac{\partial|\nabla \Phi(t)|_{0, \Omega_{0}}}{\partial t}\right| \leq c(\eta(T))|\nabla \Phi(t)|_{0, \Omega_{0}}
$$

It follows that

$$
\begin{equation*}
c e^{-c(\eta(T))} \leq|\nabla \Phi(t)|_{0, \Omega_{0}} \leq c e^{c(\eta(T))} \tag{4.16}
\end{equation*}
$$

Since, recalling definitions,

$$
\omega(x, t)=\left(J(\Phi)^{-1} \omega_{0}\right)\left(\Phi^{-1}(x, t)\right), \quad \varphi(x, t)=\varphi_{0}\left(\Phi^{-1}(x, t)\right)
$$

it follows that

$$
\delta_{t, \alpha}+\|\omega(t)\|_{\alpha, \Omega_{t}}+d\left(\Omega_{t}\right) \leq c(\eta(T))\|\Phi(t)\|_{1+\alpha, \Omega_{0}} .
$$

By (3.19), since $A(\Phi)=\Phi$, we obtain
$\|\Phi(t)\|_{1+\alpha, \Omega_{0}} \leq c+c(\eta(T)) \int_{0}^{t}\|\omega(t)\|_{0, \Omega_{t}}\|\Phi(t)\|_{1+\alpha, \Omega_{0}}\left(1+\ln \left(1+\|\Phi\|_{1+\alpha, \Omega_{0}}\right)\right) d t$.
By the Gronwall inequality, it follows that $\|\Phi(t)\|_{1+\alpha, \Omega_{0}} \leq c(\eta(t))$ for $t<T$. Combining this estimate and (4.16), we also obtain $\left\|\Phi^{-1}(t)\right\|_{1+\alpha, \Omega_{0}} \leq c(\eta(t))$ for $t<T$. The proof is now complete.
5. Proof of Theorem 2.2. From Theorem 4.5, it suffices to obtain an a priori estimate for $\eta(t)$ defined in (4.4). We shall use the expression (4.1) to estimate $\eta(t)$.

Lemma 5.1. Suppose that $\Phi$ is a $C^{1+\alpha}$ solution for $t<T$, and $\omega$ is the vorticity. Then, for $t<T$,

$$
\begin{equation*}
|\omega(t)|_{0, \Omega_{s}} \leq \frac{\left|\varpi_{0}\right|_{0, \Omega_{0}} e^{\sigma_{h}(t)}}{1+\left|\varpi_{0}\right|_{0, \Omega_{0}} \int_{0}^{t} e^{\sigma_{h}(s)} d s} \tag{5.1}
\end{equation*}
$$

where

$$
\sigma_{h}(t)=\int_{0}^{t}|\omega(s)|_{0, \Omega_{s}} d s
$$

Proof. By the maximum principle, we know that $H(x, t) \leq|\omega(t)|_{0, \Omega_{s}}$ for $t<T$. Since $\omega \geq 0$, by (4.3), we obtain that $\omega(\Phi(x, t), t)$ satisfies

$$
\frac{d \omega}{d t}=\omega H-\omega^{2} \leq \omega|\omega(s)|_{0, \Omega_{s}}-\omega^{2}
$$

Integrating this differential inequality as in Lemma 4.1, we derive

$$
\omega(\Phi(x, t), t) \leq \frac{\varpi_{0}(x) e^{\sigma_{h}(t)}}{1+\varpi_{0}(x) \int_{0}^{t} e^{\sigma_{h}(s)} d s}
$$

Noticing that the function $x(1+c x)^{-1}$ is increasing in $x$ (for $c>0$ ), the assertion follows.

Proof of Theorem 2.2. Let $\sigma_{h}$ be the integral defined in Lemma 5.1 and

$$
f(t)=\int_{0}^{t} e^{\sigma_{h}(s)} d s
$$

Then

$$
f^{\prime}(t)=e^{\sigma_{h}(t)}, \quad f^{\prime \prime}(t)=e^{\sigma_{h}(t)} \sigma_{h}^{\prime}(t)=|\omega(t)|_{0, \Omega_{s}} f^{\prime}(t)
$$

It follows from (5.1) that

$$
f^{\prime \prime}(t) \leq \frac{\left|\varpi_{0}\right|_{0, \Omega_{0}}\left(f^{\prime}(t)\right)^{2}}{1+\left|\varpi_{0}\right|_{0, \Omega_{0}} f(t)}
$$

or equivalently

$$
\frac{f^{\prime \prime}(t)}{f^{\prime}(t)} \leq \frac{\left|\varpi_{0}\right|_{0, \Omega_{0}} f^{\prime}(t)}{1+\left|\varpi_{0}\right|_{0, \Omega_{0}} f(t)}
$$

By integration, noticing that $f(0)=0, f^{\prime}(0)=1$, we deduce

$$
\begin{equation*}
f^{\prime}(t) \leq 1+\left|\varpi_{0}\right|_{0, \Omega_{0}} f(t) \tag{5.2}
\end{equation*}
$$

Applying the Gronwall inequality, it follows that

$$
f(t) \leq \frac{\left(e^{\left.t\left|\varpi_{0}\right|_{0, \Omega_{0}}-1\right)}\right.}{\left|\varpi_{0}\right|_{0, \Omega_{0}}}
$$

Combining this with (5.2), we find

$$
\exp \left(\int_{0}^{t}|\omega(s)|_{0, \Omega_{s}} d s\right)=f^{\prime}(t) \leq e^{t\left|\varpi_{0}\right|_{0, \Omega_{0}}}
$$

Consequently

$$
\eta(t) \leq t\left|\varpi_{0}\right|_{0, \Omega_{0}}
$$

The assertion of Theorem 2.2 follows from Theorem 4.5.
By differentiating the equations (1.2) and (1.3) in $x$, we find that $\nabla \omega$ satisfies a similar system. Applying the same methods, we can also show the following regularity result.

Theorem 5.2. Suppose that $\Omega_{0} \in C^{m+1+\alpha}$, $\varpi_{0} \in C^{m+\alpha}$. Then the solution $\Phi$ of (2.11) is in $C_{x}^{m+1+\alpha}\left(\Omega_{0}\right)$.
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#### Abstract

The $\gamma$ (sub)level set of the solution to $w_{t}+H\left(\gamma, D_{x} w\right)=0$ is the same as the $\gamma$ (sub)level set of the solution to $u_{t}+H\left(u, D_{x} u\right)=0$, and the solution $u$ may be built from $w$. This result is applied to determining upper and lower bounds for a solution of $u_{t}+H_{1}(u, D u)+$ $H_{2}(u, D u)=0$, with $H_{1}$ convex and $H_{2}$ concave, as well as $u_{t}+H(u, D u)=0$, but with initial data $u(0, x)=g_{1}(x) \vee g_{2}(x)$ or $g_{1}(x) \wedge g_{2}(x)$, with $g_{1}$ quasi-convex and $g_{2}$ quasi-concave. A differential game in $L^{\infty}$ is constructed giving a new proof of the Hopf formula.
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1. Introduction. Two papers have motivated the problems studied here. First, the paper by Bardi and Evans [1] used a representation theorem for the solution of a Hamilton-Jacobi equation as the value function of a differential game to prove the classical Hopf formula for $u_{t}+H(D u)=0$ (see [17], [25]). Second, the paper by Bardi and Faggian [3] used the classical Hopf and Lax formulas to find sophisticated upper and lower bounds to some nonconvex and nonconcave problems. Specifically, they considered two problems. The first uses the Lax formula on the equation $u_{t}+H_{1}(D u)+$ $H_{2}(D u)=0$, but with arbitrary initial data, with $H_{1}$ convex and $H_{2}$ concave to get an upper and lower bound for $u$. The second uses the Hopf formula on the equation $u_{t}+H(D u)=0$, with data $u(0, x)=g_{1}(x)+g_{2}(x)$ and $g_{1}$ convex, $g_{2}$ concave to also obtain upper and lower bounds for $u$. The objective of the present paper is to extend this result as much as possible to Hamiltonians which have $u$ dependence and to quasi-convex-quasi-concave initial data.

We begin by looking at the connection between differential games in $L^{\infty}$ and Hamilton-Jacobi equations (see [5]-[7]). In section 3, we use a representation due to Subbotin [26] for degree one homogeneous Hamiltonians to represent the solution of $u_{t}+H(u, D u)=0$ with quasi-convex terminal data $u(T, x)=g(x)$ as the value function of a differential game in $L^{\infty}$, see [6]. But we know that the solution of this problem is given by the Hopf formula from [10], [11]. Thus, it is the goal of this section to prove, using the differential game, that we recover the Hopf formula, i.e, that the value of the differential game is given by the Hopf formula. This is an extension of the idea of using optimal control in $L^{\infty}$ to prove the Lax formula [9] as is done for the classical case in [1].

The following section contains the main result of this paper. For fixed $\gamma \in \mathbb{R}$, we consider the solution to $w_{t}+H(\gamma, D w)=0$ and let $u$ be the solution of $u_{t}+H(u, D u)=$ 0 . We prove that

$$
\{(t, x): w(t, x) \leq \gamma\}=\{(t, x): u(t, x) \leq \gamma\}
$$

[^61]and $u(t, x)=\inf \{\gamma: w(t, x) \leq \gamma\}$. This level set result is proved under a variety of hypotheses using the Hopf and Lax formulas of [9]-[11]. The referee has provided a proof (Theorem 4.2) under conditions which require only a comparison principle for the equation and $H(\gamma, p)$ nondecreasing in $\gamma$ and homogeneous degree one in $p$. This level set result says that, in some sense, the equation with $u$ in the hamiltonian is no more complicated than the equation without $u$-a remarkable fact.

Our level set result is of critical use in the proof of the upper and lower bound for solutions of $u_{t}+H_{1}(u, D u)+H_{2}(u, D u)=0$, with $H_{1}(\cdot, p)$ convex and $H_{2}(\cdot, p)$ concave, and arbitrary initial data. The idea, which is due to Bardi and Faggian [3] and Bardi and Osher [2], is to double the variables, replace $H_{2}$ by a linear function in $p$, and apply the Lax formula to the resulting Hamiltonian, which is now convex again. The problem when one has $u$ dependence is that the linear function will depend on $u$, creating a serious problem for carrying out the rest of the proof. But if we use the level set result, we may fix the $u$ variable and the problem disappears. Then we use the construction of the actual solution from the level sets to obtain the upper and lower bounds in our case. The bounds are more complicated than those of Bardi and Faggian [3], but that is to be expected.

The final section seeks upper and lower bounds for solutions of $u_{t}+H(u, D u)=0$, but with initial data for the upper bound $u(0, x)=g_{1}(x) \vee g_{2}(x)$, and $u(0, x)=$ $g_{1}(x) \wedge g_{2}(x)$ for the lower bound, where $g_{1}$ is quasi-convex and $g_{2}$ is quasi-concave. In some ways this extends the result of [2] and [3] because, when $u(0, x)=g_{1}(x)+g_{2}(x)$, a lower bound can be found from the initial data $2\left(g_{1} \wedge g_{2}\right)$ and an upper bound from $2\left(g_{1} \vee g_{2}\right)$. The proof of this result is a straightforward adaptation of the doubling argument of [2], [3].

Of course the purpose of obtaining upper and lower bounds for equations is of obvious importance in numerical approximation of solutions.

One must take note that throughout this paper the Hamiltonians are assumed to be homogeneous degree one in the gradient variable. A device of Subbotin [26] allows one to dispense with this assumption in many cases, but as shown in [10], this will impose more severe convexity assumptions on the initial data to yield to our Hopf formula. The difficulty is that the sum of a quasi-convex function and a linear function is quasi-convex if and only if the quasi-convex function is convex. See [10] for a discussion of this.
2. Preliminary results. The following definitions are standard. See [18]-[20], [21], for the theory of quasi-convex duality.

Definition 2.1. A function $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is quasi-convex if $\{x: g(x) \leq \alpha\}$ is convex for all $\alpha \in R^{1}$. Equivalently, $g$ is quasi-convex if $g(\lambda x+(1-\lambda) y) \leq$ $\max \{g(x), g(y)\}$ for all $x, y \in \mathbb{R}^{n}$, and $\lambda \in(0,1) . g$ is quasi-concave if $-g$ is quasiconvex.

The following quasi-convex and quasi-concave conjugates will be used in this paper.

Given a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{ \pm \infty\}$ satisfying the condition introduced in [19], $\forall \gamma<\sup _{x} f(x)$, there exists a continuous affine functional $k$, such that

$$
\begin{equation*}
k(x) \leq f(x), \quad \forall x \in f^{-1}([-\infty, \gamma]) \tag{2.1}
\end{equation*}
$$

Define

$$
\begin{align*}
f^{\#}(\gamma, p) & =\sup \left\{p \cdot x: x \in \mathbb{R}^{n}, f(x) \leq \gamma\right\}, \quad \gamma \in R^{1}, p \in \mathbb{R}^{n}  \tag{2.2}\\
f^{\# \#}(x) & =\inf \left\{\gamma \in R^{1}: \sup _{p \in \mathbb{R}^{n}}\left(p \cdot x-f^{\#}(\gamma, p)\right) \leq 0\right\} \tag{2.3}
\end{align*}
$$

The definition of $f^{\#}(\gamma, p)$ says that $f^{\#}$ is the support function of the $\gamma$ (sub)level set of $f$. The function $f$ is lower semicontinuous and quasi-convex if and only if $f=f^{\# \#}$. In general, $f^{\# \#}$ is the greatest quasi-convex minorant of $f$.

For quasi-concave conjugates, for $-f$ satisfying (2.1) define

$$
\begin{align*}
f^{c \#}(\gamma, p) & =\inf \left\{p \cdot x: x \in \mathbb{R}^{n}, f(x) \geq \gamma\right\}, \quad \gamma \in R^{1}, p \in \mathbb{R}^{n}  \tag{2.4}\\
f^{c \# \#}(x) & =\sup \left\{\gamma \in R^{1}: \inf _{p \in \mathbb{R}^{n}}\left(p \cdot x-f^{c \#}(\gamma, p)\right) \geq 0\right\} \tag{2.5}
\end{align*}
$$

The function $f$ is upper semicontinuous and quasi-concave if and only if $f=f^{c \# \#}$. In general, $f^{c \# \#}$ is the greatest quasi-concave majorant of $f$.

Viewing a quasi-convex function as the supremum of piecewise linear function of a particular type leads to the alternative definition of quasi-convex conjugates reminiscent of the usual Legendre-Fenchel conjugate.

$$
\begin{aligned}
f^{*}(\gamma, p) & =\sup \left\{p \cdot x-f(x): x \in \mathbb{R}^{n}, f(x) \leq \gamma\right\}, \quad \gamma \in R^{1}, p \in \mathbb{R}^{n}, \\
f^{* *}(x) & =\sup \left\{\left(p \cdot x-f^{*}(\gamma, p)\right) \wedge \gamma: \gamma \in \mathbb{R}, p \in \mathbb{R}^{n}\right\}
\end{aligned}
$$

and the quasi-concave conjugates

$$
\begin{aligned}
f^{c *}(\gamma, p) & =\inf \left\{p \cdot x+f(x): x \in \mathbb{R}^{n}, f(x) \geq \gamma\right\}, \quad \gamma \in R^{1}, p \in \mathbb{R}^{n} \\
f^{c * *}(x) & =\inf \left\{\left(p \cdot x+f^{c *}(\gamma, p)\right) \vee \gamma: \gamma \in \mathbb{R}, p \in \mathbb{R}^{n}\right\}
\end{aligned}
$$

Again, $f$ is lower (upper) semicontinuous and quasi-convex (quasi-concave), if and only if $f=f^{* *}$ (respectively, $f=f^{c * *}$ ).

Remark 2.1. The theory of quasi-convex duality and the conjugates defined here is due to Crouzeix, Martinez-Legaz, Penot, Volle, and others. See [14],[15],[18]-[21] and the references therein, especially [19]. Some of their results were rederived in [8] under stronger hypotheses on $f$, coercivity, for example. The condition (2.1) due to Martinez-Legaz [19] is the weakest possible assumption for duality, i.e., $f=f^{* *}$.

In the next section we discuss the Hopf formula from [10], so in this section we record the Lax formula from [9] for the viscosity solution of $u_{t}+H(u, D u)=0$ on $(0, \infty) \times \mathbb{R}^{n}$ with initial condition $u(0, x)=g(x)$. The application of the Lax formula assumes that $\gamma \mapsto H(\gamma, p)$ is nondecreasing and upper semicontinuous, $p \mapsto H(\gamma, p)$ is convex and positively homogeneous degree one and continuous, and $g$ is, say, Lipschitz and bounded. Then viewing $H(\gamma, p)$ as the first quasi-convex conjugate of a quasiconvex function $H^{\#}(x)$, we have

$$
u(t, x)=\min _{y \in \mathbb{R}^{n}}\left(g(y) \vee H^{\#}\left(\frac{x-y}{t}\right)\right)
$$

The formula is obviously valid for $g$ which is merely continuous, since we may approximate by a sequence of Lipschitz and bounded functions.
3. The differential game in $L^{\infty}$ and Hamilton-Jacobi equation. The problem we consider here is the backward Hamilton-Jacobi equation

$$
\begin{equation*}
u_{t}+H(u, D u)=0 \tag{3.1}
\end{equation*}
$$

on $[0, T) \times \mathbb{R}^{n}$, with terminal condition

$$
\begin{equation*}
u(T, x)=g(x), \quad x \in \mathbb{R}^{n} \tag{3.2}
\end{equation*}
$$

In this section, we study the backward problem due to the desired representation of $u$ as the value function of a differential game for which terminal data is natural.

In [10] and [11] we proved the following theorem.
THEOREM 3.1. Assume that
(A) The function $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous and quasi-convex and satisfies (2.1).
(B) The Hamiltonian function $H: R^{1} \times \mathbb{R}^{n} \rightarrow R^{1}$ is continuous in both variables and
(i) $H(\gamma, \lambda p)=\lambda H(\gamma, p)$ for all $\gamma \in R^{1}, \lambda \geq 0, p \in \mathbb{R}^{n}$;
(ii) $\left|H(\gamma, p)-H\left(\gamma, p^{\prime}\right)\right| \leq K_{L}\left|p-p^{\prime}\right|$ for all $\gamma \in[-L, L], p, p^{\prime} \in \mathbb{R}^{n}$;
(iii) $\gamma \mapsto H(\gamma, p)$ is nonincreasing for $\gamma \in R^{1}$.

Let

$$
\begin{equation*}
u(t, x)=\inf \left\{\gamma \in R^{1}: \sup _{p \in \mathbb{R}^{n}} \inf _{\{y: g(y) \leq \gamma\}}(p \cdot(x-y)+(T-t) H(\gamma, p)) \leq 0\right\} \tag{3.3}
\end{equation*}
$$

Then $u$ is a continuous viscosity solution of (3.1)-(3.2). In other words, using the definition of the quasi-convex conjugates,

$$
\begin{equation*}
u(t, x)=\left(g^{\#}(\gamma, p)-(T-t) H(\gamma, p)\right)^{\#}(x) \tag{3.4}
\end{equation*}
$$

where the \# operation is performed only in $x$.
The fact that $H$ is homogeneous in $p$ allows us to assume that the solution is bounded, as the next proposition shows.

Proposition 3.1. Assume (B) and let $g$ be continuous. Given $L>0$ define

$$
\beta(r)= \begin{cases}L, & \text { if } r \geq L \\ r, & \text { if }|r| \leq L \\ -L, & \text { if } r \leq-L\end{cases}
$$

and set $w=\beta(u)$, where $u$ is the viscosity solution of (3.1)-(3.2). Then $w$ is a bounded viscosity solution of

$$
w_{t}+H\left(w, D_{x} w\right)=0, \quad(t, x) \in[0, T) \times \mathbb{R}^{n}, \quad w(T, x)=\beta(g(x))
$$

Proof. We will only prove that $w$ is a subsolution since the proof that it is a supersolution is entirely similar.

Let $w-\varphi$ achieve a unique, zero maximum at $\left(t_{0}, x_{0}\right), t_{0}<T$, with $\varphi$ a smooth function. If $u\left(t_{0}, x_{0}\right)>L$, then $u>L$ in a neighborhood of $\left(t_{0}, x_{0}\right)$ and so $w(t, x)=L$ in this neighborhood. Hence, $\varphi$ achieves a minimum at $\left(t_{0}, x_{0}\right)$ and so $\varphi_{t}\left(t_{0}, x_{0}\right)=$ $\left|D_{x} \varphi\left(t_{0}, x_{0}\right)\right|=0$. Since $H(\gamma, 0)=0$, we have $\varphi_{t}\left(t_{0}, x_{0}\right)+H\left(w\left(t_{0}, x_{0}\right), D_{x} \varphi\left(t_{0}, x_{0}\right)\right)=$ 0 . If $u\left(t_{0}, x_{0}\right) \leq-L$, then $\varphi\left(t_{0}, x_{0}\right) \geq-L$, so again $\varphi_{t}\left(t_{0}, x_{0}\right)=\left|D_{x} \varphi\left(t_{0}, x_{0}\right)\right|=0$. If $\left|u\left(t_{0}, x_{0}\right)\right|<L, w$ is a subsolution immediately by definition of $\beta$. Finally, we are reduced to the case $u\left(t_{0}, x_{0}\right)=L$.

Suppose that $\beta_{\varepsilon}$ is a smooth approximation to $\beta$, which is strictly monotone increasing and satisfies $\beta_{\varepsilon}(r)=r$ when $|r|<L$, and $\beta_{\varepsilon}$ is linear when $|r|>L+\varepsilon$, and $\beta_{\varepsilon} \rightarrow \beta$ uniformly, as $\varepsilon \rightarrow 0$. Let $w_{\varepsilon}=\beta_{\varepsilon}(u)$. Then, $w_{\varepsilon}-\varphi_{\varepsilon}$ achieves a zero maximum at $\left(t_{\varepsilon}, x_{\varepsilon}\right)$, where $\varphi_{\varepsilon}$ is at most a linear translation of $\varphi$, and $\left(t_{\varepsilon}, x_{\varepsilon}\right) \rightarrow\left(t_{0}, x_{0}\right)$ (since $\left(t_{0}, x_{0}\right)$ is the unique maximum [4]). Also, $w_{\varepsilon}\left(t_{\varepsilon}, x_{\varepsilon}\right) \rightarrow w\left(t_{0}, x_{0}\right)=L$ as $\varepsilon \rightarrow 0$. But then $u-\beta_{\varepsilon}^{-1}\left(\varphi_{\varepsilon}\right)$ achieves a zero maximum at $\left(t_{\varepsilon}, x_{\varepsilon}\right)$. Since $u$ is a subsolution, this implies

$$
\frac{1}{\beta_{\varepsilon}^{\prime}\left(\varphi_{\varepsilon}\left(t_{\varepsilon}, x_{\varepsilon}\right)\right)}\left(\varphi_{\varepsilon}\right)_{t}\left(t_{\varepsilon}, x_{\varepsilon}\right)+H\left(u\left(t_{\varepsilon}, x_{\varepsilon}\right), \frac{1}{\beta_{\varepsilon}^{\prime}\left(\varphi_{\varepsilon}\left(t_{\varepsilon}, x_{\varepsilon}\right)\right)} D_{x} \varphi_{\varepsilon}\left(t_{\varepsilon}, x_{\varepsilon}\right)\right) \geq 0
$$

Now we use the homogeneity property of $H$ and the fact that $\beta_{\varepsilon}^{\prime}\left(\varphi_{\varepsilon}\left(t_{\varepsilon}, x_{\varepsilon}\right)\right)>0$ to conclude that

$$
\left(\varphi_{\varepsilon}\right)_{t}\left(t_{\varepsilon}, x_{\varepsilon}\right)+H\left(u\left(t_{\varepsilon}, x_{\varepsilon}\right), D_{x} \varphi_{\varepsilon}\left(t_{\varepsilon}, x_{\varepsilon}\right)\right) \geq 0
$$

Letting $\varepsilon \rightarrow 0$, we get

$$
\varphi_{t}\left(t_{0}, x_{0}\right)+H\left(u\left(t_{0}, x_{0}\right), D_{x} \varphi\left(t_{0}, x_{0}\right)\right)=\varphi_{t}\left(t_{0}, x_{0}\right)+H\left(w\left(t_{0}, x_{0}\right), D_{x} \varphi\left(t_{0}, x_{0}\right)\right) \geq 0
$$

and so $w$ is a subsolution of (3.1). Since $w(T, x)=\beta(g(x))$ is bounded, we are done.

Note also that if $g$ is quasi-convex, so is $\beta(g)$.
In this section, for the purpose of representing the solution of (3.1) as the value function of a differential game in $L^{\infty}$, we will assume the following strengthened condition on $g$ :
(C) $g$ is uniformly Lipschitz continuous, and coercive, i.e., $\lim _{|x| \rightarrow \infty} g(x)=\infty$.

In view of the preceding proposition, without loss of generality, we may replace (B)(ii) by the following assumption:
(D) $\left|H(\gamma, p)-H\left(\gamma, p^{\prime}\right)\right| \leq K\left|p-p^{\prime}\right|$ for all $\gamma \in R^{1}, p, p^{\prime} \in \mathbb{R}^{n}$.

We use $K$ to denote a generic constant greater than both of the Lipschitz constants of $H$ and $g$.

Remark 3.1. Under the assumptions (A)-(D) there is a unique, bounded, Lipschitz continuous viscosity solution of (3.1)-(3.2) with Lipschitz constant no greater than $K$. Furthermore, (C) implies that (2.1) holds for $g$.

Using (A)-(D), we will represent the Hamiltonian $H$ in a form suitable for use in a differential game in $L^{\infty}$. This representation is introduced in [26].

Lemma 3.1. Let (A)-(D) hold. Then setting

$$
F(z, q)=\left\{f \in \mathbb{R}^{n}:|f| \leq K \sqrt{2}=K^{\prime}, f \cdot q \geq H(z, q)\right\}
$$

we have

$$
\begin{equation*}
H(\gamma, p)=\max _{q \in B\left(0, K^{\prime}\right)} \min _{z \leq \gamma} \min _{f \in F(z, q)} p \cdot f, \quad|p| \leq K^{\prime} \tag{3.5}
\end{equation*}
$$

Here $B\left(0, K^{\prime}\right)$ is the closed ball centered at the origin with radius $K^{\prime}$.
Proof. By (C) and (B)(iii),

$$
\begin{aligned}
H(\gamma, p) & \geq H(\gamma, q)-K^{\prime}|p-q|, \quad \forall q \in \mathbb{R}^{n} \\
& =\min _{f \in B\left(0, K^{\prime}\right)} H(\gamma, q)+f \cdot(p-q) \\
& =\min _{z \leq \gamma} \min _{f \in B\left(0, K^{\prime}\right)} H(z, q)+f \cdot(p-q) .
\end{aligned}
$$

Hence, for $p \in B\left(0, K^{\prime}\right)$, we obtain

$$
H(\gamma, p)=\max _{q \in B\left(0, K^{\prime}\right)} \min _{z \leq \gamma} \min _{f \in B\left(0, K^{\prime}\right)} H(z, q)+f \cdot(p-q)
$$

Next, using (B)(i),

$$
\begin{aligned}
H(\gamma, p) & =|p| H(\gamma, p /|p|)=\max _{q \in B\left(0, K^{\prime}\right)} \min _{z \leq \gamma} \min _{f \in B\left(0, K^{\prime}\right)} H(z, q)|p|+|p| f \cdot(p /|p|-q) \\
& =\max _{q \in B\left(0, K^{\prime}\right)} \min _{z \leq \gamma} \min _{f \in B\left(0, K^{\prime}\right)} p \cdot f+|p|(H(z, q)-f \cdot q) \\
& \leq \max _{q \in B\left(0, K^{\prime}\right)} \min _{z \leq \gamma} \min _{f \in F(z, q)} p \cdot f .
\end{aligned}
$$

To prove the opposite inequality, Subbotin [26] proves that if one defines the vector

$$
f_{0}= \begin{cases}q H(z, q)+K^{\prime}(p \cdot q q-p) \sqrt{1-(p \cdot q)^{2}}, & \text { if } 0 \leq p \cdot q<1 \\ \frac{q-p}{|q-p|} K^{\prime}, & \text { if }-1 \leq p \cdot q<0 \\ q H(z, q), & \text { if } p \cdot q=1\end{cases}
$$

then $f_{0}$ satisfies $\left|f_{0}\right| \leq K^{\prime}$ and both conditions $f_{0} \cdot q \geq H(z, q), f_{0} \cdot p \leq H(z, p), \forall p, q$. Here $z$ is fixed and $p$ and $q$ may be assumed to be unit vectors by (B)(i). Hence,

$$
H(\gamma, p)=\min _{z \leq \gamma} H(z, p) \geq \min _{z \leq \gamma} \min _{f \in F(z, q)} p \cdot f
$$

and since this is true for every $q \in B\left(0, K^{\prime}\right)$, we are done.
We relabel $K^{\prime}$ as $K$ in the following.
Remark 3.2. Evans and Souganidis [16] also have a way of representing $H$ as a max-min. We chose this representation from [26] because it gives a particularly easy proof of Theorem 3.2 below.

Now we consider the lower differential game associated with the dynamical system

$$
\begin{equation*}
\frac{d \xi}{d \tau}=\varphi(\tau), \quad t<\tau \leq T, \quad \xi(t)=x \in \mathbb{R}^{n} \tag{3.6}
\end{equation*}
$$

and payoff functional

$$
\begin{equation*}
P((\zeta, \varphi), \eta)=g(\xi(T)) \vee \underset{t \leq s \leq T}{\operatorname{ess} \sup } \zeta(s) \tag{3.7}
\end{equation*}
$$

The minimizing controls of $P$ are $(\zeta, \varphi)$, while $\eta$ tries to maximize $P$. In the lower game, given a control choice $\eta$ by the maximizing player, the minimizing player uses a nonanticipating strategy $\Delta$, i.e.,

$$
\Delta: L^{\infty}([t, T] ; B(0, K)) \rightarrow L^{\infty}[t, T] \times L^{\infty}([t, T] ; B(0, K))
$$

such that $\Delta[\eta](\tau)=(\zeta(\tau), \varphi(\tau))$ if and only if $\varphi(\tau) \in F(\zeta(\tau), \eta(\tau))$. We shall denote the class of all such strategies by $D$. Then the lower value of the differential game associated with (3.6) and payoff (3.7) is given by

$$
V(t, x)=\inf _{\Delta \in D} \sup _{\eta \in B(0, K)} P((\zeta, \varphi), \eta), \quad t \in[0, T], \quad x \in \mathbb{R}^{n}, \quad 0 \leq t \leq T
$$

Proposition 3.2. If (A)-(D) hold, then $V$ is the unique uniformly Lipschitz continuous viscosity solution of (3.1) satisfying (3.2).

Proof. Even though this is not quite a standard differential game due to the set valued map $F(z, q)$, and the fact that the $\zeta$ controls are not in a uniformly bounded set, the particular form of the problem allows us to apply the same argument as in [6], using dynamic programming, to prove that $V$ is the unique viscosity solution of

$$
\max \left\{V_{t}+\max _{q \in B(0, K)} \min _{z \leq V} \min _{f \in F(z, q)} D_{x} V \cdot f, \max _{q} \min _{z, f} z-V\right\}=0
$$

and $V(T, x)=\max _{q} \min _{z, f} g(x) \vee z$. Since $\min _{z} z=-\infty$ from (3.5) we get

$$
V_{t}+H\left(V, D_{x} V\right)=0 \quad \text { and } \quad V(T, x)=g(x)
$$

See also [9] for similar details involving the optimal control problem and the Lax formula.

Theorem 3.2. Assume (A)-(D). Then the value function $V$ and the function $u$ in Theorem 3.1 are identical.

Proof. The function $u$ in (3.3) is continuous on $[0, T] \times \mathbb{R}^{n}$ with $u(T, x)=$ $\lim _{t \rightarrow T-0} u(t, x)=g(x)$. Furthermore, $u$ is quasi-convex in both $t$ and $x$.

We need to prove that $V(t, x)=u(t, x)$ for all $t \in[0, T]$ and $x \in \mathbb{R}^{n}$.
First we will show that $V \leq u$. Let $t \in[0, T)$ and $x \in \mathbb{R}^{n}$. Fix $\gamma$ such that

$$
\begin{equation*}
\sup _{p \in \mathbb{R}^{n}} \inf _{\{y: g(y) \leq \gamma\}}(p \cdot(x-y)+(T-t) H(\gamma, p)) \leq 0 \tag{3.8}
\end{equation*}
$$

We will show that $V \leq \gamma$ and consequently $V \leq u$.
From (3.8), we have for any control, $\gamma(\cdot)$,

$$
\begin{equation*}
\inf _{\{y: g(y) \leq \gamma\}}(\eta(\tau) \cdot(x-y)+(T-t) H(\gamma, \eta(\tau))) \leq 0, \quad \tau \in[0, T) \tag{3.9}
\end{equation*}
$$

Set $E_{\gamma}:=\{y: g(y) \leq \gamma\}$ and consider $\inf _{y \in E_{\gamma}} \eta(\tau) \cdot(x-y)$. Since $E_{\gamma}$ is convex, the infimum of a linear function is either achieved (on the boundary) or $-\infty$. If the infimum is bounded from below we set $y=y(\tau) \in E_{\gamma}$ such that $\inf _{y \in E_{\gamma}} \eta(\tau)$. $(x-y)=\eta(\tau) \cdot(x-y(\tau))$, and otherwise let $y(\tau) \in E_{\gamma}$ be any vector such that $\eta(\tau) \cdot(x-y(\tau))+(T-t) H(\gamma, \eta(\tau)) \leq 0$. Define $\varphi(\tau)=\frac{y(\tau)-x}{T-t}$. Finally, we define the strategy

$$
\Delta[\eta](\tau)=(\zeta(\tau), \varphi(\tau)) \equiv(\gamma, \varphi(\tau))
$$

This strategy is obviously nonanticipating, but we must show it is admissible, i.e, we must show $H(\gamma, \eta(\tau)) \leq \eta(\tau) \cdot \varphi(\tau)$ for $\tau \in[0, T]$. By definition of $\varphi$ we have from the definition of $\gamma$,

$$
\eta(\tau) \cdot \varphi(\tau)=-\eta(\tau) \cdot \frac{x-y(\tau)}{T-t} \geq H(\gamma, \eta(\tau))
$$

and hence $\Delta$ is admissible. Then, letting $\xi(\cdot)$ denote the trajectory associated with $\Delta$ and $\eta$, we have $\xi(T)=x+\int_{t}^{T} \varphi(\tau) d \tau$, and

$$
\begin{aligned}
& V(t, x) \leq \sup _{\eta \in B(0, K)} g(\xi(T)) \vee \gamma \\
& \leq \sup _{\eta \in B(0, K)} g\left(x+\int_{t}^{T} \varphi(\tau) d \tau\right) \vee \gamma \\
& \leq \sup _{\eta \in B(0, K)} g\left(\frac{1}{T-t} \int_{t}^{T} x+(T-t) \varphi(\tau) d \tau\right) \vee \gamma \\
& \leq \sup _{\eta \in B(0, K)} \operatorname{exs} \sup g(x+s \leq T \\
&=\sup _{\eta \in B(0, K)} \operatorname{ess} \sup \\
& t \leq s \leq T \\
&=\gamma(y(s)) \vee \gamma
\end{aligned}
$$

The last line follows from the fact that $g(y(s)) \leq \gamma$ for all $s \in[0, T]$. The next to last line follows from the extended Jensen inequality for quasi-convex functions [9],
which says that $g\left(\int h(s) d \mu(s)\right) \leq \operatorname{esssup}_{s} g(h(s))$, when $g$ is quasi-convex and $\mu$ is a probability measure.

We conclude that $V(t, x) \leq u(t, x)$.
To prove the opposite inequality we first claim that

$$
\begin{equation*}
V(t, x) \geq \max _{q \in B(0, K)} \min _{z} \min _{f \in F(z, q)} g(x+(T-t) f) \vee z \tag{3.10}
\end{equation*}
$$

To see that this is true, let $\varepsilon>0$ and let $\Delta^{*} \in D$ be $\varepsilon$-near optimal. Then, letting $\left(\zeta^{*}, \varphi^{*}\right)=\Delta^{*}[\eta]$ and $\xi^{*}$ the associated trajectory, we have from

$$
V(t, x)=\inf _{\Delta \in D} \sup _{\eta \in B(0, K)} g(\xi(T)) \vee \underset{t \leq s \leq T}{\operatorname{ess} \sup _{t}} \zeta(s)
$$

that

$$
\begin{aligned}
V(t, x)+\varepsilon & \geq \sup _{\eta \in B(0, K)} g\left(\xi^{*}(T)\right) \vee \operatorname{esssup}_{t \leq s \leq T} \zeta^{*}(s) \\
& \geq \max _{q \in B(0, K)} g(\xi(T)) \vee \operatorname{esssup}_{t \leq s \leq T} \zeta^{*}(s), \quad \xi \text { the outcome of }(\Delta[q], q) \\
& \geq \max _{q \in B(0, K)} \min _{z} \min _{f \in F(z, q)} g(x+(T-t) f) \vee z,
\end{aligned}
$$

and the claim follows. Observe that given the constant control $\eta(\tau)=q \in B(0, K)$, we have $d \xi / d \tau=\varphi(\tau)$ and $\varphi(\tau) \in F(\zeta(\tau), q)$. Using (3.10),

$$
\begin{aligned}
V(t, x) & =\inf _{\Delta \in D} \sup _{\eta \in B(0, K)} g(\xi(T)) \vee \operatorname{ess} \sup _{t \leq s \leq T} \zeta(s) \\
& \geq \max _{q \in B(0, K)} \min _{z} \min _{f \in F(z, q)} g(x+(T-t) f) \vee z \\
& \geq \max _{q \in B(0, K)} \min _{z} \min _{\left\{w: q \cdot \frac{w-x}{T-t} \geq H(z, q)\right\}} g(w) \vee z \\
& \geq \max _{q \in B(0, K)} \min _{z} \min _{\{w: q \cdot(x-w)+(T-t) H(z, q) \leq 0\}} g(w) \vee z \\
& \equiv \alpha .
\end{aligned}
$$

Fix $q \in B(0, K)$ and $\varepsilon>0$. Let $z^{*}$ and $w^{*}$ satisfy $\alpha+\varepsilon \geq g\left(w^{*}\right) \vee z^{*}$ and $q \cdot\left(x-w^{*}\right)+(T-t) H\left(z^{*}, q\right) \leq 0$. Then $\alpha+\varepsilon \geq g\left(w^{*}\right)$ and $\alpha+\varepsilon \geq z^{*}$ imply that

$$
\inf _{\{w: g(w) \leq \alpha+\varepsilon\}} q \cdot(x-w)+(T-t) H(\alpha+\varepsilon, q) \leq q \cdot\left(x-w^{*}\right)+(T-t) H\left(z^{*}, q\right) \leq 0,
$$

since $H(\gamma, p)$ is nonincreasing in $\gamma$. Since $\varepsilon$ is arbitrary and the left side is continuous from the right in $\alpha$ (using the coercivity of $g$, [8]), by definition of $u(t, x)$ we conclude that $V(t, x) \geq \alpha \geq u(t, x)$.

Remark 3.3. Differential games in $L^{\infty}$ may also be used to gives a representation theorem for more general Hamilton-Jacobi equations, say, with $t$ and $x$ dependence in $H$, as in [16]. Once the solution of the equation is written as the value function of a differential game, one has the problem of evaluating the value function-not an easy task in general. Under the conditions assumed here, we are able to determine the value function as precisely the Hopf-Lax formula of [10]. We may view this as providing yet a new proof of the Hopf-Lax formula, but we note that the conditions assumed for the differential game are more stringent than necessary (see [11]).
4. Level sets. In the previous section it was natural to consider the terminal value problem because of the differential game formulation. In the rest of this paper we consider the forward problem on $(0, \infty) \times \mathbb{R}^{n}$.

The next theorem is the main result of this paper. It says that the solution of the problem $u_{t}+H(u, D u)=0$ may be built by looking at solutions, say, $w^{\gamma}$ of the problem with Hamiltonian $H^{\gamma}\left(D w^{\gamma}\right)=H\left(\gamma, D w^{\gamma}\right)$. It is remarkable that these problems have the same level sets and that the function $u$ may be constructed from $w^{\gamma}$.

The theorem will apply to both hypotheses for the Hopf formula of [10] and the Lax formula of [9]. In fact, following the theorem we will see that the result holds under more general circumstances.

Theorem 4.1. Assume that $\gamma \mapsto H(\gamma, p)$ is nondecreasing in $\gamma \in R^{1}$ and $p \mapsto$ $H(\gamma, p)$ is positively homogeneous degree one. Assume that $g$ satisfies (2.1).

For each $\gamma \in R^{1}$, let $w^{\gamma}$ denote the viscosity solution of

$$
w_{t}^{\gamma}(t, x)+H\left(\gamma, D_{x} w^{\gamma}(t, x)\right)=0, w^{\gamma}(0, x)=g(x)
$$

Let $u$ denote the solution of

$$
u_{t}(t, x)+H\left(u(t, x), D_{x} u(t, x)\right)=0, \quad u(0, x)=g(x)
$$

Assume that either
(a) $g$ is quasi-convex and continuous and $H$ is Lipschitz continuous; or
(b) $g$ is continuous and $p \mapsto H(\gamma, p)$ is convex. Then,

$$
W^{\gamma}=\left\{(t, x): w^{\gamma}(t, x) \leq \gamma\right\}=\{(t, x): u(t, x) \leq \gamma\}=U^{\gamma}
$$

and hence $w^{\gamma}$ and $u$ have the same $\gamma$ (sub)level sets. Furthermore,

$$
\begin{equation*}
u(t, x)=\inf \left\{\gamma: w^{\gamma}(t, x) \leq \gamma\right\} \tag{4.1}
\end{equation*}
$$

Proof. Case (a). By the Hopf formula [10], [11] for quasi-convex data, we have

$$
\begin{equation*}
w^{\gamma}(t, x)=\inf \left\{\alpha: \sup _{p} p \cdot x-g^{\#}(\alpha, p)-t H(\gamma, p) \leq 0\right\} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
u(t, x)=\inf \left\{\alpha: \sup _{p} p \cdot x-g^{\#}(\alpha, p)-t H(\alpha, p) \leq 0\right\} \tag{4.3}
\end{equation*}
$$

Then, since $\alpha \mapsto \sup _{p} p \cdot x-g^{\#}(\alpha, p)-t H(\alpha, p)$ is nonincreasing,

$$
\begin{aligned}
W^{\gamma} & =\left\{(t, x): w^{\gamma}(t, x) \leq \gamma\right\} \\
& =\cup_{\alpha \leq \gamma}\left\{(t, x): \sup _{p} p \cdot x-g^{\#}(\alpha, p)-t H(\gamma, p) \leq 0\right\} \\
& =\left\{(t, x): \sup _{p} p \cdot x-g^{\#}(\gamma, p)-t H(\gamma, p) \leq 0\right\} \\
& =\cup_{\alpha \leq \gamma}\left\{(t, x): \sup _{p} p \cdot x-g^{\#}(\alpha, p)-t H(\alpha, p) \leq 0\right\} \\
& =\{(t, x): u(t, x) \leq \gamma\}
\end{aligned}
$$

Observe that for fixed $(t, x)$, the set $\left\{\gamma: w^{\gamma}(t, x) \leq \gamma\right\}$ is nonempty. Indeed, if we fix $\gamma^{\prime} \geq u(t, x)$, then by what we just proved $(t, \bar{x}) \in U^{\gamma^{\prime}}=W^{\gamma^{\prime}}$, and thus $w^{\gamma^{\prime}}(t, x) \leq \gamma^{\prime}$. So, fix $(t, x)$ and let $\gamma \geq w^{\gamma}(t, x)$. Then, by (4.2), replacing $\alpha$ by $\gamma$, we get

$$
\sup _{p} p \cdot x-g^{\#}(\gamma, p)-t H(\gamma, p) \leq 0 .
$$

However, by (4.3) for $u, \gamma$ is admissible and so $u(t, x) \leq \gamma$. Since $\gamma$ was arbitrary, $u(t, x) \leq v(t, x)=\inf \left\{\gamma: w^{\gamma}(t, x) \leq \gamma\right\}$.

Suppose that $u(t, x) \leq v(t, x)-\epsilon$ for some $\epsilon>0$. By definition of $v$ as the smallest $\gamma$, we must have $w^{v-\epsilon}>v-\epsilon$ at $(t, x)$. But $(t, x) \in U^{v-\epsilon}=W^{v-\epsilon}$, and this is a contradiction. Hence $u(t, x)=v(t, x)$.

Case (b). By the Lax formula [9] for convex $H$ and continuous $g$, we have

$$
w^{\gamma}(t, x)=\min _{y \in \mathbb{R}^{n}} g(x-t y) \vee H_{\gamma}^{\#}(y)
$$

where

$$
H_{\gamma}^{\#}(y)=\inf \left\{\alpha: \sup _{p} p \cdot y-H(\gamma, p) \leq 0\right\}
$$

and

$$
u(t, x)=\min _{y \in \mathbb{R}^{n}} g(x-t y) \vee H^{\#}(y)
$$

where

$$
H^{\#}(y)=\inf \left\{\alpha: \sup _{p} p \cdot y-H(\alpha, p) \leq 0\right\}
$$

However,

$$
H_{\gamma}^{\#}(y)=\inf \left\{\alpha: \sup _{p} p \cdot y-H(\gamma, p) \leq 0\right\}= \begin{cases}+\infty, & \text { if } \sup _{p} p \cdot y-H(\gamma, p)>0 \\ -\infty, & \text { if } \sup _{p} p \cdot y-H(\gamma, p) \leq 0\end{cases}
$$

Hence,

$$
w^{\gamma}(t, x)=\min _{y \in \mathbb{R}^{n}} g(x-t y) \vee H_{\gamma}^{\#}(y)=\min _{y}\left\{g(x-t y): \sup _{p} p \cdot y-H(\gamma, p) \leq 0\right\}
$$

Let $\left(t_{0}, x_{0}\right) \in W^{\gamma}$. There is a $y^{\prime}$ such that $\sup _{p} p \cdot y^{\prime}-H(\gamma, p) \leq 0$ and $g\left(x_{0}-t_{0} y^{\prime}\right) \leq$ $\gamma$. However, $H^{\#}\left(y^{\prime}\right) \leq \gamma$ as well, and so $g\left(x_{0}-t_{0} y^{\prime}\right) \vee H^{\#}\left(y^{\prime}\right) \leq \gamma$. Consequently, $u\left(t_{0}, x_{0}\right) \leq \gamma$ and so $\left(t_{0}, x_{0}\right) \in U^{\gamma}$.

Now let $\left(t_{0}, x_{0}\right) \in U^{\gamma}$. Then, there is a point $y^{\prime} \in \mathbb{R}^{n}$ with $g\left(x_{0}-t_{0} y^{\prime}\right) \leq \gamma$ and $H^{\#}\left(y^{\prime}\right) \leq \gamma$. Since $H^{\#}\left(y^{\prime}\right) \leq \gamma$, there is an $\alpha^{\prime} \leq \gamma$ so that $\sup _{p} p \cdot y^{\prime}-H\left(\alpha^{\prime}, p\right) \leq 0$. Since $\alpha \mapsto H(\alpha, p)$ is nondecreasing, we have $\sup _{p} p \cdot y^{\prime}-H(\gamma, p) \leq 0$. This implies that

$$
\min _{y}\left\{g\left(x_{0}-t_{0} y\right): \sup _{p} p \cdot y-H(\gamma, p) \leq 0\right\} \leq \gamma
$$

and therefore $\left(t_{0}, x_{0}\right) \in W^{\gamma}$. We have shown that $W^{\gamma}=U^{\gamma}$.

Since the proof that $u(t, x)=\inf \left\{\gamma: w^{\gamma}(t, x) \leq \gamma\right\}$ is exactly the same as in case (a), we have completed the proof of the theorem.

It was pointed out to us by the referee that the previous theorem will hold under much more general conditions than stated above. As long as a comparison principle holds for the equations, we may drop any convexity or quasi-convexity assumptions and retain only the homogenous degree one property of $H$. To be precise we state the following whose proof is due to the referee.

Theorem 4.2. Assume (B) and $g$ continuous. Then the conclusions of Theorem 4.1 hold.

Proof. Set $u^{\gamma}(t, x)=u(t, x) \vee \gamma$ and $\bar{w}^{\gamma}(t, x)=w^{\gamma}(t, x) \vee \gamma$. Using the same argument as in Proposition 3.1, by the fact that $H(\gamma, p)$ is nondecreasing in $\gamma$ and homogeneous degree one in $p$, it is not hard to see that $u^{\gamma}$ is a subsolution and $\bar{w}^{\gamma}$ is a solution of

$$
\vartheta_{t}+H\left(\gamma, D_{x} \vartheta\right)=0, \quad \vartheta(0, x)=g(x) \vee \gamma .
$$

By comparison (see [4], [12], [13]), we conclude that $u^{\gamma}(t, x) \leq \bar{w}^{\gamma}(t, x)$ everywhere. Consequently, $\left\{\bar{w}^{\gamma}=\gamma\right\} \subset\left\{u^{\gamma} \leq \gamma\right\}$. However,

$$
\left\{w^{\gamma} \leq \gamma\right\}=\left\{\bar{w}^{\gamma}=\gamma\right\} \subset\left\{u^{\gamma} \leq \gamma\right\}=\{u \leq \gamma\} .
$$

For the opposite inclusion we now define $u^{\gamma}(t, x)=u(t, x) \wedge(\gamma+\varepsilon)$ and $\bar{w}^{\gamma}(t, x)=$ $w^{\gamma}(t, x) \wedge(\gamma+\varepsilon)$, where $\varepsilon>0$ is fixed. By the same argument, using the nondecreasing property in $\gamma$ and homogeneous property in $p$ of $H(\gamma, p)$, one shows that $u^{\gamma}$ is a supersolution and $\bar{w}^{\gamma}$ is a solution of

$$
\vartheta_{t}+H\left(\gamma, D_{x} \vartheta\right)=0, \quad \vartheta(0, x)=g(x) \wedge(\gamma+\varepsilon) .
$$

By comparison we may again conclude that $u^{\gamma}(t, x) \geq \bar{w}^{\gamma}(t, x)$ everywhere. Then, if $u(t, x) \leq \gamma$ we have $u^{\gamma}(t, x)=u(t, x) \geq w^{\gamma}(t, x) \wedge(\gamma+\varepsilon)$, so $\gamma \geq u(t, x) \geq w^{\gamma}(t, x)$ and the opposite inclusion obtains.

Observe that the comparison principle applied in the proof is for bounded functions, which is applicable by Proposition 3.1. Observe also that the proof of the theorem is much more succinct than Theorem 4.1 and in principle easier, but it was the explicit formulas of Hopf and Lax which led us to the conjecture.

Remark 4.1. Consider the equation (3.1) with $u(0, x)=g(x)$.
If $H(\gamma, p)$ is concave and positively homogeneous degree one in $p$, and nondecreasing in $\gamma$, we have for any continuous $g$,

$$
u(t, x)=\max _{y \in \mathbb{R}^{n}}\left\{g(y) \wedge H^{c \#}\left(\frac{x-y}{t}\right)\right\},
$$

where

$$
H^{c \#}(y)=\sup \left\{\alpha: \inf _{p \in \mathbb{R}^{n}} p \cdot y-H(\alpha, p) \geq 0\right\} .
$$

In addition, $H(\gamma, p)=\inf \left\{p \cdot y: H^{c \#}(y) \geq \gamma\right\}$.
On the other hand, if $g$ is continuous and quasi-concave, but now $H(\gamma, p)$ is only positively homogeneous degree one in $p$ and nondecreasing in $\gamma$, then

$$
u(t, x)=\sup \left\{\gamma: \inf _{p} p \cdot x-g^{c \#}(\gamma, p)-t H(\gamma, p) \geq 0\right\},
$$

with $g^{c \#}(\gamma, p)=\inf \{p \cdot x: g(x) \geq \gamma\}$. In both cases, the analogous (super)level set result of the theorem remains true:

$$
W^{\gamma}=\left\{(t, x): w^{\gamma}(t, x) \geq \gamma\right\}=\{(t, x): u(t, x) \geq \gamma\}=U^{\gamma}(t, x), \quad \forall \gamma
$$

In addition, $u(t, x)=\sup \left\{\gamma: w^{\gamma}(t, x) \geq \gamma\right\}$.
5. The case $\boldsymbol{H}(\gamma, \boldsymbol{p})=\boldsymbol{H}_{\mathbf{1}}(\gamma, \boldsymbol{p})+\boldsymbol{H}_{\mathbf{2}}(\gamma, \boldsymbol{p})$. The level set theorem is applied in this section to determine an upper and lower bound for equations with continuous data but Hamiltonians which are neither convex nor concave, but rather split into the sum of a convex and concave part. This extends the result of Bardi and Faggian [3] to Hamiltonians which depend on $u$, but we have the added assumption of homogeneity. Throughout the remainder of this paper we assume that initial conditions satisfy (2.1).

Theorem 5.1. Let $H(\gamma, p)=H_{1}(\gamma, p)+H_{2}(\gamma, p)$, where $H(\gamma, p)$ is assumed to be nondecreasing in $\gamma$, and $H_{i}(\gamma, p), i=1,2$ are assumed to be continuous and positively homogeneous degree one in $p \in R^{n} . H_{1}(\gamma, p)$ is convex in $p$ and nondecreasing in $\gamma$. $H_{2}(\gamma, p)$ is concave in $p$ and nondecreasing in $\gamma$.

Then the viscosity solution of $u_{t}+H(u, D u)=0$ with $u(0, x)=g(x), x \in R^{n}$, and $g$ assumed continuous, satisfies

$$
\begin{aligned}
& \inf \left\{\gamma: \max _{\left\{z_{2}: H_{2}^{c \#}\left(z_{2}\right) \geq \gamma\right\}} \min _{y_{1} \in \mathbb{R}^{n}}\left(g\left(x-t\left(y_{1}+z_{2}\right)\right) \vee H_{1}^{\#}\left(y_{1}\right)\right) \leq \gamma\right\} \leq u(t, x), \\
& \sup \left\{\gamma: \min _{\left\{z_{1}: H_{1}^{\#}\left(y_{1}\right) \leq \gamma\right\}} \max _{y_{2} \in \mathbb{R}^{n}}\left(g\left(x-t\left(z_{1}+y_{2}\right)\right) \wedge H_{2}^{c \#}\left(y_{2}\right)\right) \geq \gamma\right\} \geq u(t, x),
\end{aligned}
$$

with $x \in \mathbb{R}^{n}, t \geq 0$.
Proof. We use the following representations for $H_{1}$ and $H_{2}$ :
$H_{1}\left(\gamma, p_{1}\right)=\sup _{\left\{z_{1}: H_{1}^{\#}\left(z_{1}\right) \leq \gamma\right\}} p_{1} \cdot z_{1}, \quad H_{2}\left(\gamma, p_{2}\right)=\inf _{\left\{z_{2}: H_{2}^{c \#}\left(z_{2}\right) \geq \gamma\right\}} p_{2} \cdot z_{2}, p_{i} \in \mathbb{R}^{n}, \quad i=1,2$,
where

$$
\begin{aligned}
H_{1}^{\#}\left(z_{1}\right) & =\inf \left\{\gamma: \sup _{p_{1} \in \mathbb{R}^{n}} p_{1} \cdot z_{1}-H_{1}\left(\gamma, p_{1}\right) \leq 0\right\} \\
H_{2}^{c \#}\left(z_{2}\right) & =\sup \left\{\gamma: \inf _{p_{2} \in \mathbb{R}^{n}} p_{2} \cdot z_{2}-H_{2}\left(\gamma, p_{2}\right) \geq 0\right\}
\end{aligned}
$$

The function $H_{1}^{\#}\left(z_{1}\right)$ is quasi-convex and $H_{2}^{c \#}\left(z_{2}\right)$ is quasi-concave (see [8], for example). Furthermore,

$$
\begin{equation*}
\inf _{z_{1} \in \mathbb{R}^{n}} H_{1}^{\#}\left(z_{1}\right)=-\infty \quad \text { and } \quad \lim _{\left|z_{1}\right| \rightarrow \infty} H_{1}^{\#}\left(z_{1}\right)=+\infty \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{z_{2} \in \mathbb{R}^{n}} H_{2}^{c \#}\left(z_{2}\right)=+\infty \quad \text { and } \quad \lim _{\left|z_{2}\right| \rightarrow \infty} H_{2}^{c \#}\left(z_{1}\right)=-\infty \tag{5.2}
\end{equation*}
$$

It follows that for any $\gamma \in R^{1}$,

$$
E_{\gamma, H_{2}^{\#}}:=\left\{z \in \mathbb{R}^{n}: H_{2}^{c \#}\left(z_{2}\right) \geq \gamma\right\} \neq \emptyset
$$

Fix $\gamma$ and $z_{2} \in E_{\gamma, H_{2}^{\#}}$, noting that $z_{2}$ depends on $\gamma$. Then, writing $p=\left(p_{1}, p_{2}\right) \in$ $R^{2 n}$ with $p_{1}, p_{2} \in \mathbb{R}^{n}$ we have

$$
H(\gamma, p)=H_{1}\left(\gamma, p_{1}\right)+H_{2}\left(\gamma, p_{2}\right) \leq H_{1}\left(\gamma, p_{1}\right)+p_{2} \cdot z_{2}=: \mathcal{H}\left(\gamma, p ; z_{2}\right)
$$

Now, $\mathcal{H}\left(\gamma, p ; z_{2}\right)$ is nondecreasing in $\gamma$, convex in $p=\left(p_{1}, p_{2}\right)$, and positively homogeneous degree one in $p$. Hence, it is the conjugate of a quasi-convex function given as follows:

$$
\begin{aligned}
\mathcal{H}^{\#}\left(x_{1}, x_{2} ; z_{2}\right) & =\inf \left\{\gamma: \sup _{p_{1}, p_{2}} p_{1} \cdot x_{1}+p_{2} \cdot x_{2}-\mathcal{H}\left(\gamma,\left(p_{1}, p_{2}\right) ; z_{2}\right) \leq 0\right\} \\
& =\inf \left\{\gamma: \sup _{p_{1}, p_{2}} p_{1} \cdot x_{1}+p_{2} \cdot x_{2}-H_{1}\left(\gamma, p_{1}\right)-p_{2} \cdot z_{2} \leq 0\right\} \\
& =\inf \left\{\gamma: \sup _{p_{1}} p_{1} \cdot x_{1}-H_{1}\left(\gamma, p_{1}\right)+\sup _{p_{2}} p_{2} \cdot\left(x_{2}-z_{2}\right) \leq 0\right\} \\
& = \begin{cases}+\infty, & \text { if } x_{2} \neq z_{2}, \\
H_{1}^{\#}\left(x_{1}\right), & \text { if } x_{2}=z_{2} .\end{cases}
\end{aligned}
$$

Now, we shall use the doubled variables argument in [3]. We consider the function $U^{\gamma}:[0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow R^{1}$ which is the solution of the problem (recall that $\gamma$ is fixed)

$$
\begin{align*}
& U_{t}^{\gamma}+H_{1}\left(\gamma, D_{x_{1}} U^{\gamma}\right)+H_{2}\left(\gamma, D_{x_{2}} U^{\gamma}\right)=0, \quad\left(t, x_{1}, x_{2}\right) \in(0, \infty) \times R^{2 n}  \tag{5.3}\\
& U\left(0, x_{1}, x_{2}\right)=g\left(x_{1}+x_{2}\right), \quad x_{1}, x_{2} \in \mathbb{R}^{n} \tag{5.4}
\end{align*}
$$

Then, as in [3], $w^{\gamma}(t, x)$ is a viscosity solution of

$$
w_{t}^{\gamma}(t, x)+H\left(\gamma, D_{x} w^{\gamma}(t, x)\right)=0, w^{\gamma}(0, x)=g(x), \quad x \in \mathbb{R}^{n}
$$

if and only if $U^{\gamma}\left(t, x_{1}, x_{2}\right)=w^{\gamma}\left(t, x_{1}+x_{2}\right)$ is the solution of (5.3).
With $z_{2} \in E_{\gamma, H_{2}^{\#}}=\left\{z: H_{2}^{c \#}(z) \geq \gamma\right\}$ still fixed, consider next the Cauchy problem

$$
\varphi_{t}(t, x)+\mathcal{H}\left(\gamma, D_{x} \varphi ; z_{2}\right)=0, \quad(t, x) \in(0, \infty) \times R^{2 n}, \quad \varphi(0, x)=g\left(x_{1}+x_{2}\right)
$$

where $x=\left(x_{1}, x_{2}\right)$. This problem has the explicit solution given by the Hopf-Lax formula in [9]:

$$
\begin{aligned}
\varphi^{\gamma}\left(t, x ; z_{2}\right) & =\min _{y \in R^{2 n}}\left(g\left(y_{1}+y_{2}\right) \vee \mathcal{H}^{\#}\left(\frac{x-y}{t} ; z_{2}\right)\right) \\
& =\min _{y \in R^{2 n}}\left(g\left(x_{1}-t y_{1}+x_{2}-t y_{2}\right) \vee \mathcal{H}^{\#}\left(y ; z_{2}\right)\right)
\end{aligned}
$$

Using the calculation for $\mathcal{H}^{\#}$ and $y=\left(y_{1}, y_{2}\right)$ we get

$$
\begin{equation*}
\varphi^{\gamma}\left(t,\left(x_{1}, x_{2}\right) ; z_{2}\right)=\min _{y_{1} \in R^{n}}\left(g\left(x_{1}+x_{2}-t\left(y_{1}+z_{2}\right)\right) \vee H_{1}^{\#}\left(y_{1}\right)\right) \tag{5.5}
\end{equation*}
$$

Since $H(\gamma, p) \leq \mathcal{H}\left(\gamma, p ; z_{2}\right)$ we have by comparison of viscosity solutions (see, for example, Barles [4]) that

$$
\varphi^{\gamma}\left(t, x ; z_{2}\right) \leq U^{\gamma}\left(t, x_{1}, x_{2}\right), \quad \forall z_{2} \in E_{\gamma, H_{2}^{c \#}}
$$

Using (5.5) we see that

By Theorem 4.1, we have that $U\left(t, x_{1}, x_{2}\right):=\inf \left\{\gamma: U^{\gamma}\left(t, x_{1}, x_{2}\right) \leq \gamma\right\}$ is the solution of

$$
U_{t}+H_{1}\left(U, D_{x_{1}} U\right)+H_{2}\left(U, D_{x_{2}} U\right)=0, \quad(t, x) \in(0, \infty) \times R^{2 n}
$$

and initial condition $U\left(0, x_{1}, x_{2}\right)=g\left(x_{1}+x_{2}\right)$. Given $x \in \mathbb{R}^{n}$ write it as $x=x_{1}+x_{2}$ for some $x_{1}, x_{2} \in \mathbb{R}^{n}$. Then the solution of our original problem

$$
u_{t}+H_{1}\left(u, D_{x} u\right)+H_{2}\left(u, D_{x} u\right)=0, \quad(t, x) \in(0, \infty) \times R^{n}, \quad u(0, x)=g(x)
$$

is given by $u(t, x)=U\left(t, x_{1}, x_{2}\right)$. Combining these facts results in

$$
\inf \left\{\gamma: \max _{\left\{z_{2}: H_{2}^{c \#}\left(z_{2}\right) \geq \gamma\right\}} \min _{y_{1} \in \mathbb{R}^{n}}\left(g\left(x-t\left(y_{1}+z_{2}\right)\right) \vee H_{1}^{\#}\left(y_{1}\right)\right) \leq \gamma\right\} \leq u(t, x)
$$

For the upper bound inequality in the theorem, we use the quasi-concave conjugates. Thus, in a similar manner we prove that

$$
\sup \left\{\gamma: \min _{\left\{z_{1}: H_{1}^{\#}\left(y_{1}\right) \leq \gamma\right\}} \max _{y_{2} \in \mathbb{R}^{n}}\left(g\left(x-t\left(z_{1}+y_{2}\right)\right) \wedge H_{2}^{c \#}\left(y_{2}\right)\right) \geq \gamma\right\} \geq u(t, x)
$$

6. The case $\boldsymbol{g}(\boldsymbol{x})=\boldsymbol{g}_{1}(\boldsymbol{x}) \vee \boldsymbol{g}_{2}(\boldsymbol{x})$ or $\boldsymbol{g}(\boldsymbol{x})=\boldsymbol{g}_{1}(\boldsymbol{x}) \wedge \boldsymbol{g}_{2}(\boldsymbol{x})$. We first consider the case when the data splits into the maximum of a quasi-convex function $g_{1}$ and a quasi-concave function $g_{2}$. Thus, we consider the Hamilton-Jacobi equation (3.1) with the initial data

$$
u(0, x)=g_{1}(x) \vee g_{2}(x) .
$$

We assume that $H(\gamma, p)$ is nondecreasing in $\gamma$ and homogeneous degree one in $p$. Again, we go through the problem with doubled variables

$$
U_{t}+H\left(U, D_{x_{1}} U+D_{x_{2}} U\right)=0, \quad U\left(0, x_{1}, x_{2}\right)=g_{1}\left(x_{1}\right) \vee g_{2}\left(x_{2}\right)
$$

Then (with the same proof as in [3]) $u(t, x)=U(t, x, x)$. Label the solution of the doubled problem $U_{g_{1} \vee g_{2}}$.

Now, since $g_{2}$ is assumed to be quasi-concave, it is the infimum of piecewise linear functions lying above it. Precisely, using the alternate version of the quasi-concave conjugates (see section 2) from [11], [8], we have

$$
g_{2}\left(x_{2}\right)=\inf _{p_{2}, \gamma_{2}}\left(p_{2} \cdot x_{2}+g_{2}^{c *}\left(\gamma_{2}, p_{2}\right)\right) \vee \gamma_{2}
$$

where

$$
g_{2}^{c *}\left(\gamma_{2}, p_{2}\right)=\inf _{\left\{x_{2}: g_{2}\left(x_{2}\right) \geq \gamma_{2}\right\}} p_{2} \cdot x_{2}+g_{2}\left(x_{2}\right)
$$

is the first quasi-concave conjugate of $g_{2}$ (see [11]).

Fix $\bar{\gamma}_{2} \in R^{1}$ and $\bar{p}_{2} \in \mathbb{R}^{n}$ with $\left(\bar{\gamma}_{2}, \bar{p}_{2}\right) \in \operatorname{dom}\left(g_{2}^{c *}\right)$ and set

$$
h\left(x_{1}, x_{2} ; \bar{\gamma}_{2}, \bar{p}_{2}\right)=g_{1}\left(x_{1}\right) \vee\left(\bar{p}_{2} \cdot x_{2}+g_{2}^{c *}\left(\bar{\gamma}_{2}, \bar{p}_{2}\right)\right) \vee \bar{\gamma}_{2}
$$

Consider the following problem for $U_{h}$ with initial data $h$ :

$$
\begin{aligned}
& U_{t}+H\left(U, D_{x_{1}} U+D_{x_{2}} U\right)=0 \\
& U\left(0, x_{1}, x_{2}\right)=h\left(x_{1}, x_{2} ; \bar{\gamma}_{2}, \bar{p}_{2}\right)
\end{aligned}
$$

Since $\left(p_{2} \cdot x_{2}+g_{2}^{c *}\left(\gamma_{2}, p_{2}\right)\right) \vee \gamma_{2}$ is quasi-affine, i.e., both quasi-convex and quasiconcave, and the maximum of two quasi-convex functions is quasi-convex, we now have initial data $h$ which is quasi-convex. Thus, we may apply the Hopf-Lax formula in [10] to obtain the solution
$U_{h}\left(t, x_{1}, x_{2}\right)=\inf \left\{\gamma: \sup _{p_{1}, p_{2}} p_{1} \cdot x_{1}+p_{2} \cdot x_{2}-h^{\#}\left(\gamma, p_{1}, p_{2} ; \bar{\gamma}_{2}, \bar{p}_{2}\right)-t H\left(\gamma, p_{1}+p_{2}\right) \leq 0\right\}$.
We must calculate $h^{\#}\left(\gamma, p_{1}, p_{2} ; \bar{\gamma}_{2}, \bar{p}_{2}\right)$. By definition, we have, for $\bar{\gamma}_{2} \leq \gamma$,

$$
\begin{aligned}
h^{\#}\left(\gamma, p_{1}, p_{2} ; \bar{\gamma}_{2}, \bar{p}_{2}\right) & =\sup _{\left\{x_{1}, x_{2}: h\left(x_{1}, x_{2} ; \bar{\gamma}_{2}, \bar{p}_{2}\right) \leq \gamma\right\}} p_{1} \cdot x_{1}+p_{2} \cdot x_{2} \\
& =\sup _{\left\{x_{1}: g_{1}\left(x_{1}\right) \leq \gamma\right\}} p_{1} \cdot x_{1}+\sup _{\left\{x_{2}: \bar{p}_{2} \cdot x_{2}+g_{2}^{c *}\left(\bar{\gamma}_{2}, \bar{p}_{2}\right) \leq \gamma\right\}} p_{2} \cdot x_{2} \\
& =g_{1}^{\#}\left(\gamma, p_{1}\right)+\underset{\left\{x_{2}: \bar{p}_{2} \cdot x_{2}+g_{2}^{c *}\left(\bar{\gamma}_{2}, \bar{p}_{2}\right) \leq \gamma\right\}}{ } p_{2} \cdot x_{2}
\end{aligned}
$$

If $\bar{\gamma}_{2}>\gamma, h^{\#}\left(\gamma, p_{1}, p_{2} ; \bar{\gamma}_{2}, \bar{p}_{2}\right)=-\infty$.
Now set $S=\left\{x_{2}: \bar{p}_{2} \cdot x_{2}+g_{2}^{c *}\left(\bar{\gamma}_{2}, \bar{p}_{2}\right) \leq \gamma\right\}$. This is a closed convex set, in fact a half space, and we seek the support function of $S$, which is the supremum on the preceding line.

If we consider the half space $C=\{x: \alpha \cdot x+\beta \leq 0\}$, the Legendre-Fenchel conjugate of the affine function $f(x)=\alpha \cdot x+\beta$ is

$$
f^{*}(p)= \begin{cases}+\infty, & \text { if } p \neq \alpha \\ -\beta, & \text { if } p=\alpha\end{cases}
$$

From Theorem 13.5, page 118 in Rockafellar [22], the support function $\sigma_{C}(p)$ of $C$ is then given by

$$
\begin{aligned}
\sigma_{C}(p) & =\inf _{\lambda>0} \lambda f^{*}\left(\frac{p}{\lambda}\right) \\
& =\left\{\begin{array}{lll}
+\infty, & \text { if } p \neq \lambda \alpha, & \forall \lambda>0, \\
-\beta \lambda, & \text { if } p=\lambda \alpha, & \exists \lambda>0 .
\end{array}\right.
\end{aligned}
$$

Applying this result to $S$ we get

$$
\sigma_{S}\left(p_{2}\right)=\sup _{\left\{x_{2}: \bar{p}_{2} \cdot x_{2}+g_{2}^{c *}\left(\bar{\gamma}_{2}, \bar{p}_{2}\right) \leq \gamma\right\}} p_{2} \cdot x_{2}= \begin{cases}+\infty, & \text { if } p_{2} \neq \lambda \bar{p}_{2}, \\ \left(\gamma-g_{2}^{\#}\left(\bar{\gamma}_{2}, \bar{p}_{2}\right)\right) \lambda, & \text { if } p_{2}=\lambda \bar{p}_{2}, \\ \exists \lambda>0\end{cases}
$$

Summarizing, we have

$$
h^{\#}\left(\gamma, p_{1}, p_{2} ; \bar{\gamma}_{2}, \bar{p}_{2}\right)= \begin{cases}-\infty, & \text { if } \bar{\gamma}_{2}>\gamma \\ +\infty, & \text { if } p_{2} \neq \lambda \bar{p}_{2}, \quad \forall \lambda>0 \\ g_{1}^{\#}\left(\gamma, p_{1}\right)+\lambda\left(\gamma-g_{2}^{c *}\left(\bar{\gamma}_{2}, \bar{p}_{2}\right)\right), & \text { if } p_{2}=\lambda \bar{p}_{2}, \quad \exists \lambda>0\end{cases}
$$

Putting this into the formula for $U_{h}$, we get

$$
\begin{align*}
U_{h}\left(t, x_{1}, x_{2}\right)= & \inf \left\{\gamma \geq \bar{\gamma}_{2}: \sup _{p_{1} \in \mathbb{R}^{n}, \lambda>0} p_{1} \cdot x_{1}+\lambda \bar{p}_{2} \cdot x_{2}-g_{1}^{\#}\left(\gamma, p_{1}\right)\right.  \tag{6.1}\\
& \left.-\lambda\left(\gamma-g_{2}^{c *}\left(\bar{\gamma}_{2}, \bar{p}_{2}\right)\right)-t H\left(\gamma, p_{1}+\lambda \bar{p}_{2}\right) \leq 0\right\}
\end{align*}
$$

Notice that the expression in the supremum is homogeneous degree one in $\left(p_{1}, p_{2}\right)$ together, but not individually.

Since

$$
U_{h}\left(0, x_{1}, x_{2}\right)=h\left(x_{1}, x_{2} ; \bar{\gamma}_{2}, \bar{p}_{2}\right) \geq g\left(x_{1}\right) \vee g\left(x_{2}\right)=U_{g_{1} \vee g_{2}}\left(0, x_{1}, x_{2}\right)
$$

comparison for (3.1) gives us $U_{h}\left(t, x_{1}, x_{2}\right) \geq U_{g_{1} \vee g_{2}}\left(t, x_{1}, x_{2}\right)$ for all $t \geq 0, x_{1}, x_{2} \in \mathbb{R}^{n}$. Using (6.1) and the fact that $\left(\bar{\gamma}_{2}, \bar{p}_{2}\right)$ in $\operatorname{dom}\left(g_{2}^{c *}\right)$ was arbitrary, results in

$$
\begin{aligned}
& \inf _{\bar{\gamma}_{2}, \bar{p}_{2} \in \operatorname{dom}\left(g_{2}^{c *}\right)} \inf \left\{\gamma \geq \bar{\gamma}_{2}: \sup _{p_{1}, \lambda>0} p_{1} \cdot x_{1}+\bar{p}_{2} \cdot x_{2}-g_{1}^{\#}\left(\gamma, p_{1}\right)\right. \\
& \left.-\lambda\left(\gamma-g_{2}^{c *}\left(\bar{\gamma}_{2}, \bar{p}_{2}\right)\right)-t H\left(\gamma, p_{1}+\lambda \bar{p}_{2}\right) \leq 0\right\} \geq U_{g_{1} \vee g_{2}}\left(t, x_{1}, x_{2}\right)
\end{aligned}
$$

Finally, since $u(t, x)=U_{g_{1} \vee g_{2}}(t, x, x)$, we conclude

$$
\begin{gather*}
u(t, x) \leq \inf _{\bar{\gamma}_{2}, \bar{p}_{2} \in \operatorname{dom}\left(g_{2}^{c *}\right)} \inf \left\{\gamma \geq \bar{\gamma}_{2}: \sup _{p_{1}, \lambda>0}\left(p_{1}+\lambda \bar{p}_{2}\right) \cdot x-g_{1}^{\#}\left(\gamma, p_{1}\right)\right.  \tag{6.2}\\
\left.-\lambda\left(\gamma-g_{2}^{c *}\left(\bar{\gamma}_{2}, \bar{p}_{2}\right)\right)-t H\left(\gamma, p_{1}+\lambda \bar{p}_{2}\right) \leq 0\right\}
\end{gather*}
$$

Similarly, if $u$ satisfies the initial data $u(0, x)=g_{1}(x) \wedge g_{2}(x)$, we prove that

$$
\begin{align*}
u(t, x) \geq & \sup _{\bar{\gamma}_{1}, \bar{p}_{1} \in \operatorname{dom}\left(g_{1}^{*}\right)} \sup \left\{\gamma \leq \bar{\gamma}_{1}: \inf _{p_{2}, \lambda>0}\left(\lambda \bar{p}_{1}+p_{2}\right) \cdot x\right.  \tag{6.3}\\
& \left.\quad-\lambda\left(\gamma+g_{1}^{*}\left(\bar{\gamma}_{1}, \bar{p}_{1}\right)\right)+g_{2}^{c \#}\left(\gamma, p_{2}\right)-t H\left(\gamma, \lambda \bar{p}_{1}+p_{2}\right) \geq 0\right\}
\end{align*}
$$

We have proved the theorem.
Theorem 6.1. Let $g_{1}$ and $g_{2}$ be continuous functions with $g_{1}$ quasi-convex and $g_{2}$ quasi-concave. Let $H(\gamma, p)$ satisfy (B)(i)-(ii), and $\gamma \mapsto H(\gamma, p)$ nondecreasing for any fixed $p \in \mathbb{R}^{n}$. Then the solution $u$ of (3.1) with initial data $u(0, x)=g_{1}(x) \vee g_{2}(x)$ satisfies (6.2), and with initial data $u(0, x)=g_{1}(x) \wedge g_{2}(x)$, satisfies (6.3).

Remark 6.1. It is very interesting that the upper and lower bounds in this theorem use both versions of the quasi-convex or quasi-concave conjugates, i.e., \# and * (see section 2), and this seems unavoidable. Of course, if we needed two \#\# or two $* *$, this remark would not be true since they both lead to the greatest quasi-convex minorant. But the first conjugates are not the same.

Remark 6.2. If we have initial data $u(0, x)=g(x)$ which may be represented as $g_{1} \vee g_{2}$ and as $h_{1} \wedge h_{2}$ for some quasi-convex functions $g_{1}, h_{1}$ and quasi-concave function $g_{2}, h_{2}$, then we obtain an upper bound for $u$ using the $g$ 's and a lower bound using
the $h$ 's. This raises the question as to what kind of functions may be represented as the max or min of quasi-convex, quasi-concave functions. More will be said in the following remark.

Remark 6.3. If we have initial data given by $u(0, x)=g_{1}(x)+g_{2}(x)$ where $g_{1}$ is convex and $g_{2}$ is concave, as in [3], a natural way to obtain an upper bound is to replace the initial data by $2\left(g_{1} \vee g_{2}\right)$ and $2\left(g_{1} \wedge g_{2}\right)$ for a lower bound. Using the results of this paper we may carry out this plan not just for convex and concave $g$ 's but also for quasi-convex, quasi-concave $g$ 's.

The class of functions representable as the sum of convex and concave is very wide. Indeed, any function with bounded second derivatives may be so represented. To see this, let $K$ denote the bound on the second derivatives of a smooth function $g$ and consider $g_{2}(x)=g(x)-K|x|^{2}$ and $g_{1}(x)=K|x|^{2}$. Then, $g_{2}$ is concave, $g_{1}$ is convex, and $g=g_{1}+g_{2}$.
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# ORTHONORMAL WAVELET BASES ADAPTED FOR PARTIAL DIFFERENTIAL EQUATIONS WITH BOUNDARY CONDITIONS* 
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#### Abstract

We adapt ideas presented by Auscher to impose boundary conditions on the construction of multiresolution analyses on the interval, as introduced by Cohen, Daubechies, and Vial. We construct new orthonormal wavelet bases on the interval satisfying homogeneous boundary conditions. This construction can be extended to wavelet packets in the case of one boundary condition at each edge. We present in detail the numerical computation of the filters and the derivative operators associated with these bases. We derive quadrature formulae in order to study the approximation error at the edge of the interval. Several examples illustrate the present construction.
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1. Introduction. Our ultimate goal is to solve numerically partial differential equations, for example, linear elliptic equations of the type

$$
\left\{\begin{align*}
-\Delta u+\lambda u & =f \text { in } \Omega  \tag{1}\\
u & =0 \text { on } \partial \Omega
\end{align*}\right.
$$

where $\Omega=[0,1]^{d}, f \in L^{2}(\Omega)$, and $\lambda \geq 0$. The boundary conditions being taken by $u \in H_{0}^{1}(\Omega)$, the variational form of equation (1) is
(2) Find $u \in H_{0}^{1}(\Omega)$ such that $\forall v \in H_{0}^{1}(\Omega), \int_{\Omega} \nabla u \nabla v d \tau+\lambda \int_{\Omega} u v d \tau=\int_{\Omega} f v d \tau$.

Riesz theorem proves the existence and the uniqueness of $u$ satisfying (2). We want to find a function close to $u$ according to the $H_{0}^{1}(\Omega)$ norm by using a Galerkin method. Thus, we have to construct finite dimensional subspaces $V_{j}$ of $H_{0}^{1}(\Omega)$ such that $\forall j, V_{j} \subset$ $V_{j+1}$ and $\overline{\bigcup V_{j}}=H_{0}^{1}(\Omega)$. Then an approximate solution $u_{j}$ is given by solving a finite dimensional problem:
(3) Find $u_{j} \in V_{j}$ such that $\forall v \in V_{j}, \int_{\Omega} \nabla u_{j} \nabla v d \tau+\lambda \int_{\Omega} u_{j} v d \tau=\int_{\Omega} f v d \tau$.

By introducing $\left\{v_{j, k}\right\}_{k}$, an orthonormal basis of $V_{j}$ as test functions $v,(3)$ is reduced to a linear system. Such embedded spaces $V_{j}$ can be obtained from a multiresolution analysis (MRA). Test functions in (3) can be chosen among the scaling functions of the MRA, as in [BNR 94]; such a method then has convergence properties similar to those of spectral methods, the precision being limited by the regularity of the MRA. In order to derive adaptive schemes based on nonlinear approximation of the exact solution $u$ (see [DVJP 92]), we prefer to consider as test functions $v$ the wavelet

[^62]basis; this will reduce significantly the number of degrees of freedom, owing to the compression properties of the wavelet transform. These compression properties have been practically observed in numerical experiments computing the wavelet solution of linear PDEs with periodic boundary conditions ([MPR 91], [LPT 92], [ChPe 96]). Jaffard has already proven that, by using a diagonal preconditioner, the condition number of the linear system deduced from (3) is independent of the mesh size in the wavelet basis, which leads to a fast resolution of such a system (see [Jaff 92]). Our present objective is then to construct an MRA on the interval $[0,1]$ and the associated orthonormal wavelet basis satisfying the boundary conditions in (1) and finally to derive the expressions for the Galerkin derivative operators.

We want to construct an MRA, of $H_{0}^{1}([0,1])$. More generally, we want to characterize subspaces of $H^{s}(\Omega)$ defined by vanishing values of some derivatives at the boundaries 0 and 1 . Even if we do not impose conditions at the boundaries, the construction of wavelets on the interval is not trivial. The simplest solution is to use periodic wavelets (defined in [Meye 90] and implemented in [PeBa 89]) adapted to nonperiodic conditions by the Chebyshev transform $x=1 / \pi \arccos y$, which leads to "Chebyshev" wavelets (see [PST 95]) and allows to use spectral schemes based on Tau methods [MaRa 92]. In 1989, Jaffard and Meyer proposed a construction of wavelet bases on open sets of $\mathbb{R}^{n}$ starting from spline functions [JM 89]. However, their construction was theoretical and has not yet been implemented numerically. More recently, other constructions of wavelet bases on the interval $[0,1]$ have been proposed; they are all based on Daubechies compactly supported wavelets in $L^{2}(\mathbb{R})$ [Daub 88]. The first construction was done by Meyer (see [Meye 92]). It was rather theoretical and had some drawbacks, the most important being its numerical instability. Another construction avoiding these problems was then proposed independently by [CDV 93] and [AHJP 93], and extended in dimension 2 in [CDDe 95]. Nevertheless, these wavelets take arbitrary values at the boundaries and are not well adapted to the resolution of boundary value problems. This problem was theoretically solved by Auscher (see [Ausc 93]) who adapted Meyer's construction when boundary conditions are imposed.

Our goal is to construct the wavelets of [CDV 93] in a practical way using Auscher's ideas. The construction presented here was already roughly described in [MoPe 95]. Since the submission of the present paper, an alternative construction was independently developed by Chiavassa and Liandrat [ChLi 97]. First, we want to construct embedded spaces $V_{j}$ as introduced in (3). For that, we will construct MRAs on the interval $[0,1]$. Section 2 recalls the basic properties of MRAs on $\mathbb{R}$, then we describe the construction on $[0,+\infty$ [ in section 3 , on $[0,1]$ in section 4 , and the computation of the numerical filters in section 5 . The expressions of the first two derivative operators are computed in section 6 , an interpolation procedure is derived in section 7 , and finally we give some numerical results in section 8 .
2. Orthonormal wavelet bases on $\mathbb{R}$. We briefly review wavelets and MRA of $L^{2}(\mathbb{R})$ (for further details, see [Daub 92, Mall 89, Meye 90]). An MRA is a set $\left(V_{j}\right)_{j \in \mathbb{Z}}$ of closed subspaces of $L^{2}(\mathbb{R})$ satisfying:

1. $\{0\}=\bigcap_{j \in \mathbb{Z}} V_{j} \subset \cdots \subset V_{-1} \subset V_{0} \subset V_{1} \subset \cdots \subset \overline{\bigcup_{j \in \mathbb{Z}} V_{j}}=L^{2}(\mathbb{R}) ;$
2. $f(x) \in V_{0} \Longleftrightarrow f\left(2^{j} x\right) \in V_{j}$;
3. $\exists g \in V_{0}$ such that $g(.-k)_{k \in \mathbb{Z}}$ is a Riesz basis of $V_{0}$.

From $g$, it is possible to construct a function $\Phi$ (called the scaling function) of $V_{0}$ such that $\{\Phi(.-k)\}_{k \in \mathbb{Z}}$ is an orthonormal basis of $V_{0}$ and $\int_{-\infty}^{+\infty} \Phi(x) d x=1$. Moreover,
because $V_{0} \subset V_{1}$ and from point 2 , there exist reals $h_{k}$ such that

$$
\begin{equation*}
\Phi(x)=\sqrt{2} \sum_{k=-\infty}^{+\infty} h_{k} \Phi(2 x-k) \tag{4}
\end{equation*}
$$

Changing the scale, it follows that $\left\{2^{j / 2} \Phi\left(2^{j} .-k\right)\right\}_{k \in \mathbb{Z}}$ is an orthonormal basis of $V_{j}$. Defining $W_{j}$ as the orthogonal complement of $V_{j}$ in $V_{j+1}$ :

$$
W_{j}=V_{j+1} \ominus V_{j}
$$

it is easy to verify that $L^{2}(\mathbb{R})=\bigoplus_{j \in \mathbb{Z}} W_{j}$. Then it is possible to construct a function $\Psi$ (called wavelet) of $V_{1}$ such that $\{\Psi(.-k)\}_{k \in \mathbb{Z}}$ is an orthonormal basis of $W_{0}$. Then $\left\{2^{j / 2} \Psi\left(2^{j} .-k\right)\right\}_{j, k \in \mathbb{Z}}$ is an orthonormal basis of $L^{2}(\mathbb{R})$ and $\Psi$ satisfies a two-scale equation:

$$
\begin{equation*}
\Psi(x)=\sqrt{2} \sum_{k=-\infty}^{+\infty} g_{k} \Phi(2 x-k) \tag{5}
\end{equation*}
$$

The number $N$ of vanishing moments of the wavelet $\Psi$ plays an important role in the approximation and in the compression of functions:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} x^{k} \Psi(x) d x=0 \quad \text { for } k=0, \ldots, N-1 \tag{6}
\end{equation*}
$$

From (4) and (5) it follows that

$$
\begin{equation*}
\sqrt{2} \Phi(2 x-n)=\sum_{k}\left(h_{n-2 k} \Phi(x-k)+g_{n-2 k} \Psi(x-k)\right) . \tag{7}
\end{equation*}
$$

Equations (4), (5), and (7) allow us to describe a fast algorithm to analyze and synthesize a given function in the wavelet basis (see [Mall 89]); it consists of a tree algorithm, each step of which is a filtering with the discrete filters $h_{k}$ and $g_{k}$. In the case where only a finite number of these coefficients are nonzero, the wavelet and the scaling function are compactly supported. Daubechies was the first to construct such wavelets (see [Daub 88]) for every (finite) number of zero moments. For $N$ vanishing moments, $\Phi$ and $\Psi$ are supported on $[-N+1, N]$ (or whatever interval of integer boundaries and length $2 N-1$ ) and the nonzero $h_{k}$ and $g_{k}$ are $\left(h_{-N+1}, \ldots, h_{N}\right)$ and $\left(g_{-N+1}, \ldots, g_{N}\right)$. Such wavelets have the minimal-length support between all the possible wavelets with $N$ vanishing moments. Furthermore, the regularity of these functions increases asymptotically linearly with $N$ :

$$
\begin{equation*}
\Phi, \Psi \in C^{\mu N} \tag{8}
\end{equation*}
$$

for $N$ sufficiently large, $\mu \simeq 0.2$.
3. Orthonormal wavelet bases on $[0,+\infty[$. We will focus on the construction of an MRA on $[0,+\infty[$. Then, by a simple trick, it will be easy to construct an MRA on $[0,1]$.
3.1. MRA on $[0,+\infty$ [ without boundary conditions. We follow first the construction of [CDV 93] by applying Auscher's ideas [Ausc 93]. We establish a few well-known properties based on Daubechies compactly supported wavelets, in order to define scaling functions at the edge 0 .
3.1.1. Expression of monomials in $\boldsymbol{V}_{0}$. We start from a usual MRA of $L^{2}(\mathbb{R})$ given by spaces $V_{j}$ and a scaling function $\Phi$. Although the monomials do not belong in the usual sense to $V_{0}$, we can write

$$
\begin{equation*}
\text { For } \ell=0, \ldots, N-1, \quad \frac{x^{\ell}}{\ell!}=\sum_{k=-\infty}^{+\infty} P_{\ell}(k) \Phi(x-k) \tag{9}
\end{equation*}
$$

with $P_{\ell}$ the polynomials defined by

$$
\begin{equation*}
P_{\ell}(X)=\sum_{n=0}^{\ell} \frac{C_{\ell-n}}{n!} X^{n} \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{m}=\int_{-\infty}^{+\infty} \frac{x^{m}}{m!} \Phi(x) d x=P_{m}(0) \tag{11}
\end{equation*}
$$

The equality in (9) should be understood as a pointwise convergence on $\mathbb{R}$ or as a uniform or $L^{2}$ convergence on any compact set of $\mathbb{R}$. In fact, if we restrict to a compact set, the convergence is an equality since $\Phi$ is compactly supported, so that in the right-hand side of (9) only a finite number of terms participate in the sum. The proof of the existence of polynomial $P_{\ell}$ in (9) can be found, for example, in [CDV 93]. Remark that $P_{\ell}$ is a polynomial of degree $\ell$ and that $P_{0}(X)=1$.

The coefficients $C_{\ell}$ can be computed recursively using (see [CDV 93]):

$$
\left\{\begin{aligned}
C_{0} & =1 \\
C_{\ell} & =\frac{1}{2^{\ell}-1} \sum_{r=1}^{\ell} M_{r} C_{\ell-r}
\end{aligned}\right.
$$

with

$$
M_{r}=\frac{1}{\sqrt{2}} \sum_{m} h_{m} \frac{m^{r}}{r!}
$$

As in the case of the MRA on $\mathbb{R}$, we want the polynomials up to degree $N-1$ to remain in our new space $V_{0}^{[0,+\infty[ }$. For that, following [Ausc 93], we define the edge scaling functions.

Definition 3.1. For $\ell=0, \ldots, N-1$, the edge scaling functions are defined by

$$
\begin{equation*}
\tilde{\Phi}_{\ell}(x)=\sum_{k=-N+1}^{N-1-\alpha} P_{\ell}(k) \Phi(x-k) \chi_{[0,+\infty[ }(x) \tag{12}
\end{equation*}
$$

where $\alpha$ is a fixed parameter whose value is 0 or 1 .
The interest of the parameter $\alpha$ will be clear later. It is linked to the (finite) dimension of the MRA spaces of $L^{2}([0,1])$. The functions $\tilde{\Phi}_{\ell}$ are such that for all $x$ in $[0,+\infty$ [

$$
\frac{x^{\ell}}{\ell!}=\tilde{\Phi}_{\ell}(x)+P_{\ell}(N-\alpha) \Phi(x-(N-\alpha))+\cdots
$$

Remark that the functions $\Phi(.-k)$ for $k \geq N-\alpha$ are all supported on $[0,+\infty[$. Moreover, according to (9), the functions $\tilde{\Phi}_{\ell}$ are purely polynomials on $[0,1]$ if $\alpha=0$.

Proposition 3.2. The edge scaling functions $\tilde{\Phi}_{\ell}, \ell=0, \ldots, N-1$, are linearly independent and are orthogonal to the functions $\Phi_{k}=\Phi(.-k)$ for $k \geq N-\alpha$ (called the interior scaling functions on $[0,+\infty[)$.

Proof. Knowing that the functions $\Phi_{k} \cdot \chi_{[0,+\infty}$, for $k=-N+1, \ldots, N-1-\alpha$ are linearly independent (see [Meye 92]) and that the degree of the polynomial $P_{\ell}$ is exactly $\ell$, it is easy to see that by definition of the $\tilde{\Phi}_{\ell}$ these functions are independent. Moreover, for $\ell \in\{0, \ldots, N-1\}$ and $k \geq N-\alpha$, we have

$$
\begin{aligned}
\left\langle\tilde{\Phi}_{\ell} \mid \Phi_{k}\right\rangle_{[0,+\infty[ } & =\sum_{m=-N+1}^{N-1-\alpha} P_{\ell}(m) \int_{0}^{+\infty} \Phi(x-m) \Phi(x-k) d x \\
& =\sum_{m=-N+1}^{N-1-\alpha} P_{\ell}(m) \int_{-\infty}^{+\infty} \Phi(x-m) \Phi(x-k) d x=0 .
\end{aligned}
$$

We define now

$$
V_{0}^{[0,+\infty[ }=\overline{\operatorname{Span}\left\{\left(\tilde{\Phi}_{\ell}\right)_{\ell=0, \ldots, N-1},\left(\Phi_{k}\right)_{k \geq N-\alpha}\right\}}
$$

and, more generally,

$$
\begin{equation*}
V_{j}^{[0,+\infty[ }=\overline{\operatorname{Span}\left\{\left(\tilde{\Phi}_{\ell}\left(2^{j} .\right)\right)_{\ell=0, \ldots, N-1},\left(\Phi\left(2^{j} .-k\right)\right)_{k \geq N-\alpha}\right\}} \tag{13}
\end{equation*}
$$

Then polynomials up to degree $N-1$ are in $V_{j}^{[0,+\infty[ }$ in the same sense as in (9).
3.1.2. Two-scale equation. We will show that the set of spaces $V_{j}^{[0,+\infty[ }$ is an MRA of $L^{2}([0,+\infty[)$ after establishing some preliminary results.

Lemma 3.3. For $\ell=0, \ldots, N-1$ and $k \in \mathbb{Z}$ we have

$$
\begin{equation*}
\frac{P_{\ell}(k)}{2^{\ell}}=\sqrt{2} \sum_{m \in \mathbb{Z}} P_{\ell}(m) h_{k-2 m} . \tag{14}
\end{equation*}
$$

Proof. By definition of the polynomial $P_{\ell}$

$$
\frac{x^{\ell}}{\ell!}=\sum_{m} P_{\ell}(m) \Phi(x-m) .
$$

Changing the variable ( $x \mapsto x / 2$ ) and using the two-scale equation (4)

$$
\begin{aligned}
\frac{1}{2^{\ell}} \frac{x^{\ell}}{\ell!}=\left(\frac{x}{2}\right)^{\ell} \frac{1}{\ell!} & =\sum_{m} P_{\ell}(m)\left(\sqrt{2} \sum_{k} h_{k-2 m} \Phi(x-k)\right) \\
& =\sum_{k}\left(\sqrt{2} \sum_{m} P_{\ell}(m) h_{k-2 m}\right) \Phi(x-k)
\end{aligned}
$$

which leads to (14), by unicity of the polynomial $P_{\ell}$.
This lemma will be useful to prove the following two-scale equation.
Proposition 3.4. There exists a matrix b of size $N \mathrm{x}(2 N-1-\alpha)$ such that, writing $D=\left(d_{i j}\right)_{1 \leq i, j \leq N}$ the diagonal matrix $d_{i j}=\delta_{i-j} / 2^{i-1}$,

$$
\left(\begin{array}{c}
\tilde{\Phi}_{0}  \tag{15}\\
\vdots \\
\tilde{\Phi}_{N-1}
\end{array}\right)\left(\frac{x}{2}\right)=D\left(\begin{array}{c}
\tilde{\Phi}_{0} \\
\vdots \\
\tilde{\Phi}_{N-1}
\end{array}\right)(x)+b\left(\begin{array}{c}
\Phi_{N-\alpha} \\
\vdots \\
\Phi_{3 N-2-2 \alpha}
\end{array}\right)(x)
$$

Moreover, the general term of the matrix b is

$$
\begin{equation*}
b_{i+1, j-N+\alpha+1}=\frac{P_{i}(j)}{2^{i}}-\sqrt{2} \sum_{m=N-\alpha}^{\left\lfloor\frac{j+N-1}{2}\right\rfloor} P_{i}(m) h_{j-2 m} \tag{16}
\end{equation*}
$$

for $i=0, \ldots, N-1$ and $j=N-\alpha, \ldots, 3 N-2-2 \alpha$, where $\lfloor x\rfloor$ is the integer part of $x$.

Notice that this formula has the advantage to use a diagonal matrix $D$, which is to be compared to the triangular matrix of [CDV 93]; this will be useful below. Although, contrary to [CDV 93], the supports of $\tilde{\Phi}_{\ell}$ are not staggered.

Proof. We know that for $x \geq 0$

$$
\frac{x^{i}}{i!}=\tilde{\Phi}_{i}(x)+\sum_{k=N-\alpha}^{+\infty} P_{i}(k) \Phi(x-k)
$$

Rewriting this at $x / 2$ and using $2^{i}(x / 2)^{i}=x^{i}$ leads to

$$
\begin{aligned}
& 2^{i}\left[\tilde{\Phi}_{i}(x / 2)+\sqrt{2} \sum_{m=N-\alpha}^{+\infty} P_{i}(m) \sum_{k=2 m-N+1}^{2 m+N} h_{k-2 m} \Phi(x-k)\right] \\
& \quad=\tilde{\Phi}_{i}(x)+\sum_{k=N-\alpha}^{+\infty} P_{i}(k) \Phi(x-k)
\end{aligned}
$$

Inverting the sums in the left-hand side:

$$
\begin{aligned}
& 2^{i}\left[\tilde{\Phi}_{i}(x / 2)+\sqrt{2} \sum_{k=N-2 \alpha+1}^{+\infty}\left(\sum_{m=N-\alpha}^{\left\lfloor\frac{k+N-1}{2}\right\rfloor} P_{i}(m) h_{k-2 m}\right) \Phi(x-k)\right] \\
& \quad=\tilde{\Phi}_{i}(x)+\sum_{k=N-\alpha}^{+\infty} P_{i}(k) \Phi(x-k)
\end{aligned}
$$

Thus

$$
\tilde{\Phi}_{i}(x / 2)=\frac{1}{2^{i}} \tilde{\Phi}_{i}(x)+\sum_{k=N-\alpha}^{+\infty}\left[\frac{P_{i}(k)}{2^{i}}-\sqrt{2} \sum_{m=N-\alpha}^{\left\lfloor\frac{k+N-1}{2}\right\rfloor} P_{i}(m) h_{k-2 m}\right] \Phi(x-k)
$$

with the convention $\sum_{\emptyset}=0$. It just remains to show that

$$
\frac{P_{i}(k)}{2^{i}}=\sqrt{2} \sum_{m=N-\alpha}^{\left\lfloor\frac{k+N-1}{2}\right\rfloor} P_{i}(m) h_{k-2 m}
$$

when $k \geq 3 N-1-2 \alpha$. But for such values of $k$, all the $h_{k-2 m}=0$ for $m<N-\alpha$ or $m>\lfloor k+N-1 / 2\rfloor$, so that this is exactly (14).

Using (14) we could also write

$$
b_{i+1, j-N+\alpha+1}=\sqrt{2} \sum_{m=\left\lceil\frac{j-N}{2}\right\rceil}^{N-\alpha-1} P_{i}(m) h_{j-2 m}
$$

The next proposition will be useful later.
Proposition 3.5. The rank of the matrix b defined in equations (15-16) is $N-\alpha$, and every submatrix $b^{\prime}$ obtained by extracting $N-\alpha$ rows of $b$ and keeping one other two column, starting from the $(\alpha+1)$ th is of full rank.

Proof.
(i) For $\alpha=0$. Note $P$ the $N \times N$ matrix $P_{i, j}=P_{i-1}(j-1)$ :

$$
P=\left(\begin{array}{ccc}
P_{0}(0) & \ldots & P_{0}(N-1) \\
\vdots & \vdots & \vdots \\
P_{N-1}(0) & \ldots & P_{N-1}(N-1)
\end{array}\right) .
$$

Since degree $P_{i}=i$, the determinant of this matrix is the same as the one of a Vandermonde matrix; it is thus invertible. We can now write

$$
b=\sqrt{2} P\left(\begin{array}{cccccc}
h_{N} & 0 & 0 & \ldots & \ldots & 0 \\
h_{N-2} & h_{N-1} & h_{N} & \ddots & & \vdots \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
h_{-N+4} & h_{-N+5} & & \ddots & 0 & 0 \\
h_{-N+2} & h_{-N+3} & \ldots & \ldots & h_{N-1} & h_{N}
\end{array}\right),
$$

and thus the rank of $b$ is the same as the one of the right matrix. But this $N \times(2 N-1)$ matrix is of rank $N$ : extracting the square matrix by taking one other two column (including thus the first and the last), we get a triangular matrix whose diagonal is only composed of $h_{N} \neq 0$. It is thus invertible.
(ii) For $\alpha=1$. Note this time $P$ the $N \times(N-1)$ matrix $P_{i, j}=P_{i-1}(j-1)$ :

$$
P=\left(\begin{array}{ccc}
P_{0}(0) & \ldots & P_{0}(N-2) \\
\vdots & \vdots & \vdots \\
P_{N-1}(0) & \ldots & P_{N-1}(N-2)
\end{array}\right) .
$$

Its rank is $N-1$ and getting out whatever line we get a square matrix of rank $N-1$. Moreover,

$$
b=\sqrt{2} P\left(\begin{array}{ccccccc}
h_{N-1} & h_{N} & 0 & \ldots & \ldots & \ldots & 0 \\
h_{N-3} & h_{N-2} & h_{N-1} & h_{N} & \ddots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
h_{-N+5} & h_{-N+6} & h_{-N+7} & \ldots & \ddots & 0 & 0 \\
h_{-N+3} & h_{-N+4} & h_{-N+5} & \ldots & \ldots & h_{N-1} & h_{N}
\end{array}\right),
$$

and the $(N-1) \times(2 N-2)$ right matrix is of rank $N-1$ (extract one other two column, starting from the second column to see that). Then it becomes clear that $b$ is of rank $N-1$ and that every extracted matrix $b^{\prime}$ taking any $N-1$ rows is also of rank $N-1$.

Now, we can prove the main point of the section in the following.
Theorem 3.6. The set of spaces $\left\{V_{j}^{[0,+\infty[ }\right\}_{j \in \mathbb{Z}}$ is an MRA of $L^{2}([0,+\infty[)$ in the sense:

2. $f(x) \in V_{0}^{[0,+\infty[ } \Longleftrightarrow f\left(2^{j} x\right) \in V_{j}^{[0,+\infty[ }$.

Proof.
(i) First verify that $V_{-1}^{[0,+\infty[ } \subset V_{0}^{[0,+\infty[ }$. Thanks to (15), we can see that $\tilde{\Phi}_{\ell}(x / 2) \in V_{0}^{[0,+\infty[ }$. Moreover, using (4), $\Phi_{k}(x / 2)=\sqrt{2} \sum_{m=-N+1}^{N} h_{m} \Phi_{2 k+m}(x)$, and for $k \geq N-\alpha$ and $m \geq-N+1$, we have $2 k+m \geq N+1-2 \alpha \geq N-\alpha$, so that $\Phi_{k}(x / 2) \in V_{0}^{[0,+\infty[ }$.
(ii) The density of $\bigcup_{j \in Z} V_{j}^{[0,+\infty[ }$ in $L^{2}([0,+\infty[)$ is directly derived from the density of $\bigcup_{j \in Z} \operatorname{Span}\left\{\Phi\left(2^{j} .-k\right) ; k \geq N\right\}$ in $L^{2}([0,+\infty[)$ (see [Meye 92], [CDV 93]).
(iii) The property $\bigcap_{j \in Z} V_{j}^{[0,+\infty[ }=\lim _{j \rightarrow-\infty} V_{j}^{[0,+\infty[ }=0$ results from the fact that all basis functions of $V_{0}^{[0,+\infty[ }$ are in $L^{\infty}([0,+\infty[)$.
3.2. Multiresolution analysis on $[0,+\infty$ [ with boundary conditions. Let us introduce the notations for the homogeneous boundary conditions we impose to the functions.

Definition 3.7. Let $\Lambda \subset\{0, \ldots, N-1\}$ (it may be $\emptyset$ ). We define by $B C(\Lambda)$ the vector space of functions $f$ in $L^{2}([0,+\infty[)$ that are at least $\max \Lambda$ times derivable at 0 and satisfy

$$
\forall \lambda \in \Lambda, f^{(\lambda)}(0)=0
$$

We define now the spaces

$$
\begin{equation*}
V_{j}^{[0,+\infty[ }(\Lambda)=V_{j}^{[0,+\infty[ } \bigcap B C(\Lambda) \tag{17}
\end{equation*}
$$

Notice that in the case $\alpha=0$, all edge functions are polynomial near 0 , so there is no problem of derivability at 0 . On the contrary, if $\alpha=1$, the regularity of the edge scaling functions at 0 depends on $N$. In this case, we will suppose in the following that $N$ is sufficiently large so that no problem of derivability would occur.

Remark that by definition of the edge scaling functions, we have

$$
\tilde{\Phi}_{\ell}^{(\lambda)}(0)=\delta_{\ell-\lambda} \text { for } \ell \in\{0, \ldots, N-1\}, \text { and } \Phi_{k}^{(\lambda)}(0)=0 \text { for } k \geq N-\alpha
$$

whatever $\lambda \in \Lambda$. So that according to Proposition 3.2, a basis of $V_{0}^{[0,+\infty[ }(\Lambda)$ is given by the family

$$
\left\{\tilde{\Phi}_{\ell}\right\}_{\ell \notin \Lambda} \bigcup\left\{\Phi_{k}\right\}_{k \geq N-\alpha}
$$

To get an orthonormal basis of $V_{0}^{[0,+\infty}[\Lambda)$, it is sufficient to orthonormalize the functions $\tilde{\Phi}_{\ell}$ for $\ell \notin \Lambda$. Let $\tilde{\Phi}_{\ell}, \ell \notin \Lambda$ the functions obtained by orthonormalization (the orthonormalization will be detailed in section 5). We will now construct the wavelets associated with this MRA.
3.3. Construction of the wavelets. In this section we construct the wavelet basis associated to the MRA $\left\{V_{j}^{[0,+\infty[ }(\Lambda)\right\}$, with or without boundary conditions (this
latter case corresponds to $\Lambda=\emptyset$ ). We define the subspace of $L^{2}([0,+\infty[)$ orthogonal to $V_{j}^{[0,+\infty[ }(\Lambda)$ in $V_{j+1}^{[0,+\infty[ }(\Lambda)$ :

$$
W_{j}^{[0,+\infty[ }(\Lambda)=V_{j+1}^{[0,+\infty[ }(\Lambda) \ominus V_{j}^{[0,+\infty[ }(\Lambda)
$$

By scale invariance, the wavelet basis will be constructed from a basis of $W_{0}^{[0,+\infty[ }(\Lambda)$. It is easy to see that the functions $\Psi_{k}$, for $k \geq N-\alpha$ belong to $W_{0}^{[0,+\infty[ }(\Lambda)$. These are called interior wavelets. Let us now define the edge wavelets.

Definition 3.8. For $\ell \in\{0, \ldots, N-1\}$ the edge wavelets $\tilde{\Psi}_{\ell}$ are defined by

$$
\text { For } x \geq 0, \quad \tilde{\Psi}_{\ell}(x)=\sqrt{2}\left(I-P_{V_{0}^{[0,+\infty[ }(\Lambda)}\right)\left(\tilde{\Phi}_{\ell}(2 x)-2^{\ell} \tilde{\Phi}_{\ell}(x)\right)
$$

where $I$ is the identity operator.
Notice that for $\ell \in \Lambda$ the equality simplifies because $\tilde{\Phi}_{\ell} \in V_{0}^{[0,+\infty[ }(\Lambda)$ and therefore $\left(I-P_{V_{0}^{[0,+\infty[ }(\Lambda)}\right)\left(\tilde{\Phi}_{\ell}\right)=0$. Using (15) we can also write (using the notations of (15)):

$$
\left(\begin{array}{c}
\tilde{\Psi}_{0}  \tag{18}\\
\vdots \\
\tilde{\Psi}_{N-1}
\end{array}\right)=-\sqrt{2}\left(I-P_{V_{0}^{[0,+\infty]}(\Lambda)}\right) D^{-1} b\left(\begin{array}{c}
\Phi_{N-\alpha}(2 .) \\
\vdots \\
\Phi_{3 N-2-2 \alpha}(2 .)
\end{array}\right)
$$

The main point of the section is the following.
Theorem 3.9. The edge wavelets $\tilde{\Psi}_{\ell}$ for $\ell=0, \ldots, N-1$ verify:

1. The functions $\tilde{\Psi}_{\ell}$ belong to $V_{1}^{[0,+\infty[ }(\Lambda)$.
2. The functions $\tilde{\Psi}_{\ell}$ are orthogonal to $V_{0}^{[0,+\infty[ }(\Lambda)$.
3. The functions $\tilde{\Psi}_{\ell}$ are orthogonal to the interior wavelets $\Psi_{k}, k \geq N-\alpha$.
4. The rank of the family $\left\{\tilde{\Psi}_{0}, \ldots, \tilde{\Psi}_{N-1}\right\}$ is $N-\alpha$ and every subfamily of $N-\alpha$ functions is of full rank.
Proof. By definition, the functions $\tilde{\Psi}_{\ell}$ verify the boundary conditions, and (18) leads to the point 1. The point 2 comes directly from Definition 3.8. For the point 3, let $\ell \in\{0, \ldots, N-1\}$ and $k \geq N-\alpha$, then

$$
\left\langle\tilde{\Psi}_{\ell} \mid \Psi_{k}\right\rangle=\left\langle\tilde{\Phi}_{\ell}(2 .) \mid \Psi_{k}\right\rangle-2^{k}\left\langle\tilde{\Phi}_{\ell} \mid \Psi_{k}\right\rangle-\left\langle P_{V_{0}^{[0,+\infty[ }(\Lambda)}\left(\tilde{\Phi}_{\ell}(2 x)-2^{\ell} \tilde{\Phi}_{\ell}(x)\right) \mid \Psi_{k}\right\rangle
$$

Since $\Psi_{k}$ is orthogonal to $V_{0}^{[0,+\infty[ }(\Lambda)$, and using the two-scale equation (5), we get

$$
\left\langle\tilde{\Psi}_{\ell} \mid \Psi_{k}\right\rangle=\left\langle\tilde{\Phi}_{\ell}(2 .) \mid \Psi_{k}\right\rangle=\sum_{m} g_{m}\left\langle\tilde{\Phi}_{\ell}(2 .) \mid \Phi(2 .-m)\right\rangle=0
$$

by the orthogonality between the edge scaling functions $\tilde{\Phi}_{\ell}$ and the interior scaling functions $\Phi_{m}$.

The last point comes from a dimensional argument. By definition of the functions $\tilde{\Psi}_{\ell}$, and using (5), it is easy to verify that

$$
\begin{aligned}
\operatorname{Span} & \left\{\tilde{\Phi}_{\ell}\right\}_{\ell \notin \Lambda} \oplus \operatorname{Span}\left\{\tilde{\Psi}_{\ell}\right\}_{\ell=0, \ldots, N-1} \\
& =\operatorname{Span}\left\{\tilde{\Phi}_{\ell}(2 .)\right\}_{\ell \notin \Lambda} \oplus \operatorname{Span}\left\{b\left(\begin{array}{c}
\Phi_{N-\alpha}(2 .) \\
\vdots \\
\Phi_{3 N-2-2 \alpha}(2 .)
\end{array}\right)\right.
\end{aligned}
$$

then

$$
\operatorname{dim} \operatorname{Span}\left\{\tilde{\Psi}_{\ell}\right\}_{\ell=0, \ldots, N-1}=\operatorname{dim} \operatorname{Span}\left\{b\left(\begin{array}{c}
\Phi_{N-\alpha}(2 .) \\
\vdots \\
\Phi_{3 N-2-2 \alpha}(2 .)
\end{array}\right)\right\}=N-\alpha
$$

since the rank of the matrix $b$ is $N-\alpha$, and the result holds from Proposition 3.5. $\square$

Then

$$
W_{0}^{[0,+\infty}\left[(\Lambda)=\operatorname{span}\left\{\left\{\tilde{\Psi}_{\ell}\right\}_{0 \leq \ell \leq N-1} ;\left\{\Psi_{k}\right\}_{k \geq N-\alpha}\right\}\right.
$$

To obtain a basis of $W_{0}^{[0,+\infty[ }(\Lambda)$ it is sufficient to extract $N-\alpha$ functions of $\left\{\tilde{\Psi}_{0}, \ldots\right.$, $\left.\tilde{\Psi}_{N-1}\right\}$ and to add the set of functions $\left\{\Psi_{k}\right\}_{k \geq N-\alpha}$. Then, orthonormalizing $N-\alpha$ of the functions $\tilde{\Psi}_{\ell}$ and adding the interior wavelets, we obtain an orthonormal basis of $W_{0}^{[0,+\infty[ }(\Lambda)$.
4. Adaptation to the interval $[\mathbf{0}, \mathbf{1}]$. The previous sections were devoted to the half line. Our goal is to construct an MRA on $[0,1]$. We will see how to adapt the above construction to this case. The boundary conditions at edge 0 are taken into account by constructing an MRA of $L^{2}\left(\left[0,+\infty[)\right.\right.$ with boundary conditions $B C\left(\Lambda_{0}\right)$, and those at edge 1 by constructing an MRA of $\left.\left.L^{2}(]-\infty, 1\right]\right)$ with boundary conditions $B C\left(\Lambda_{1}\right)$. Then, merging the two MRAs will lead to the result.
4.1. MRA on $]-\infty, 1$ ] with boundary conditions. The MRA on ] $-\infty, 1$ ] will be constructed from an MRA on $[0,+\infty[$ by a change of variable given by the operator $T$ :

$$
\begin{equation*}
\text { for } f \in L^{2}(\mathbb{R}), \quad T f(x)=f(1-x) \tag{19}
\end{equation*}
$$

Then $T f$ belongs to $L^{2}(\mathbb{R})$. We see that support $T \Phi=[-N+1, N]$, the same as $\Phi$. $T \Phi$ satisfies a two-scale relation:

$$
\begin{equation*}
T \Phi(.)=\sqrt{2} \sum_{k=-N+1}^{N} \check{h}_{k} T \Phi(2 .-k) \tag{20}
\end{equation*}
$$

where $\check{h}_{k}=h_{1-k}$ for all $k$ in $\mathbb{Z}$.
Notice that this operator is isometric from $L^{2}\left(\left[0,+\infty[)\right.\right.$ to $\left.\left.L^{2}(]-\infty, 1\right]\right)$ :

$$
\int_{-\infty}^{1} T f(x) T g(x) d x=\int_{0}^{+\infty} f(x) g(x) d x
$$

and it is involutive on $L^{2}(\mathbb{R}): T T=I$.
Starting from the function $T \Phi$, instead of $\Phi$, we can construct a new MRA of $L^{2}\left(\left[0,+\infty[)\right.\right.$ satisfying boundary conditions defined by the set $\Lambda_{1}$. It provides us with the following:
(i) edge scaling functions $\tilde{\Phi}_{\ell}^{\sharp}$ for $\ell \notin \Lambda_{1}$,
(ii) interior scaling functions $T \Phi_{k}$ for $k \geq N-\alpha_{1}$,
(iii) edge wavelets $\tilde{\Psi}_{\ell}^{\sharp}$ for $\ell=0, \ldots, N-1-\alpha_{1}$,
(iv) interior wavelets $T \Psi_{k}$ for $k \geq N-\alpha_{1}$,
with a parameter $\alpha_{1}$ which is either 0 or 1 . Thus, to generate a basis of an MRA of $\left.\left.L^{2}(]-\infty, 1\right]\right)$ it is sufficient to consider the functions:

$$
T\left(\tilde{\Phi}_{\ell}^{\sharp}\right), T\left(T \Phi_{k}\right), T\left(\tilde{\Psi}_{\ell}^{\sharp}\right), \text { and } T\left(T \Psi_{k}\right) .
$$

Remark.

$$
T\left(T\left[\Phi_{k}\left(2^{j} .\right)\right]\right)(x)=\Phi_{-1-k+2^{j}}\left(2^{j} x\right)
$$

4.2. MRA on $[\mathbf{0}, \mathbf{1}]$ with boundary conditions. We merge the two MRAs of $L^{2}\left(\left[0,+\infty[)\right.\right.$ and $\left.\left.L^{2}(]-\infty, 1\right]\right)$, in order to construct an MRA on $[0,1]$ verifying boundary conditions, $\left\{V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)\right\}_{j \geq j_{m i n}}$. We will choose $j_{\text {min }}$ so that edge functions at 0 and edge functions at 1 do not interact (i.e., their supports are disjoint). For a given scale $j$, the functions at edge 0 are supported on $\left[0,\left(2 N-1-\alpha_{0}\right) / 2^{j}\right]$ (we note $\alpha_{0}$ instead of $\alpha$ not to confuse the parameters of both edges) and the functions at edge 1 are supported on $\left[1-\left(2 N-1-\alpha_{1}\right) / 2^{j}, 1\right]$. Then $j_{\text {min }}$ will be so that

$$
2^{j_{m i n}} \geq 4 N-\alpha_{0}-\alpha_{1}
$$

Since $\alpha_{0}, \alpha_{1} \leq 1$, we get

$$
j_{\min }=\left\lceil\log _{2} 4 N\right\rceil
$$

The vector space $V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$ for $j \geq j_{\text {min }}$ will be the span of the following functions:
(i) $\tilde{\Phi}_{\ell}\left(2^{j}.\right)$ for $\ell \notin \Lambda_{0}$ (edge functions at 0 ),
(ii) $\tilde{\Phi}_{\ell}^{\sharp}\left(2^{j}(1-).\right)$ for $\ell \notin \Lambda_{1}$ (edge functions at 1 ),
(iii) $\Phi_{k}$ for $\left\{k \geq N-\alpha_{0} ; \exists \ell \geq N-\alpha_{1}, k=-1-\ell+2^{j}\right\}$ (interior scaling functions). The interior scaling functions are those common in the MRA of $L^{2}([0,+\infty[)$ and $\left.\left.L^{2}(]-\infty, 1\right]\right)$. They correspond to

$$
N-\alpha_{0} \leq k \leq 2^{j}-N-1+\alpha_{1}
$$

We would like to renumber the scaling functions at edge 1. So we define

$$
\tilde{\Phi}_{2^{j}-1-l} \stackrel{\text { def }}{=} \tilde{\Phi}_{\ell}^{\sharp}
$$

The indices cannot be confused with those at edge 0 when $j \geq j_{\text {min }}$.
The vector space $W_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$ for $j \geq j_{\text {min }}$ is constructed similarly. Let us evaluate the dimensions of these spaces:

$$
\begin{aligned}
\operatorname{dim} V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right) & =\left(N-\# \Lambda_{0}\right)+\left(\left(2^{j}-N-1+\alpha_{1}\right)-\left(N-\alpha_{0}\right)+1\right)+\left(N-\# \Lambda_{1}\right) \\
& =2^{j}-\# \Lambda_{0}-\# \Lambda_{1}+\alpha_{0}+\alpha_{1} \\
\operatorname{dim} W_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right) & =\left(N-\alpha_{0}\right)+\left(\left(2^{j}-N-1+\alpha_{1}\right)-\left(N-\alpha_{0}\right)+1\right)+\left(N-\alpha_{1}\right) \\
& =2^{j}
\end{aligned}
$$

The interest of parameters $\alpha_{0}$ and $\alpha_{1}$ is now clear; when we need equal dimensions (for example, in order to construct wavelet packets), if there is at most one boundary condition at each edge, we can fix the parameters $\alpha_{0}$ and $\alpha_{1}$ so that $\operatorname{dim} V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)=2^{j}$. Therefore, we will choose

$$
\alpha_{0}=\delta_{\# \Lambda_{0}-1} \text { and } \alpha_{1}=\delta_{\# \Lambda_{1}-1}
$$

## 5. Practical computations.

5.1. Orthonormalization of the scaling functions. It is often more interesting to have an orthonormal basis than a Riesz basis for the spaces $V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$ and $W_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$. As we have seen before, orthonormalizing the edge functions would lead to orthonormal bases, since they are already orthogonal to interior functions. For that, we need their Gram matrix.

We use (15). Multiplying by the transpose of each term of this equality and integrating on $[0,+\infty[$ each member leads to the following proposition.

Proposition 5.1. The Gram matrix $G^{\tilde{\Phi}}$ of the edge scaling functions $\tilde{\Phi}_{\ell}$ for $\ell=0, \ldots, N-1$ is given by

$$
\begin{equation*}
2 G^{\tilde{\Phi}}=D G^{\tilde{\Phi}} D+b^{t} b \tag{21}
\end{equation*}
$$

where the matrices $D$ and $b$ have been introduced in (15).
Actually the product $D G^{\tilde{\Phi}} D$ is the term-by-term multiplication of the matrix $G^{\tilde{\Phi}}$ by the matrix $M$ of general term $M_{i j}=1 / 2^{i+j-2}$ for $1 \leq i, j \leq N$. Denoting by $M_{1}$ the $N \times N$ matrix whose general term is 1 , computing $G^{\tilde{\Phi}}$ is equivalent to divide term-by-term the matrix $b^{t} b$ by the matrix $2 M_{1}-M$. Note that the computation of this matrix is easier than in [CDV 93].

To take into account the boundary conditions, we retain only the functions $\tilde{\Phi}_{\ell}$ for $\ell \notin \Lambda$. Their Gram matrix is obtained from $G^{\tilde{\Phi}}$ by keeping only the rows and the columns whose index is not in $1+\Lambda$. The 1 comes from the fact that we number the rows and columns of the matrix starting from 1 and not from 0 : let $G_{\Lambda}^{\tilde{\Phi}}$ this matrix. The Gram procedure allows us to orthonormalize the edge scaling functions $\left(\tilde{\Phi}_{\ell}\right)_{\ell \notin \Lambda}$.

Proposition 5.2. Defining

$$
\left(\begin{array}{c}
\tilde{\tilde{\Phi}}_{0}  \tag{22}\\
\vdots \\
\tilde{\tilde{\Phi}}_{N-1}
\end{array}\right)_{\ell \notin \Lambda}=\left(G_{\Lambda}^{\tilde{\Phi}}\right)^{-\frac{1}{2}}\left(\begin{array}{c}
\tilde{\Phi}_{0} \\
\vdots \\
\tilde{\Phi}_{N-1}
\end{array}\right)_{\ell \notin \Lambda}
$$

the family of scaling functions $\left\{\tilde{\tilde{\Phi}}_{\ell}\right\}_{\ell \notin \Lambda}$ is orthonormal and satisfies the two-scale equation
(23) $\frac{1}{\sqrt{2}}\left(\begin{array}{c}\tilde{\tilde{\Phi}}_{0} \\ \vdots \\ \tilde{\tilde{\Phi}}_{N-1}\end{array}\right)_{\ell \notin \Lambda}\left(\frac{x}{2}\right)=H_{0}\left(\begin{array}{c}\tilde{\tilde{\Phi}}_{0} \\ \vdots \\ \tilde{\tilde{\Phi}}_{N-1}\end{array}\right)_{\ell \notin \Lambda}(x)+h_{0}\left(\begin{array}{c}\Phi_{N-\alpha} \\ \vdots \\ \Phi_{3 N-2-2 \alpha}\end{array}\right)(x)$
where $H_{0}$ and $h_{0}$ are the $(N-\# \Lambda) \times(N-\# \Lambda)$ and $(N-\# \Lambda) \times(2 N-1-\alpha)$ matrices:

$$
H_{0}=\frac{1}{\sqrt{2}}\left(G_{\Lambda}^{\tilde{\Phi}}\right)^{-1 / 2} D_{\Lambda}\left(G_{\Lambda}^{\tilde{\Phi}}\right)^{1 / 2} \quad \text { and } \quad h_{0}=\frac{1}{\sqrt{2}}\left(G_{\Lambda}^{\tilde{\Phi}}\right)^{-1 / 2} b_{\Lambda}
$$

The matrix $D_{\Lambda}$ is extracted from $D$ retaining only rows and columns of numbers not in $\Lambda+1$ and $b_{\Lambda}$ from $b$ retaining rows of numbers not in $\Lambda+1$.

Remark that $H_{0}{ }^{t} H_{0}+h_{0}{ }^{t} h_{0}=I$.
5.2. Orthonormalization of the wavelets. Similarly as for the scaling functions, orthonormalizing the wavelet basis amounts to orthonormalizing the edge wavelets $\tilde{\Psi}_{\ell}$. To compute the Gram matrix $G_{\tilde{\Psi}}^{\tilde{\Psi}}$ of the $\tilde{\Psi}_{\ell}$, we need the following lemma.

Lemma 5.3. The edge wavelets $\tilde{\Psi}_{\ell}$ satisfy

$$
\frac{1}{\sqrt{2}}\left(\begin{array}{c}
\tilde{\Psi}_{0}  \tag{24}\\
\vdots \\
\tilde{\Psi}_{N-1}
\end{array}\right)\left(\frac{x}{2}\right)=g_{1}\left(\begin{array}{c}
\tilde{\tilde{\Phi}}_{0} \\
\vdots \\
\tilde{\tilde{\Phi}}_{N-1}
\end{array}\right)_{\ell \notin \Lambda}(x)+g_{2}\left(\begin{array}{c}
\Phi_{N-\alpha} \\
\vdots \\
\Phi_{3 N-2-2 \alpha}
\end{array}\right)(x)
$$

with $g_{1}=D^{-1} b{ }^{t} h_{0} H_{0}$ and $g_{2}=D^{-1} b\left({ }^{t} h_{0} h_{0}-I\right)$.
Proof. By definition (18) of the $\tilde{\Psi}_{\ell}$ :

$$
\begin{aligned}
\left(\frac{1}{\sqrt{2}} \tilde{\Psi}_{\ell}\left(\frac{x}{2}\right)\right)_{\ell=0, N-1}= & -D^{-1} b\left(\begin{array}{c}
\Phi_{N-\alpha}(x) \\
\vdots \\
\Phi_{3 N-2-2 \alpha}(x)
\end{array}\right) \\
& +D^{-1} b P_{V_{0}^{[0,+\infty[ }(\Lambda)}\left(\begin{array}{c}
\Phi_{N-\alpha}(2 .) \\
\vdots \\
\Phi_{3 N-2-2 \alpha}(2 .)
\end{array}\right)\left(\frac{x}{2}\right)
\end{aligned}
$$

Let us compute, for $k=N-\alpha, \ldots, 3 N-2-2 \alpha$ :
$P_{V_{0}^{[0,+\infty \mathrm{I}}(\Lambda)}\left(\Phi_{k}(2).\right)\left(\frac{x}{2}\right)=\sum_{\ell \notin \Lambda}\left\langle\Phi_{k}(2) \mid. \tilde{\tilde{\Phi}}_{\ell}\right\rangle \tilde{\tilde{\Phi}}_{\ell}\left(\frac{x}{2}\right)+\sum_{n \geq N-\alpha}\left\langle\Phi_{k}(2) \mid. \Phi_{n}\right\rangle \Phi\left(\frac{x}{2}-n\right)$.
We have $\left\langle\Phi_{k}(2) \mid. \Phi_{n}\right\rangle=0$ for $N-\alpha \leq k \leq 3 N-2-2 \alpha$ and $n \geq N-\alpha$.
Applying twice (23) and the orthonormality between the $\tilde{\tilde{\Phi}}_{\ell}$ leads to

$$
\left(\left\langle\Phi_{k}(2 .) \mid \tilde{\tilde{\Phi}}_{\ell}\right\rangle\right)_{\substack{N-\alpha \leq k \leq 3 N-2-2 \alpha \\ \ell \notin \Lambda}}=\frac{1}{\sqrt{2}} t^{t} h_{0},
$$

and using (23) once more:

$$
\begin{gathered}
P_{V_{0}^{[0,+\infty[ }(\Lambda)}\left(\begin{array}{c}
\Phi_{N-\alpha}(2 .) \\
\vdots \\
\Phi_{3 N-2-2 \alpha}(2 .)
\end{array}\right)\left(\frac{x}{2}\right)=t_{0} H_{0}\left(\begin{array}{c}
\tilde{\tilde{\Phi}}_{0}(x) \\
\cdots \\
\tilde{\tilde{\Phi}}_{N-1}(x)
\end{array}\right)_{\ell \notin \Lambda} \\
+{ }^{t} h_{0} h_{0}\left(\begin{array}{c}
\Phi_{N-\alpha}(x) \\
\vdots \\
\Phi_{3 N-2-2 \alpha}(x)
\end{array}\right)
\end{gathered}
$$

which gives the expected result.
It is then easy to compute the Gram matrix $G^{\tilde{\Psi}}$ of the edge wavelets:

$$
G^{\tilde{\Psi}}=g_{1}{ }^{t} g_{1}+g_{2}{ }^{t} g_{2}
$$

Remember that in the case $\alpha=1$, we must skip one of the functions $\tilde{\Psi}_{\ell}$ then we skip the row and the corresponding column in $G^{\tilde{\Psi}}$. This matrix will be called $G^{\tilde{\Psi}}$ again. In order to simplify the notations, let us assume that the removed function is $\tilde{\Psi}_{N-1}$.

Proposition 5.4. Let $G_{0}=\left(G^{\tilde{\Psi}}\right)^{-1 / 2} g_{1}$ and $g_{0}=\left(G^{\tilde{\Psi}}\right)^{-1 / 2} g_{2}$, we can write $(25) \frac{1}{\sqrt{2}}\left(\begin{array}{c}\tilde{\tilde{\Psi}}_{0} \\ \vdots \\ \tilde{\tilde{\Psi}}_{N-1-\alpha}\end{array}\right)\left(\frac{x}{2}\right)=G_{0}\left(\begin{array}{c}\tilde{\tilde{\Phi}}_{0} \\ \vdots \\ \tilde{\tilde{\Phi}}_{N-1}\end{array}\right)_{k \notin \Lambda}(x)+g_{0}\left(\begin{array}{c}\Phi_{N-\alpha} \\ \vdots \\ \Phi_{3 N-2-2 \alpha}\end{array}\right)(x)$.

As in [Ausc 93], the bases constructed here allow us to characterize some subspaces of $H^{s}([0,1])$ defined by vanishing derivatives at the edges. The characterizations provide, moreover, a diagonal preconditioner for the derivative operators, as in [Jaff 92].

Numerically, all the calculations have been done to obtain the two-scale relations (23) and (25) that give the matrices used in the fast algorithms.
5.3. Fast algorithms. As in the case of the real line, we can describe a fast algorithm for analyzing and synthesizing vectors in the spaces of the MRA. The algorithm is based on the elementary step

$$
V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)=V_{j-1}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right) \oplus W_{j-1}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)
$$

Suppose that we know the scalar products of a given function $f$ in $V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$ with the corresponding scaling functions, and that we want to compute scalar products with the scaling functions of $V_{j-1}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$ and with the wavelets of $W_{j-1}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$.

We start then from a vector $c^{j}$ composed of:
(i) $\left\langle f \mid 2^{j / 2} \tilde{\tilde{\Phi}}_{\ell}\left(2^{j}.\right)\right\rangle$ for $\ell \in\{0, \ldots, N-1\} \backslash \Lambda_{0}$,
(ii) $\left\langle f \mid 2^{j / 2} \Phi_{k}\left(2^{j}.\right)\right\rangle$ for $N-\alpha_{0} \leq k \leq 2^{j}-1-N+\alpha_{1}$,
(iii) $\left\langle f \mid 2^{j / 2} \tilde{\tilde{\Phi}}_{\ell}\left(2^{j}.\right)\right\rangle$ for $\ell \in\left\{2^{j}-1, \ldots, 2^{j}-N\right\} \backslash\left\{2^{j}-1-\Lambda_{1}\right\}$.

To obtain the projection of the function $f$ on $V_{j-1}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$, we have to multiply the vector $c^{j}$ by the matrix

$$
\left(\begin{array}{ccc}
H_{0} & h_{0} & 0 \\
0 & \mathcal{H}^{j} & 0 \\
0 & h_{1} & H_{1}
\end{array}\right)
$$

where:
(i) $\mathcal{H}^{j}$ is the square $\left(2^{j}-2 N+\alpha_{0}+\alpha_{1}\right) \times\left(2^{j}-2 N+\alpha_{0}+\alpha_{1}\right)$ matrix whose general term is $\mathcal{H}_{k, l}^{j}=h_{-N+1+\alpha_{0}+l-2 k}$ (the classical filter $h_{k}$ is defined in (4)),
(ii) $h_{0}$ (defined, as $H_{0}$, in (23) for the edge 0 ) is completed with columns of 0 at the right to fit the width of $\mathcal{H}^{j}$,
(iii) $h_{1}$ (defined, as $H_{1}$, in (23) for the edge 1) with columns of 0 at the left.

To obtain the projection on $W_{j-1}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$, we multiply $c^{j}$ by the matrix

$$
\left(\begin{array}{ccc}
G_{0} & g_{0} & 0 \\
0 & \mathcal{G}^{j} & 0 \\
0 & g_{1} & G_{1}
\end{array}\right)
$$

where
(i) $\mathcal{G}^{j}$ is the square $\left(2^{j}-2 N+\alpha_{0}+\alpha_{1}\right) \times\left(2^{j}-2 N+\alpha_{0}+\alpha_{1}\right)$ matrix whose general term is $\mathcal{G}_{k, l}^{j}=g_{-N+1+\alpha_{0}+l-2 k}$ (the classical filter $g_{k}$ is defined in (5)),
(ii) $g_{0}$ (defined, as $G_{0}$, in (25) for the edge 0 ) is completed with columns of 0 at the right to fit the width of $\mathcal{G}^{j}$,
(iii) $g_{1}$ (defined, as $G_{1}$, in (25) for the edge 1) with columns of 0 at the left. The result lies in the vectors $c^{j-1}$ and $d^{j-1}$.

To find $c^{j}$ starting from $c^{j-1}$ and $d^{j-1}$, we have to multiply the column vector

$$
\binom{c^{j-1}}{d^{j-1}}
$$

by the matrix

$$
\left(\begin{array}{cccccc}
{ }^{t} H_{0} & 0 & 0 & { }^{t} G_{0} & 0 & 0 \\
{ }^{t} h_{0} & \tilde{\mathcal{H}}^{j} & { }^{t} h_{1} & { }^{t} g_{0} & \tilde{\mathcal{G}}^{j} & { }^{t} g_{1} \\
0 & 0 & { }^{t} H_{1} & 0 & 0 & { }^{t} G_{1}
\end{array}\right),
$$

where the matrices $\tilde{\mathcal{H}}^{j}$ and $\tilde{\mathcal{G}}^{j}$ (which have the same size as $\mathcal{H}^{j}$ and $\mathcal{G}^{j}$ ) are built from the $h_{k}$ and $g_{k}$ and $h_{0}, g_{0}, h_{1}, g_{1}$ are completed with columns of zeros, as above. Notice that in practice, for this algorithm, matrix multiplication is used only for the edges; for interior points it is much faster to rely on discrete convolutions as on the real line.
5.4. Numerical filters and graphs. As an example we compute, for $N=2$ vanishing moments, the discrete edge filters $H_{0}, H_{1}, h_{0}, h_{1}, G_{0}, G_{1}, g_{0}, g_{1}$ introduced in (23-25) (Tables 1, 2, and 3), for various boundary conditions and values of $\alpha$. These filters are associated to the classical filters on $\mathbb{R}$ defined by [Daub 88]:

$$
\begin{array}{llr|l}
h_{-1} & = & 0.48296291314453 & g_{-1} \\
= & -0.12940952255126 \\
h_{0} & = & .83651630373781 & g_{0} \\
h_{1} & = & -0.22414386804201 \\
h_{2} & = & -0.129414386804201 & g_{1} \\
= & 0.83651630373781 \\
g_{2} & =-0.48296291314453 .
\end{array}
$$

In addition, we plot the graphs of the corresponding edge scaling functions and edge wavelets for Dirichlet boundary conditions and for the two possible values of the parameter $\alpha$ :

- for $\alpha=0$ : table 2 and Figure 1 (edge 0),
- for $\alpha=1$ : table 3 and Figure 2 (edge 0).

Note that for $\alpha=0$ the edge functions are polynomials up to degree $N-1$ near the boundary, this is no more true for $\alpha=1$, but in this case $\operatorname{dim} V_{j}^{[0,1]}$ (Dirichlet $)=$ $\operatorname{dim} W_{j}^{[0,1]}($ Dirichlet $)=2^{j}$.
6. Computation of operators. In the following, we will suppose that $N$ is large enough so that the scaling functions and the wavelets are sufficiently differentiable, in order to compute the derivative operators.
6.1. First-order derivative operator. We focus first at edge 0 . We want to compute the map:

$$
P_{V_{j}^{[0,+\infty[ }(\Lambda)}\left(\frac{d}{d x}\right) P_{V_{j}^{[0,+\infty[ }(\Lambda)},
$$

where $P_{V_{j}^{[0,+\infty[ }(\Lambda)}$ is the orthogonal projection on $V_{j}^{[0,+\infty[ }(\Lambda)$. Since we know an orthonormal basis of $V_{j}^{[0,+\infty[ }(\Lambda)$, it is sufficient to estimate the operator on each


Fig. 1. Scaling function (first column) and wavelets (second) at edge 0 for $N=2, \Lambda=\{0\}, \alpha=$ 0 (Dirichlet boundary conditions).


Fig. 2. Scaling function (first column) and wavelet (second) at edge 0 for $N=2, \Lambda=\{0\}, \alpha=1$ (Dirichlet boundary conditions).

Table 1
Discrete filters at the edges for $N=2, \Lambda=\emptyset$ (without boundary conditions).

| $H_{0}$ |  | $h_{0}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0.88593511638920 | 0.21935410044001 | 0.36114692232438 | 0.16562528942820 | -0.09562380543598 |
| -0.43402397094665 | 0.17472505539062 | 0.86653097274512 | 0.15054506203086 | -0.08691723208868 |
| $G_{0}$ |  | $g_{0}$ |  |  |
| 0.12072248810796 | -0.11030975957357 | 0.27289605514679 | -0.82102934519411 | 0.47402151346040 |
| -0.11030975957357 | 0.95351281616018 | -0.21029673524411 | -0.16067128595389 | 0.09276361019652 |
| $h_{1}$ |  |  | $H_{1}$ |  |
| 0.44293306463308 | 0.76718257229668 | 0.36758039943505 | 0.18330518269759 | -0.21569668742557 |
| 0.01383403229066 | 0.02396124680098 | 0.24198194598437 | 0.41343371796754 | 0.87735498908223 |
| $g_{1}$ |  |  | $G_{1}$ |  |
| -0.02810340334383 | -0.04867652245712 | -0.44874160052110 | 0.84864346408161 | -0.27436479678578 |
| 0.22984585818723 | 0.39810470428955 | -0.77779197972887 | -0.27436479678578 | 0.32931310397683 |

Table 2
Discrete filters at the edges for $N=2, \Lambda=\{0\}$ (Dirichlet boundary condition), $\alpha=0$.

| $H_{0}$ | $h_{0}$ |  |  |
| :---: | ---: | ---: | ---: |
| 0.35355339059327 | 0.89982198849888 | 0.22133750644759 | -0.12778926892928 |
| $G_{0}$ | $g_{0}$ |  |  |
| 0.32472811514904 | 0.13816747232024 | -0.81030614623011 | 0.46783047165196 |
| 0.87724093111970 | -0.41379963582216 | 0.21074548066631 | -0.12167395999319 |
| $h_{1}$ |  |  |  |
| 0.41483432960318 | 0.71851413559648 | 0.43202999424892 | 0.35355339059327 |
|  | $g_{1}$ | $H_{1}$ |  |
| -0.24314023061746 | -0.42113123279346 | 0.24823276949896 | 0.83780176961381 |
| 0.13709597819763 | 0.23745719975166 | -0.86702397672507 | 0.41603869391197 |

vector of the basis. Using the fact that we are working on an MRA of $L^{2}([0,+\infty[)$ which is scale invariant, we just have to compute

$$
\partial_{0}=P_{V_{0}^{[0,+\infty[ }(\Lambda)}\left(\frac{d}{d x}\right) P_{V_{0}^{[0,+\infty[ }(\Lambda)} .
$$

We have thus to compute four types of inner products:

$$
\begin{align*}
r_{k, \ell}=\left\langle\Phi_{k} \left\lvert\, \frac{d \Phi_{\ell}}{d x}\right.\right\rangle \text { for } k, \ell \geq N-\alpha  \tag{26}\\
B_{k, \ell}=\left\langle\Phi_{k} \left\lvert\, \frac{d \tilde{\tilde{\Phi}}_{\ell}}{d x}\right.\right\rangle \text { for } k \geq N-\alpha, \ell \notin \Lambda  \tag{27}\\
B_{k, \ell}^{\prime}=\left\langle\tilde{\tilde{\Phi}}_{k} \left\lvert\, \frac{d \Phi_{\ell}}{d x}\right.\right\rangle \text { for } k \notin \Lambda, \ell \geq N-\alpha  \tag{28}\\
A_{k, \ell}=\left\langle\tilde{\tilde{\Phi}}_{k} \left\lvert\, \frac{d \tilde{\tilde{\Phi}}_{\ell}}{d x}\right.\right\rangle \text { for } k, \ell \notin \Lambda . \tag{29}
\end{align*}
$$

Notice that integrating by parts we have since $\Phi_{\ell}(0)=0, B_{k, \ell}^{\prime}=-B_{\ell, k}$. The calculation of the $r_{k, \ell}$ is as follows:

$$
r_{k, \ell}=\int_{0}^{+\infty} \Phi(x-k) \frac{d \Phi}{d x}(x-\ell) d x=\int_{\mathbb{R}} \Phi(x-(k-\ell)) \frac{d \Phi}{d x}(x) d x \stackrel{\text { def }}{=} r_{k-\ell}
$$

As explained in [Beyl 92], the $r_{i}$ can be computed by an eigenvalue problem.

Table 3
Discrete filters at the edges for $N=2, \Lambda=\{0\}$ (Dirichlet boundary condition), $\alpha=1$.

| $H_{0}$ | $h_{0}$ |  |
| :---: | :---: | :---: |
| 0.35355339059327 | -0.81009258730098 | 0.46770717334674 |
| $G_{0}$ | $g_{0}$ |  |
| 0.93541434669349 | 0.30618621784790 | -0.17677669529664 |
| $h_{1}$ |  | $H_{1}$ |
| 0.46770717334674 | 0.81009258730098 | 0.35355339059327 |
| $g_{1}$ |  | $G_{1}$ |
| -0.17677669529664 | -0.30618621784790 | 0.93541434669349 |

It remains to obtain the matrices $A$ and $B$ corresponding to the terms $A_{k, \ell}$ and $B_{k, \ell}$. According to the supports of the scaling functions, $A$ is a square matrix of size $(N-\# \Lambda)^{2}$ and $B$ a rectangular matrix, of size $(N-\# \Lambda) \times(2 N-2)$.

Proposition 6.1. The matrices $A$ and $B$ in (29) and (27) can be expressed:
(i) The matrix $B$ of size $(N-\# \Lambda) \times(2 N-2-\alpha)$ is given by

$$
B=\left(G_{\Lambda}^{\tilde{\Phi}}\right)^{-1 / 2} B^{\tilde{\Phi}}
$$

where

$$
\begin{align*}
B_{i+1, j-N+\alpha+1}^{\tilde{\Phi}} & \stackrel{\text { def }}{=}\left\langle\tilde{\Phi}_{i} \left\lvert\, \frac{d \Phi_{j}}{d x}\right.\right\rangle \\
& =\sum_{k=-N+1}^{N-1-\alpha} P_{i}(k) r_{k-j} \tag{30}
\end{align*}
$$

for $i=0, \ldots, N-1, i \notin \Lambda$, and $N-\alpha \leq j \leq 3 N-3-2 \alpha$.
(ii) The matrix $A$ of size $(N-\# \Lambda) \times(N-\# \Lambda)$ is given by

$$
A=\left(G_{\Lambda}^{\tilde{\Phi}}\right)^{-1 / 2} A^{\tilde{\Phi} t}\left(G_{\Lambda}^{\tilde{\Phi}}\right)^{-1 / 2}
$$

where $A^{\tilde{\Phi}}$ satisfies

$$
\begin{equation*}
A^{\tilde{\Phi}}=D_{\Lambda} A^{\tilde{\Phi}} D_{\Lambda}-b_{\Lambda} B^{\tilde{\Phi}} D_{\Lambda}+D_{\Lambda} B^{\tilde{\Phi} t} b_{\Lambda}+b_{\Lambda} r^{t} b_{\Lambda} \tag{31}
\end{equation*}
$$

( $r$ is the square matrix of size $2 N-1-\alpha$ whose general term is $r_{i-j}, D_{\Lambda}$ is the submatrix of $D$ in (15) containing only the rows and columns of numbers not in $1+\Lambda, b_{\Lambda}$ the submatrix of $b$ in (15) containing only the rows of numbers not in $1+\Lambda$, and $G_{\Lambda}^{\tilde{\Phi}}$ is defined in (21)).

Actually in the case $\alpha=0$, the above equation has no meaning because of the size of $B^{\tilde{\Phi}}$ : we must add a new column of 0 at the right corresponding to the zero value of the scalar products $\left\langle\tilde{\Phi}_{k} \mid d \Phi_{3 N-2} / d x\right\rangle$ (the intersection of the supports of these functions is reduced to one point).

Proof. Equation (30) comes directly from Definition 3.1 of the edge functions $\tilde{\Phi}_{i}$. Equation (31) is derived from (15) by taking the derivative of each member, transposing, multiplying at right with (15), and integrating. $A^{\tilde{\Phi}}$ is the matrix of the scalar products $\left\langle\tilde{\Phi}_{k} \mid d \tilde{\Phi}_{\ell} / d x\right\rangle$.

As for the Gram matrix in (21), $A^{\tilde{\Phi}}$ can be computed by a term by term division of matrices. Nevertheless, we can see that here, if $0 \notin \Lambda$, this does not determine the
upper left term of $A^{\tilde{\Phi}}$. Fortunately, we can compute it directly:

$$
A_{1,1}^{\tilde{\Phi}}=\int_{0}^{+\infty} \tilde{\Phi}_{0}(x) \frac{d \tilde{\Phi}_{0}}{d x}(x) d x=-\frac{1}{2} \tilde{\Phi}_{0}(0)^{2}=-\frac{1}{2}
$$

As for the construction of the MRA on $[0,1]$, the adaptation to the interval is given through the operator $T$ (given in (19)) and

$$
T \frac{d f}{d x}(x) \stackrel{\text { def }}{=} \frac{d f}{d x}(1-x)=-\frac{d T f}{d x}(x)
$$

which leads to the following shape for the matrix of the first-order derivative operator in $V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$ :

$$
\delta_{j}=\left(\begin{array}{c|c|c}
A_{0} & B_{0} & 0 \\
\hline-{ }^{t} B_{0} & r^{j} & -{ }^{t} B_{1} \\
\hline 0 & B_{1} & A_{1}
\end{array}\right)
$$

where the matrices $B_{0}$ (edge 0 ) and $B_{1}$ (edge 1 ) are completed with columns of zeros, and $r^{j}$ is built from the $r_{k}$. Notice that as usual, the multiplication of a column vector by $r^{j}$ can be computed by a discrete convolution, which is more efficient.

It is often more interesting to know the derivative operator expressed in the basis of scaling functions at the largest scale and wavelets at intermediate scales. Actually we know the matrix of the derivative operator in the basis of $V_{J}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$. We use the decomposition

$$
V_{J}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)=W_{J-1}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right) \oplus \cdots \oplus W_{j_{\min }}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right) \oplus V_{j_{\min }}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)
$$

Let $\mathcal{B}$ the basis $V_{J}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$ composed of scaling functions at the coarsest scale and wavelets at intermediate scales (called the "wavelet" basis). To compute the derivative matrix in this "wavelet" basis, since all the bases are orthonormal, the matrix of the change of basis $P$ from the scaling function basis of $V_{J}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$ to $\mathcal{B}$ satisfies $P^{-1}={ }^{t} P$, so that the matrix of the derivative operator in $\mathcal{B}$ is ${ }^{t} P \delta_{J} P$. Figure 3 gives the shape of the first-order derivative operator and the number of nonzero coefficients, in the two bases.
6.2. Second-order derivative operator. In this section we want to compute the Galerkin operator:

$$
P_{V_{j}^{[0,+\infty[ }(\Lambda)}\left(\frac{d^{2}}{d x^{2}}\right) P_{V_{j}^{[0,+\infty]}(\Lambda)}
$$

Knowing this time the scalar products among the scaling functions

$$
{ }_{2} r_{k}=\left\langle\Phi_{k} \left\lvert\, \frac{d^{2} \Phi}{d x^{2}}\right.\right\rangle
$$

we want to compute the matrices ${ }_{2} A$ and ${ }_{2} B$ of the scalar products:

$$
\begin{equation*}
{ }_{2} A_{i, j}=\left\langle\tilde{\tilde{\Phi}}_{i} \left\lvert\, \frac{d^{2} \tilde{\tilde{\Phi}}_{j}}{d x^{2}}\right.\right\rangle \tag{32}
\end{equation*}
$$



FIG. 3. Shape of the first-order derivative operator in the basis of scaling functions (left) and in the wavelet basis (right) $(N=4, j=8, \Lambda=\emptyset)$. We give the number ( $n z$ ) of nonzero coefficients in each case.

$$
\begin{equation*}
{ }_{2} B_{i, j}=\left\langle\tilde{\tilde{\Phi}}_{i} \left\lvert\, \frac{d^{2} \Phi_{j}}{d x^{2}}\right.\right\rangle \tag{33}
\end{equation*}
$$

Remark that integrating twice by parts we get ${ }_{2} B_{i, j}=\left\langle\Phi_{j} \mid d^{2} \tilde{\tilde{\Phi}}_{i} / d x^{2}\right\rangle$. Similarly, as for Proposition 6.1, we derive the following proposition.

Proposition 6.2. The matrices ${ }_{2} A$ and ${ }_{2} B$ in (32-33) can be expressed:
(i) The matrix ${ }_{2} B$ of size $(N-\# \Lambda) \times(2 N-2-\alpha)$ is given by

$$
{ }_{2} B=\left(G_{\Lambda}^{\tilde{\Phi}}\right)^{-1 / 2}{ }_{2} B^{\tilde{\Phi}}
$$

where

$$
\begin{align*}
{ }_{2} B_{i+1, j-N+\alpha+1}^{\tilde{\Phi}} & \stackrel{\text { def }}{=}\left\langle\tilde{\Phi}_{i} \left\lvert\, \frac{d^{2} \Phi_{j}}{d x^{2}}\right.\right\rangle \\
& =\sum_{k=-N+1}^{N-1-\alpha} P_{i}(k){ }_{2} r_{k-j} \tag{34}
\end{align*}
$$

for $i=0, \ldots, N-1, i \notin \Lambda$, and $N-\alpha \leq j \leq 3 N-3-2 \alpha$.
(ii) The matrix ${ }_{2} A$ of size $(N-\# \Lambda) \times(N-\# \Lambda)$ is given by

$$
{ }_{2} A=\left(G_{\Lambda}^{\tilde{\Phi}}\right)^{-1 / 2}{ }_{2} A^{\tilde{\Phi} t}\left(G_{\Lambda}^{\tilde{\Phi}}\right)^{-1 / 2}
$$

where $A^{\tilde{\Phi}}$ satisfies

$$
\begin{equation*}
\frac{1}{2}\left({ }_{2} A^{\tilde{\Phi}}\right)=D_{\Lambda}\left({ }_{2} A^{\tilde{\Phi}}\right) D_{\Lambda}-b_{\Lambda}\left({ }_{2}^{t} B^{\tilde{\Phi}}\right) D_{\Lambda}+D_{\Lambda}\left({ }_{2} B^{\tilde{\Phi}}\right)^{t} b_{\Lambda}+b_{\Lambda}{ }_{2} r^{t} b_{\Lambda} \tag{35}
\end{equation*}
$$

( ${ }_{2} r$ is the square matrix of size $2 N-1-\alpha$ whose general term is ${ }_{2} r_{i-j}, D_{\Lambda}$ is the submatrix of $D$ in (15) containing only the rows and columns of numbers not in $1+\Lambda$, $b_{\Lambda_{\tilde{N}}}$ the submatrix of $b$ in (15) containing only the rows of numbers not in $1+\Lambda$, and $G_{\Lambda}^{\tilde{\Phi}}$ is defined in (21)).

If $0 \notin \Lambda$ and $1 \notin \Lambda,(35)$ allows us to compute all the coefficients of the matrix ${ }_{2} A^{\tilde{\Phi}}$ except the terms ${ }_{2} A_{1,2}^{\tilde{\Phi}}$ and ${ }_{2} A_{2,1}^{\tilde{\Phi}}$. We must compute them directly by

$$
\begin{aligned}
{ }_{2} A_{1,2}^{\tilde{\Phi}} & \stackrel{\text { def }}{=} \int_{0}^{+\infty} \tilde{\Phi}_{0}(x) \frac{d^{2} \tilde{\Phi}_{1}}{d x^{2}}(x) d x \\
& =\int_{0}^{+\infty}\left(1-\sum_{k=N-\alpha}^{+\infty} \Phi(x-k)\right) \frac{d^{2} \tilde{\Phi}_{1}}{d x^{2}}(x) d x \\
& =\left[\tilde{\Phi}_{1}^{\prime}(x)\right]_{0}^{+\infty}-\sum_{k=N-\alpha}^{+\infty}\left({ }_{2} B_{\Lambda}^{\tilde{\Phi}}\right)_{2, k-N+\alpha+1} \\
& =-1-\sum_{k=N-\alpha}^{3 N-3-\alpha}\left({ }_{2} B_{\Lambda}^{\tilde{\Phi}}\right)_{2, k-N+\alpha+1}
\end{aligned}
$$

and integrating by parts,

$$
\begin{aligned}
{ }_{2} A_{2,1}^{\tilde{\Phi}} & =\left[\tilde{\Phi}_{0}^{\prime}(x) \tilde{\Phi}_{1}(x)\right]_{0}^{+\infty}-\int_{0}^{+\infty} \tilde{\Phi}_{0}^{\prime}(x) \tilde{\Phi}_{1}^{\prime}(x) d x \\
& =-\left[\tilde{\Phi}_{0}(x) \tilde{\Phi}_{1}^{\prime}(x)\right]_{0}^{+\infty}+\int_{0}^{+\infty} \tilde{\Phi}_{0}(x) \frac{d^{2} \tilde{\Phi}_{1}}{d x^{2}}(x) d x \\
& =1+{ }_{2} A_{1,2}^{\tilde{\Phi}}
\end{aligned}
$$

For the edge 1 , things happen in the same way since

$$
\left\langle T f \left\lvert\, \frac{d^{2} T g}{d x^{2}}\right.\right\rangle_{L^{2}([0,+\infty[)}=\left\langle f \left\lvert\, \frac{d^{2} g}{d x^{2}}\right.\right\rangle_{\left.\left.L^{2}(]-\infty, 1\right]\right)}
$$

7. Quadrature formulae. The problem discussed here is: Given a continuous function $f$ on $[0,1]$, how to compute its projection on the space $V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$ ? Numerically, the problem is formulated slightly differently.
8. Given the collocation values $\left\{f\left(k / 2^{j}\right)\right\}_{0 \leq k \leq 2^{j}}$, how to approximate the inner products:

$$
\begin{gathered}
\left\{\left\langle f \mid 2^{j / 2} \tilde{\tilde{\Phi}}_{\ell}\left(2^{j} .\right)\right\rangle\right\}_{\ell \notin \Lambda_{0}}, \\
\left\{\left\langle f \mid 2^{j / 2} \Phi_{k}\left(2^{j} .\right)\right\rangle\right\}_{N-\alpha_{0} \leq k \leq 2^{j}-1-N+\alpha_{1}}, \\
\left\{\left\langle f \mid 2^{j / 2} \tilde{\tilde{\Phi}}_{\ell}\left(2^{j}(1-.)\right)\right\rangle\right\}_{\ell \notin 2^{j}-1-\Lambda_{1}} ?
\end{gathered}
$$

This point addresses the problem of quadrature formulae, as presented by Sweldens and Piessens in [SwPi 94]; in the case of the real line, they estimate the accuracy of the approximation obtained by the quadrature formulae presented below. We will adapt their method to the interval for our construction of scaling functions (with and without boundary condition).
2. Given a function $f$ in $V_{j}^{[0,+\infty[ }\left(\Lambda_{0}, \Lambda_{1}\right)$ by its scalar products on the related basis, how to compute the grid values $\left\{f\left(k / 2^{j}\right)\right\}_{0 \leq k \leq 2^{j}}$ ? This point is concerned with the values of scaling functions at points $k / 2^{j}$. We will see how to compute these values in our case.
Note that these two problems are not unisolvant since we have $\left(2^{j}-\# \Lambda_{0}-\# \Lambda_{1}+\right.$ $\alpha_{0}+\alpha_{1}$ ) scalar products whereas $2^{j}+1$ values of $f$.

Thus, to go through to solve the point 1 , we introduce an integer $q \geq N$, and, as explained in [SwPi 94] and also by Masson in [Mass 96], we consider the nodes for $0 \leq p \leq q$ :

$$
\begin{align*}
x_{p} & =-\lfloor q / 2\rfloor+p \\
y_{p} & =p \tag{36}
\end{align*}
$$

From the grid values of $f$ at these points, we deduce an approximation of:

- the scalar product $\left\langle f \mid 2^{j / 2} \Phi_{k}\left(2^{j}.\right)\right\rangle$ thanks to the values of $f$ at nodes $\left(k+x_{p}\right) / 2^{j}$,
- the edge scalar product $\left\langle f \mid 2^{j / 2} \tilde{\tilde{\Phi}}_{\ell}\left(2^{j}.\right)\right\rangle$ thanks to the values of $f$ at nodes $y_{p} / 2^{j}$ (for the edge 0 ) or $\left(1-y_{p}\right) / 2^{j}$ (for the edge 1 ).
The weight coefficients $w_{p}$ are introduced such that

$$
\begin{equation*}
\int_{\mathbb{R}} P(x) \Phi(x) d x=\sum_{p=0}^{q} w_{p} P\left(x_{p}\right) \tag{37}
\end{equation*}
$$

for all polynomial function $P$ of degree $\leq q$. To find the weights $w_{p}$, it is sufficient to solve the linear system

$$
\left(\begin{array}{ccc}
\frac{x_{0}^{0}}{0!} & \cdots & \frac{x_{q}^{0}}{0!} \\
\vdots & & \vdots \\
\frac{x_{0}^{q}}{q!} & \cdots & \frac{x_{q}^{q}}{q!}
\end{array}\right)\left(\begin{array}{c}
w_{0} \\
\vdots \\
w_{q}
\end{array}\right)=\left(\begin{array}{c}
C_{0} \\
\vdots \\
C_{q}
\end{array}\right)
$$

(the $C_{k}$ are recursively defined in (11)). Then the inner product is approximated by

$$
\left\langle f \mid 2^{j / 2} \Phi_{k}\left(2^{j} .\right)\right\rangle \approx \sum_{p=0}^{q} w_{p} f\left(\left(k+x_{p}\right) / 2^{j}\right)
$$

Remarks. 1. Since the quadrature formula is exact for polynomials up to degree $q$, the accuracy of the previous interpolation is of order $q+1$; that is, the error between $f$ and its interpolation in $V_{j}$ is of order $2^{-j(q+1) s}$ in $L^{2}$-norm for a s-regular function. To be consistent with the accuracy order of the wavelet projection in $V_{j}$, that is $2^{j N s}$ for Daubechies wavelets (see [Daub 92]), it is sufficient to take $q=N-1$. But as experimented by Sweldens and Piessens in [ SwPi 94 ], the choice $q=N-1$ can ruin the approximation properties of the wavelet expansion. Therefore, it is preferable to choose $q \geq N$.
2. As the nodes $x_{p}$ are equally spaced, we derive no more than a Lagrangian interpolation to compute each coefficient, and for high values of $q$, the system is ill conditioned. As stated in [SwPi 94], it is then advisable in this case to use Chebyshev nodes.

To take into account these two remarks, we will take $q$ close to $N$ in numerical experiments (see section 8.1).

For the edge 0 , we proceed similarly to define the weights $w_{p}^{\ell}$ for $\ell \notin \Lambda_{0}$ by

$$
\int_{0}^{+\infty} P(x) \tilde{\tilde{\Phi}}_{\ell}(x) d x=\sum_{p=0}^{q} w_{p}^{\ell} P\left(y_{p}\right)
$$

for all polynomial function $P$ of degree $\leq q$. The remarks stated above concerning the choice of $q$ are also valid for the quadrature formula at the edges, since the approximation properties of wavelets on the interval are similar (see [CDV 93] and [Ausc 93]).

As above, we have to compute the moments of the edge scaling functions. For $0 \leq p \leq q$, define the column vector $X_{p}$ (vector of edge moments) by

$$
X_{p}=\int_{0}^{+\infty}\left(\begin{array}{c}
\tilde{\tilde{\Phi}}_{0}(x) \\
\vdots \\
\tilde{\tilde{\Phi}}_{N-1}(x)
\end{array}\right)_{\ell \notin \Lambda_{0}} \frac{x^{p}}{p!} d x
$$

Then using (23) we get

$$
X_{p}=\frac{1}{2^{p+1 / 2}}\left(H_{0} X_{p}+h_{0} \int_{0}^{+\infty}\left(\begin{array}{c}
\Phi\left(x-N+\alpha_{0}\right) \\
\vdots \\
\Phi\left(x-\left(3 N-2-2 \alpha_{0}\right)\right)
\end{array}\right) \frac{x^{p}}{p!} d x\right)
$$

so that changing of variable in the integrals and using the binomial formula:

$$
\left(2^{p+1 / 2} I-H_{0}\right) X_{p}=h_{0}\left(\begin{array}{ccc}
\frac{\left(N-\alpha_{0}\right)^{p}}{p!} & \cdots & \frac{\left(N-\alpha_{0}\right)^{0}}{0!} \\
\vdots & & \vdots \\
\frac{\left(3 N-2-2 \alpha_{0}\right)^{p}}{p!} & \cdots & \frac{\left(3 N-2-2 \alpha_{0}\right)^{0}}{0!}
\end{array}\right)\left(\begin{array}{c}
C_{0} \\
\vdots \\
C_{p}
\end{array}\right)
$$

which determines exactly $X_{p}$ since $H_{0}$ is similar to $1 / \sqrt{2} D_{\Lambda_{0}}$, so that $2^{p+1 / 2}$ cannot be an eigenvalue of $H_{0}$. Then the $w_{p}^{\ell}$ are determined by the linear systems

$$
\left(\begin{array}{ccc}
w_{0}^{0} & \ldots & w_{q}^{0} \\
\vdots & & \vdots \\
w_{0}^{N-1} & \ldots & w_{q}^{N-1}
\end{array}\right)_{\ell \notin \Lambda_{0}}\left(\begin{array}{ccc}
\frac{x_{0}^{0}}{0!} & \ldots & \frac{x_{0}^{q}}{q!} \\
\vdots & & \vdots \\
\frac{x_{q}^{0}}{0!} & \ldots & \frac{x_{q}^{q}}{q!}
\end{array}\right)=\left(X_{0}|\cdots| X_{q}\right)
$$

and the inner product is approximated by

$$
\left\langle f \mid 2^{j / 2} \tilde{\tilde{\Phi}}_{\ell}\left(2^{j} .\right)\right\rangle \approx \sum_{p=0}^{q} w_{p}^{\ell} f\left(p / 2^{j}\right)
$$

The same procedure should be done for the edge 1.
Let us now see how to deal with problem 2. It is clear that it is sufficient to know the values of the scaling functions at integer points. To compute this for interior scaling functions, see [DaMi 93]; using the two-scale equation, we have to solve an eigenvalue problem. For edge scaling functions, we proceed as follows: The nonzero integer values of the $\tilde{\Phi}_{\ell}$ are at points $0,1, \ldots, 2 N-2-\alpha_{0}$. We use Definition 3.1 to obtain the values $\tilde{\Phi}_{\ell}(k)$ for $\ell \notin \Lambda_{0}$ and $0 \leq k \leq 2 N-2-\alpha_{0}$, then (22) for the values $\tilde{\tilde{\Phi}}_{\ell}(k)$.

Notice that all these values could have been approximately obtained via the cascade algorithm (see [Daub 92]).


Fig. 4. Interpolation error (left column) and projection error (right column) in space $V_{8}$ for $f(x)=\sin (2 \pi x) \sin (50 x)$, for $N=q=2$ (first row), $N=4, q=5$ (second row), and $N=6, q=8$ (last row).

## 8. Numerical results.

8.1. Interpolation and projection error. It becomes possible then to compute numerically the projection on $V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$ of a given function $f$.

To compare the interpolation error at the edges and in the interior, we draw the points:

$$
\left(\frac{k}{2^{p}},\left(f-\tilde{f}_{j}\right)\left(\frac{k}{2^{p}}\right)\right)_{0 \leq k \leq 2^{p}}
$$

where $\tilde{f}_{j}$ is the interpolating function of $f$ in $V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$, computed by the procedure described in section 7 , from the values of $f$ at node points $k / 2^{j}$.

To compare this interpolation error to the projection error $\left(f-P_{V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)} f\right)$, we also draw the points

$$
\left(\frac{k}{2^{p}},\left(f-P_{V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)} \tilde{f}_{j+4}\right)\left(\frac{k}{2^{p}}\right)\right)_{0 \leq k \leq 2^{p}}
$$

In this case, the interpolation error to compute $\tilde{f}_{j+4}$ will be negligible with regard to the projection in $V_{j}^{[0,1]}\left(\Lambda_{0}, \Lambda_{1}\right)$.

Figure 4 represents these curves plotted for $(N=2, q=2),(N=4, q=5)$, and $(N=6, q=8)(q+1$ is the number of nodes defined in (36) for the quadrature formulae), and $j=8, p=9$ and without boundary conditions, analyzing the projection of $f(x)=\sin (2 \pi x) \sin (50 x)$.

Experiments show that the interpolation procedure has the same order of accuracy as the projection error. In both cases, we can see that the error is not satisfactory at edge 1 , comparatively with the interior. This difference between the error in the interior and the error at the edges grows rapidly with the order $N$ of vanishing moments. However, numerical experiments show that the global error decreases as expected, both in the interior and at the edges, when $j$ is growing. This (relatively) bad result at edge 1 can be interpreted in two manners.

The interpolation error at edge 1 comes from the fact that in the quadrature formula, the $N+1$ equidistant nodes are localized near the edge. Recalling that the length of the support of the edge basis functions is $2^{-j}(2 N-1)$ at scale $j$, the nodes cover only half the support of the integrated function! Since usual Daubechies compactly supported wavelets present a strong asymmetry, they are more localized at the left of their support. If we had chosen the least asymmetric ones, the interpolation error would be shared by the two edges.

The projection error at the edges is due to the fact that we keep only $N$ functions at each edge, whereas there are $2 N-1$ scaling functions of $\mathbb{R}$ that contain 0 in their support. The consequence is that there is a loss at the edges of the superconvergence phenomenon observed for the wavelet approximation on $\mathbb{R}$ [Go 95]. The fact that this problem is not visible at the edge 0 comes from the strong asymmetry of the chosen wavelets.

Note that the curves plotted in Figure 4 are very close to those obtained by Masson in [Mass 96], studying the projection error with biorthogonal wavelet bases on the interval.


Fig. 5. Derivative error for $N=4$ (left column) and $N=6$ (right column) of $f(x)=$ $\sin (2 \pi x) \sin (50 x)(j=8$ scales $)$.
8.2. Derivative error. We draw on Figure 5 the derivative error for $N=4$ and $N=6$ vanishing moments, without boundary conditions for $f(x)=\sin (2 \pi x) \sin (50 x)$, between the exact derivative and the derivative obtained by the Galerkin procedure, as explained in section 6 , for $j=8$ scales. As previously, this derivative error being linked to the projection error, the accuracy is lost at the right edge.
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#### Abstract

Simple explicit estimates are presented for the viscosity solution of the Cauchy problem for the Hamilton-Jacobi equation where either the Hamiltonian or the initial data are the sum of a convex and a concave function. The estimates become equalities whenever a "minmax" equals a "maxmin" and thus a representation formula for the solution is obtained, generalizing the classical Hopf formulas as well as some formulas of Kružkov [Functional Anal. Appl., 2 (1969), pp. 128-136].
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1. Introduction. We consider the initial value problem for the Hamilton-Jacobi equation

$$
\begin{cases}(H J) \quad u_{t}+H\left(D_{x} u\right)=0 & \text { in } \mathbb{R}^{N} \times(0, T) \\ (I C) \quad u(x, 0)=u_{0}(x) & \text { in } \mathbb{R}^{N} \times\{0\}\end{cases}
$$

where $H \in C\left(\mathbb{R}^{N}\right)$ is continuous and $u_{0}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is uniformly continuous. This problem has a unique viscosity solution $u$ in the space $U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ of the continuous functions which are uniformly continuous in $x$ uniformly in $t$, see [23] or [15] (for the general theory of viscosity solutions we refer to [12, 14, 5, 34, 2]).

We are interested in giving explicit pointwise upper and lower bounds for the solution, yielding in some cases a representation formula for $u$, and involving only a finite number of max-min operations over finite dimensional sets of parameters. The prototypes of this sort of results are the first Hopf formula (sometimes called Lax formula)

$$
\begin{align*}
u(x, t): & =\inf _{z \in \mathbb{R}^{N}} \sup _{y \in \mathbb{R}^{N}}\left\{u_{0}(z)+y \cdot(x-z)-t H(y)\right\} \\
& =\min _{z \in \mathbb{R}^{N}}\left\{u_{0}(z)+t H^{*}\left(\frac{x-z}{t}\right)\right\}  \tag{1.1}\\
& =\min _{k \in \mathbb{R}^{N}}\left\{u_{0}(x-t k)+t H^{*}(k)\right\}
\end{align*}
$$

holding for convex (or concave) Hamiltonian and Lipschitz initial data [22, 30, 19, 3, 18], or for Lipschitz and convex $H$ and continuous $u_{0}$ [34, section 10.1], or also for strictly convex Hamiltonian and lower semicontinuous (l.s.c.) $u_{0}[26,27]$, and the second Hopf formula

$$
\begin{align*}
u(x, t): & =\sup _{y \in \mathbb{R}^{N}} \inf _{z \in \mathbb{R}^{N}}\left\{u_{0}(z)+y \cdot(x-z)-t H(y)\right\} \\
& =\max _{y \in \mathbb{R}^{N}}\left\{x \cdot y-u_{0}^{*}(y)-t H(y)\right\} \tag{1.2}
\end{align*}
$$

[^63]in the case of Lipschitz and convex (or concave) initial data and merely continuous Hamiltonian [22, 3, 31], or for convex $u_{0}$ and Lipschitz $H$ [34, section 10.1]. Here $H^{*}$ and $u_{0}^{*}$ denote, respectively, the Legendre transforms (convex conjugates) of $H$ and $u_{0}$, and in the following we denote with $F^{*}$ also the Legendre transform of a concave function $F$, namely,
$$
F^{*}(y)=-(-F)^{*}(y)=\inf _{x \in \mathbb{R}^{N}}\{-x \cdot y-F(x)\}
$$

Let us mention that both formulas were recently extended to the case of quasiconvex data by means of a suitable notion of quasiconvex conjugate function [8, 9, 10].

Our main results are the following extensions of the Hopf formulas.
THEOREM A. If $H(p)=H_{1}(p)+H_{2}(p)$ with $H_{1}$ convex, $H_{2}$ concave, and $u_{0}$ is uniformly continuous, then the unique viscosity solution $u \in U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ of $(H J)(I C)$ satisfies

$$
\max _{w \in \mathbb{R}^{N}} \min _{k \in \mathbb{R}^{N}} g(k, w, x, t) \leq u(x, t) \leq \min _{k \in \mathbb{R}^{N}} \max _{w \in \mathbb{R}^{N}} g(k, w, x, t),
$$

where $g(k, w, x, t):=u_{0}(x-t(k-w))+t H_{1}^{*}(k)+t H_{2}^{*}(w)$.
Theorem B. If $u_{0}=u_{1}+u_{2}$, with $u_{1}$ convex and Lipschitz continuous, $u_{2}$ concave and Lipschitz continuous, and $H \in C\left(\mathbb{R}^{N}\right)$, then the unique viscosity solution $u \in$ $U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ of $(H J)(I C)$ satisfies

$$
\max _{k \in \mathbb{R}^{N}} \min _{w \in \mathbb{R}^{N}} f(k, w, x, t) \leq u(x, t) \leq \min _{w \in \mathbb{R}^{N}} \max _{k \in \mathbb{R}^{N}} f(k, w, x, t)
$$

where $f(k, w, x, t):=x \cdot(k+w)-u_{1}^{*}(k)-u_{2}^{*}(-w)-t H(k+w)$.
The main features of the estimates of both theorems are that
(i) all the inequalities are equalities at the initial time $t=0$,
(ii) the lower and upper bound on $u$ are, respectively, the max-min and the minmax of the same family of explicit functions, so they might be shown to coincide in many cases.

These properties suggest that one should be able to derive a representation formula for $u$ at least for short times, by applying some min-max theorem. Indeed, we give results of this kind under some additional assumptions on the data.

Also note that the assumption that $H$ be the sum of a convex and a concave function, is a rather mild regularity property which is satisfied, for instance, by semiconcave or semiconvex functions, e.g., by functions with second derivatives bounded either from above or below.

Theorem A contains as a special case the extension of the first Hopf formula (1.1) to the case of uniformly continuous initial data. Moreover, the representation formula we obtain for short times coincides with a formula of Kružkov [28] for the short time classical solution of $(H J)(I C)$ in the case of smooth data.

On the other hand, Theorem B contains the second Hopf formula (1.2), as well as the estimates of Bardi and Osher [4] for the case of initial data sum of a convex function in a group of variables and a concave function in the remaining variables. Indeed we use their result to prove Theorem B. A similar pair of inequalities for some special Hamiltonians is the intermediate step in the proof of Theorem A. We borrow from Kružkov [28] an idea of "doubling the variables" to complete the proofs once this first step is established.

If the Hamiltonian depends explicitly on the variable $x$, i.e., $H=H\left(x, D_{x} u\right)$, then the solution $u$ of $(H J)(I C)$ can be represented as the value function of a differential
game, that is, as an inf-sup over infinite dimensional sets of controls and strategies, see $[20,25]$. Here we show that for some Hamiltonians depending on $x$ in a rather special way one can derive a much simpler representation formula by using Theorem A or B after a change of variables.

The classical Hopf formulas are important tools for the study of several properties of solutions of Hamilton-Jacobi equations, such as the asymptotic behavior as time goes to infinity $[30,6]$, the connection with geometric solutions in the sense of symplectic mechanics [11], uniqueness [7], and they have been used for numerical schemes $[4,33,16,17]$. Moreover, from any formula for a viscosity solution of $(H J)$ one derives a representation formula for the entropy weak solution of a scalar conservation law, such as the Lax-Oleinik formula if one starts from the first Hopf formula, see, e.g., $[13,32,18]$. The results of this paper have similar applications that will be studied elsewhere.

The paper is organized as follows. In section 2 we extend the first Hopf formula to the case of uniformly continuous initial data. In section 3 we prove Theorem A and some related results. Section 4 is devoted to the proof of Theorem B. In section 5 we describe some cases where Theorems A and B give representation formulas for the solution, as well as some examples where the inequalities are strict. Finally, in section 6 we give an extension to equations with Hamiltonian depending on $x$.
2. First Hopf formula for uniformly continuous initial data. In this section, we revisit the first Hopf formula (1.1) for convex Hamiltonian $H$ under the relaxed assumption $u_{0} \in U C\left(\mathbb{R}^{N}\right)$ on the initial data. The main result of the section is in the following.

THEOREM 2.1. If $H: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is convex and $u_{0}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ uniformly continuous, then

$$
u(x, t):= \begin{cases}\min _{z \in \mathbb{R}^{N}}\left\{u_{0}(z)+t H^{*}\left(\frac{x-z}{t}\right)\right\} & \text { in } \mathbb{R}^{N} \times(0,+\infty)  \tag{2.1}\\ u_{0}(x) & \text { in } \mathbb{R}^{N} \times\{0\}\end{cases}
$$

gives the unique viscosity solution of $(H J)(I C)$ in the space $U C_{x}\left(\mathbb{R}^{N} \times[0,+\infty)\right)$ of continuous functions of ( $x, t$ ), uniformly continuous in $x$, uniformly in $t$.

The proof of Theorem 2.1 is only slightly different from its previous editions, such as in $[30,3,18]$, so we omit it. We check only that (2.1) defines a function of $U C_{x}\left(\mathbb{R}^{N} \times[0,+\infty)\right)$, in particular, that $u(x, t)$ is continuous in $t$ because the proof of this part is different. Note that in $[18,3]$ the authors proved that $u_{0}$ Lipschitzean implies that $u$ defined by (2.1) is itself Lipschitzean in both $x$ and $t$, which is not necessarily true in our case.

Let us observe that the min in (2.1) is attained because $H^{*}$ is l.s.c. and superlinear, i.e., $\lim _{|p| \rightarrow+\infty} H^{*}(p) /|p|=+\infty$.

As done in [18], it can be shown that for any fixed $x \in \mathbb{R}^{N}$, and $t>0$

$$
\begin{equation*}
u(x, t)=\min _{y \in \mathbb{R}^{N}}\left\{u(y, s)+(t-s) H^{*}\left(\frac{x-y}{t-s}\right)\right\} \tag{2.2}
\end{equation*}
$$

for any fixed $s \in[0, t]$, and this crucial relation is used throughout the proof of the theorem. We need the following lemma.

Lemma 2.2. Let $x \in \mathbb{R}^{N}, t \geq 0$. If $z^{*}:=z^{*}(x, t) \in \mathbb{R}^{N}$ is such that

$$
u(x, t)=u_{0}\left(z^{*}\right)+t H^{*}\left(\frac{x-z^{*}}{t}\right)
$$

then

$$
\begin{equation*}
\lim _{t \rightarrow 0+} z^{*}(x, t)=x . \tag{2.3}
\end{equation*}
$$

Moreover, for any fixed $h \in[0, t]$, let $y^{*}:=y^{*}(x, t, h)$ be such that

$$
u(x, t)=u\left(y^{*}, t-h\right)+h H^{*}\left(\frac{x-y}{h}\right) .
$$

Then,

$$
\begin{equation*}
\lim _{h \rightarrow 0+} y^{*}(x, t, h)=x . \tag{2.4}
\end{equation*}
$$

Proof. Fix any $\delta>0,0<t<\delta$, and $b \in \operatorname{dom}\left(H^{*}\right)$. Since $u(x, t) \leq t H^{*}(b)+$ $u_{0}(x-t b)$, we have

$$
t H^{*}\left(\frac{x-z^{*}}{t}\right) \leq u_{0}(x-t b)-u_{0}\left(z^{*}\right)+t H^{*}(b) .
$$

It is easy to check that $H^{*}$ is superlinear, that is, $|v|=H^{*}(v) o(1)$, as $|v| \rightarrow+\infty$. Then

$$
\left|x-z^{*}\right| \leq o(1)\left(u_{0}(x-t b)-u_{0}\left(z^{*}\right)+t H^{*}(b)\right),
$$

for $\left|x-z^{*}\right| / t \rightarrow+\infty$. Now observe that $u_{0} \in U C\left(\mathbb{R}^{N}\right)$ implies that for all $z \in \mathbb{R}^{N}$, $|u(z)| \leq C(1+|z|)$ for some constant $C>0$. Hence, $\exists C_{1}>0$ such that

$$
\begin{equation*}
\left|x-z^{*}\right| \leq o(1)\left(C\left|z^{*}\right|+C_{1}\right), \tag{2.5}
\end{equation*}
$$

and then $\exists C_{2}>0$ such that

$$
\begin{equation*}
\left|z^{*}\right|(1+C o(1)) \leq C_{2}+o(1) \tag{2.6}
\end{equation*}
$$

for $\left|x-z^{*}\right| / t \rightarrow+\infty$. Let $t_{n}$ be any sequence such that $t_{n} \rightarrow 0+$, as $n \rightarrow \infty$. We claim that $z_{n}^{*}:=z_{n}^{*}\left(x, t_{n}\right)$ is bounded. In fact, if this is false, then we can find a subsequence $t_{n_{k}}$ such that $\left|z_{n_{k}}^{*}\right| \rightarrow+\infty$, as $k \rightarrow \infty$. In this case $\left|x-z_{n_{k}}^{*}\right| / t_{n_{k}} \rightarrow+\infty$, as $k \rightarrow \infty$, then plugging $z_{n_{k}}^{*}$ into (2.6) and passing to limits as $k \rightarrow \infty$, we derive a contradiction.

In order to prove that (2.3) holds, we assume by contradiction that $t_{n}$ is a sequence such that $t_{n} \rightarrow 0+$, as $n \rightarrow \infty$, and $\left|z_{n}^{*}-x\right| \geq \alpha>0$ for all $n \in \mathbb{N}$ and for some $\alpha>0$. Again, $\left|x-z_{n}^{*}\right| / t_{n} \rightarrow+\infty$, as $n \rightarrow \infty$, and by passing to limits in (2.5) we get a contradiction.

The second assertion can be proved in a similar way using (2.2).
Proposition 2.3. In the hypotheses of Theorem 2.1, $u(x, t)$, defined by (2.1), is a continuous function of ( $x, t$ ); it is also uniformly continuous in $x$, uniformly in $t$.

Proof. It can be easily shown that $|u(x, t)-u(\bar{x}, t)| \leq \omega_{0}(|x-\bar{x}|)$ for any $x, \bar{x} \in$ $\mathbb{R}^{N}, t>0$, where $\omega_{0}$ is a modulus of continuity for $u_{0}$ (see $[18,3]$ ).

Then, we observe that

$$
\left|u(y, t)-u_{0}(x)\right| \leq \omega_{0}(|x-y|)+\left|u(x, t)-u_{0}(x)\right|
$$

so it's enough to show that $\left|u(x, t)-u_{0}(x)\right| \rightarrow 0$, as $t \rightarrow 0+$. Pick $z^{*}=z^{*}(x, t)$ as in (2.2), and note that $H^{*}(v) \geq-H(0), \forall v \in \mathbb{R}^{N}$. Hence,

$$
u_{0}(x)-u(x, t) \leq \omega_{0}\left(\left|x-z^{*}\right|\right)+|H(0)| t
$$

and the right-hand side tends to 0 as $t$ tends to $0+$. Also, for any fixed $b \in \operatorname{dom}\left(H^{*}\right)$, we have

$$
\begin{aligned}
u(x, t)-u_{0}(x) & \leq u_{0}(x-t b)+t H^{*}(b)-u_{0}(x) \\
& \leq \omega_{0}(|b| t)+\left|H^{*}(b)\right| t
\end{aligned}
$$

and again the right-hand side goes to 0 , as $t \rightarrow 0+$.
We see last that $t \mapsto u(x, t)$ is continuous, for any fixed $x \in \mathbb{R}^{N}$. Suppose $\bar{t}<t$. From (2.2) we derive

$$
u(x, t) \leq(t-\bar{t}) H^{*}\left(\frac{x-y}{t-\bar{t}}\right)+u(y, t)
$$

where $y$ can be chosen in such a way that $q:=x-y /(t-\bar{t}) \in \operatorname{dom}\left(H^{*}\right)$. Then,

$$
u(x, t)-u(x, \bar{t}) \leq \omega_{0}(|q||t-\bar{t}|)+\left|H^{*}(q)\right||t-\bar{t}|
$$

Now we choose $y^{*}=y^{*}(x, t, t-\bar{t})$ as in (2.4). Then,

$$
u(x, \bar{t})-u(x, t) \leq \omega_{0}\left(\left|y^{*}-x\right|\right)+|H(0)||t-\bar{t}|
$$

and the proof is complete by Lemma 2.2.
Remark. It was shown by other authors that the first Hopf formula (2.1) gives the viscosity solution of $(H J)(I C)$ under weaker assumptions on the initial data and stronger hypotheses on the Hamiltonian. Subbotin [34, Proposition 10.3] proved that if $H$ is Lipschitz continuous and $u_{0}$ is merely continuous, then (2.1) gives the unique minimax solution, and therefore viscosity solution, of the problem. Kružkov [26, 27] proved that in the case of l.s.c. $u_{0}$ with at most linear growth at infinity and $H$ of class $C^{2}$ with positive least eigenvalue of the Hessian matrix, (2.1) gives the unique generalized solution of $(H J)(I C)$ in his sense, which is equivalent to the viscosity sense.
3. Estimates for the solution for Hamiltonians sum of a convex and a concave function. Now we relax the convexity hypothesis on $H$, replace it with

$$
\begin{cases}H_{1}: \mathbb{R}^{N} \rightarrow \mathbb{R} & \text { convex }  \tag{H1}\\ H_{2}: \mathbb{R}^{N} \rightarrow \mathbb{R} & \text { concave } \\ H(p)=H_{1}(p)+H_{2}(p), & \end{cases}
$$

still assume $u_{0}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ uniformly continuous, and under these assumptions we prove sharp estimates for the solution of $(H J)(I C)$. To this end, set $g: \mathbb{R}^{N} \times \mathbb{R}^{N} \times$ $\mathbb{R}^{N} \times[0,+\infty) \rightarrow \mathbb{R}$

$$
\begin{equation*}
g(k, w, x, t):=u_{0}(x-t(k-w))+t H_{1}^{*}(k)+t H_{2}^{*}(w) \tag{3.1}
\end{equation*}
$$

where $H_{1}^{*}, H_{2}^{*}$ are, respectively, the Legendre transforms of $H_{1}, H_{2}$. Set also

$$
\begin{equation*}
u_{-}(x, t):=\sup _{w \in \mathbb{R}^{N}} \inf _{k \in \mathbb{R}^{N}} g(k, w, x, t) \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
u_{+}(x, t):=\inf _{k \in \mathbb{R}^{N}} \sup _{w \in \mathbb{R}^{N}} g(k, w, x, t) \tag{3.3}
\end{equation*}
$$

ThEOROM A. Assume $u_{0}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ uniformly continuous and (H1). Then the unique viscosity solution $u \in U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ of $(H J)(I C)$ satisfies

$$
\begin{equation*}
u_{-}(x, t) \leq u(x, t) \leq u_{+}(x, t) \tag{3.4}
\end{equation*}
$$

for all $(x, t) \in \mathbb{R}^{N} \times[0, T]$.
Remark. Note that for $t=0$ the inequalities in (3.4) are equalities and $u_{-}(x, 0)=$ $u(x, 0)=u_{+}(x, 0)=u_{0}(x)$. Note further that if $H_{2}=0$, then

$$
H_{2}^{*}(p)= \begin{cases}-\infty & \text { if } p \neq 0 \\ 0 & \text { if } p=0\end{cases}
$$

and a simple computation shows that $u_{-}, u_{+}$(and then $u$ itself) are both given by the Hopf formula for convex Hamiltonian. Similarly, if $H_{1}=0$ we get the Hopf formula for concave Hamiltonian.

The proof of Theorem A consists essentially of two steps. First, we follow an idea of Kružkov [28], and show in Lemma 3.1 that the solution $u$ of $(H J)(I C)$ can be related to the solution of the following Cauchy problem in doubled state variables

$$
\left\{\begin{array}{lll}
U_{t}+H_{1}\left(D_{y} U\right)+H_{2}\left(D_{z} U\right)=0 & \text { in } \mathbb{R}^{2 N} \times(0, T) & \left(H J^{\prime}\right) \\
U(y, z, 0)=u_{0}(y+z) & \text { in } \mathbb{R}^{2 N} \times\{0\} & \left(I C^{\prime}\right)
\end{array}\right.
$$

where $U$ is the unknown, and $D_{y} U$ (respectively, $D_{z} U$ ) denotes the gradient of $U$ with respect to the first (resp., the last) $N$ space variables. Next, we prove an estimate like (3.4) in the case of $H_{1}$ depending only on the first $j$ variables and $H_{2}$ depending only on the last $N-j$ (forthcoming Proposition 3.2). Finally, we apply this result to $\left(H J^{\prime}\right)\left(I C^{\prime}\right)$ and derive (3.4) from the related estimate on $U$.

Lemma 3.1. The function $u(x, t)$ is a viscosity solution of $(H J)(I C)$ if and only if $U(y, z, t):=u(y+z, t)$ is a viscosity solution of $\left(H J^{\prime}\right)\left(I C^{\prime}\right)$.

Proof. Let $\left(x_{0}, t_{0}\right)$ be fixed in $\mathbb{R}^{N} \times(0, T)$, and $y_{0}, z_{0} \in \mathbb{R}^{N}$ such that $y_{0}+z_{0}=$ $x_{0}$. Trivially, $u$ satisfies $(I C)$ if and only if $U$ satisfies $\left(I C^{\prime}\right)$. First we show that if $U(y, z, t)=u(y+z, t)$ is a viscosity solution of $\left(H J^{\prime}\right)$ then $u(x, t)$ is a viscosity solution of $(H J)$. Consider a test function $\psi \in C^{1}\left(\mathbb{R}^{N} \times(0, T)\right)$ such that $u-\psi$ has a local maximum at $\left(x_{0}, t_{0}\right)$, and set $\varphi(y, z, t):=\psi(y+z, t)$. Then,

$$
(U-\varphi)(y, z, t) \leq(U-\varphi)\left(y_{0}, z_{0}, t_{0}\right)
$$

for every $(y, z, t)$ sufficiently close to $\left(y_{0}, z_{0}, t_{0}\right)$. Hence, since $U$ is a subsolution of $\left(H J^{\prime}\right)$, we have

$$
\varphi_{t}+H_{1}\left(D_{y} \varphi\right)+H_{2}\left(D_{z} \varphi\right) \leq 0 \quad \text { at } \quad\left(y_{0}, z_{0}, t_{0}\right)
$$

and by replacing $\varphi_{t}, D_{y} \varphi, D_{z} \varphi$ with the corresponding expressions involving $\psi$, we deduce

$$
\psi_{t}+H\left(D_{x} \psi\right) \leq 0 \quad \text { at } \quad\left(x_{0}, t_{0}\right)
$$

Since $\left(x_{0}, t_{0}\right)$ was arbitrary, we have proved that $u$ is a subsolution of $(H J)$. By similar reasoning, we also obtain that $u$ is a supersolution of $(H J)$.

Next we show that if $u$ is a viscosity solution of $(H J)$, then $U(y, z, t)=u(y+z, t)$ is a viscosity solution of $\left(H J^{\prime}\right)$. Let $\left(y_{0}, z_{0}, t_{0}\right) \in \mathbb{R}^{N} \times \mathbb{R}^{N} \times(0, T)$ and $\varphi \in C^{1}\left(\mathbb{R}^{N} \times\right.$ $\left.\mathbb{R}^{N} \times(0, T)\right)$ such that $U-\varphi$ has a local maximum at $\left(y_{0}, z_{0}, t_{0}\right)$. Adding if necessary a constant to $\varphi$, we may assume

$$
\begin{equation*}
(U-\varphi)(y, z, t) \leq(U-\varphi)\left(y_{0}, z_{0}, t_{0}\right)=0 \tag{3.5}
\end{equation*}
$$

for all $(y, z, t)$ near $\left(y_{0}, z_{0}, t_{0}\right)$. Thus, by fixing $z=z_{0}$ and using the definition of $U$, we get

$$
\begin{equation*}
u\left(y+z_{0}, t\right)-\varphi\left(y, z_{0}, t\right) \leq u\left(y_{0}+z_{0}, t_{0}\right)-\varphi\left(y_{0}, z_{0}, t_{0}\right) \tag{3.6}
\end{equation*}
$$

for all $(y, t)$ close to $\left(y_{0}, t_{0}\right)$. Since $\varphi\left(\cdot, z_{0}, \cdot\right) \in C^{1}\left(\mathbb{R}^{N} \times(0, T)\right)$ and $(y, t) \mapsto u\left(y+z_{0}, t\right)$ is itself a viscosity solution of $(H J)$ (easy proof), (3.6) establishes

$$
\varphi_{t}+H_{1}\left(D_{y} \varphi\right)+H_{2}\left(D_{z} \varphi\right) \leq 0 \quad \text { at } \quad\left(y_{0}, z_{0}, t_{0}\right)
$$

To demonstrate that $U$ is a subsolution of $\left(H J^{\prime}\right)$ at $\left(y_{0}, z_{0}, t_{0}\right)$ it is enough to show that

$$
D_{y} \varphi\left(y_{0}, z_{0}, t_{0}\right)=D_{z} \varphi\left(y_{0}, z_{0}, t_{0}\right)
$$

Set $z:=z_{0}-s e_{i}$ and $y:=y_{0}+s e_{i}$, where $s \in \mathbb{R}$, note that (3.5) holds for $|s|$ small enough and gives

$$
\varphi\left(y_{0}, z_{0}, t_{0}\right)-\varphi\left(y_{0}+s e_{i}, z_{0}-s e_{i}, t_{0}\right) \leq 0
$$

We divide both sides by $s>0(s<0)$, and by passing to limits as $s \rightarrow 0+$ (resp., as $s \rightarrow 0-$ ) we obtain $\partial \varphi / \partial y_{i} \leq \partial \varphi / \partial z_{i}$ (resp., $\left.\partial \varphi / \partial y_{i} \geq \partial \varphi / \partial z_{i}\right)$ at $\left(y_{0}, z_{0}, t_{0}\right)$, and then $D_{y} \varphi=D_{z} \varphi$ at $\left(y_{0}, z_{0}, t_{0}\right)$.

In a similar way we can show that $U$ is a supersolution of $\left(H J^{\prime}\right)$ at an arbitrarily fixed ( $y_{0}, z_{0}, t_{0}$ ), and thus the proof is complete.

From now on, we write $p=\left(p_{A}, p_{B}\right)$ and mean $p_{A} \in \mathbb{R}^{j}, p_{B} \in \mathbb{R}^{N-j}$.
Proposition 3.2. Assume $u_{0} \in U C\left(\mathbb{R}^{N}\right), H_{1}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ convex, $H_{2}: \mathbb{R}^{N} \rightarrow$ $\mathbb{R}$ concave, and $H(p)=H_{1}\left(p_{A}\right)+H_{2}\left(p_{B}\right)$. Then the unique viscosity solution $u \in$ $U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ satisfies for all $(x, t) \in \mathbb{R}^{N} \times[0, T]$

$$
\begin{equation*}
\sup _{z_{B} \in \mathbb{R}^{N-j}} \inf _{z_{A} \in \mathbb{R}^{j}} G(z, x, t) \leq u(x, t) \leq \inf _{z_{A} \in \mathbb{R}^{j}} \sup _{z_{B} \in \mathbb{R}^{N-j}} G(z, x, t) \tag{3.7}
\end{equation*}
$$

where $G: \mathbb{R}^{N} \times \mathbb{R}^{N} \times[0,+\infty) \rightarrow \mathbb{R}$ is either defined by

$$
\begin{equation*}
G(z, x, t)=u_{0}\left(x_{A}-t z_{A}, x_{B}+t z_{B}\right)+t H_{1}^{*}\left(z_{A}\right)+t H_{2}^{*}\left(z_{B}\right) \tag{3.8}
\end{equation*}
$$

or, for $t \neq 0$, by

$$
\begin{equation*}
G(z, x, t)=u_{0}(z)+t H_{1}^{*}\left(\frac{x_{A}-z_{A}}{t}\right)+t H_{2}^{*}\left(\frac{z_{B}-x_{B}}{t}\right) \tag{3.9}
\end{equation*}
$$

Proof. We prove (3.7) for $G$ given by (3.8): the other case can be immediately derived from the change of variables $w=x-t z$. Since $H_{2}$ can be written as the Legendre transform of $H_{2}^{*}$, we have

$$
H(p) \leq H_{1}\left(p_{A}\right)-z_{B} \cdot p_{B}-H_{2}^{*}\left(z_{B}\right)=: \mathcal{H}\left(z_{B}, p\right)
$$

$\forall z_{B} \in \mathbb{R}^{N-j}$. Let $z_{B} \in \operatorname{dom}\left(H_{2}^{*}\right)$ be fixed; then $H_{2}^{*}\left(z_{B}\right)>-\infty$. The Legendre transform of the convex function $p \mapsto \mathcal{H}\left(z_{B}, p\right)$ is then given by

$$
\mathcal{H}^{*}\left(z_{B}, p\right)= \begin{cases}H_{2}^{*}\left(z_{B}\right)+H_{1}^{*}\left(p_{A}\right), & \text { if } p_{B}=-z_{B} \\ +\infty, & \text { if } p_{B} \neq-z_{B}\end{cases}
$$

Let's now consider the following Cauchy problem:

$$
\begin{cases}\psi_{t}+\mathcal{H}\left(z_{B}, D_{x} \psi\right)=0 & \text { in } \mathbb{R}^{N} \times(0, T) \\ \psi\left(z_{B}, x, 0\right)=u_{0}(x) & \text { in } \mathbb{R}^{N} \times\{0\}\end{cases}
$$

Its unique viscosity solution is given by the first Hopf formula that is

$$
\begin{align*}
\psi\left(z_{B}, x, t\right)= & \min _{z_{A} \in \mathbb{R}^{j}}\left\{u_{0}\left(x_{A}-t z_{A}, x_{B}+t z_{B}\right)+t H_{2}^{*}\left(z_{B}\right)+t H_{1}^{*}\left(z_{A}\right)\right\} \\
& =\min _{z_{A} \in \mathbb{R}^{j}} G(z, x, t)  \tag{3.10}\\
& =\min _{z_{A} \in \operatorname{dom}\left(H_{1}^{*}\right)} G(z, x, t)
\end{align*}
$$

Furthermore, $\psi\left(z_{B}, x, t\right)$ is a subsolution of $(H J)(I C)$, since

$$
\varphi_{t}+H\left(D_{x} \varphi\right) \leq \varphi_{t}+\mathcal{H}\left(z_{B}, D_{x} \varphi\right) \leq 0, \quad \text { at }(x, t)
$$

for any $x \in \mathbb{R}^{N}$ and $t>0$, provided that $\varphi \in C^{1}\left(\mathbb{R}^{N} \times(0, T)\right)$ is a test function such that $\psi\left(z_{B}, \cdot, \cdot\right)-\varphi(\cdot, \cdot)$ has a local maximum at $(x, t)$. Hence, a standard comparison theorem for unbounded viscosity solutions (see, e.g., [15]) gives

$$
\psi\left(z_{B}, x, t\right) \leq u(x, t) \quad \forall z_{B} \in \operatorname{dom}\left(H_{2}^{*}\right)
$$

By taking the supremum for $z_{B} \in \operatorname{dom}\left(H_{2}^{*}\right)$ we deduce

$$
\sup _{z_{B} \in \operatorname{dom}\left(H_{2}^{*}\right)} \psi\left(z_{B}, x, t\right)=\sup _{z_{B} \in \operatorname{dom}\left(H_{2}^{*}\right)} \min _{z_{A} \in \operatorname{dom}\left(H_{1}^{*}\right)} G(z, x, t) \leq u(x, t)
$$

that is the first inequality in (3.7), for we note that

$$
\sup _{z_{B} \in \operatorname{dom}\left(H_{2}^{*}\right)} \min _{z_{A} \in \operatorname{dom}\left(H_{1}^{*}\right)} G(z, x, t)=\sup _{z_{B} \in \mathbb{R}^{N-j}} \min _{z_{A} \in \mathbb{R}^{j}} G(z, x, t)
$$

The second inequality in (3.7) can be derived by similar reasoning. We apply the first Hopf formula to compute the unique viscosity solution of

$$
\begin{cases}\xi_{t}+\tilde{\mathcal{H}}\left(z_{A}, D_{x} \xi\right)=0 & \text { in } \mathbb{R}^{N} \times(0, T) \\ \xi\left(z_{A}, x, 0\right)=u_{0}(x) & \text { in } \mathbb{R}^{N} \times\{0\}\end{cases}
$$

where

$$
\tilde{\mathcal{H}}\left(z_{A}, p\right):=z_{A} \cdot p_{A}-H_{1}^{*}\left(z_{A}\right)+H_{2}\left(p_{B}\right) \leq H(p)
$$

is a concave function of $p, \tilde{\mathcal{H}} \not \equiv-\infty$, for all fixed $z_{A} \in \operatorname{dom}\left(H_{1}^{*}\right)$. Similarly, we get

$$
\max _{z_{B} \in \mathbb{R}^{N-j}} G(z, x, t)=\xi\left(z_{A}, x, t\right) \geq u(x, t)
$$

by means of the same comparison theorem, and draw the conclusion by taking the infimum for $z_{A} \in \operatorname{dom}\left(H_{1}^{*}\right)$.

Proof of Theorem A. We observe that the initial data $U_{0}(y, z)=u_{0}(y+z)$ and the Hamiltonian $h(p, q)=H_{1}(p)+H_{2}(q)$ of the problem $\left(H J^{\prime}\right)\left(I C^{\prime}\right)$ satisfy the assumptions of Proposition 3.2, and then the unique viscosity solution $U(y, z, t)$ of $\left(H J^{\prime}\right)\left(I C^{\prime}\right)$ in $U C_{y, z}\left(\mathbb{R}^{N} \times \mathbb{R}^{N} \times \times[0, T]\right)$ verifies

$$
\begin{equation*}
U_{-}(y, z, t) \leq U(y, z, t) \leq U_{+}(y, z, t) \tag{3.11}
\end{equation*}
$$

where

$$
\begin{aligned}
& U_{-}(y, z, t)=\sup _{w \in \mathbb{R}^{N}} \inf _{k \in \mathbb{R}^{N}}\left\{u_{0}(y+z+t(w-k))+t H_{1}^{*}(k)+t H_{2}^{*}(w)\right\}, \\
& U_{+}(y, z, t)=\inf _{k \in \mathbb{R}^{N}} \sup _{w \in \mathbb{R}^{N}}\left\{u_{0}(y+z+t(w-k))+t H_{1}^{*}(k)+t H_{2}^{*}(w)\right\} .
\end{aligned}
$$

Since, by Lemma 3.1, $u(y+z, t)$ is a solution of $\left(H J^{\prime}\right)\left(I C^{\prime}\right)$, then it coincides with $U(y, z, t)$. Now we fix $z_{0} \in \mathbb{R}^{N}$. Then, for every $x \in \mathbb{R}^{N},(3.11)$ holds, in particular, for $z=z_{0}$ and $y=x-z_{0}$, which gives exactly (3.4).

Remark 1. Theorem A has an interpretation within the theory of differential games. Consider the controlled dynamical system

$$
y^{\prime}(s)=b(s)-a(s), \quad y(0)=x
$$

where the controls $a$ and $b$ belong to $\mathcal{L}=L^{1}\left([0, t], \mathbb{R}^{N}\right)$ and the cost functional

$$
J(a, b, x, t):=\int_{0}^{t}\left(H_{1}^{*}(a(s))+H_{2}^{*}(b(s))\right) d s+u_{0}(y(t))
$$

which the controller of $a$ seeks to minimize while that of $b$ wants to maximize. Consider the set of nonanticipating strategies $\mathcal{S}$, i.e., the maps $\alpha: \mathcal{L} \rightarrow \mathcal{L}$ such that, for all $\tau>0, b(s)=\tilde{b}(s)$ for all $s \leq \tau$ implies $\alpha[b](s)=\alpha[\tilde{b}](s)$ for all $s \leq \tau$. The value of this differential game is

$$
v(x, t):=\inf _{\alpha \in \mathcal{S}} \sup _{b \in \mathcal{L}} J(\alpha[b], b, x, t)=\sup _{\beta \in \mathcal{S}} \inf _{a \in \mathcal{L}} J(a, \beta[a], x, t),
$$

provided the last equality holds, and the PDE

$$
\begin{equation*}
u_{t}+H_{1}(D u)+H_{2}(D u)=0 \text { on } \mathbb{R}^{N} \times(0, \infty) \tag{3.12}
\end{equation*}
$$

is the Isaacs equation associated to the game by the dynamic programming method. By the results of $[20,25]$ the value function $v$ exists and it is the unique solution of (3.12) such that $u(x, 0)=u_{0}(x)$. On the other hand, if the choice of both controllers is restricted to constant controls $a(\cdot) \equiv k, b(\cdot) \equiv w$, we have the so-called game with simple motions, a static game where the decision variables $k$ and $w$ are chosen in $\mathbb{R}^{N}$. In this case

$$
J(a, b, x, t)=g(k, w, x, t)
$$

so $u_{-}(x, t)$ and $u_{+}(x, t)$ are, respectively, the lower and the upper value of this game. Therefore, Theorem A states that the value $v(x, t)$ of the differential game is between the lower and the upper value of the game with simple motions.

In the case of a single controller, i.e., either $H_{1}$ or $H_{2}$ is null, the first Hopf formula states that constant controls generate the same value function as integrable controls (see [3]). In general, this is no longer true for two controllers, as we will see on some examples in section 5 .

Remark 2. Observe that all 'inf' and 'sup' in (3.2), (3.3), (3.7) can be computed, respectively, on $\operatorname{dom}\left(H_{1}^{*}\right)$, $\operatorname{dom}\left(H_{2}^{*}\right)$ (see proof of Proposition 3.2), and that they are actually attained. For instance,

$$
\begin{equation*}
\sup _{z_{B}} \inf _{z_{A}} G(z, x, t)=\max _{z_{B}} \min _{z_{A}} G(z, x, t) \tag{3.13}
\end{equation*}
$$

In fact, directly from the first Hopf formula we get that 'inf' ='min,' and since the inf-envelope in (3.13) defines an upper semicontinuous (u.s.c.) function of $z_{B}$, and $\lim _{|p| \rightarrow+\infty} H_{2}^{*}(p) /|p|=-\infty$, we have also 'sup'='max.'

Remark 3. A simple computation shows that if $H_{1}$ (resp., $H_{2}$ ) depends only on the first $j$ variables (resp., the last $N-j$ variables) then $\operatorname{dom}\left(H_{1}\right) \subset\left\{\left(p_{A}, 0\right) \in \mathbb{R}^{N}\right.$ : $\left.p_{A} \in \mathbb{R}^{j}\right\}$ (resp., $\left.\operatorname{dom}\left(H_{2}\right) \subset\left\{\left(0, p_{B}\right) \in \mathbb{R}^{N}: p_{B} \in \mathbb{R}^{N-j}\right\}\right)$. Thus the inequalities in (3.7), which we use indeed to demonstrate Theorem A, are special cases of (3.4).

Remark 4. The functions $u_{-}, u_{+}$defined in Theorem A are, respectively, a sub and a supersolution of $(H J)(I C)$ in the generalized sense of Ishii [24].

Proof. Since $u_{-}$is l.s.c., we have to prove that the upper semicontinuous envelope $u_{-}$is a viscosity subsolution of $(H J)$ in the usual sense. By a result of Ishii [24], this is true if $u_{-}$is a (finite) sup of subsolutions. In the assertion and proof of Proposition 3.2, replace $N, j, x_{A}, x_{B}, z_{A}, z_{B}$ with, respectively, $2 N, N, y, z, k, w$, and consider for any fixed $w \in \operatorname{dom}\left(H_{2}^{*}\right)$, the function $\psi(w,(y, z), t)$ defined by (3.10) with such substitutions. Then $\psi$ is the solution of

$$
\begin{cases}\psi_{t}+\mathcal{H}\left(w, D_{y} \psi, D_{z} \psi\right)=0 & \text { in } \mathbb{R}^{2 N} \times(0, T) \\ \psi(w, y, z, 0)=u_{0}(y+z) & \text { in } \mathbb{R}^{2 N} \times\{0\}\end{cases}
$$

where, for $p, q \in \mathbb{R}^{N}$

$$
\begin{equation*}
\mathcal{H}(w, p, q):=H_{1}(p)-w \cdot q-H_{2}^{*}(w) \geq H_{1}(p)+H_{2}(q) \tag{3.14}
\end{equation*}
$$

Since the data of this problem satisfy the assumptions of Lemma 3.1, the unique viscosity solution of

$$
\begin{cases}\tilde{\psi}_{t}+\mathcal{H}\left(w, D_{x} \tilde{\psi}, D_{x} \tilde{\psi}\right)=0 & \text { in } \mathbb{R}^{N} \times(0, T), \\ \tilde{\psi}(w, x, 0)=u_{0}(x) & \text { in } \mathbb{R}^{N} \times\{0\}\end{cases}
$$

is given by $\tilde{\psi}(w, x, t):={ }_{\sim} \psi\left(w,\left(x_{0}, x-x_{0}\right), t\right)$, for any fixed $x_{0} \in \mathbb{R}^{N}$. Since (3.14) holds, we observe that $\tilde{\psi}(w, \cdot, \cdot)$ is a (continuous) subsolution of $(H J)(I C)$ for all $w \in \operatorname{dom}\left(H_{2}^{*}\right)$, and we reach the conclusion by noting that the proof of Proposition 3.2 gives

$$
u_{-}(x, t)=\max _{w \in \mathbb{R}^{N}} \psi\left(w,\left(x_{0}, x-x_{0}\right), t\right)
$$

A similar argument shows that $u_{+}$is a generalized supersolution of $(H J)(I C)$, i.e., its lower semicontinuous envelope is a viscosity supersolution.

Remark 5. In a special case, Kružkov proved that $U_{+}$is Lipschitz and satisfies $(H J)$ almost everywhere, see Theorem 4 in [28] for the precise assumptions.

Remark 6. It can be shown that if $u_{0}$ is Lipschitz continuous, then 'inf' and 'sup' in formulas (3.2), (3.3) can be computed on particular compact subsets of $\mathbb{R}^{N}$, i.e.,

$$
\max _{|w| \leq L_{2}} \min _{|k| \leq L_{1}} g(k, w, x, t) \leq u(x, t) \leq \min _{|k| \leq L_{1}} \max _{|w| \leq L_{2}} g(k, w, x, t)
$$

where $L_{1}$ (resp., $L_{2}$ ) is the Lipschitz constant of $H_{1}$ (resp., $H_{2}$ ) on $\bar{B}\left(0, \operatorname{Lip}\left(u_{0}\right)\right)$. This result follows from the lemma below.

Lemma 3.3. Let the hypotheses of Proposition 3.2 be satisfied, assume $u_{0}$ Lipschitz continuous, and let $L_{1}>0$ (respectively, $L_{2}>0$ ) be such that $\left|H_{1}\left(p_{A}\right)-H_{1}\left(q_{A}\right)\right| \leq$ $L_{1}\left|p_{A}-q_{A}\right|$, for all $\left|p_{A}\right|,\left|q_{A}\right| \leq \operatorname{Lip}\left(u_{0}\right)$, (resp., $\left|H_{2}\left(p_{B}\right)-H_{2}\left(q_{B}\right)\right| \leq L_{2}\left|p_{B}-q_{B}\right|$, for all $\left|p_{B}\right|,\left|q_{B}\right| \leq \operatorname{Lip}\left(u_{0}\right)$,). Then, for any compact $K_{1} \subset \mathbb{R}^{j},\left(\right.$ resp., $K_{2} \subset \mathbb{R}^{N-j}$ ), such that $K_{1} \supset B\left(x_{A}, L_{1} t\right)\left(\right.$ resp., $K_{2} \supset B\left(x_{B}, L_{2} t\right)$ ), we have

$$
\max _{z_{B} \in K_{2}} \min _{z_{A} \in K_{1}} G(z, x, t) \leq u(x, t) \leq \min _{z_{A} \in K_{1}} \max _{z_{B} \in K_{2}} G(z, x, t)
$$

if $G$ is given by (3.9), and

$$
\max _{\left|z_{B}\right| \leq L_{2}} \min _{\left|z_{A}\right| \leq L_{1}} G(z, x, t) \leq u(x, t) \leq \min _{\left|z_{A}\right| \leq L_{1}\left|z_{B}\right| \leq L_{2}} \max _{2} G(z, x, t),
$$

if $G$ is defined by (3.8).
Proof. Observe that, for any fixed $z_{B} \in \mathbb{R}^{N-j}$, the solution $w\left(z_{B}, x_{A}, t\right)$ of

$$
\begin{cases}w_{t}+H_{1}\left(D_{x_{A}} w\right)=0, & \text { in } \mathbb{R}^{j} \times(0, T), \\ w\left(x_{A}, 0\right)=u_{0}\left(x_{A}, z_{B}\right), & \text { in } \mathbb{R}^{j} \times\{0\}\end{cases}
$$

is given by

$$
\begin{aligned}
w\left(z_{B}, x_{A}, t\right) & =\min _{z_{A} \in \mathbb{R}^{j}}\left\{u_{0}\left(z_{A}, z_{B}\right)+t H_{1}^{*}\left(\frac{x_{A}-z_{A}}{t}\right)\right\}+t H_{2}^{*}\left(\frac{z_{B}-x_{B}}{t}\right) \\
& =\min _{z_{A} \in B\left(x_{A}, L_{1} t\right)}\left\{u_{0}\left(z_{A}, z_{B}\right)+t H_{1}^{*}\left(\frac{x_{A}-z_{A}}{t}\right)\right\}+t H_{2}^{*}\left(\frac{z_{B}-x_{B}}{t}\right)
\end{aligned}
$$

by the property of the cone of dependence. Now we take the $\max$ for $z_{B} \in B\left(x_{B}, L_{2} t\right)$ and use (3.7), (3.9) to get

$$
\max _{z_{B} \in K_{2}} w\left(z_{B}, x_{A}, t\right) \leq \sup _{z_{B} \in \mathbb{R}^{N-j}} \inf _{z_{A} \in \mathbb{R}^{j}} G(z, x, t) \leq u(x, t) .
$$

By similar reasoning we get the second inequality. The inequalities with $G$ given by (3.8) follow from the change of variables $w=(x-z) / t$.
4. Estimates for the solution with initial data sum of a convex and a concave function. In this section we give a result similar to that of Theorem A for the following type of data:

$$
\begin{cases}u_{1}: \mathbb{R}^{N} \rightarrow \mathbb{R} & \text { convex and Lipschitzean, }  \tag{H2}\\ u_{2}: \mathbb{R}^{N} \rightarrow \mathbb{R} & \text { concave and Lipschitzean } \\ u_{0}(x)=u_{1}(x)+u_{2}(x) & \end{cases}
$$

and $H: \mathbb{R}^{N} \rightarrow \mathbb{R}$ merely continuous. We set $f: \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{N} \times[0, \infty) \rightarrow \mathbb{R}$

$$
\begin{equation*}
f(k, w, x, t):=x \cdot(k+w)-u_{1}^{*}(k)-u_{2}^{*}(-w)-t H(k+w), \tag{4.1}
\end{equation*}
$$

where $u_{1}^{*}, u_{2}^{*}$ are, respectively, the Legendre transforms of $u_{1}, u_{2}$; we set also

$$
\begin{equation*}
v_{-}(x, t):=\sup _{k \in \mathbb{R}^{N}} \inf _{w \in \mathbb{R}^{N}} f(k, w, x, t), \tag{4.2}
\end{equation*}
$$

$$
\begin{equation*}
v_{+}(x, t):=\inf _{w \in \mathbb{R}^{N}} \sup _{k \in \mathbb{R}^{N}} f(k, w, x, t) \tag{4.3}
\end{equation*}
$$

Theorem B. Assume (H2) and $H$ continuous. The unique viscosity solution $u \in U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ of $(H J)(I C)$ satisfies

$$
\begin{equation*}
v_{-}(x, t) \leq u(x, t) \leq v_{+}(x, t) \tag{4.4}
\end{equation*}
$$

for all $(x, t) \in \mathbb{R}^{N} \times[0, T]$.
Remark. Note that for $t=0$ the inequalities in (4.4) are equalities, and that for $u_{2}=0$ (resp., $u_{1}=0$ ), both $u_{-}, u_{+}$are given by the second Hopf formula for convex (resp., concave) initial data.

The idea of the proof of Theorem B is similar to that of Theorem A. We study the Cauchy problem in doubled state variables

$$
\begin{array}{lll}
V_{t}+H\left(D_{y} V+D_{z} V\right)=0 & \text { in } \mathbb{R}^{2 N} \times(0, T) & \left(H J^{\prime \prime}\right) \\
V(y, z, 0)=u_{1}(y)+u_{2}(z) & \text { in } \mathbb{R}^{2 N} \times\{0\} & \left(I C^{\prime \prime}\right)
\end{array}
$$

Let $V=V(y, z, t)$ be the unique viscosity solution of $\left(H J^{\prime \prime}\right)\left(I C^{\prime \prime}\right)$ in $U C_{y, z}\left(\mathbb{R}^{2 N} \times\right.$ $(0, T))$. The initial data of this problem is the sum of a convex function of the first $N$ variables and a concave function of the last $N$ variables, so the analogue of Proposition 3.2 for this problem is known from [4] and gives the following estimate:

$$
\begin{equation*}
\sup _{k \in \mathbb{R}^{N}} \inf _{w \in \mathbb{R}^{N}} F(k, w, y, z, t) \leq V(y, z, t) \leq \inf _{w \in \mathbb{R}^{N}} \sup _{k \in \mathbb{R}^{N}} F(k, w, y, z, t) \tag{4.5}
\end{equation*}
$$

where $F: \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{R}^{N} \times[0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
F(k, w, x, t):=y \cdot k+z \cdot w-u_{1}^{*}(k)-u_{2}^{*}(-w)-t H(k+w) \tag{4.6}
\end{equation*}
$$

The next step is the connection between $V$ and $u$, which is given by the following statement.

Lemma 4.1. Let $u_{0}$ satisfy $(H 2), H$ be continuous, and $V(y, z, t)$ be a continuous viscosity solution of $\left(H J^{\prime \prime}\right)\left(I C^{\prime \prime}\right)$. Then, $u(x, t):=V(x, x, t)$ is a viscosity solution of $(H J)(I C)$.

Proof. The initial condition $(I C)$ is trivially satisfied by $u(x, t)=V(x, x, t)$. We claim now that $u$ is a subsolution of $(H J)$. Let $\varphi \in C^{1}\left(\mathbb{R}^{N} \times[0, T]\right)$ and suppose $u-\varphi$ has a local strict maximum at $\left(x_{0}, t_{0}\right)$, that is $\exists \delta>0$ such that

$$
\begin{equation*}
V(x, x, t)-\varphi(x, t)<V\left(x_{0}, x_{0}, t_{0}\right)-\varphi\left(x_{0}, t_{0}\right) \tag{4.7}
\end{equation*}
$$

for all $(x, t) \in K:=\bar{B}\left(x_{0}, \delta\right) \times\left[t_{0}-\delta, t_{0}+\delta\right] \backslash\left\{\left(x_{0}, t_{0}\right)\right\}$. Define the sequence of test functions

$$
\Phi_{n}(y, z, t):=\varphi(y, t)+n|y-z|^{2}, n \in \mathbb{N}
$$

and let $\left(y_{n}, z_{n}, t_{n}\right)$ be the point at which $V-\Phi_{n}$ attains its maximum in $K$. Then,

$$
\begin{equation*}
\left(V-\Phi_{n}\right)\left(y_{n}, z_{n}, t_{n}\right) \geq\left(V-\Phi_{n}\right)\left(x_{0}, x_{0}, t_{0}\right)=V\left(x_{0}, x_{0}, t_{0}\right)-\varphi\left(x_{0}, t_{0}\right) \tag{4.8}
\end{equation*}
$$

and by adding and subtracting $V\left(y_{n}, y_{n}, t_{n}\right)-\varphi\left(y_{n}, t_{n}\right)$ to the left-hand side of (4.8) and employing (4.7), we see also that

$$
\begin{aligned}
\left(V-\Phi_{n}\right)\left(y_{n}, z_{n}, t_{n}\right) \leq & V\left(y_{n}, z_{n}, t_{n}\right)-V\left(y_{n}, y_{n}, t_{n}\right) \\
& +V\left(x_{0}, x_{0}, t_{0}\right)-\varphi\left(x_{0}, t_{0}\right)-n\left|y_{n}-z_{n}\right|^{2}
\end{aligned}
$$

Now we combine this last inequality with (4.8) and deduce by the continuity of $V$ that $n\left|y_{n}-z_{n}\right|^{2}$ is bounded on $K$. Thus we may assume, upon passing to subsequences and reindexing if necessary, that

$$
\begin{aligned}
& \left(y_{n}, z_{n}, t_{n}\right) \rightarrow(\bar{y}, \bar{z}, \bar{t}) \in K, \\
& n\left|y_{n}-z_{n}\right|^{2} \rightarrow \alpha \in \mathbb{R} \\
& n \rightarrow+\infty
\end{aligned}
$$

In particular, $\left|y_{n}-z_{n}\right| \rightarrow 0, n \rightarrow+\infty$, that implies $\bar{y}=\bar{z}$. Now, by passing to limits as $n \rightarrow+\infty$ in (4.8), we derive

$$
V(\bar{y}, \bar{y}, \bar{t})-\varphi(\bar{y}, \bar{t})-\alpha \geq V\left(x_{0}, x_{0}, t_{0}\right)-\varphi\left(x_{0}, t_{0}\right)
$$

Then from (4.7) we get $\alpha=0,(\bar{y}, \bar{t})=\left(x_{0}, t_{0}\right)$. Provided $V$ is a subsolution of $\left(H J^{\prime \prime}\right)$, we have

$$
\frac{\partial \Phi_{n}}{\partial t}+H\left(D_{y} \Phi_{n}+D_{z} \Phi_{n}\right) \leq 0 \quad \text { at }\left(y_{n}, z_{n}, t_{n}\right)
$$

and then, letting $n \rightarrow \infty$,

$$
\frac{\partial \varphi}{\partial t}+H\left(D_{x} \varphi\right) \leq 0 \quad \text { at }\left(x_{0}, t_{0}\right)
$$

i.e., $u(x, t)$ is a subsolution of $(H J)$ at $\left(x_{0}, t_{0}\right)$. Similarly, it can be shown that $u$ is a supersolution of $(H J)$ at any point $\left(x_{0}, t_{0}\right)$, by using in this case the sequence of test functions

$$
\Psi_{n}(y, z, t)=\xi(y, t)-n|y-z|^{2}
$$

where $\xi \in C^{1}\left(\mathbb{R}^{N} \times(0, T)\right)$ is such that $u-\xi$ has a local strict minimum at $\left(x_{0}, t_{0}\right)$.

Proof of Theorem B. Just put $y=z=x$ in (4.5).
Remark 1. The result of Bardi and Osher (4.5) is a special case of Theorem B. It can be obtained from (4.4) by assuming $u_{1}(x)=u_{2}\left(x_{A}\right)$ and $u_{2}(x)=u_{2}\left(x_{B}\right)$ and by simple calculations. A similar computation shows that (4.4) implies the second Hopf formula (1.2), provided $u_{2} \equiv 0$.

Remark 2. Also in this case 'inf' and 'sup' in (4.2), (4.3) are actually attained, for they can be computed, respectively, on the bounded sets $\operatorname{dom}\left(u_{2}^{*}\right), \operatorname{dom}\left(u_{1}^{*}\right)$.

Remark 3. The function $v_{-}, v_{+}$defined in Theorem B, are, respectively, a sub and a supersolution of $(H J)(I C)$ in the generalized sense of Ishii [24].

Proof. As proved by Bardi and Osher in their paper [4], for any fixed $k \in \operatorname{dom}\left(u_{1}^{*}\right)$, the function

$$
(y, z, t) \rightarrow \xi(k, y, z, t):=\min _{w \in \mathbb{R}^{N}} F(k, w, y, z, t)
$$

where $F$ is defined by (4.6), is the viscosity solution of $\left(H J^{\prime \prime}\right)$, with the initial condition

$$
\begin{equation*}
\xi(k, y, z, 0)=k \cdot y-u_{1}^{*}(k)+u_{2}(z) \leq u_{1}(y)+u_{2}(z) \tag{4.9}
\end{equation*}
$$

(see [4], proof of Theorem 1, for details). Hence, Lemma 4.1 shows $(x, t) \rightarrow \xi(k, x, x, t)$ solves $(H J)$, and since (4.9) holds, this function is also a (continuous) subsolution of $(H J)(I C)$. Finally,

$$
v_{-}(x, t)=\max _{k \in \mathbb{R}^{N}} \xi(k, x, x, t)
$$

yields the thesis. The proof for $v_{+}$is symmetric.
Remark 4. Van, Than, and Hoang [35] have recently proved that $v_{+}$, defined by (4.3), is Lipschitz continuous in $\mathbb{R}^{N} \times[0, T]$ and satisfies $(H J)$ almost everywhere.
5. Representation formulas. In this section, we study sufficient conditions for (3.4) and (4.4) to hold as equalities, and hence derive representation formulas for the solution of $(H J)(I C)$ in both sets of assumptions: $(H 1)$ and general $u_{0},(H 2)$ and general $H$.

Consider $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$ and define the index of nonconvexity as

$$
\mu(f)=\inf \left\{\alpha \in \mathbb{R}: f(x)+\alpha|x|^{2} \text { convex }\right\} \leq+\infty
$$

It is easy to check that if the 'inf' is finite it is actually attained, that $f$ is convex iff $\mu(f) \leq 0$ and semiconvex iff $\mu(f)$ is finite. It is also easy to show that if $f \in C^{2}\left(\mathbb{R}^{N}\right)$ and semiconvex and $\lambda$ is the infimum of the eigenvalues of $D^{2} f(x)$ for $x \in \mathbb{R}^{N}$, then $\lambda=-2 \mu(f)$.

Hereafter, we show that a representation formula can be obtained at least for small times, i.e., for $t \in[0, T]$, where $T$ can be estimated in terms of the index of nonconvexity of the data.

We can assume with no loss of generality that $0<\mu\left(u_{0}\right), \mu\left(-u_{0}\right)$, (if $u_{0}$ is convex or concave the second Hopf formula applies) and we will also assume $\mu\left(u_{0}\right), \mu\left(-u_{0}\right)<$ $+\infty$, which are equivalent, respectively, to the semiconvexity and semiconcavity of $u_{0}$.

Proposition 5.1. Under the hypotheses of Theorem A, assume

$$
T \leq \min \left\{\frac{\left|\mu\left(H_{1}^{*}\right)\right|}{\mu\left(u_{0}\right)}, \frac{\left|\mu\left(-H_{2}^{*}\right)\right|}{\mu\left(-u_{0}\right)}\right\}
$$

and $0<\mu\left(u_{0}\right), \mu\left(-u_{0}\right)<+\infty$. Then the unique viscosity solution of $(H J)(I C)$ in $U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ is given by

$$
u(x, t)=u_{-}(x, t)=u_{+}(x, t)
$$

where the functions $u_{-}, u_{+}$are defined in (3.2), (3.3).
The proof of this proposition is based on the following theorem, which is a simplified version of the classical minimax results in [1, chapter 6 , section 2 ].

Minimax Theorem. Let $A \subset \mathbb{R}^{n}$ and $B \subset \mathbb{R}^{m}$ be convex sets. Let also $L$ : $A \times B \rightarrow \mathbb{R}$ be such that the following assumptions are satisfied:
(i) $\forall b \in B, a \mapsto L(a, b)$ is l.s.c. and convex, and $\forall a \in A, b \mapsto L(a, b)$ is u.s.c. and concave;
(ii) $\exists b_{0} \in B$ and $\exists a_{0} \in A$ such that $\forall \lambda \in \mathbb{R}$ the sets $\left\{a \in A: L\left(a, b_{0}\right) \leq \lambda\right\}$ and $\left\{b \in B: L\left(a_{0}, b\right) \geq \lambda\right\}$ are bounded.

Then there exists a saddle point, that is, $\left(a^{*}, b^{*}\right) \in A \times B$ such that

$$
L\left(a^{*}, b^{*}\right)=\min _{a \in A} \max _{b \in B} L(a, b)=\max _{b \in B} \min _{a \in A} L(a, b) .
$$

Proof of Proposition 5.1. We first observe that $k \mapsto g(k, w, x, t)$ is l.s.c. and that it is convex since it can be written as the sum of four convex functions of $k$ as follows:

$$
\begin{aligned}
g(k, w, x, t)= & \left\{u_{0}(x-t(k-w))+\mu\left(u_{0}\right)|x-t(k-w)|^{2}\right\} \\
& +\left\{-\mu\left(u_{0}\right)\left(|x|^{2}+t|w|^{2}+2 t x \cdot w-2 t(x+t w) \cdot k\right)+t H_{2}^{*}(w)\right\} \\
& +\left\{t\left(H_{1}^{*}(k)+\mu\left(H_{1}^{*}\right)|k|^{2}\right)\right\}+\left\{-t\left(\mu\left(H_{1}^{*}\right)+t \mu\left(u_{0}\right)\right)|k|^{2}\right\} .
\end{aligned}
$$

For any fixed $x, t, w \in \operatorname{dom}\left(H_{2}^{*}\right)$ and $\lambda \in \mathbb{R}$, set

$$
A_{\lambda}:=\left\{k \in \operatorname{dom}\left(H_{1}^{*}\right) \mid g(k, w, x, t) \leq \lambda\right\} .
$$

Since $H_{1}^{*}$ is superlinear, we have $H_{1}^{*}(k)=|k| h(k)$ with $h: \mathbb{R}^{N} \rightarrow \mathbb{R}$ such that $\lim _{|k| \rightarrow \infty} h(k)$ $=+\infty$; moreover, let $C>0$ be such that $u_{0}(x) \geq-C(|x|+1)$. Then,

$$
\begin{align*}
g(k, w, x, t)-t H_{2}^{*}(w) & =u_{0}(x-t(k-w))+t H_{1}^{*}(k)  \tag{5.1}\\
& \geq t|k|(h(k)-C)+K
\end{align*}
$$

for a suitable $K>0$, dependent only from $x, t, C, w$. Note that the right-hand side of (5.1) tends to $+\infty$ as $|k| \rightarrow \infty$, thus $\lim _{|k| \rightarrow \infty} g(k, w, x, t)=+\infty$. Then there exists $R>0$ such that $|x|>R$ implies $g(k, w, x, t)>\lambda$, and so $A_{\lambda} \subset \bar{B}(0, R)$.

Similarly, it can be shown that $w \mapsto g(k, w, x, y)$ is concave and u.s.c., and that for all fixed $x, t, k \in \operatorname{dom}\left(H_{1}^{*}\right)$ and $\lambda \in \mathbb{R}$, the set

$$
B_{\lambda}:=\left\{w \in \operatorname{dom}\left(H_{2}^{*}\right) \mid g(k, w, x, t) \geq \lambda\right\}
$$

is a bounded subset of $\mathbb{R}^{N}$.
Remark. In the case of smooth $H$ and $u_{0}$, Kružkov [28, Theorem 1] proved an analogue of Proposition 5.1 for smooth solutions, where the index of nonconvexity of the data is replaced by a bound on the eigenvalues of the Hessian matrix.

While Proposition 5.1 applies to the general case, a stronger assertion can be proved in the case $H(p)=H_{1}\left(p_{A}\right)+H_{2}\left(p_{B}\right)$, where $T$ can be arbitrarily large in some special cases. Set

$$
\mu_{A}\left(u_{0}\right)=\sup _{v_{B} \in \mathbb{R}^{N-j}} \mu\left(u_{0}\left(\cdot, v_{B}\right)\right), \quad \mu_{B}\left(-u_{0}\right)=\sup _{v_{A} \in \mathbb{R}^{j}} \mu\left(-u_{0}\left(v_{A}, \cdot\right)\right)
$$

and consider the properties

$$
\begin{align*}
& \text { for any fixed } v_{B} \in \mathbb{R}^{N-j}, \quad v_{A} \mapsto u_{0}\left(v_{A}, v_{B}\right) \text { convex, }  \tag{5.2}\\
& \text { for any fixed } v_{A} \in \mathbb{R}^{j}, \quad v_{B} \mapsto u_{0}\left(v_{A}, v_{B}\right) \text { concave. } \tag{5.3}
\end{align*}
$$

Next, define

$$
\begin{gathered}
T_{1}:= \begin{cases}+\infty & \text { if (5.2) holds } \\
\frac{\left|\mu\left(H_{1}^{*}\right)\right|}{\mu_{A}\left(u_{0}\right)} & \text { otherwise }\end{cases} \\
T_{2}:= \begin{cases}+\infty & \text { if (5.3) holds }, \\
\frac{\left|\mu\left(-H_{2}^{*}\right)\right|}{\mu_{B}\left(-u_{0}\right)} & \text { otherwise }\end{cases}
\end{gathered}
$$

where $\mu\left(H_{1}^{*}\right)$ (resp., $\mu\left(-H_{2}^{*}\right)$ ) is the index of nonconvexity of $H_{1}$ (resp., $H_{2}$ ) as a function defined on $\mathbb{R}^{j}$ (resp., $\mathbb{R}^{N-j}$ ). Observe that if (5.2) (resp., (5.3)) does not hold, we have $\mu_{A}\left(u_{0}\right)>0$ (resp., $\mu_{B}\left(-u_{0}\right)>0$ ).

Proposition 5.2. Under the hypotheses of Proposition 3.2, for $T<\min \left\{T_{1}, T_{2}\right\}$, the unique viscosity solution in $U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ of $(H J)(I C)$ is given by

$$
u(x, t)=\sup _{z_{B} \in \mathbb{R}^{N-j}} \inf _{z_{A} \in \mathbb{R}^{j}} G(z, x, t)=\inf _{z_{A} \in \mathbb{R}^{j}} \sup _{z_{B} \in \mathbb{R}^{N-j}} G(z, x, t)
$$

where $G$ is the function defined either by (3.8) or (3.9).

Proof. Apply the minimax theorem.
Remark 1. Note that if (5.2) and (5.3) hold, then $T_{1}=T_{2}=+\infty$, so we have a representation formula for all times. This result extends Theorem 2 in [28].

Remark 2. For times larger than the bounds indicated in Proposition 5.1 and 5.2, it may happen that $u_{-}<u_{+}$. We show this on some examples. The first two are taken from [29] and we report them for the reader's convenience.

Example 5.1. Consider the equation

$$
u_{t}+u_{x_{1}}^{2}-\frac{1}{2} u_{x_{2}}^{2}=0 \quad \text { in } \mathbb{R}^{2} \times(0, \infty)
$$

and the initial data

$$
u_{0}(x)=-\left|x_{1}+x_{2}\right| .
$$

Here $u_{0}$ is concave, but $\mu_{A}\left(u_{0}\right)=+\infty$, so $T_{1}=0$. We use $G$ given by (3.8), set $z=(k, w)$, and compute

$$
g(k, w, x, t)=-\left|x_{1}+x_{2}-t k+t w\right|+\frac{t k^{2}}{4}-\frac{t w^{2}}{2} .
$$

By remark (6) in section 3 (see Lemma 3.3), we can restrict the minmax procedure to compact sets and more precisely, since $\operatorname{Lip}\left(u_{0}\right)=1$,

$$
\begin{aligned}
& u_{-}(x, t)=\max _{|w| \leq 1} \min _{|k| \leq 2} g(k, w, x, t), \\
& u_{+}(x, t)=\min _{|k| \leq 2} \max _{|w| \leq 1} g(k, w, x, t) .
\end{aligned}
$$

A straightforward but tedious computation gives

$$
\begin{gather*}
u_{+}(x, t)=-\left|x_{1}+x_{2}\right|-\frac{t}{2}  \tag{5.4}\\
u_{-}(x, t)= \begin{cases}u_{+}(x, t) & \text { for }\left|x_{1}+x_{2}\right| \geq t \\
-t-\left(x_{1}+x_{2}\right)^{2} /(2 t) & \text { otherwise }\end{cases} \tag{5.5}
\end{gather*}
$$

Example 5.2. For the equation of Example 5.1, and for fixed $t>0$, a smooth initial function $u_{0}$ such that $u_{-}(x, t)<u_{+}(x, t)$ can be constructed as follows. Take the initial data of the previous example, $\tilde{u}_{0}(x)=-\left|x_{1}+x_{2}\right|$, and rename $\tilde{u}_{+}, \tilde{u}_{-}$the corresponding super and subsolution given by (5.4), (5.5). It is easy to check that

$$
\left|\tilde{u}_{+}(0, t)-u_{+}(0, t)\right| \leq \sup _{[-2 t, 2 t] \times[-t, t]}\left|\tilde{u}_{0}-u_{0}\right|
$$

and the same inequality holds for $\left|\tilde{u}_{-}(0, t)-u_{-}(0, t)\right|$. Since $\tilde{u}_{+}(0, t)-\tilde{u}_{-}(0, t)=t / 2$ by $(5.4),(5.5)$, we can take a smooth function $u_{0}$ approximating $\tilde{u}_{0}$ uniformly on a compact set so that $u_{+}(0, t)-u_{-}(0, t) \geq t / 4$.

Example 5.3. Consider the equation

$$
u_{t}+\left|u_{x_{1}}\right|-\left|u_{x_{2}}\right|=0 \quad \text { in } \mathbb{R}^{2} \times(0, \infty)
$$

and observe that $\mu\left(H_{1}^{*}\right)=0$, so that $T_{1}=0$. It is easy to compute

$$
u_{-}(x, t)=\max _{|w| \leq 1} \min _{|k| \leq 1} u_{0}\left(x_{1}+k t, x_{2}+w t\right)
$$

$$
u_{+}(x, t)=\min _{|k| \leq 1} \max _{|w| \leq 1} u_{0}\left(x_{1}+k t, x_{2}+w t\right)
$$

Now we choose any $u_{0}$ such that

$$
\max _{\left|y_{2}\right| \leq t} \min _{\left|y_{1}\right| \leq t} u_{0}\left(y_{1}, y_{2}\right)<\min _{\left|y_{1}\right| \leq t} \max _{\left|y_{2}\right| \leq t} u_{0}\left(y_{1}, y_{2}\right)
$$

Then $u_{-}(0, t)<u_{+}(0, t)$.
In the case of general Hamiltonian and $u_{0}$ satisfying (H2), we have similar results.
Proposition 5.3. Under the hypotheses of Theorem B, assume that $T$ satisfies

$$
T \leq \min \left\{\frac{\left|\mu\left(u_{1}^{*}\right)\right|}{\mu(H)}, \frac{\left|\mu\left(-u_{2}^{*}\right)\right|}{\mu(-H)}\right\}
$$

and $0<\mu(H), \mu(-H)<+\infty$. Then the unique viscosity solution of $(H J)(I C)$ in $U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ is given by

$$
u(x, t)=v_{-}(x, t)=v_{+}(x, t)
$$

where the functions $v_{-}, v_{+}$are defined in (4.2), (4.3).
Proof. Apply the minimax theorem.
As we noted before for the dual case, we have a better result for initial data satisfying (H2) and such that $u_{1}(x)=u_{1}\left(x_{A}\right)$ and $u_{2}(x)=u_{2}\left(x_{B}\right)$. Similarly, we set

$$
\mu_{A}(H)=\sup _{v_{B} \in \mathbb{R}^{N-j}} \mu\left(H\left(\cdot, v_{B}\right)\right), \quad \mu_{B}(-H)=\sup _{v_{A} \in \mathbb{R}^{j}} \mu\left(-H\left(v_{A}, \cdot\right)\right)
$$

and

$$
\begin{align*}
& \text { for any fixed } v_{B} \in \mathbb{R}^{N-j}, \quad v_{A} \mapsto H\left(v_{A}, v_{B}\right) \text { convex, }  \tag{5.6}\\
& \text { for any fixed } v_{A} \in \mathbb{R}^{j}, \quad v_{B} \mapsto H\left(v_{A}, v_{B}\right) \text { concave, } \tag{5.7}
\end{align*}
$$

and then

$$
\begin{gathered}
T_{1}:= \begin{cases}+\infty & \text { if }(5.6) \text { holds } \\
\frac{\left|\mu\left(u_{1}^{*}\right)\right|}{\mu_{A}(H)} & \text { otherwise }\end{cases} \\
T_{2}:= \begin{cases}+\infty & \text { if }(5.7) \text { holds } \\
\frac{\left|\mu\left(-u_{2}^{*}\right)\right|}{\mu_{B}(H)} & \text { otherwise }\end{cases}
\end{gathered}
$$

where $\mu\left(u_{1}^{*}\right)$ (resp., $\mu\left(-u_{2}^{*}\right)$ ) is the index of nonconvexity of $u_{1}$ (resp., $u_{2}$ ) as a function defined on $\mathbb{R}^{j}$ (resp., on $\mathbb{R}^{N-j}$ ).

Proposition 5.4. Assume $H \in C\left(\mathbb{R}^{N}\right)$ and $u_{0}$ satisfying $(H 2)$ and such that $u_{1}(x)=u_{1}\left(x_{A}\right)$ and $u_{2}(x)=u_{2}\left(x_{B}\right)$. Then for $T<\min \left\{T_{1}, T_{2}\right\}$, the unique viscosity solution in $U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ of $(H J)(I C)$ is given by

$$
u(x, t)=\sup _{z_{B} \in \mathbb{R}^{N-j}} \inf _{z_{A} \in \mathbb{R}^{j}} F(z, x, t)=\inf _{z_{A} \in \mathbb{R}^{j}} \sup _{z_{B} \in \mathbb{R}^{N-j}} F(z, x, t)
$$

where $F: \mathbb{R}^{N} \times \mathbb{R}^{N} \times[0,+\infty) \rightarrow \mathbb{R}$ is defined by

$$
F(v, x, t)=x \cdot v-u_{1}^{*}\left(v_{A}\right)-u_{2}^{*}\left(-v_{B}\right)-t H(v)
$$

Proof. Combine [4] Theorem 1 and the minimax theorem.
6. Hamiltonians with dependence on the state variable. Hopf's formula can be extended to Cauchy problems for Hamiltonians with a particular dependence on the state variable $x$, i.e.,

$$
\begin{cases}(H J)_{x} \quad u_{t}+H\left(B(x) D_{x} u\right)=0 & \text { in } \mathbb{R}^{N} \times(0, T) \\ (I C) \quad u(x, 0)=u_{0}(x) & \text { in } \mathbb{R}^{N} \times\{0\}\end{cases}
$$

where $\psi: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a $C^{1}$-diffeomorphism and $B(x)=[D \psi(x)]^{-1}$. To this purpose, we are going to study the following associated problem:

$$
\left\{\begin{array}{lll}
(H J) & v_{t}+H\left(D_{x} v\right)=0 & \text { in } \mathbb{R}^{N} \times(0, T) \\
(I C)_{\psi} & v(x, 0)=u_{0}\left(\psi^{-1}(x)\right) & \text { in } \mathbb{R}^{N} \times\{0\}
\end{array}\right.
$$

If $H$ is convex and $u_{0} \cdot \psi^{-1} \in U C\left(\mathbb{R}^{N}\right)$, its unique viscosity solution in $U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ is, of course,

$$
\begin{aligned}
v(y, t) & =\min _{z \in \mathbb{R}^{N}}\left\{u_{0}\left(\psi^{-1}(z)\right)+t H^{*}\left(\frac{y-x}{t}\right)\right\} \\
& =\min _{w \in \mathbb{R}^{N}}\left\{u_{0}\left(\psi^{-1}(y-t w)\right)+t H^{*}(w)\right\} .
\end{aligned}
$$

LEMmA 6.1. Let $\psi: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be a $C^{1}$-diffeomorphism, $u, v \in C\left(\mathbb{R}^{N} \times[0, T]\right)$ be such that $u(x, t)=v(\psi(x), t)$. Then $v$ is a viscosity solution of $(H J)(I C)_{\psi}$ if and only if $u$ is a viscosity solution of $(H J)_{x}(I C)$.

Proof. Apply a change of variables for viscosity solutions [2].
A direct consequence of the preceding lemma is the following proposition.
Proposition 6.2. If $H$ is convex, $u_{0} \in C\left(\mathbb{R}^{N}\right)$, and $u_{0} \cdot \psi^{-1} \in U C\left(\mathbb{R}^{N}\right)$, then the unique viscosity solution $u \in C\left(\mathbb{R}^{N} \times[0, T]\right)$ of $(H J)_{x}(I C)$ is given by

$$
\begin{align*}
u(x, t) & =\min _{z \in \mathbb{R}^{N}}\left\{u_{0}(z)+t H^{*}\left(\frac{\psi(x)-\psi(z)}{t}\right)\right\}  \tag{6.1}\\
& =\min _{w \in \mathbb{R}^{N}}\left\{u_{0}\left(\psi^{-1}(\psi(x)-t w)\right)+t H^{*}(w)\right\}
\end{align*}
$$

Observe that uniqueness follows from Lemma 6.1 and the uniqueness of $v$ as a solution of $(H J)(I C)_{\psi}$ in $U C\left(\mathbb{R}^{N} \times[0, T]\right)$.

Example. Formula (6.1) applies to the following case: consider the Hamiltonian $H=H\left(g_{1}\left(x_{1}\right) u_{x_{1}}, \ldots, g_{N}\left(x_{N}\right) u_{x_{N}}\right)$, where $g_{i} \in C\left(\mathbb{R}^{N}\right), g_{i}>0, g_{i} \in L^{\infty}(\mathbb{R})$. Then $\psi: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ defined by

$$
\psi(x)=\left(\int_{0}^{x_{1}} \frac{1}{g_{1}(t)} d t, \ldots, \int_{0}^{x_{N}} \frac{1}{g_{N}(t)} d t\right)
$$

is the required isomorphism, and its inverse $\varphi=\left(\varphi_{1}, \ldots, \varphi_{N}\right)$ is Lipschitz since it satisfies

$$
\varphi\left(y_{i}\right)=\int_{0}^{y_{i}} g_{i}\left(\varphi_{i}(t)\right) d t
$$

(see [21] for some physical examples).

Now we extend Theorem A to problems with Hamiltonians dependent on $x$. Applying Proposition 3.2, Theorem A, and Lemma 6.1 to $(H J)(I C)_{\psi}$, we easily obtain the next result.

ThEOREM 6.3. Assume $u_{0} \in C\left(\mathbb{R}^{N}\right)$, $u_{0} \cdot \psi^{-1} \in U C\left(\mathbb{R}^{N}\right), H \in C\left(\mathbb{R}^{N}\right), H(p)=$ $H_{1}(p)+H_{2}(p)$, with $H_{1}$ convex and $H_{2}$ concave. Then the unique (continuous) viscosity solution of $(H J)_{x}(I C)$, satisfies

$$
\max _{w \in \mathbb{R}^{N}} \min _{k \in \mathbb{R}^{N}} g_{\psi}(k, w, x, t) \leq u(x, t) \leq \min _{k \in \mathbb{R}^{N}} \max _{w \in \mathbb{R}^{N}} g_{\psi}(k, w, x, t)
$$

where $g_{\psi}(k, w, x, t):=u_{0}\left(\psi^{-1}(\psi(x)-t(k-w))\right)+t H_{1}^{*}(k)+t H_{2}^{*}(w)$.
Remark. It is clear that one can proceed similarly to extend Theorem B to $(H J)_{x}(I C)$ under the assumption of section 4 and, for example, the additional condition that $\psi^{-1}$ is Lipschitz continuous.
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#### Abstract

When the thickness of the interface (denoted by $\varepsilon$ ) tends to zero, any stable stationary internal layered solutions to a class of reaction-diffusion systems cannot have a smooth limiting interfacial configuration. This means that if the limiting configuration of the interface has a smooth limit, it must become unstable for small $\varepsilon$, which makes a sharp contrast with the one-dimensional case. This suggests that stable layered patterns must become very fine and complicated in this singular limit. In fact we can formally derive that the rate of shrinking of stable patterns is of order $\varepsilon^{1 / 3}$. Using this scaling, the resulting rescaled reduced equation determines the morphology of magnified patterns. A variational characterization of the critical eigenvalue combined with the matched asymptotic expansion method is a key ingredient for the proof, although the original linearized system is not of self-adjoint type.
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1. Introduction. Dynamics of interfacial patterns attracts much interest in many fields such as population dynamics, combustion, chemical reaction, solidification, and so on. One of the pioneering works in the pattern formation problem can be traced back to Turing [9], who found that spatially inhomogeneous patterns can be formed by diffusion-driven instability if the inhibitor diffuses faster than the activator. A typical model system is of the form

$$
\begin{cases}u_{t}=\varepsilon^{2} \Delta u+f(u, v), & (x, t) \in \Omega \times(0, \infty),  \tag{1.1}\\ v_{t}=D \Delta v+g(u, v), & (x, t) \in \partial \Omega \times(0, \infty), \\ \frac{\partial u}{\partial n}=0=\frac{\partial v}{\partial n}, & (x)\end{cases}
$$

where $u$ is the activator, $v$ is the inhibitor, $\Omega$ is a smooth bounded domain in $\mathbf{R}^{N}$ $(N \geq 2)$, and $\varepsilon$ is a small positive parameter. The nonlinearity $f$ has at least two stable branches for a fixed $v$, and the signs of $g$ are different on these branches, typically $(f, g)=(u(1-u)(u-a)-v, u-\gamma v)$, where $0<a<1, \gamma>0$. More precise assumptions for $(f, g)$ are displayed at the end of this section. Although (1.1) exhibits a variety of patterns depending on diffusion and/or reaction rates, we focus on the stationary ones in higher space dimensions; we are especially interested in layered solutions which have internal transition layers from one stable branch of the nullcline $f=0$ to the other one (see (A.4)). The basic issue asks, Does (1.1) have nonconstant stable stationary solutions up to $\varepsilon=0$ ? And, if it does, what are the

[^64]asymptotic configurations of them as $\varepsilon \downarrow 0$ ? As we shall see, this is closely related to finding the location of free boundary called the interface separating two different states. Numerically as well as experimentally, for a fixed $\varepsilon>0$, a variety of stationary patterns have been observed such as spots, stripes, and labyrinthine patterns for (1.1) (see, for instance, [1] and the references therein). Hence naively one can expect that (1.1) has a lot of stable stationary solutions for small $\varepsilon$ up to $\varepsilon=0$.

In fact, for the one-dimensional case, it is proved rigorously (see [5]) that many stable layered solutions coexist up to $\varepsilon=0$. It should be noted that each layer position has a definite limit and the distance between layer positions remains finite as $\varepsilon \downarrow 0$.

On the other hand, for the higher dimensional case, we know very little about the limiting configuration of stable stationary solutions to (1.1) when $\varepsilon$ tends to zero. For instance, the planar front does not persist as a stable one (see [7]), and more complicated patterns take it over for small $\varepsilon$. We rephrase our basic question in the following way: Does (1.1) have an $\varepsilon$-family of stable stationary layered solutions $\left(U^{\varepsilon}, V^{\varepsilon}\right)$ with smooth interface $\Gamma^{\varepsilon}$ up to $\varepsilon=0$ ? Here $\Gamma^{\varepsilon}$ is defined by

$$
\Gamma^{\varepsilon} \equiv\left\{x \in \Omega \mid U^{\varepsilon}(x)=\alpha^{*}\right\}
$$

where $\alpha^{*}$ is an intermediate value between two stable branches of $f=0$ and, for instance, is equal to $1 / 2$ for the above specific example. Note that "smooth up to $\varepsilon=0 "$ means that there exists an $(N-1)$-dimensional smooth compact connected manifold $\Gamma^{0}$ without boundary embedded in $\mathbf{R}^{N}$ such that $\Gamma^{\varepsilon}$ converges to $\Gamma^{0}$ smoothly as $\varepsilon \downarrow 0$.

The goal in this paper is to give a negative answer to this question under the assumption that it has a matched asymptotic expansion of order 1 (see section 2 for details). Namely, we have the following theorem.

THEOREM 1.1 (main theorem). Suppose that (1.1) has an $\varepsilon$-family of stationary matched asymptotic solutions of order 1 whose interface is smooth up to $\varepsilon=0$. Then it must become unstable for small $\varepsilon$.

We prove this in section 3 by converting the linearized eigenvalue problem around $\left(U^{\varepsilon}, V^{\varepsilon}\right)$ to a variational one (see (3.5)) which consists of a scalar elliptic part and a nonlocal term coming from the coupling of the two equations. A key idea is that in the variational characterization of the maximal eigenvalue of the system, the term associated with the (local) elliptic boundary problem is positive and it dominates the contribution from the nonlocal term for a highly oscillating admissible function in azimuthal direction. This instability result leads to the natural question, how about the fate of stable ones when $\varepsilon \downarrow 0$ ? The above theorem strongly suggests that stable patterns somehow must become very fine and/or complicated when $\varepsilon \downarrow 0$, and if it happens, can we characterize the domain size of those patterns and their morphologies? We shall discuss these issues in section 4 ; in fact we can formally derive that the rate of shrinking of stable patterns is of order $\varepsilon^{1 / 3}$. Using this scaling, the resulting rescaled reduced equation determines the morphology of magnified patterns (see also [5], [6], and [8]).

We prove the above theorem under the following assumptions.
(A.0) $\Gamma^{\varepsilon}$ is an $(N-1)$-dimensional smooth compact connected manifold without boundary inside of $\Omega$, and the domain surrounded by $\Gamma^{\varepsilon}$ is simply connected.
(A.1) $f$ and $g$ are smooth functions of $u$ and $v$ defined on some open set $\mathcal{O}$ in $\mathbf{R}^{2}$ and the partial derivative $f_{v}$ (resp., $g_{u}$ ) is a negative (resp., positive) constant function.
(A.2) (a) The nullcline of $f$ is sigmoidal and consists of three smooth curves $u=h_{-}(v), h_{0}(v)$, and $h_{+}(v)$ defined on the intervals $I_{-}, I_{0}$, and $I_{+}$, respectively. Let


Fig. 1.1. Functional forms of $f=0$ and $g=0$.
$\min I_{-}=\underline{v}$ and $\max I_{+}=\bar{v}$; then the inequality $h_{-}(v)<h_{0}(v)<h_{+}(v)$ holds for $v \in I^{*} \equiv(\underline{v}, \bar{v})$, and $h_{+}(v)$ (resp., $\left.h_{-}(v)\right)$ coincides with $h_{0}(v)$ at only one point $v=\bar{v}$ (resp., $\underline{v}$ ), respectively.
(b) The nullcline of $g$ intersects with that of $f$ at one or three points transversally as in Figure 1.1. The critical point on $u=h_{-}(v)$ (resp., $h_{+}(v)$ or $h_{0}(v)$ ), if it exists, is denoted by $P=\left(u_{-}, v_{-}\right)=\left(h_{-}\left(v_{-}\right), v_{-}\right)$(resp., $Q=\left(u_{+}, v_{+}\right)=\left(h_{+}\left(v_{+}\right), v_{+}\right)$or $\left.R=\left(u_{0}, v_{0}\right)=\left(h_{0}\left(v_{0}\right), v_{0}\right)\right)$.
(A.3) $J(v)$ has an isolated zero at $v=v^{*} \in I^{*}$ such that $d J / d v<0$ at $v=v^{*}$, where $J(v)=\int_{h_{-}(v)}^{h_{+}(v)} f(s, v) d s$. Moreover, we assume that $v_{-}<v^{*}<v_{+}$.
(A.4) $f_{u}<0$ on $H_{+} \cup H_{-}$, where $H_{-}$(resp., $H_{+}$) denotes the part of the curve $u=$ $h_{-}(v)\left(\right.$ resp., $\left.h_{+}(v)\right)$ defined by $H_{-}$(resp., $\left.H_{+}\right)=\left\{(u, v) \mid u=h_{-}(v)\left(\right.\right.$ resp., $\left.h_{+}(v)\right)$ for $\left.v_{-} \leq v<v^{*}\left(v^{*}<v \leq v_{+}\right)\right\}$, respectively. Note that $v_{-} \leq$(resp., $\left.\leq v_{+}\right)$is replaced by $\underline{v}<$ (resp., $<\bar{v}$ ) when there are no critical points on the branch $u=h_{-}(v)$ (resp., $\left.h_{+}(v)\right) . H_{+}$and $H_{-}$are called the stable branches of $f=0$. See the thick solid part of $f=0$ in Figure 1.1.

$$
\begin{equation*}
\left.g\right|_{H_{-}}<0<\left.g\right|_{H_{+}} \tag{A.5}
\end{equation*}
$$

$$
\begin{equation*}
\left.g_{v}\right|_{H_{+} \cup H_{-}}<0 . \tag{A.6}
\end{equation*}
$$

Remark 1.1. The assumption for the partial derivatives in (A.1) is necessary to make the problem (3.4) self-adjoint; however, it is plausible that our result holds true for the general case.

Remark 1.2. It is not known rigorously that, under the above assumptions, any smooth layered solution with a smooth limiting interface has a matched asymptotic
expansion of order 1 ; however, it is conjectured to be true at least for a large class of such layered solutions.

Remark 1.3. (A.4) and (A.5) (b) imply that

$$
\begin{equation*}
\frac{d}{d v} g\left(h_{ \pm}(v), v\right)=\left.\frac{f_{u} g_{v}-f_{v} g_{u}}{f_{u}}\right|_{H_{+} \cup H_{-}}<0 \tag{1.2}
\end{equation*}
$$

We use the following notation throughout the paper: let $\sigma=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N}\right)$ denote the usual multi-index of order $|\sigma|=\sigma_{1}+\sigma_{2}+\cdots+\sigma_{N}$ with nonnegative integers $\sigma_{i}$, and write $\partial_{i}=\partial / \partial x_{i}(1 \leq i \leq N)$.
(i) Let $k$ be a nonnegative integer and $\alpha \in(0,1)$. By $C^{k+\alpha}(\bar{\Omega})$ we mean the Banach space of all real-valued functions $u \in C^{k}(\bar{\Omega})$ for which the derivatives $\partial^{\sigma} u$ with $|\sigma|=k$ are Hölder continuous on $\bar{\Omega}$ with exponent $\alpha$. The norm is

$$
\|u\|_{C^{k+\alpha}(\bar{\Omega})}=\sum_{j=0}^{k}|u|_{j, \bar{\Omega}}+|u|_{k+\alpha, \bar{\Omega}}
$$

where

$$
|u|_{j, \bar{\Omega}}=\max _{|\sigma|=k} \sup _{x \in \bar{\Omega}}\left|\partial^{\sigma} u(x)\right|,
$$

and

$$
|u|_{k+\alpha, \bar{\Omega}}=\max _{|\sigma|=k} \sup _{x, y \in \bar{\Omega}} \frac{\left|\partial^{\sigma} u(x)-\partial^{\sigma} u(y)\right|}{|x-y|^{\alpha}} .
$$

(ii) $C_{0}^{k+\alpha}(\bar{\Omega})$ is the subspace of $C^{k+\alpha}(\bar{\Omega})$ whose elements are functions vanishing on $\partial \Omega$.
(iii) $C_{\varepsilon}^{k+\alpha}(\bar{\Omega})$ is the Banach space of all real-valued functions in $C^{k+\alpha}(\bar{\Omega})$ but with the special norm depending on $\varepsilon$ :

$$
\|u\|_{C_{\varepsilon}^{k+\alpha}(\bar{\Omega})}=\sum_{j=0}^{k} \varepsilon^{j}|u|_{j, \bar{\Omega}}+\varepsilon^{k+\alpha}|u|_{k+\alpha, \bar{\Omega}}
$$

(iv) $C_{\varepsilon, 0}^{k+\alpha}(\bar{\Omega})$ is the subspace of $C_{\varepsilon}^{k+\alpha}(\bar{\Omega})$ whose elements are functions vanishing on $\partial \Omega$.
2. Matched asymptotic expansion of singularly perturbed stationary solutions. In this section, we summarize the necessary conditions for the existence of the $\varepsilon$-family of matched asymptotic solutions with internal transition layers of the following stationary problem:

$$
\begin{align*}
& \begin{cases}0=\varepsilon^{2} \Delta u+f(u, v) & \text { in } \Omega \\
0=D \Delta v+g(u, v)\end{cases}  \tag{2.1}\\
& \frac{\partial u}{\partial n}=0=\frac{\partial v}{\partial n} \tag{2.2}
\end{align*} \quad \text { on } \partial \Omega .
$$

Before presenting the precise form of matched asymptotic expansion, we need to do a change of variables near the interface. Let us assume that there exists an $\varepsilon$-family
of smooth solutions $\left(U^{\varepsilon}(x), V^{\varepsilon}(x)\right)$ to (2.1) and (2.2) with interior transition layers such that the interface defined by

$$
\begin{equation*}
\Gamma^{\varepsilon} \equiv\left\{x \in \Omega \mid U^{\varepsilon}(x)=\alpha^{*}\right\} \tag{2.3}
\end{equation*}
$$

is a compact smooth manifold of dimension $N-1$ embedded in $\mathbf{R}^{N}$ and has a definite limit $\Gamma^{0}$ with the same properties as $\varepsilon \downarrow 0$. Let $\left(X_{\phi}, \phi\right)$ be a local chart on $\Gamma^{0}$, with $\phi\left(X_{\phi}\right)$ an open subset of $\mathbf{R}^{N-1}$. For $x_{0} \in X_{\phi}, \phi\left(x_{0}\right)=s=\left(s^{1}, \ldots, s^{N-1}\right)$ and we denote the inverse of $\phi$ by

$$
x_{0}=\left(x_{0}^{1}(s), \ldots, x_{0}^{N}(s)\right)
$$

In some tubular neighborhood $U_{d}\left(\Gamma^{0}\right)=\left\{x \in \mathbf{R}^{N}| | y(x) \mid \leq d\right\}$ of $\Gamma^{0}$, the local coordinate system $(s, y)=\left(s^{1}, \ldots, s^{N-1}, y\right)$ is defined and for $x \in U_{d}\left(\Gamma^{0}\right)$,

$$
\begin{equation*}
x=X(s, y) \equiv x_{0}\left(s^{1}, \ldots, s^{N-1}\right)+y \nu\left(s^{1}, \ldots, s^{N-1}\right) \tag{2.4}
\end{equation*}
$$

holds, where $\nu\left(s^{1}, \ldots, s^{N-1}\right)$ is the outward unit normal vector at $s=\left(s^{1}, \ldots, s^{N-1}\right)$ to $\Gamma^{0}$. Then, $X$ becomes a diffeomorphism from $[-d, d] \times \Gamma^{0}$ to $U_{d}\left(\Gamma^{0}\right)$ if $d$ is strictly smaller than the infimum of the radii of curvature of $\Gamma^{0}$. Its inverse is denoted by $(S(x), Y(x))$. Then $\Gamma^{\varepsilon}$ can be represented by

$$
\Gamma^{\varepsilon}=\left\{x_{0}(s)+\gamma(s, \varepsilon) \nu(s) \mid s \in \Gamma^{0}\right\}
$$

where

$$
\gamma(s, \varepsilon)=\sum_{k=1}^{m} \varepsilon^{k} \gamma_{k}(s)+\varepsilon^{m} \hat{\gamma}_{m+1}(s, \varepsilon)
$$

Here we introduce the local shift variable $\tau$ by the following relation:

$$
\begin{equation*}
y=\tau+\omega\left(\frac{\tau}{d}\right) \gamma(s, \varepsilon) \tag{2.5}
\end{equation*}
$$

where $\omega(\tau) \in C^{\infty}(\mathbf{R})$ is a cut-off function such that

$$
\begin{gathered}
\omega(\tau)=1 \text { for }|\tau| \leq \frac{1}{2}, \omega(\tau)=0 \text { for }|\tau| \geq 1 \\
0 \leq \omega(\tau) \leq 1, \quad\left|\omega^{\prime}\right| \leq 3
\end{gathered}
$$

Then, by the implicit function theorem, $\tau=\tau(s, y, \varepsilon)$ satisfying (2.5) is defined for sufficiently small $\varepsilon$. In place of $x$, we use a new independent variable $\hat{x}$, defined by

$$
\hat{x}=\hat{X}(x, \varepsilon)=\left\{\begin{array}{ll}
x, & x \in \Omega \backslash U_{d}\left(\Gamma^{0}\right), \\
X(S(x), \tau(S(x), Y(x), \varepsilon)),
\end{array} \quad x \in U_{d}\left(\Gamma^{0}\right)\right.
$$

Let $\Omega_{\varepsilon}^{+}$(resp., $\Omega_{0}^{+}$) be the region surrounded by $\Gamma^{\varepsilon}$ (resp., $\Gamma^{0}$ ) and $\Omega_{\varepsilon}^{-} \equiv \Omega \backslash \bar{\Omega}_{\varepsilon}^{+}$ (resp., $\Omega_{0}^{-} \equiv \Omega \backslash \bar{\Omega}_{0}^{+}$). Then, note that $\hat{x}=\hat{X}(x, \varepsilon) \operatorname{maps} \Gamma^{\varepsilon}$ to $\Gamma^{0}$, and $\Omega_{\varepsilon}^{ \pm}$to $\Omega_{0}^{ \pm}$, respectively; namely, the free boundary $\Gamma^{\varepsilon}$ becomes a fixed boundary $\Gamma^{0}$ in the new coordinate. Throughout the paper, we shall use the following notation:

$$
u(x)=u(s, y), \quad \hat{u}(\hat{x})=\hat{u}(s, \tau)
$$

Using the above transformation, the stationary problem (2.1) with (2.2) can be rewritten as

$$
\begin{array}{ll} 
\begin{cases}\varepsilon^{2} M^{\varepsilon} \hat{u}+f(\hat{u}, \hat{v})=0 & \text { in } \Omega, \\
D M^{\varepsilon} \hat{v}+g(\hat{u}, \hat{v})=0 & \text { on } \partial \Omega,\end{cases} \\
\frac{\partial \hat{u}}{\partial n}=0=\frac{\partial \hat{v}}{\partial n} & \tag{2.7}
\end{array}
$$

where $\hat{u}=\hat{u}(\hat{x}), \hat{v}=\hat{v}(\hat{x})$, and $M^{\varepsilon}$ is the representation of the Laplacian $\Delta_{x}$ in $\hat{x}$. In $\Omega \backslash U_{d}\left(\Gamma^{0}\right), M^{\varepsilon}$ is equal to $\Delta_{\hat{x}}$. On the other hand, in the neighborhood $U_{d}\left(\Gamma^{0}\right)$, $M^{\varepsilon}$ is defined in the following way: for the local coordinate system $(s, y)$ defined by (2.4) in $\mathbf{R}^{N}$, let $g^{i j}$ be the contravariant metric tensor and $g=\operatorname{det}\left(g^{i j}\right)$. Then for $u(x)=u(s, y)$, Laplacian $\Delta_{x}$ is expressed by

$$
\begin{align*}
\left(\Delta_{x} u\right)(x) \equiv & \left(\Delta_{(s, y)} u\right)(s, y) \\
\equiv & \frac{\partial^{2}}{\partial y^{2}} u(s, y)+(N-1) H(s, y) \frac{\partial}{\partial y} u(s, y)  \tag{2.8}\\
& \quad+\frac{1}{\sqrt{g}} \sum_{i=1}^{N-1} \frac{\partial}{\partial s^{i}}\left(\sqrt{g} \sum_{j=1}^{N-1} g^{i j} \frac{\partial}{\partial s^{j}} u(s, y)\right),
\end{align*}
$$

where $H=H(s, y)$ is the mean curvature of the hypersurface $\Gamma(y)=\left\{x_{0}(s)+y \nu(s) \mid\right.$ $\left.s \in \Gamma^{0}\right\}$ at $(s, y)$. Using this representation, for $\hat{u}(\hat{x})=\hat{u}(s, \tau), M^{\varepsilon}$ is defined by

$$
\left(M^{\varepsilon} \hat{u}\right)(\hat{x}) \equiv \Delta_{(s, y)} \hat{u}(s, \tau(s, y, \varepsilon)) .
$$

It follows from this definition that $M^{\varepsilon}$ can be expanded as $M^{\varepsilon}=\sum_{k \geq 0} \varepsilon^{k} M_{k}$, where

$$
M_{0} \equiv \Delta_{\hat{x}}, \quad \hat{x} \in \Omega,
$$

and for $k \geq 1$,

$$
M_{k}= \begin{cases}0, & \hat{x} \in \Omega \backslash U_{d}\left(\Gamma^{0}\right), \\ \text { at most the second order differential operator in } \\ s^{i}(i=1, \ldots, N-1) \text { and } \tau, & \hat{x} \in U_{d}\left(\Gamma^{0}\right) .\end{cases}
$$

In the following, we consider only (2.6) and (2.7), so we omit the hat symbol ( ${ }^{\wedge}$ ). A family of solutions $\left(U^{\varepsilon}, V^{\varepsilon}\right) \in X_{\varepsilon} \equiv C_{\varepsilon}^{2+\alpha}(\bar{\Omega}) \times C^{2+\alpha}(\bar{\Omega})$ of (2.6) and (2.7) is called an $\varepsilon$-family of matched asymptotic solutions of order $m$ when it has the following expansions (2.9)-(2.12). Roughly speaking, $\left(U^{\varepsilon}, V^{\varepsilon}\right)$ is expanded separately in two regions $\Omega_{0}^{ \pm}$divided by the interface $\Gamma^{0}$, and they are matched smoothly at $\Gamma^{0}$. It should be recalled that the boundary condition (2.3) is always satisfied at $\Gamma^{0}$ for small $\varepsilon$ owing to the change of variables (2.5). More precisely, for any positive integer $m$, we have

$$
U^{\varepsilon}(x)= \begin{cases}U_{+}^{\varepsilon}(x) \equiv U_{m}^{+}(x, \varepsilon)+\Phi_{m}^{+}(x, \varepsilon)+o\left(\varepsilon^{m}\right), & x \in \Omega_{0}^{+} \\ U_{-}^{\varepsilon}(x) \equiv U_{m}^{-}(x, \varepsilon)+\Phi_{m}^{-}(x, \varepsilon)+o\left(\varepsilon^{m}\right), & x \in \Omega_{0}^{-}\end{cases}
$$

$$
V^{\varepsilon}(x)= \begin{cases}V_{+}^{\varepsilon}(x) \equiv V_{m}^{+}(x, \varepsilon)+\varepsilon^{2} \Psi_{m}^{+}(x, \varepsilon)+o\left(\varepsilon^{m}\right), & x \in \Omega_{0}^{+}  \tag{2.9}\\ V_{-}^{\varepsilon}(x) \equiv V_{m}^{-}(x, \varepsilon)+\varepsilon^{2} \Psi_{m}^{-}(x, \varepsilon)+o\left(\varepsilon^{m}\right), & x \in \Omega_{0}^{-}\end{cases}
$$

where

$$
\begin{gather*}
U_{m}^{ \pm}(x, \varepsilon)=\sum_{k=0}^{m} u_{k}^{ \pm}(x) \varepsilon^{k}, \quad V_{m}^{ \pm}(x, \varepsilon)=\sum_{k=0}^{m} v_{k}^{ \pm}(x) \varepsilon^{k},  \tag{2.10}\\
\Phi_{m}^{ \pm}(x, \varepsilon)= \begin{cases}\omega\left(\frac{Y(x)}{d}\right) \sum_{k=0}^{m} \phi_{k}^{ \pm}\left(S(x), \frac{Y(x)}{\varepsilon}\right) \varepsilon^{k}, & x \in U_{d}\left(\Gamma^{0}\right) \cap \Omega_{0}^{ \pm}, \\
0, & x \in \Omega_{0}^{ \pm} \backslash U_{d}\left(\Gamma^{0}\right),\end{cases}  \tag{2.11}\\
\Psi_{m}^{ \pm}(x, \varepsilon)= \begin{cases}\omega\left(\frac{Y(x)}{d}\right) \sum_{k=0}^{m} \psi_{k}^{ \pm}\left(S(x), \frac{Y(x)}{\varepsilon}\right) \varepsilon^{k}, & x \in U_{d}\left(\Gamma^{0}\right) \cap \Omega_{0}^{ \pm}, \\
0, & x \in \Omega_{0}^{ \pm} \backslash U_{d}\left(\Gamma^{0}\right),\end{cases} \tag{2.12}
\end{gather*}
$$

$\phi_{k}^{ \pm}$and $\psi_{k}^{ \pm}$are functions of $s$ and $\xi$, and $\xi$ is the stretched variable $\xi \equiv \tau / \varepsilon$ (recall that $Y(\hat{x})=\tau)$. Here the topology of Landau's $o$ is $X_{\varepsilon}$. The coefficients $u_{k}^{ \pm}, v_{k}^{ \pm}, \phi_{k}^{ \pm}$, and $\psi_{k}^{ \pm}$satisfy the equations listed below in appropriate function spaces, which can be obtained by making outer and inner expansions and equating like powers of $\varepsilon^{k}$. The inner and outer solutions are not independent in the sense that they must satisfy the boundary conditions as well as the $C^{1}$-matching conditions between $\left(U_{+}^{\varepsilon}, V_{+}^{\varepsilon}\right)$ and $\left(U_{-}^{\varepsilon}, V_{-}^{\varepsilon}\right)$ on $\Gamma^{0}$. Let $\beta^{\varepsilon}(s)=v^{*}+\sum_{k=1}^{m} \beta_{k}(s) \varepsilon^{k}+\varepsilon^{m} \beta_{m+1}(s, \varepsilon)$ be the expansion of the value of $V^{\varepsilon}$ on $\Gamma^{0}$. Note that the 0 th order should be $v^{*}$ from (A.3), since ( $U^{\varepsilon}, V^{\varepsilon}$ ) is a stationary solution.

We briefly explain the algorithm of the matched asymptotic expansion method and display the equations and relations up to order $O\left(\varepsilon^{m}\right)$. For more detailed arguments, see [2] and [6].

First we divide (2.6) into two problems as follows:

$$
\begin{align*}
& \begin{cases}\varepsilon^{2} M^{\varepsilon} u^{+}+f\left(u^{+}, v^{+}\right)=0 & \text { in } \Omega_{0}^{+}, \\
D M^{\varepsilon} v^{+}+g\left(u^{+}, v^{+}\right)=0 & \\
u^{+}=\alpha^{*}, v^{+}=\beta^{\varepsilon} & \text { on } \Gamma^{0},\end{cases}  \tag{2.13}\\
& \begin{cases}\varepsilon^{2} M^{\varepsilon} u^{-}+f\left(u^{-}, v^{-}\right)=0 & \text { in } \Omega_{0}^{-}, \\
D M^{\varepsilon} v^{-}+g\left(u^{-}, v^{-}\right)=0 & \text { on } \Gamma^{0}, \\
u^{-}=\alpha^{*}, v^{-}=\beta^{\varepsilon} & \text { on } \partial \Omega .\end{cases} \tag{2.13}
\end{align*}
$$

Then the interface is regarded as the boundary layer at $\Gamma^{0}$.

Outer expansion. Let

$$
\begin{equation*}
u^{ \pm}=\sum_{k=0}^{m} u_{k}^{ \pm}(x) \varepsilon^{k}, \quad v^{ \pm}=\sum_{k=0}^{m} v_{k}^{ \pm}(x) \varepsilon^{k} \tag{2.14}
\end{equation*}
$$

where both $u_{k}^{ \pm}(x)$ and $v_{k}^{ \pm}(x)$ belong to $C^{\infty}\left(\bar{\Omega}_{0}^{ \pm}\right)$. Substituting (2.14) into $(2.13)_{ \pm}$ and equating like powers of $\varepsilon$, then $\left(u_{k}^{ \pm}(x), v_{k}^{ \pm}(x)\right)$ satisfy the following equations:
$k=0$

$$
\begin{cases}f\left(u_{0}^{ \pm}, v_{0}^{ \pm}\right)=0 & \text { in } \Omega_{0}^{ \pm}  \tag{2.15}\\ D M_{0} v_{0}^{ \pm}+g\left(u_{0}^{ \pm}, v_{0}^{ \pm}\right)=0 & \text { on } \partial \Omega \\ \frac{\partial v_{0}^{-}}{\partial n}=0 & \end{cases}
$$

$$
k \geq 1
$$

where $f_{u}^{0 \pm} \equiv \frac{\partial}{\partial u} f\left(u_{0}^{ \pm}, v_{0}^{ \pm}\right), f_{v}^{0 \pm} \equiv \frac{\partial}{\partial v} f\left(u_{0}^{ \pm}, v_{0}^{ \pm}\right)$, and so on. $P_{k-1}^{ \pm}$and $Q_{k-1}^{ \pm}$are functions determined only by $u_{0}^{ \pm}, v_{0}^{ \pm}, \ldots, u_{k-1}^{ \pm}, v_{k-1}^{ \pm}$. For $k=1$, we define the righthand side of (2.16) as equal to zero. Since $\left(U^{\varepsilon}, V^{\varepsilon}\right)$ is a layered solution connecting two stable branches of the kinetics $(f, g)$, it follows from (A.4) and the first equation of (2.15) that $\left(u_{0}^{ \pm}, v_{0}^{ \pm}\right)$lies on either $H_{+}$or $H_{-}$. For definiteness, we assume that $u_{0}^{ \pm}=$ $h_{ \pm}\left(v_{0}^{ \pm}\right)$. Then (2.16) can be uniquely solved recursively owing to the assumptions (A.4) and (A.5). This expansion is, however, insufficient because the layer part is not taken into account; in fact, $u_{0}^{+}$and $u_{0}^{-}$are discontinuous on $\Gamma^{0}$. To cope with this defect, we introduce a new variable $\xi=\tau / \varepsilon$ that rescales a neighborhood of the interface. Also note that the boundary conditions for $v_{k}^{ \pm}$are determined by the $C^{1}$ matching conditions discussed later.

Inner expansion. We introduce the stretched variable $\xi=\tau / \varepsilon$ and let

$$
\begin{align*}
& u^{ \pm}=U_{m}^{ \pm}(x, \varepsilon)+\sum_{k=0}^{m} \phi_{k}^{ \pm}\left(S(x), \frac{Y(x)}{\varepsilon}\right) \varepsilon^{k}  \tag{2.17}\\
& v^{ \pm}=V_{m}^{ \pm}(x, \varepsilon)+\varepsilon^{2} \sum_{k=0}^{m} \psi_{k}^{ \pm}\left(S(x), \frac{Y(x)}{\varepsilon}\right) \varepsilon^{k},
\end{align*}
$$

where $\phi_{k}^{ \pm}=\phi_{k}^{ \pm}(s, \xi)$ and $\psi_{k}^{ \pm}=\psi_{k}^{ \pm}(s, \xi)$. Since the definition domains of $\phi_{k}^{ \pm}$and $\psi_{k}^{ \pm}$are semi-infinite, these functions and the inhomogeneous terms of their equations listed below must have some decaying property for solvability. An appropriate function space for this purpose is the following.

Definition 2.1. Let $\mathcal{E}^{ \pm}$be the set of functions $E^{ \pm}(s, \xi, \varepsilon)$ defined on $\Gamma_{0} \times I^{\mp} \times$ $\left[0, \varepsilon_{0}\right)$ with the property that for each $C^{\infty}$ linear differential operator $D$ of any order in the variables $s$ and $\xi$, there exist positive constants $C_{ \pm}$and $K$ (possibly depending on $D$ and $E^{ \pm}$, but not on $s, \xi$, and $\varepsilon$ ) with $\left|D E^{ \pm}\right| \leq K e^{-C_{ \pm}|\xi|}$. Here $I^{-} \equiv(-\infty, 0)$ and $I^{+} \equiv(0, \infty)$.

Substituting (2.17) into $(2.13)_{ \pm}$and equating like powers of $\varepsilon$, we obtain the following equations:

$$
k=0
$$

$$
\left\{\begin{array}{l}
\ddot{\phi}_{0}^{ \pm}+f\left(h_{ \pm}\left(v^{*}\right)+\phi_{0}^{ \pm}, v^{*}\right)=0 \\
D \ddot{\psi}_{0}^{ \pm}=g\left(h_{ \pm}\left(v^{*}\right), v^{*}\right)-g\left(h_{ \pm}\left(v^{*}\right)+\phi_{0}^{ \pm}, v^{*}\right) \\
\phi_{0}^{ \pm}(s, \mp \infty)=0, \quad \psi_{0}^{ \pm}(s, \mp \infty)=0=\dot{\psi}_{0}^{ \pm}(s, \mp \infty)
\end{array}\right.
$$

$k=1$

$$
\left\{\begin{array}{l}
\begin{array}{l}
\ddot{\phi}_{1}^{ \pm}+\tilde{f}_{u}^{0 \pm} \phi_{1}^{ \pm}=-\tilde{M}_{1} \phi_{0}^{ \pm}-\tilde{f}_{u}^{0 \pm}\left\{u_{1}^{ \pm}(s, 0)+\left(u_{0}^{ \pm}\right)_{\tau}(s, 0) \xi\right\} \\
\\
\quad-\tilde{f}_{v}^{0 \pm}\left\{v_{1}^{ \pm}(s, 0)+\left(v_{0}^{ \pm}\right)_{\tau}(s, 0) \xi\right\} \\
D \ddot{\psi}_{1}^{ \pm}=-D \tilde{M}_{1} \psi_{0}^{ \pm}+\tilde{Q}_{0}^{ \pm} \\
\phi_{1}^{ \pm}(s, \mp \infty)=0, \quad \psi_{1}^{ \pm}(s, \mp \infty)=0=\dot{\psi}_{1}^{ \pm}(s, \mp \infty)
\end{array}
\end{array}\right.
$$

$k \geq 2$

$$
\left\{\begin{array}{l}
\ddot{\phi}_{k}^{ \pm}+\tilde{f}_{u}^{0 \pm} \phi_{k}^{ \pm}=-\sum_{i+j=k, i \geq 1} \tilde{M}_{i} \phi_{j}^{ \pm}+\tilde{P}_{k-1}^{ \pm} \\
D \ddot{\psi}_{k}^{ \pm}=-D \sum_{i+j=k, i \geq 1} \tilde{M}_{i} \psi_{j}^{ \pm}+\tilde{Q}_{k-1}^{ \pm} \\
\phi_{k}^{ \pm}(s, \mp \infty)=0, \quad \psi_{k}^{ \pm}(s, \mp \infty)=0=\dot{\psi}_{k}^{ \pm}(s, \mp \infty)
\end{array}\right.
$$

for $\xi \in I^{\mp}$ and $s \in \Gamma^{0}$, where $\cdot=\frac{\partial}{\partial \xi}, \tilde{f}_{u}^{0 \pm} \equiv \frac{\partial}{\partial u} f\left(h_{ \pm}\left(v^{*}\right)+\phi_{0}^{ \pm}, v^{*}\right),\left(u_{0}^{ \pm}\right)_{\tau}(s, 0)=$ $\frac{\partial}{\partial \tau} u_{0}^{ \pm}(s, 0)$, and so on. $\tilde{P}_{k-1}^{ \pm}$depends on $u_{0}^{ \pm}, v_{0}^{ \pm}, \ldots, u_{k}^{ \pm}, v_{k}^{ \pm}, \phi_{0}^{ \pm}, \psi_{0}^{ \pm}, \ldots, \phi_{k-1}^{ \pm}, \psi_{k-2}^{ \pm}$, and $\tilde{Q}_{k-1}^{ \pm}$does, moreover, depend on $\psi_{k-1}^{ \pm}$. The solvability of the above equations in the space $\mathcal{E}^{ \pm}$can be shown in a similar way to [2], so we leave the details to the reader. $\tilde{M}^{\varepsilon}$ is the representation of $M^{\varepsilon}$ in variables $s$ and $\xi$ and is expanded as

$$
\tilde{M}^{\varepsilon} \equiv \frac{1}{\varepsilon^{2}} \sum_{k \geq 0} \varepsilon^{k} \tilde{M}_{k}
$$

Here $\tilde{M}_{k}(k \geq 0)$ are at most second-order differential operators in $s$ and $\xi$. The precise forms of $\tilde{M}_{k}$ are presented at the end of this section.

Boundary conditions and $\boldsymbol{C}^{\mathbf{1}}$-matching conditions. Now we describe the boundary conditions of $v_{k}^{ \pm}$and $\phi_{k}^{ \pm}$on $\Gamma^{0}$. Then $u_{k}^{ \pm}, v_{k}^{ \pm}, \phi_{k}^{ \pm}$, and $\psi_{k}^{ \pm}$are determined
recursively. These conditions are given by

$$
\begin{aligned}
& \alpha^{*}=\sum_{k=0}^{m} u_{k}^{ \pm}(s, 0) \varepsilon^{k}+\sum_{k=0}^{m} \phi_{k}^{ \pm}(s, 0) \varepsilon^{k}, \\
& v^{*}+\sum_{k=1}^{m} \beta_{k}(s) \varepsilon^{k}=\sum_{k=0}^{m} v_{k}^{ \pm}(s, 0) \varepsilon^{k}+\varepsilon^{2} \sum_{k=0}^{m-2} \psi_{k}^{ \pm}(s, 0) \varepsilon^{k} .
\end{aligned}
$$

Equating like powers of $\varepsilon$, we have the following boundary conditions:

$$
k=0
$$

$$
\begin{equation*}
\phi_{0}^{ \pm}(s, 0)=\alpha^{*}-u_{0}^{ \pm}(s, 0), \quad v_{0}^{ \pm}=v^{*} \quad s \in \Gamma^{0} \tag{2.18}
\end{equation*}
$$

$k \geq 1$

$$
\phi_{k}^{ \pm}(s, 0)=-u_{k}^{ \pm}(s, 0), \quad v_{k}^{ \pm}(s, 0)=\beta_{k}(s)-\psi_{k-2}^{ \pm}(s, 0) \quad s \in \Gamma^{0}
$$

In this way, we obtain the formal asymptotic solution of $(2.13)_{ \pm}$. Since $\left(U^{\varepsilon}, V^{\varepsilon}\right)$ is a stationary solution of (2.6), $\left(U_{ \pm}^{\varepsilon}, V_{ \pm}^{\varepsilon}\right)$ must satisfy the $C^{1}$-matching conditions; that is,

$$
\varepsilon \frac{\partial U_{+}^{\varepsilon}}{\partial \nu}=\varepsilon \frac{\partial U_{-}^{\varepsilon}}{\partial \nu}, \quad \varepsilon \frac{\partial V_{+}^{\varepsilon}}{\partial \nu}=\varepsilon \frac{\partial V_{-}^{\varepsilon}}{\partial \nu} \text { on } \Gamma^{0} \text {. }
$$

After some computation, we have

$$
k=0
$$

$$
\begin{equation*}
\left(v_{0}^{+}\right)_{\tau}(s, 0)=\left(v_{0}^{-}\right)_{\tau}(s, 0), \quad \dot{\phi}_{0}^{+}(s, 0)=\dot{\phi}_{0}^{-}(s, 0), \quad s \in \Gamma^{0} \tag{2.19}
\end{equation*}
$$

$k \geq 1$

$$
\begin{align*}
& \left(v_{k}^{+}\right)_{\tau}(s, 0)+\dot{\psi}_{k-1}^{+}(s, 0)=\left(v_{k}^{-}\right)_{\tau}(s, 0)+\dot{\psi}_{k-1}^{-}(s, 0)  \tag{2.20}\\
& \dot{\phi}_{k}^{+}(s, 0)+\left(u_{k-1}^{+}\right)_{\tau}(s, 0)=\dot{\phi}_{k}^{-}(s, 0)+\left(u_{k-1}^{-}\right)_{\tau}(s, 0)
\end{align*}
$$

The second equation of (2.15) with the boundary and $C^{1}$-matching conditions (see (2.18) and (2.19)) is called the reduced problem; namely,

$$
\begin{cases}D \Delta v_{0}^{ \pm}+g\left(h_{ \pm}\left(v_{0}^{ \pm}\right), v_{0}^{ \pm}\right)=0 & \text { in } \Omega_{0}^{ \pm}  \tag{2.21}\\ v_{0}^{ \pm}=v^{*}, \quad \frac{\partial v_{0}^{+}}{\partial \nu}=\frac{\partial v_{0}^{-}}{\partial \nu} & \text { on } \Gamma^{0} \\ \frac{\partial v_{0}^{-}}{\partial n}=0 & \text { on } \partial \Omega\end{cases}
$$

This is a free boundary problem for $\Gamma^{0}$ which determines the asymptotic configuration of stationary interfacial patterns. We define $v_{0}(x) \in C^{1}(\bar{\Omega})$ by

$$
v_{0}(x)= \begin{cases}v_{0}^{+}(x), & x \in \Omega_{0}^{+} \\ v_{0}^{-}(x), & x \in \Omega_{0}^{-}\end{cases}
$$

We close this section by presenting a lemma on the representations of $\tilde{M}_{k}$, which will become useful in the next section. The proof is delegated to [6].

Lemma 2.2. $\tilde{M}_{0}, \tilde{M}_{1}$, and $\tilde{M}_{2}$ have the following forms:

$$
\begin{aligned}
\tilde{M}_{0} \equiv & \frac{\partial^{2}}{\partial \xi^{2}}, \quad \tilde{M}_{1} \equiv(N-1) H_{0}(s) \frac{\partial}{\partial \xi} \\
\tilde{M}_{2} \equiv & \Delta^{\Gamma^{0}}-\left(P_{1}(s)+P_{2}(s)\right) \frac{\partial}{\partial \xi}+P_{3}(s) \frac{\partial^{2}}{\partial \xi^{2}} \\
& \quad-D_{s} \frac{\partial}{\partial \xi}-H_{1}(s)\left(\xi+\gamma_{1}(s)\right) \frac{\partial}{\partial \xi}
\end{aligned}
$$

where

$$
\begin{aligned}
& P_{1}(s)=\frac{1}{2 G} \sum_{i=1}^{N-1} G_{s^{i}} \sum_{j=1}^{N-1} G^{i j} \partial_{s^{j}} \gamma_{1}, P_{2}(s)=\sum_{i=1}^{N-1} \sum_{j=1}^{N-1}\left[G_{s^{i}}^{i j} \partial_{s^{j}} \gamma_{1}+G^{i j} \partial_{s^{i} s^{j}} \gamma_{1}\right] \\
& P_{3}(s)=\sum_{i=1}^{N-1} \sum_{j=1}^{N-1} G^{i j} \partial_{s^{i}} \gamma_{1} \partial_{s^{j}} \gamma_{1}>0, D_{s}=\sum_{i=1}^{N-1} \sum_{j=1}^{N-1} G^{i j}\left(\partial_{s^{i}} \gamma_{1} \frac{\partial}{\partial s^{j}}+\partial_{s^{j}} \gamma_{1} \frac{\partial}{\partial s^{i}}\right), \\
& H_{1}(s) \equiv \sum_{i=1}^{N-1} \kappa_{i}(s)^{2} .
\end{aligned}
$$

$H_{0}(s)\left(\right.$ resp., $\left.\kappa_{i}(s)\right)$ are the mean (resp., principal) curvature of $\Gamma^{0}$ at $s \in \Gamma^{0}, G^{i j}$ is the contravariant metric tensor for the manifold $\Gamma^{0}$ of dimension $N-1, G=\operatorname{det}\left(G^{i j}\right)$, and $\Delta^{\Gamma^{0}}$ is Laplace-Beltrami's operator defined on $\Gamma^{0}$. In particular, the coefficients of $\frac{\partial}{\partial s^{j}}$ in $D_{s}$ are independent of $\xi$.
3. Instability result for stationary patterns as $\varepsilon \downarrow 0$. In this section we prove that the internal layered solutions in the previous section must become unstable when $\varepsilon$ tends to zero. For this purpose, we show that the linearized eigenvalue problem around $\left(U^{\varepsilon}, V^{\varepsilon}\right)$,

$$
\left\{\begin{array}{l}
\lambda w=\varepsilon^{2} M^{\varepsilon} w+f_{u}^{\varepsilon} w+f_{v}^{\varepsilon} z  \tag{3.1}\\
\lambda z=D M^{\varepsilon} z+g_{u}^{\varepsilon} w+g_{v}^{\varepsilon} z
\end{array}\right.
$$

has an unstable eigenvalue where $\lambda$ is the eigenvalue parameter, where $f_{u}^{\varepsilon}=\frac{\partial}{\partial u} f\left(U^{\varepsilon}, V^{\varepsilon}\right)$ and so on. The main result is the following.

Theorem 3.1. Suppose that (1.1) has an $\varepsilon$-family of stationary matched asymptotic solutions of order 1 (i.e., $m=1$ ) whose interface is smooth up to $\varepsilon=0$. Then, (3.1) has a positive (i.e., unstable) eigenvalue of $O(\varepsilon)$ for small $\varepsilon$.

Proof. We divide the proof into three steps. In the first two steps we assume that the $\varepsilon$-family of stationary solutions has an asymptotic expansion up to order 2 (i.e., $m=2$ ), which makes the proof readable, especially to understand how to handle the Laplacian part. Then it is easy to modify the proof to be valid for the order 1 case (see Step 3 below). Apparently (3.1) is not a self-adjoint problem, since $f_{v}^{\varepsilon} \neq g_{u}^{\varepsilon}$. In order to reduce the problem to a self-adjoint one, we first introduce the following
auxiliary problem:

$$
\left\{\begin{array}{l}
\lambda w=\varepsilon^{2} M^{\varepsilon} w+f_{u}^{\varepsilon} w+f_{v}^{\varepsilon} z,  \tag{3.2}\\
\eta z=D M^{\varepsilon} z+g_{u}^{\varepsilon} w+g_{v}^{\varepsilon} z,
\end{array}\right.
$$

where $\eta$ is an auxiliary parameter. The following Step 1 deals with the case $\eta=0$, where, by solving the second equation with respect to $z$ (see (A.6)) and substituting it into the first equation, we have a self-adjoint problem of $w$. Then the existence of the unstable eigenvalue for (3.2) with $\eta=0$ is shown via the variational method. This result can be extended to case $\eta>0$ in Step 2, where it is proved that a positive eigenvalue of $O(\varepsilon)$ of (3.2) exists for each $\eta \neq 0$. The proof of Theorem 3.1 for $m=2$ is an immediate consequence of these two steps. Finally in Step 3 we show that the expansion up to order 1 is sufficient for the proof of instability. Note that the linearized instability implies a nonlinear one for the class of evolutional systems like (1.1).

Step 1 ( $\eta=0$ case). Solving the second equation of (3.2) with $\eta=0$ with respect to $z$ as

$$
\begin{equation*}
z=\left(N^{\varepsilon}\right)^{-1} g_{u}^{\varepsilon} w, \tag{3.3}
\end{equation*}
$$

where $\left(N^{\varepsilon}\right)^{-1} \equiv\left(-D M^{\varepsilon}-g_{v}^{\varepsilon}\right)^{-1}$, which is well defined from (A.6), and then substituting (3.3) into the first equation of (3.2), we obtain a scalar problem for $w$ :

$$
\begin{equation*}
\lambda w=\varepsilon^{2} M^{\varepsilon} w+f_{u}^{\varepsilon} w+f_{v}^{\varepsilon}\left(N^{\varepsilon}\right)^{-1} g_{u}^{\varepsilon} w . \tag{3.4}
\end{equation*}
$$

From (A.1), (3.4) becomes a self-adjoint problem.
Lemma 3.2. (3.4) has a positive (i.e., unstable) eigenvalue of $O(\varepsilon)$ for small $\varepsilon$.
Proof. In what follows, for simplicity of notation, we can assume that $f_{v} \equiv-1$ and $g_{u} \equiv 1$ without loss of generality. Since the linearized operator (3.4) is self-adjoint, we shall prove that the largest eigenvalue $\lambda_{0}^{\varepsilon}$ of (3.4) becomes positive for small $\varepsilon$, which is characterized by

$$
\begin{equation*}
\lambda_{0}^{\varepsilon}=\sup _{w \in H^{1}(\Omega)} \frac{\int_{\Omega}\left\{-\varepsilon^{2}\left|\nabla_{M \varepsilon} w\right|^{2}+f_{u}^{\varepsilon} w^{2}-\left|\left(N^{\varepsilon}\right)^{-1 / 2} w\right|^{2}\right\} d x}{\int_{\Omega} w^{2} d x} \tag{3.5}
\end{equation*}
$$

where $\nabla_{M^{\varepsilon}}$ is the representation of $\nabla$ with respect to the coordinate $\hat{x}$ (see section 2). Recall that we write $x$ instead of $\hat{x}$ and hence $Y(x)=\tau$ and $\xi \equiv \tau / \varepsilon$. Now we construct a suitable test function for our purpose. Let

$$
Q(\xi)= \begin{cases}\omega\left(\frac{\varepsilon \xi}{d}\right) \dot{U}(\xi) & \text { for } \quad|\xi| \leq \frac{d}{\varepsilon} \\ 0 & \text { for } \quad|\xi| \geq \frac{d}{\varepsilon}\end{cases}
$$

where $U$ is a solution of

$$
\left\{\begin{array}{l}
\ddot{U}+f\left(U, v^{*}\right)=0,  \tag{3.6}\\
U( \pm \infty)=h_{\mp}\left(v^{*}\right), \quad U(0)=\alpha^{*} .
\end{array}\right.
$$

We define $w(x)$ by the following product with $\Theta \in L^{2}\left(\Gamma^{0}\right)$ and $\|\Theta\|_{L^{2}\left(\Gamma^{0}\right)}=1$ :

$$
w(x)= \begin{cases}Q\left(\frac{Y(x)}{\varepsilon}\right) \Theta(S(x)), & x \in U_{d}\left(\Gamma^{0}\right) \\ 0, & x \in \Omega \backslash U_{d}\left(\Gamma^{0}\right)\end{cases}
$$

For this $w(x), \varepsilon^{2}\left|\nabla_{M^{\varepsilon}} w\right|^{2}$ is computed as

$$
\begin{gather*}
\varepsilon^{2}\left|\nabla_{M^{\varepsilon}} w\right|^{2}=\varepsilon^{2}\left(\dot{U}^{2}\left|\nabla^{\Gamma^{0}} \Theta\right|^{2}-2 \ddot{U}^{2} \dot{U}^{2} \nabla^{\Gamma^{0}} \Theta \cdot \nabla^{\Gamma^{0}} \gamma_{1}+\ddot{U}^{2}\left|\nabla^{\Gamma^{0}} \gamma_{1}\right|^{2}\right) \\
+\ddot{U}^{2} \Theta^{2}+O\left(\varepsilon^{3}\right) \tag{3.7}
\end{gather*}
$$

in $U_{d}\left(\Gamma^{0}\right)$, where

$$
\nabla^{\Gamma^{0}} \Theta_{1} \cdot \nabla^{\Gamma^{0}} \Theta_{2} \equiv \sum_{i, j=1}^{N-1} G^{i j} \frac{\partial \Theta_{1}}{\partial s^{i}} \frac{\partial \Theta_{2}}{\partial s^{j}},\left|\nabla^{\Gamma^{0}} \Theta_{3}\right|^{2} \equiv \nabla^{\Gamma^{0}} \Theta_{3} \cdot \nabla^{\Gamma^{0}} \Theta_{3}
$$

for $\Theta_{i} \in L^{2}\left(\Gamma^{0}\right)(i=1,2,3)$, and $G^{i j}$ is the contravariant metric tensor for $\Gamma^{0}$. Here we used the fact that

$$
\left|\nabla_{M^{\varepsilon}} \hat{u}\right|^{2}=\left|\nabla_{(s, y)} u\right|^{2} \equiv \sum_{i, j=1}^{N-1} g^{i j} \frac{\partial u}{\partial s^{i}} \frac{\partial u}{\partial s^{j}}+\left(\frac{\partial u}{\partial y}\right)^{2}
$$

for $\hat{u}(s, \tau)=u(s, y)$. Hence, for a function $\varphi=\varphi(s, \tau(s, y, \varepsilon) / \varepsilon)$, we note that $\frac{\partial \varphi}{\partial s^{i}}=$ $\varphi_{s^{i}}+\frac{1}{\varepsilon} \varphi_{\xi} \tau_{s^{i}}, \frac{\partial \varphi}{\partial y}=\frac{1}{\varepsilon} \varphi_{\xi} \tau_{y}, \tau_{s^{i}}=-\varepsilon \partial_{s^{i}} \gamma_{1}+O\left(\varepsilon^{2}\right)$, and $\tau_{y} \equiv 1$ in a neighborhood of $\tau=0$ (see (2.5)). Integrating (3.7) over $\Omega$, the first term of numerator of (3.5) becomes

$$
\begin{align*}
& \int_{\Omega} \varepsilon^{2}\left|\nabla_{M^{\varepsilon}} w\right|^{2} d x \\
= & \varepsilon \int_{\Gamma^{0}} \int_{|\xi| \leq \frac{d}{\varepsilon}}\left\{\varepsilon^{2} \dot{U}^{2}\left|\nabla^{\Gamma^{0}} \Theta\right|^{2}+\varepsilon^{2} \ddot{U}^{2} \hat{P}_{1}(s) \Theta^{2}+\ddot{U}^{2} \Theta^{2}\right\} d \xi d S+O\left(\varepsilon^{4}\right), \tag{3.8}
\end{align*}
$$

where $\hat{P}_{1}(s)=\left|\nabla^{\Gamma^{0}} \gamma_{1}\right|^{2}$. The remainder term $O\left(\varepsilon^{4}\right)$ depends only on $\Gamma^{0}$ and the $L^{2}$-norm of $\Theta$. In order to compute the second term of the numerator of (3.5), first note that

$$
f_{u}^{\varepsilon}= \begin{cases}\tilde{F}_{u}^{0+}+\varepsilon \tilde{F}_{u}^{1+}+\varepsilon^{2} \tilde{F}_{u}^{2+}+O\left(\varepsilon^{3}\right) & \text { in } \Omega_{0}^{+} \cap U_{d}\left(\Gamma^{0}\right)  \tag{3.9}\\ \tilde{F}_{u}^{0-}+\varepsilon \tilde{F}_{u}^{1-}+\varepsilon^{2} \tilde{F}_{u}^{2-}+O\left(\varepsilon^{3}\right) \text { in } \Omega_{0}^{-} \cap U_{d}\left(\Gamma^{0}\right)\end{cases}
$$

where

$$
\begin{aligned}
& \tilde{F}_{u}^{0 \pm} \equiv f_{u}\left(h_{ \pm}\left(v^{*}\right)+\phi_{0}^{ \pm}, v^{*}\right) \\
& \tilde{F}_{u}^{1 \pm} \equiv f_{u u}\left(h_{ \pm}\left(v^{*}\right)+\phi_{0}^{ \pm}, v^{*}\right)\left\{\xi\left(u_{0}^{ \pm}\right)_{\tau}(s, 0)+u_{1}^{ \pm}(s, 0)+\phi_{1}^{ \pm}\right\} \\
& \\
& \quad+f_{u v}\left(h_{ \pm}\left(v^{*}\right)+\phi_{0}^{ \pm}, v^{*}\right)\left\{\xi\left(v_{0}\right)_{\tau}(s, 0)+v_{1}^{ \pm}(s, 0)\right\},
\end{aligned}
$$

and the remainder term $O\left(\varepsilon^{3}\right)$ depends only on the stationary pattern $\left(U^{\varepsilon}, V^{\varepsilon}\right)$. The $O(1)$ term of (3.9) multiplied by $w^{2}$ combined with the third term of (3.8) vanishes, which is easily seen by differentiating (3.6) with respect to $\xi$. Hence we only focus on the contribution of (3.9) coming from the $O(\varepsilon)$-term and higher. The next equality is a key ingredient for the proof

$$
\begin{equation*}
\int_{-\infty}^{0} \tilde{F}_{u}^{1+} \dot{U}^{2} d \xi+\int_{0}^{\infty} \tilde{F}_{u}^{1-} \dot{U}^{2} d \xi=\left(v_{0}\right)_{\tau}(s, 0) \frac{d}{d v} J\left(v^{*}\right)>0 . \tag{3.10}
\end{equation*}
$$

In order to show (3.10), we note that $\dot{U}=\dot{\phi}_{0}^{ \pm}, \ddot{U}=\ddot{\phi}_{0}^{ \pm}$for $\xi \in I^{\mp}$ (so we omit the superscript $\pm$ of $\dot{\phi}_{0}$ and $\ddot{\phi}_{0}$ ), and $p^{ \pm} \equiv \dot{\phi}_{1}^{ \pm}$satisfy the next equation (see section 2):

$$
\begin{equation*}
\ddot{p}^{ \pm}+\tilde{F}_{u}^{0 \pm} p^{ \pm}=\Omega^{ \pm}, \tag{3.11}
\end{equation*}
$$

where

$$
\Omega^{ \pm}(s, \xi) \equiv H^{ \pm}(s, \xi)-\left\{\left(u_{0}^{ \pm}\right)_{\tau}(s, 0) \tilde{f}_{u}^{0 \pm}+\left(v_{0}\right)_{\tau}(s, 0) \tilde{f}_{v}^{0 \pm}\right\}
$$

and

$$
\begin{equation*}
H^{ \pm} \equiv-(N-1) H_{0} \ddot{\phi}_{0}-\tilde{F}_{u}^{1 \pm} \dot{\phi}_{0} . \tag{3.12}
\end{equation*}
$$

Multiplying $\dot{\phi}_{0}$ on both sides of (3.11) and using the relations

$$
\int_{\mp \infty}^{0} \tilde{f}_{u}^{0 \pm} \dot{\phi}_{0}(z) d z=-\ddot{\phi}_{0}(0), \quad \int_{\mp \infty}^{0} \tilde{f}_{v}^{0 \pm} \dot{\phi}_{0}(z) d z=\int_{h_{ \pm}\left(v^{*}\right)}^{\alpha^{*}} f_{v}\left(u, v^{*}\right) d u
$$

we obtain, by integration by parts,

$$
\begin{align*}
& \int_{\mp \infty}^{0} H^{ \pm}(s, z) \dot{\phi}_{0}(z) d z=\ddot{\phi}_{1}^{ \pm}(s, 0) \dot{\phi}_{0}(0)-\ddot{\phi}_{0}(0)\left\{\dot{\phi}_{1}^{ \pm}(s, 0)+\left(u_{0}^{ \pm}\right)_{\tau}(s, 0)\right\} \\
& \quad+\left(v_{0}\right)_{\tau}(s, 0) \int_{h_{ \pm}\left(v^{*}\right)}^{\alpha^{*}} f_{v}\left(u, v^{*}\right) d u . \tag{3.13}
\end{align*}
$$

On the other hand, multiplying $\dot{\phi}_{0}$ on both sides of (3.12) and using (3.13), we have

$$
\begin{aligned}
& \int_{-\infty}^{0} \tilde{F}_{u}^{1+} \dot{U}^{2} d \xi+\int_{0}^{\infty} \tilde{F}_{u}^{1-} \dot{U}^{2} d \xi=\int_{-\infty}^{0} \tilde{F}_{u}^{1+} \dot{\phi}_{0}^{2} d \xi+\int_{0}^{\infty} \tilde{F}_{u}^{1-} \dot{\phi}_{0}^{2} d \xi \\
& =-(N-1) H_{0} \int_{-\infty}^{0} \ddot{\phi}_{0} \dot{\phi}_{0} d \xi-(N-1) H_{0} \int_{0}^{\infty} \ddot{\phi}_{0} \dot{\phi}_{0} d \xi \\
& -\ddot{\phi}_{1}^{+}(s, 0) \dot{\phi}_{0}(0)+\ddot{\phi}_{0}\left\{\dot{\phi}_{1}^{+}(s, 0)+\left(u_{0}^{+}\right)_{\tau}(s, 0)\right\}-\left(v_{0}\right)_{\tau}(s, 0) \int_{h_{+}\left(v^{*}\right)}^{\alpha^{*}} f_{v}\left(u, v^{*}\right) d u \\
& +\ddot{\phi}_{1}^{-}(s, 0) \dot{\phi}_{0}(0)-\ddot{\phi}_{0}\left\{\dot{\phi}_{1}^{-}(s, 0)+\left(u_{0}^{-}\right)_{\tau}(s, 0)\right\}+\left(v_{0}\right)_{\tau}(s, 0) \int_{h_{-}\left(v^{*}\right)}^{\alpha^{*}} f_{v}\left(u, v^{*}\right) d u \\
& =\left(v_{0}\right)_{\tau}(s, 0) \int_{h_{-}\left(v^{*}\right)}^{h_{+}\left(v^{*}\right)} f_{v}\left(u, v^{*}\right) d u,
\end{aligned}
$$

which is the required result (3.10). Here we used the fact that $\ddot{\phi}_{1}^{+}(s, 0)=\ddot{\phi}_{1}^{-}(s, 0)$ and the $C^{1}$-matching condition of $\phi_{1}^{ \pm}$(see (2.20)). Using (3.8), (3.9), (3.10), and the Hopf boundary Lemma for $v^{0}$ on $\Gamma^{0}$ (see (1.2) and (2.21)), we obtain

$$
\begin{array}{rl}
\lambda_{0}^{\varepsilon} \geq C & C\left[\frac{m_{*}}{K_{1}} \frac{d}{d v} J\left(v^{*}\right)\right. \\
& +\int_{\Gamma} \varepsilon^{2}\left\{-\left|\nabla^{\Gamma^{0}} \Theta\right|^{2}-\frac{1}{K_{1}}\left(K_{2} \hat{P}_{1}(s)-\hat{P}_{2}(s)\right) \Theta^{2}\right\} d S  \tag{3.14}\\
& \left.-\frac{1}{K_{1} \varepsilon} \int_{\Omega}\left|\left(N^{\varepsilon}\right)^{-1 / 2} w\right|^{2} d x\right]+O\left(\varepsilon^{3}\right)
\end{array}
$$

where

$$
\begin{gathered}
m_{*} \equiv \min _{s \in \Gamma^{0}}\left(v_{0}\right)_{\tau}(s, 0)<0, \quad K_{1} \equiv \int_{-\infty}^{\infty} \dot{U}^{2} d \xi, \quad K_{2} \equiv \int_{-\infty}^{\infty} \ddot{U}^{2} d \xi \\
\hat{P}_{2}(s) \equiv \int_{-\infty}^{0} \tilde{F}_{u}^{2+} \dot{U}^{2} d \xi+\int_{0}^{\infty} \tilde{F}_{u}^{2-} \dot{U}^{2} d \xi
\end{gathered}
$$

and $C$ is a positive constant. The objective is to choose an appropriate test function in order to make the first term of [ $\cdot$ ] in (3.14) dominant, which is positive and $O(\varepsilon)$. First we choose $\Theta$ as the $k$ th eigenfunction $\Theta_{k}$ of the following eigenvalue problem:

$$
\Delta^{\Gamma} \Theta_{k}-\frac{1}{K_{1}}\left(K_{2} \hat{P}_{1}(s)-\hat{P}_{2}(s)\right) \Theta_{k}=\mu_{k} \Theta_{k} \quad \text { on } \quad \Gamma^{0}
$$

Then the second term of (3.14) is equal to $\varepsilon^{2} \mu_{k}$. Note also that $\Theta_{k}$ converges to 0 as $k \rightarrow \infty$ in weak $L^{2}\left(\Gamma^{0}\right)$-sense. As for the third term of (3.14), which comes from the nonlocal part, we first note that when $\varepsilon$ tends to zero,

$$
\begin{equation*}
\frac{1}{\varepsilon} Q\left(\frac{\tau}{\varepsilon}\right)=\frac{1}{\varepsilon} \dot{U}\left(\frac{\tau}{\varepsilon}\right) \omega\left(\frac{\tau}{d}\right) \longrightarrow c_{0} \delta(\tau) \quad \text { in } H^{-1}((-d, d)) \text {-sense } \tag{3.15}
\end{equation*}
$$

where $\delta(\tau)$ is a Dirac's $\delta$-function at 0 and $c_{0}$ is a positive constant. Let $K_{k}^{\varepsilon}$ be

$$
K_{k}^{\varepsilon} \equiv \int_{\Omega}\left|\left(N^{\varepsilon}\right)^{-1 / 2}\left(\frac{w_{k}}{\varepsilon}\right)\right|^{2} d x=\int_{\Omega}\left[\left(N^{\varepsilon}\right)^{-1}\left(\frac{w_{k}}{\varepsilon}\right)\right]\left(\frac{w_{k}}{\varepsilon}\right) d x
$$

In view of (3.15) and considering that $\left(N^{\varepsilon}\right)^{-1}$ is a uniformly bounded operator mapping from $H^{-1}(\Omega)$ to $H^{1}(\Omega)$ with respect to $\varepsilon$, we see that $K_{k}^{\varepsilon}$ is uniformly bounded with respect to $\varepsilon$ and $k$ and that $\int_{-d}^{d}(Q(\tau / \varepsilon) / \varepsilon) \cdot d \tau$ converges to the trace operator on $\Gamma^{0}$ from $H^{1}(\Omega)$ to $H^{1 / 2}\left(\Gamma^{0}\right)$ in operator norm sense. Therefore, by using the fact that $\Theta_{k}$ converges weakly to 0 as $k \rightarrow \infty$, we see that for any given small $c^{*}>0$, there exists an $\varepsilon_{0}$ and $k_{0}$ such that

$$
\begin{equation*}
K_{k}^{\varepsilon}<c^{*} \text { for } 0<\varepsilon \leq \varepsilon_{0}, k \geq k_{0} \tag{3.16}
\end{equation*}
$$

Substituting $\Theta=\Theta_{k}$ and $w=w_{k}$ into (3.14), we have

$$
\lambda_{0}^{\varepsilon} \geq C \varepsilon\left[\frac{m_{*}}{K_{1}} \frac{d}{d v} J\left(v^{*}\right)-\frac{1}{K_{1}} K_{k}^{\varepsilon}+\varepsilon \mu_{k}\right]+O\left(\varepsilon^{3}\right)
$$

where $C$ is a positive constant. Using (3.16) and taking $\varepsilon$ smaller, if necessary, we see that

$$
\begin{equation*}
\frac{m_{*}}{K_{1}} \frac{d}{d v} J\left(v^{*}\right)-\frac{1}{K_{1}} K_{k}^{\varepsilon}>0 . \tag{3.17}
\end{equation*}
$$

Therefore the right-hand side of (3.5) becomes positive for sufficiently small $\varepsilon>0$, which is greater or equal to the $O(\varepsilon)$ quantity. In the rest of the proof, we show that the upper bound of (3.5) is also of $O(\varepsilon)$. Since the first and the third terms of the numerator of (3.5) are nonpositive, it holds obviously that

$$
\lambda_{0}^{\varepsilon} \leq \sup _{w \in H^{1}(\Omega)} \frac{\int_{\Omega} f_{u}^{\varepsilon} w^{2} d x}{\int_{\Omega} w^{2} d x}
$$

In view of the expansion (3.9) and the assumptions (A.2) and (A.4), $f_{u}^{\varepsilon}$ has a positive sign only in the $\varepsilon$-neighborhood along the normal direction of $\Gamma^{0}$. Therefore we have the estimate

$$
\lambda_{0}^{\varepsilon} \leq C \varepsilon\left|\Gamma^{0}\right|
$$

where $C$ is a positive constant and $|\cdot|$ denotes the area, which completes the proof of Lemma 3.2.

Step $2(\eta \neq 0$ case). Rewriting (3.2) as

$$
\left\{\begin{array}{l}
\lambda w=\varepsilon^{2} M^{\varepsilon} w+f_{u}^{\varepsilon} w+f_{v}^{\varepsilon} z  \tag{3.18}\\
0=D M^{\varepsilon} z+g_{u}^{\varepsilon} w+\left(g_{v}^{\varepsilon}-\eta\right) z
\end{array}\right.
$$

and noting that $g_{v}^{\varepsilon}-\eta<0$ for $\eta \geq 0$ from (A.6), we see that all the computation in Step 1 is also valid for (3.18) with $\eta \geq 0$. Therefore we have the following lemma.

Lemma 3.3. (3.18) has a positive eigenvalue $\lambda=\lambda^{\varepsilon}(\eta)$ for $\eta \geq 0$. Moreover, there exist positive constants $C_{0}$ and $C_{1}\left(C_{0}<C_{1}\right)$ which are independent of $\eta$ and $\varepsilon$ such that

$$
\begin{equation*}
C_{0} \varepsilon<\lambda^{\varepsilon}(\eta)<C_{1} \varepsilon \tag{3.19}
\end{equation*}
$$

holds for $\eta \geq 0$.
Proof of Theorem 3.1 ( $m=2$ case). It follows from Lemma 3.3 that $\lambda^{\varepsilon}(\eta)$ is a continuous function of $\eta$ for $\eta \geq 0$. Since $\lambda^{\varepsilon}(\eta)$ has lower and upper bounds like (3.19), we see that $\eta=\lambda^{\varepsilon}(\eta)$ holds at least at one point $\eta=\eta^{*}(>0)$ by the intermediate value theorem. This $\eta^{*}$ is the required unstable eigenvalue for (3.1).

Step 3 (extension to $m=1$ case). It suffices to show how Step 1 should be changed under the weaker assumption. When the asymptotic expansion has only terms up to $m=1$, we see from Lemma 2.2 that we lose the precise expression for the gradient part $\left|\nabla_{M^{\varepsilon}} w\right|^{2}$, and the right-hand side of (3.7) becomes $\ddot{U}^{2} \Theta^{2}+O\left(\varepsilon^{2}\right)$; namely, the gradient part is part of the remainder term $O\left(\varepsilon^{2}\right)$. Similarly, the first two terms of the integrand of the right-hand side of (3.8) move to the remainder term $O\left(\varepsilon^{3}\right)$. On the other hand, (3.10) remains valid. Hence (3.14) becomes the following:

$$
\begin{equation*}
\lambda_{0}^{\varepsilon} \geq C\left[\varepsilon \frac{m_{*}}{K_{1}} \frac{d}{d v} J\left(v^{*}\right)-\frac{1}{K_{1} \varepsilon} \int_{\Omega}\left|\left(N^{\varepsilon}\right)^{-1 / 2} w\right|^{2} d x\right]+O\left(\varepsilon^{2}\right) \tag{3.20}
\end{equation*}
$$

Note that the remainder term $O\left(\varepsilon^{2}\right)$ depends on $\Theta$. In order to get the estimate (3.16), we select the function $\Theta$ in Step 1 as an eigenfunction of the elliptic operator of second order. However it is not necessary to take such an eigenfunction; in fact it suffices to employ any weakly convergent sequence to zero. Once we fix an appropriate $\Theta$ and then take $\varepsilon$ to be sufficiently small, we have a similar estimate to (3.17). It is easy to see that Lemma 3.3 and the proof after it hold true for this case. This completes the proof of Theorem 3.1.
4. Concluding remarks. As was mentioned in section 1 , Theorem 1.1 strongly suggests that stable patterns of (1.1) become very fine and/or complicated in the limit of $\varepsilon \downarrow 0$ in higher dimensional spaces. What we discuss here seeks to find an appropriate scaling in space and time by which the resulting singular limit dynamics could have stable patterns of finite size. Such patterns are usually maintained by the balance of two competing forces as described below. In the course of the following formal analysis, it is intuitive why the stable patterns of (1.1) must become fine in the original scale.

Suppose there is a sharp transition layer (interface) $\Gamma$ connecting two stable bulk states. There are two forces that drive the interface: one is the bulk force causing the translation of interface with certain speed $W\left(\left.v\right|_{\Gamma}\right)$ which depends on the value of $v$ at $\Gamma$; the other is a geometric force, i.e., mean-curvature effect.

In one word, the characteristic size of stable patterns is determined by the balance between the above two forces and turns out to be proportional to $\varepsilon^{1 / 3}$. It should be noted that the scale $\varepsilon^{1 / 3}$ coincides with the fastest growing wavelength of the planar front of (1.1) (see [7]). In what follows we consider a smooth subdomain $\tilde{\Omega}_{\varepsilon}(\subset \Omega)$ and assume that both $u$ and $v$ satisfy the Neumann boundary conditions on $\partial \tilde{\Omega}_{\varepsilon}$ and the diameter of $\tilde{\Omega}_{\varepsilon}$ shrinks to zero as $\varepsilon \downarrow 0$ with order $\varepsilon^{\alpha}$. Here $\alpha(0<\alpha<1)$ is an unknown exponent. Typically $\tilde{\Omega}_{\varepsilon}$ is a unit cell of some periodic structure in $\mathbf{R}^{N}$.

Applying a change of variable with unknown exponent $\alpha$

$$
\mathbf{y}=\frac{\mathbf{x}}{\varepsilon^{\alpha}} \quad(0<\alpha<1)
$$

to (1.1) ( $D=1$ for simplicity), we have

$$
\left\{\begin{array}{l}
u_{t}=\varepsilon^{2(1-\alpha)} \Delta_{\mathbf{y}} u+f(u, v)  \tag{4.1}\\
v_{t}=\varepsilon^{-2 \alpha} \Delta_{\mathbf{y}} v+g(u, v)
\end{array} \quad \text { in } \hat{\Omega}_{\varepsilon}\right.
$$

${\underset{\sim}{~}}^{\text {where }} \Delta_{\mathbf{y}}$ stands for the Laplacian in $\mathbf{y}$-variable and $\hat{\Omega}_{\varepsilon}$ is the stretched domain of $\tilde{\Omega}_{\varepsilon}$. It is more convenient to rewrite (4.1) in the following form:

$$
\left\{\begin{array}{l}
\varepsilon^{-(1-\alpha)} u_{t}=\varepsilon^{1-\alpha} \Delta_{\mathbf{y}} u+\varepsilon^{-(1-\alpha)} f(u, v)  \tag{4.2}\\
\varepsilon^{2 \alpha} v_{t}=\Delta_{\mathbf{y}} v+\varepsilon^{2 \alpha} g(u, v)
\end{array}\right.
$$

Suppose $\hat{\Omega}_{\varepsilon}$ has a smooth limit $\hat{\Omega}$ as $\varepsilon \downarrow 0$. Taking a limiting procedure similar to [3], we obtain the following interfacial dynamics:

$$
\begin{cases}\varepsilon^{-(1-\alpha)} \Gamma_{t}=\left\{W\left(\left.v\right|_{\Gamma}\right)-\varepsilon^{1-\alpha} \kappa\right\} \mathbf{N} & \text { on } \Gamma(t)  \tag{4.3}\\ \varepsilon^{2 \alpha} v_{t}^{ \pm}=\Delta_{\mathbf{y}} v^{ \pm}+\varepsilon^{2 \alpha} g\left(h^{ \pm}\left(v^{ \pm}\right), v^{ \pm}\right) & \text {in } \hat{\Omega}^{ \pm}(t)\end{cases}
$$

where $\Gamma(t)$ stands for the limiting configuration of the interface, $\kappa$ denotes the mean curvature of $\Gamma(t), \mathbf{N}$ is the unit normal vector at $\Gamma$ pointing from $\hat{\Omega}^{+}$to $\hat{\Omega}^{-}, W(\cdot)$ is the travelling velocity of the first equation of (1.1) with $\varepsilon=1$ for a fixed $v$ and is typically a monotone decreasing function of $v$, the domain $\hat{\Omega}$ is divided into two parts $\bar{\Omega}^{ \pm}(t)$ by $\Gamma(t)$ where $u=h^{ \pm}(v)$ on each subdomain, respectively, and $v$ is matched in $C^{1}$-sense at $\Gamma(t)$. In view of the second equation of (4.3), $v^{ \pm}$may be expanded as

$$
\begin{equation*}
v^{ \pm}=v_{0}^{ \pm}(\mathbf{y}, t)+\varepsilon^{2 \alpha} v_{1}^{ \pm}(\mathbf{y}, t)+O\left(\varepsilon^{4 \alpha}\right) \tag{4.4}
\end{equation*}
$$

Substituting (4.4) into (4.3) and equating like powers of $\varepsilon$, we easily see that $v_{0}^{ \pm} \equiv v^{*}$, where $v^{*}$ is the equal area level of $f(u, v)$ (see (A.3)) with $W\left(v^{*}\right)=0$. Expanding $W\left(\left.v\right|_{\Gamma}\right)$ into the Taylor series, the principal part of the next order of (4.3) becomes

$$
\left\{\begin{array}{l}
\varepsilon^{-(1-\alpha)} \Gamma_{t}=\left\{\left.\varepsilon^{2 \alpha} W^{\prime}\left(v^{*}\right) v_{1}\right|_{\Gamma}-\varepsilon^{1-\alpha} \kappa\right\} \mathbf{N} \quad \text { on } \Gamma(t),  \tag{4.5}\\
0=\Delta_{\mathbf{y}} v_{1}^{ \pm}+g\left(h^{ \pm}\left(v^{*}\right), v^{*}\right) \quad \text { in } \hat{\Omega}^{ \pm}(t) .
\end{array}\right.
$$

The first term of the right-hand side of (4.5) is the bulk force and the second one is the mean-curvature effect. In order to make these two terms comparable, namely, in order that the bulk force is balanced with the curvature effect, the exponent $\alpha$ must be taken as $\alpha=\frac{1}{3}$. Suppose $\alpha \neq \frac{1}{3}$. Then either the bulk force or the curvature effect becomes dominant as $\varepsilon \downarrow 0$; hence there is no chance to have nontrivial stationary patterns of finite size in such an $\varepsilon^{\alpha}$-rescaled domain. Employing this exponent $\alpha=\frac{1}{3}$ and introducing a new time scale $\tau \equiv \varepsilon^{4 / 3} t$, the rescaled interfacial dynamics is given by

$$
\begin{cases}\Gamma_{\tau}=\left\{\left.W^{\prime}\left(v^{*}\right) v_{1}\right|_{\Gamma}-\kappa\right\} \mathbf{N} & \text { on } \Gamma(t)  \tag{4.6}\\ 0=\Delta_{\mathbf{y}} v_{1}^{ \pm}+g\left(h^{ \pm}\left(v^{*}\right), v^{*}\right) & \text { in } \bar{\Omega}^{ \pm}(t)\end{cases}
$$

Suppose $\tilde{\Omega}_{\varepsilon}$ is the unit cell of a periodic structure such as hexagonal lattice and that $\tilde{\Omega}_{\varepsilon} / \varepsilon^{1 / 3}$ has a definite limit $\hat{\Omega}$ as $\varepsilon \downarrow 0$; then the stationary problem of (4.6)

$$
\begin{cases}0=\left\{\left.W^{\prime}\left(v^{*}\right) v_{1}\right|_{\Gamma}-\kappa\right\} \mathbf{N} & \text { on } \Gamma  \tag{4.7}\\ 0=\Delta_{\mathbf{y}} v_{1}^{ \pm}+g\left(h^{ \pm}\left(v^{*}\right), v^{*}\right) & \text { in } \hat{\Omega}^{ \pm} \\ v_{1}^{ \pm} \text {are matched in } C^{1} \text {-sense at } \Gamma\end{cases}
$$

is expected to give a stable morphology of the unit cell. We call (4.7) the morphology equations of (1.1). Note that (4.7) is exactly the same as (2.19) in [6] where Suzuki used the matched asymptotic method to obtain it. However very little is known about the existence problem for (4.7) as well as their geometric profiles.

There is another observation due to [4] for a related system to (1.1) from a different point of view, that claims that the global minimizer of the following functional must oscillate rapidly with frequency being proportional to $\varepsilon^{1 / 3}$. The functional is given by

$$
\begin{equation*}
\int_{\Omega}\left\{\varepsilon|\nabla u|^{2}+\frac{1}{\varepsilon} W(u)+\frac{1}{\varepsilon}\left|(-\Delta+\gamma I)^{-1 / 2} u\right|^{2}\right\} d x \tag{4.8}
\end{equation*}
$$

where $W(u)$ is a double-well potential like $u^{4} / 4-u^{2} / 2$. This is related to our problem in the following sense. Suppose the relaxation time of $v$ is much shorter than $u$ (i.e., the quasi-static assumption for $v$ is valid); then (1.1) can be replaced by

$$
\left\{\begin{array}{lr}
u_{t}=\varepsilon \Delta u+\frac{1}{\varepsilon} f_{0}(u)-\frac{1}{\varepsilon} v & (x, t) \in \Omega \times(0, \infty)  \tag{4.9}\\
0=D \Delta v+u-\gamma v & \\
\frac{\partial u}{\partial n}=0=\frac{\partial v}{\partial n} & (x, t) \in \partial \Omega \times(0, \infty)
\end{array}\right.
$$

where $f_{0}(u)=u-u^{3}$. Solving the second equation with respect to $v$ and substituting it to the first equation, we have a scalar equation for $u$ with nonlocal term

$$
u_{t}=\varepsilon \Delta u+\frac{1}{\varepsilon} f_{0}(u)-\frac{1}{\varepsilon}(-\Delta+\gamma I)^{-1} u
$$

which is the $L^{2}$-gradient equation of the functional (4.8). Suppose that $\Omega=Q=$ $(0,1)^{N}$ ( $N$-dimensional cube) with periodic boundary conditions. We see by employing the arguments of [4] that the global minimizer $u_{\varepsilon}$ of (4.8) has to satisfy the following inequality:

$$
\begin{equation*}
C_{1} \varepsilon^{-1 / 3} \leq \frac{\int_{Q}\left|\nabla H\left(u_{\varepsilon}\right)\right| d x}{\int_{Q}\left|u_{\varepsilon}\right| d x} \leq C_{2} \varepsilon^{-1 / 3} \tag{4.10}
\end{equation*}
$$

where $H(z)=\int_{0}^{z} W^{1 / 2}(s) d s$ and $C_{1}, C_{2}$ are positive constants independent of $\varepsilon$. Roughly speaking, the middle term of (4.10) counts the number of interface, and hence, (4.10) means that the global minimizer has to take a fine structure, although we do not know whether $u_{\varepsilon}$ is spatially periodic or not. Finally, it should be noted that the estimate (4.10) is valid only for the global minimizer and not for the local minimizers.
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# ON MOTHER BODIES OF CONVEX POLYHEDRA* 
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#### Abstract

If $\Omega$ is a bounded domain in $\mathbb{R}^{N}$ provided with a mass distribution $\rho_{\Omega}$ (e.g., Lebesgue measure restricted to $\Omega$ ), another mass distribution $\mu$ sitting in $\Omega$ and producing the same external Newtonian potential as $\rho_{\Omega}$ is sometimes called a mother body of $\Omega$, provided it is maximally concentrated in some sense. We first discuss the meaning of this and formulate five desirable properties ("axioms") of mother bodies. Then we show that convex polyhedra do have unique mother bodies in that sense made precise in the case that $\rho_{\Omega}$ is either Lebesgue measure on $\Omega$, hypersurface measure on $\partial \Omega$, or any mixture of these two.
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1. Introduction. A mother body (or maternal or materic body) in the terminology of the Bulgarian school of geophysics [Zi], [Ko1], [Ko2] is a more concentrated mass distribution sitting in a given body and producing the same external gravitational field as the latter. For example, one good mother body for a ball with constant mass density is a point mass (of appropriate strength) at the center of the ball. The meaning of a mother body being "more concentrated" is quite vague and there is no general agreement of its exact meaning.

Mother bodies are an important computational tool in geophysics (see, e.g., [Zi], [Ko2]). For solid polyhedra with constant mass density there are natural candidates of mother bodies with support on systems of hyperplanes reaching the boundary of the polyhedron at edges and corners. There is a beautiful example of D. Zidarov [Zi, Sect. III.6] (see also section 4 in the present paper) showing that mother bodies of this sort are not unique in general. One purpose of the present paper is to show that for convex polyhedra we do have uniqueness. (Zidarov's counterexample is a square in two dimensions with a smaller square at one corner cut away; hence, it is nonconvex.) The same result holds if, instead of constant volume density, the mass of the polyhedron is sitting on its boundary and has constant density there with respect to surface measure and even for any mixture of these two measures.

This paper however starts with a long discussion of what one should reasonably require of a mother body. This results in five "axioms" ((1)-(5) below), which we feel are fairly well motivated. In practice it is usually not possible to satisfy them all, but they could at least be looked upon as guide lines. The formulation of such a system of axioms is a secondary purpose of this paper.

Some general notation. If $A \subset \mathbb{R}^{N}$ we set
$A^{c}=\mathbb{R}^{N} \backslash A$,
$A^{e}=\mathbb{R}^{N} \backslash \bar{A} \quad(\bar{A}=$ closure of $A)$,
int $A=$ the interior of $A$,
$B(x, r)=\left\{y \in \mathbb{R}^{N}:|y-x|<r\right\}$,
$\mathcal{L}^{N}=N$-dimensional Lebesgue measure,

[^65]$\mathcal{H}^{N-1}=(N-1)$-dimensional Hausdorff measure,
$\mathcal{L}^{N}\left\lfloor\Omega, \mathcal{H}^{N-1}\lfloor\partial \Omega\right.$ : the above measures restricted to $\Omega$ and $\partial \Omega$, respectively,
supp $\mu=$ the closed support of a distribution $\mu$.

$E(x)=\left\{\begin{array}{cl}-c_{2} \log |x| & (N=2), \\ c_{N}|x|^{2-N} & (N \geq 3)\end{array}\right.$
is the Newtonian kernel so that $-\Delta E=\delta$, the Dirac measure at the origin.
$U^{\mu}=E * \mu=$ the Newtonian potential of $\mu$, if $\mu$ is a distribution with compact
support in $\mathbb{R}^{N}$. Thus $-\Delta U^{\mu}=\mu$.
2. Discussion of mother bodies. By a "body" we shall mean a bounded domain $\Omega \subset \mathbb{R}^{N}$ satisfying $\Omega=\operatorname{int}(\bar{\Omega}), \mathcal{H}^{N-1}(\partial \Omega)<\infty$, and provided with an associated mass distribution $\rho=\rho_{\Omega}$. Primarily we think of the mass distribution with density one in the domain and density zero outside; i.e., $\rho=\mathcal{L}^{N}\lfloor\Omega$. However, the results in this paper work equally well for the case of hypersurface measure on the boundary, i.e., $\rho=\mathcal{H}^{N-1}\lfloor\partial \Omega$, or for any mixture of these two.

Thus given any two constants $a, b \geq 0$ with $a+b>0$ we associate with any $\Omega$ as above the mass distribution

$$
\rho_{\Omega}=a \mathcal{H}^{N-1}\left\lfloor\partial \Omega+b \mathcal{L}^{N}\lfloor\Omega\right.
$$

Then $\rho_{\Omega}$ is a positive Radon measure, and we denote by $U^{\Omega}$ its Newtonian potential

$$
U^{\Omega}=U^{\rho_{\Omega}}=E * \rho_{\Omega}
$$

( $a$ and $b$ will be kept fixed throughout the discussion).
Given a body $\Omega \subset \mathbb{R}^{N}$, a mother body for it should be a signed measure $\mu$ having certain properties. The basic requirement is that

$$
\begin{equation*}
U^{\mu}=U^{\Omega} \quad \text { in } \Omega^{e} \tag{1}
\end{equation*}
$$

Clearly this implies that supp $\mu \subset \bar{\Omega}$.
One possible additional requirement is that

$$
\begin{equation*}
U^{\mu} \geq U^{\Omega} \quad \text { in all } \mathbb{R}^{N} \tag{2}
\end{equation*}
$$

Such a condition is natural if one wishes to think of $\rho_{\Omega}$ as being the result of applying some kind of (partial) balayage process to $\mu$ (cf. [Zi], [Sa1], [Ko1], [Ko2], [Gu-Sa1], [Gu-Sg], [Gu2]). Indeed, any balayage (or "sweeping") process we know of can be thought of as being composed of elementary steps in which point masses are swept to measures of the kind $\rho_{B}$ for balls $B$ centered at the support of the point masses, and for each such elementary step the potential of the measure decreases.

Thus in order to have a $\mu$ which is as "primitive" as possible with respect to balayage one should ask $U^{\mu}$ to be as large as possible. For this to be sensible one has to have a lower bound on $\mu$ because otherwise one can always increase a given $U^{\mu}$. For example, as is natural, one may ask $\mu$ to be positive:

$$
\begin{equation*}
\mu \geq 0 \tag{3}
\end{equation*}
$$

Since $\mu=\rho_{\Omega}$ itself satisfies (1)-(3) and the supremum of any increasing sequence of superharmonic functions is superharmonic (or $\equiv+\infty$ ), it follows that for any given $\Omega$ there exist (plenty of) measures $\mu$ satisfying (1)-(3) with $U^{\mu}$ maximal among potentials of such measures. A mother body for $\Omega$ should be one of these (cf. Proposition 2.1 at the end of this section).

In order for $\mu$ to be a good mother body it should be concentrated or minimal in some sense, such as having small support sitting deeply inside $\Omega$. Although this is to some degree implicit in the desire that $U^{\mu}$ should be as large as possible, we also want to formulate such conditions in direct geometric terms. One way to be concentrated is simply to be singular with respect to Lebesgue measure. We shall find the slightly stronger requirement

$$
\begin{equation*}
\mathcal{L}^{N}(\text { supp } \mu)=0 \tag{4}
\end{equation*}
$$

convenient to work with.
It is easy to see, however, that (4) does not guarantee a good mother body. For any $\Omega$ there are an abundance of measures $\mu$ satisfying all of (1)-(4). It is just to fill $\Omega$ with (infinitely many) disjoint balls so that the remaining set has measure zero, and then replace the volume part of $\rho_{\Omega}$ by the sum of the appropriate point masses sitting in the centers of these balls. In other words, one writes $\Omega=\bigcup_{j=1}^{\infty} B\left(x_{j}, r_{j}\right) \cup$ (null set), where the $B\left(x_{j}, r_{j}\right)$ are disjoint, and then takes $\mu=a \mathcal{H}^{N-1}\left\lfloor\partial \Omega+b \sum_{j=1}^{\infty} \mathcal{L}^{N}\left(B\left(x_{j}, r_{j}\right)\right) \delta_{x_{j}}\right.$, $\delta_{x}$ denoting the unit point mass at $x \in \mathbb{R}^{N}$.

One way in which a mother body $\mu$ constructed as above, by ball-packing, is not good is that supp $\mu$ typically (even if $a=0$ ) contains all of $\partial \Omega$, and therefore cuts off the exterior of $\Omega$ from the interior. This must necessarily be so in general because when supp $\mu$ does not reach $\partial \Omega$ then (1) gives a harmonic continuation of $U^{\Omega}$ across $\partial \Omega$ into $\Omega$, which is not possible unless $\partial \Omega$ is real analytic (roughly speaking). Nevertheless, whenever possible we desire something like the following to hold.

$$
\begin{equation*}
\text { Each component of } \mathbb{R}^{N} \backslash \operatorname{supp} \mu \text { intersects } \Omega^{e} . \tag{5}
\end{equation*}
$$

This simply means that for each $x \in \Omega \backslash$ supp $\mu$ there is a curve in $\mathbb{R}^{N} \backslash \operatorname{supp} \mu$ joining $x$ with some point in $\Omega^{e}$.

The requirements (1)-(5) are the "axioms" for a mother body which we propose. As indicated earlier there is neither existence nor uniqueness of mother bodies satisfying (1)-(5) in general (Zidarov's counterexample fulfills all of (1)-(5)). Indeed, the problem of finding a mother body of a given body exhibits all features of an illposed problem: existence and uniqueness of solutions only under special conditions and sensitive dependence on given data when solutions do exist. Nevertheless, for certain particular classes of bodies, e.g., various kinds of polyhedra (see sections 3 and 4 below and [Gu-Sa2]) and certain types of algebraic domains [Sav-St-Sv], there are constructive algorithms for computing (candidates of) mother bodies.

For the rest of this section, we discuss in more detail the roles of the axioms (1)-(5) and various ways of relaxing or strengthening them. The axioms naturally fall into three groups: (1); (2) and (3); (4) and (5).

Axiom (1) is the most indispensable one. In the case that $\Omega^{e}$ has more than one component, a possible way to relax it is to require only

$$
\nabla U^{\mu}=\nabla U^{\Omega} \text { in } \Omega^{e}
$$

(equality of the corresponding fields), which is actually more physical. An even weaker requirement is to ask (1) to hold only in the unbounded component of $\Omega^{e}$.

The role of the conditions (2) and (partly) (3) is to guarantee that $\rho_{\Omega}$ is the result of a natural balayage operator applied to $\mu$. When $a=0, b>0$, such an operator $\mu \mapsto \operatorname{Bal}(\mu ; b)$ can be defined by declaring that $\operatorname{Bal}(\mu ; b)$ shall be the measure which is closest to $\mu$ in the energy norm among all measures $\nu$ which satisfy $\nu \leq b \mathcal{L}^{N}$. This
makes plain sense and defines $\operatorname{Bal}(\mu ; b)$ uniquely whenever $\mu \geq 0$ has finite energy. The definition can then easily be extended to the case of infinite energy. One can show that if $\Omega$ is a body, then $\operatorname{Bal}(\mu ; b)=\rho_{\Omega}$ holds if and only if both (1) and (2) are satisfied. In particular, it is possible to reconstruct $\Omega$ from $\mu$ when (1) and (2) hold, and both conditions are really necessary for this (there are examples of two different $\Omega$ satisfying (1), (3)-(5) for the same $\mu$ ).

Thus the perhaps abstract-looking condition (2) plays a significant role in the context of balayage. It is probably more important than (3) because it is possible, to a certain extent, to allow nonpositive measures $\mu$ in $\operatorname{Bal}(\mu ; b)$. We refer to [Sa1], [Gu-Sa1], [Gu2] for details on the above balayage operators.

For a general measure $\mu, \operatorname{Bal}(\mu ; b)$ will not necessarily be of the form $\rho_{\Omega}$ for some open set $\Omega$, but if $\mu$ satisfies (3) and (4), it will. This allows for doing "continuous balayage," as follows. Suppose (1)-(4) hold for the pair $(\Omega, \mu)$, and define for any $t \in \mathbb{R}$ the open set $\Omega(t)$ by $\operatorname{Bal}\left(e^{t} \mu ; b\right)=\rho_{\Omega(t)}$. (This defines $\Omega(t)$ only up to a null set, but one naturally takes the largest possible $\Omega(t)$.) Then $\Omega(s) \subset \Omega(t)$ for $s<t$, $\Omega(0)=\Omega$, and $\Omega(t)$ shrinks down to supp $\mu$ as $t \rightarrow-\infty$. Moreover, the pair $(\Omega(t)$, $\left.e^{t} \mu\right)$ satisfies (1)-(4) for each $t \in \mathbb{R}^{N}$.

One important point with this family $\Omega(t)$ is that its evolution can be described without reference to $\mu$. Indeed, under some smoothness assumptions the evolution can be described by a nonlocal, but $\mu$-independent, differential equation for the motion of $\partial \Omega(t)$ : the normal velocity of the boundary $\partial \Omega(t)$ at any particular point is to be equal to the normal derivative at that point of the function $p=p_{\Omega(t)}$ which solves the Dirichlet problem $\Delta p=1$ in $\Omega(t), p=0$ on $\partial \Omega(t)$. This is a Hele-Shaw type moving boundary problem, and by solving it (backwards) for $-\infty<t \leq 0$ with $\Omega(0)=\Omega$ as initial domain one should, in principle, get a canonical candidate of a mother body, namely by taking $\mu=\lim _{t \rightarrow-\infty} e^{-t} \rho_{\Omega(t)}$. Unfortunately, however, this moving boundary problem is badly ill-posed and existence of global solutions is not to be expected in general. Local in time solutions exist if, and basically only if, the initial domain has a real analytic boundary (see, e.g., $[\mathrm{Re}-\mathrm{Wo}],[\mathrm{Ti}]$ ).

It is possible to introduce balayage operators as above and to do continuous balayage also when $a>0$, but everything is more complicated in that case: the balayage operators are less well behaved and the evolution families are less continuous (cf. [He], [Gu-Sg]). It is not even true that $\mu$ determines $\Omega$ uniquely via (1)-(5) [He, Prop. 6.2]. Axiom (2) does not quite suffice for this, as it does in the case $a=0$, and should therefore ideally be replaced by something stronger.

Returning now to the general case ( $a, b \geq 0$ ), another advantage with conditions (2), (3) is that they guarantee a certain coupling between the geometry of $\Omega$ and of supp $\mu$. One may therefore prove [Gu-Sa1], $[\mathrm{Sg}],[\mathrm{Gu}-\mathrm{Sg}]$ that for any $\Omega$ and any point $x \in \partial \Omega$, the inward normal ray of $\partial \Omega$ at $x$ intersects the closed convex hull of the support of any $\mu$ satisfying (1)-(3). Without (2), (3) there will be no geometric coupling whatsoever between $\Omega$ and supp $\mu$. For any domain $D$ and any (small) ball $B \subset D$ one can find a domain $\Omega$ approximating $D$ arbitrarily well and a signed measure $\mu$ with supp $\mu \subset B$ such that (1), (4), (5) hold for $\Omega, \mu$. See [Gu1], [Sa2] for the case $a=0$.

From what has been said above it should be clear that conditions (2) and (3) have strong potential theoretic significance. There are however other points of view for which they seem less urgent. In certain complex variable and PDE approaches, see, e.g., [Eb], [Kh-Sh], [Sh], [St-Sv], one considers the search for mother bodies mainly as a problem of analytic continuation (of $U^{\Omega}$ ), and one is happy if one can find
a distribution (or even analytic functional) $\mu$ which satisfies (1) and some (usually stronger) form of (4), (5). If supp $\mu$ is then sufficiently small there will simply be no other good candidate for a mother body.

Also for questions of uniqueness of mother bodies conditions (2) and (3) appear often to be dispensable.

The last group of axioms, (4) and (5), are requirements only on the set supp $\mu$. They imply that supp $\mu$ is minimal as a set (see Proposition 2.1 below), and they are necessary to guarantee any reasonable degree of uniqueness of mother bodies, e.g., to exclude occurrence of continuous families of them. A sharper form of (5), which together with (1) and (4) definitely guarantees uniqueness (see Proposition 2.1), is
supp $\mu$ does not disconnect any open set
(i.e., $D \backslash \operatorname{supp} \mu$ is connected whenever $D$ is an open connected set). Clearly (6) implies (5). However, with requirement (6) in place of (5), mother bodies will exist more rarely (polyhedra will not admit mother bodies, for example). On the other hand, in cases when one allows distributional mother bodies (5) becomes too weak to even exclude continuous families of mother bodies and therefore has to be replaced by something stronger, like (6).

The strongest reasonable requirement in the direction of (4), (5), (6) is to require supp $\mu$ to consist of only finitely many points. This is what one (classically) requires of a "quadrature domain," namely that there exists a measure or distribution $\mu$ with finite support and satisfying some form of (1). The word quadrature domain is however also used in wider senses. See [Sh] for an overview.

In two dimensions, quadrature domains in the above (classical) sense can be produced as conformal images of the unit disc under rational mapping functions. (This is for the case $a=0$, to which we stick for a moment.) Taking for example $\Omega=f(B(0,1))$, where $f(z)=z+c_{2} z^{2}+\cdots+c_{n} z^{n}$ is a univalent polynomial of degree $n \geq 2\left(z=x_{1}+i x_{2}\right)$, (1) will hold with $\mu$ a distribution of order $n-1$ supported at the origin. Clearly also (4)-(6) will hold then, but (2) and (3) will fail. By an argument similar to the proof of Proposition 2.1 (iii), one realizes that there cannot simultaneously exist measures satisfying (1), (4), and (5).

Thus such a simple and smooth domain as the conformal image of the unit disc under a quadratic (or higher degree) polynomial does not admit a mother body in our sense. This is of course disappointing, but one has to keep in mind that the problem of finding a mother body is ill-posed and that the requirements (1)-(5) taken all together combine several different aspects of it (balayage, analytic continuation, minimality, etc.).

Indeed, as the following proposition shows, our axioms for a mother body seem to be fairly complete in the sense that they contain or imply many of the criteria for concentration and minimality which have been used previously for similar purposes. Examples of such criteria are minimality of supp $\mu$ as a set, largeness of $U^{\mu}$ (e.g., Kounchev [Ko2] maximizes integrallike $\int_{\Omega} U^{\mu} d x$ among all $\mu$ satisfying (1), (3)), and $\mu$ being an extremal point in a suitable convex set [An1],[An2], [Ka-Pi]. Proposition 2.1 shows (in particular) that if (1), (3), (4), (5) hold for a measure $\mu$ then, within the class of measures satisfying (1) and (3), supp $\mu$ is minimal, $U^{\mu}$ is maximal, and $\mu$ is an extremal point.

Proposition 2.1. Let $\mu$ be a measure satisfying (1), (4), (5) with respect to a given body $\Omega$, and let $\nu, \mu_{1}, \mu_{2}$ be (possibly) other measures.
(i) If $\nu$ satisfies (1) and supp $\nu \subset \operatorname{supp} \mu$, then $\nu=\mu$.
(ii) If $\nu$ satisfies (1), (3) and $U^{\nu} \geq U^{\mu}$ in all $\mathbb{R}^{N}$, then $\nu=\mu$.
(iii) If $\nu$ satisfies (1), (4), (6), then $\nu=\mu$.
(iv) If $\mu_{1}, \mu_{2}$ satisfy (1), (3) and $\mu=\frac{1}{2}\left(\mu_{1}+\mu_{2}\right)$, then $\mu_{1}=\mu_{2}=\mu$.

Proof. We first consider statements (i)-(iii). Since $U^{\nu}, U^{\mu} \in L_{l o c}^{1}\left(\mathbb{R}^{N}\right)$ it is enough to prove that $U^{\nu}=U^{\mu}$ holds almost everywhere (a.e.), or by (4) a.e. in $\mathbb{R}^{N} \backslash \operatorname{supp} \mu$. So let $D$ be a component of $\mathbb{R}^{N} \backslash \operatorname{supp} \mu$, set $u=U^{\nu}-U^{\mu}$, and we shall prove that $u=0$ a.e. in $D$. Note that $D$ meets $\Omega^{e}$ by (5) and that $u=0$ in $D \cap \Omega^{e}$.

In case (i) $u$ is harmonic in $D$; hence, it follows by harmonic continuation that $u=0$ in all $D$. In case (ii) $u$ is superharmonic and nonnegative in $D$; hence, it is either strictly positive in all $D$ or vanishes identically in $D$. But the first alternative has already been excluded, and we again get $u=0$ in $D$. In case (iii) $u$ is harmonic in $D \backslash \operatorname{supp} \nu$. Using (6) it follows that $u=0$ in $D \backslash \operatorname{supp} \nu$, hence, a.e. in $D$.

Proof of (iv): Since $\mu_{1}, \mu_{2} \geq 0$ we have $\operatorname{supp} \frac{1}{2}\left(\mu_{1}+\mu_{2}\right)=\operatorname{supp} \mu_{1} \cup \operatorname{supp} \mu_{2}$. Thus supp $\mu_{j} \subset \operatorname{supp} \mu$, and the conclusion follows immediately from (i).

Note. If, in (i)-(iii) of the proposition, one allows $\mu$ and $\nu$ to be general distributions (instead of measures), then one still gets the conclusion that $U^{\nu}=U^{\mu}$ outside a compact set $K$ of measure zero ( $K=\operatorname{supp} \mu$ in cases (i) and (ii), $K=\operatorname{supp} \mu \cup \operatorname{supp} \nu$ in case (iii)). This means that $\mu-\nu$ annihilates all functions which are harmonic in some neighborhood of $K$, which is about as close to the conclusion $\nu=\mu$ as one may come in the case of distributions. Note that there are distributions with support at a single point, e.g., the Laplacian of the Dirac measure, whose potential vanishes identically outside that point.
3. Mother bodies for convex polyhedra. Having formulated precise requirements for mother bodies ((1)-(5) above) one naturally wonders which bodies admit mother bodies in that precise sense and when they are unique. This is a question which is largely open, but in this section we at least start answering it by proving that convex polyhedra always have unique mother bodies.

Theorem 3.1. Let $\Omega \subset \mathbb{R}^{N}$ be a convex bounded open polyhedron provided with a mass distribution $\rho_{\Omega}$ as in section 2. Then there exists a measure $\mu$ satisfying (1)(5). Its support is contained in a finite union of hyperplanes and reaches $\partial \Omega$ only at corners and edges (not at faces), it has no mass on $\partial \Omega$, and $U^{\mu}$ is a Lipschitz continuous function. Moreover, $\mu$ is unique among all signed measures satisfying (1), (4), (5).

Note. The support of $\mu$ coincides with what is sometimes called the "ridge" of $\Omega$ [Ev-Ha], [Ja]. For convex polyhedra this is the set of points in $\Omega$ which have at least two closest neighbors on $\partial \Omega$. See Figure 1 for an example in two dimensions.

Proof. Write $\Omega=\bigcap_{j=1}^{m} H_{j}$, where $H_{j}$ are open half spaces and $m$ is minimal. For any $j$, set

$$
\begin{aligned}
\delta_{j}(x) & =\operatorname{dist}\left(x, H_{j}^{c}\right), \\
u_{j}(x) & =a \delta_{j}(x)+\frac{b}{2} \delta_{j}(x)^{2} .
\end{aligned}
$$



Fig. 1. The mother body of a convex polyhedron.

Then $u_{j}>0$ in $H_{j}, u_{j}=0$ on $H_{j}^{c}$, and $\Delta u_{j}=a \mathcal{H}^{N-1}\left\lfloor\partial H_{j}+b \mathcal{L}^{N}\left\lfloor H_{j}\right.\right.$. Set also

$$
\begin{aligned}
\delta(x) & =\operatorname{dist}\left(x, \Omega^{c}\right) \\
& =\inf \left\{\delta_{1}(x), \ldots, \delta_{m}(x)\right\}, \\
u(x) & =a \delta(x)+\frac{b}{2} \delta(x)^{2} \\
& =\inf \left\{u_{1}(x), \ldots, u_{m}(x)\right\}, \\
R & =\left\{x \in \Omega: \delta(x)=\delta_{j}(x) \text { for at least two different } j\right\}, \\
D_{j} & =\left\{x \in \Omega \backslash R: \delta(x)=\delta_{j}(x)\right\} \\
& =\left\{x \in \Omega: \delta_{j}(x)<\delta_{k}(x) \text { for all } k \neq j\right\} .
\end{aligned}
$$

Note that $u$ and $u_{j}$ are strictly monotone functions of $\delta$ and $\delta_{j}$, respectively (on the range $[0,+\infty)$ ).

We note that $R$ (the "ridge") is contained in a finite union of hyperplanes, $\Omega=$ $R \cup D_{1} \cup \cdots \cup D_{m}, u$ is Lipschitz continuous, $u>0$ in $\Omega, u=0$ on $\Omega^{c}$. Within $\Omega$ we have $\Delta u_{j}=b$ for all $j$, hence, $\Delta u \leq b$ in $\Omega$, using the principle that the infimum of a finite family of superharmonic functions (e.g., $u_{j}(x)-(b / 2 N)|x|^{2}$ ) is superharmonic. The same principle actually gives that $\Delta u \leq b+\sum_{j=1}^{m} a \mathcal{H}^{N-1}\left\lfloor\partial H_{j}\right.$ in all $\mathbb{R}^{N}$ and hence (since $u=0$ on $\Omega^{c}$ ) that $\Delta u \leq b \mathcal{L}^{N}\left\lfloor\Omega+a \mathcal{H}^{N}\left\lfloor\partial \Omega=\rho_{\Omega}\right.\right.$. Outside $\bar{R}$ we have equality in this formula, as is easily seen. Thus $\Delta u=\rho_{\Omega}-\mu$ where $\mu$ is a positive measure with supp $\mu \subset \bar{R}$. Since $u$ vanishes at infinity and $\Delta u=\Delta\left(U^{\mu}-U^{\Omega}\right)$ we have $u=U^{\mu}-U^{\Omega}$. It now follows that $\mu$ satisfies (1)-(4) and that $U^{\mu}$ is Lipschitz continuous.

The latter property implies that $\mu$ is absolutely continuous with respect to $\mathcal{H}^{N-1}$. Since $\mathcal{H}^{N-1}(\bar{R} \cap \partial \Omega)=0$ it follows that $\mu(\partial \Omega)=0$.

To see finally that $\mu$ satisfies (5), take any $x \in \Omega$ and let $y \in \partial \Omega$ be a closest point on the boundary. Then $y \in \partial H_{j}$ for a unique $j$, and it is easy to see that the whole segment $(x, y)$ is in $D_{j}$ and that $y \notin \bar{R}$. Thus, if $x \notin \operatorname{supp} \mu$, the closed segment $[x, y+\varepsilon(y-x)](\varepsilon>0)$ connects $x$ with $\Omega^{e}$ without meeting supp $\mu$, proving (5).

It remains to prove the uniqueness part of the theorem. Let $\mu, u$, and $u_{j}$ be as above, and let $\nu$ be any signed measure satisfying (1), (4), (5) (when stated for $\nu$ ). Set $v=U^{\nu}-U^{\Omega}$. Then $v=0=u_{j}$ in $H_{j}^{e}$ and $\Delta\left(v-u_{j}\right)=0 \operatorname{in} \operatorname{int}\left(H_{j}^{c} \cup \Omega\right) \backslash \operatorname{supp} \nu$. Set

$$
\omega_{j}=\text { the unbounded component of } \operatorname{int}\left(H_{j}^{c} \cup \Omega\right) \backslash \operatorname{supp} \nu
$$

It follows that

$$
\begin{equation*}
v=u_{j} \quad \text { in } \quad \omega_{j} \tag{7}
\end{equation*}
$$

and also, since $\omega_{j}$ is open, that

$$
\begin{equation*}
\nabla v=\nabla u_{j} \quad \text { in } \quad \omega_{j} \tag{8}
\end{equation*}
$$

Assumption (5) for $\nu$ implies that

$$
\omega_{1} \cup \cdots \cup \omega_{m}=\mathbb{R}^{N} \backslash \operatorname{supp} \nu
$$

Since $\mathcal{L}^{N}(\operatorname{supp} \nu)=0$ by (4) it follows that $\bigcup_{j=1}^{m} \omega_{j}$ is an open subset of $\mathbb{R}^{N}$ satisfying

$$
\begin{gather*}
\mathcal{L}^{N}\left(\mathbb{R}^{N} \backslash \bigcup_{j=1}^{m} \omega_{j}\right)=0  \tag{9}\\
\bigcup_{j=1}^{m} \bar{\omega}_{j}=\mathbb{R}^{N}
\end{gather*}
$$

By (7), (8) $v$ is continuously differentiable in $\bigcup_{j=1}^{m} \omega_{j}$ with

$$
\begin{equation*}
|\nabla v(x)| \leq C<\infty \quad\left(x \in \bigcup_{j=1}^{m} \omega_{j}\right) \tag{11}
\end{equation*}
$$

Next we claim that the distributional gradient of $v$ is a locally integrable function. To see this, note that $v=U^{\nu}-U^{\Omega}=E *\left(\nu-\rho_{\Omega}\right)$; hence,

$$
\begin{equation*}
\nabla v=(\nabla E) *\left(\nu-\rho_{\Omega}\right) \tag{12}
\end{equation*}
$$

Here everything is to be interpreted in the sense of distributions. Now, $\nabla E$ is a locally integrable (vector) function and $\nu-\rho_{\Omega}$ is a signed Radon measure with compact support. It then follows (cf. [Do, Sect. 26]) from (12) that $\nabla v$ is also a locally integrable (vector) function.

Combining this information with (9), (11) we conclude that the distributional gradient $\nabla v$ is in $L^{\infty}\left(\mathbb{R}^{N}\right)$ and hence that $v$ is a Lipschitz continuous function (i.e., has such a representative).

By continuity, for the Lipschitz continuous version of $v$, the relation (7) on $\omega_{j}$ extends to hold on all $\bar{\omega}_{j}$. Thus it follows from (10) that for each $x \in \mathbb{R}^{N}$ we have $v(x)=u_{j}(x)$ for some $j$.

Now let $x \in D_{j}$, and let $y$ be the closest point on $\partial H_{j}$. Then $u_{j}(\xi)<u_{k}(\xi)$ for every $\xi \in[x, y]$ and for every $k \neq j$. On $H_{j}^{e}, v=u_{j}=0$, so by continuity $v(y)=u_{j}(y)$. Since $v$ is continuous and coincides everywhere with some $u_{k}$ it follows that $v(\xi)=u_{j}(\xi)$ for all $\xi \in[x, y]$, in particular $v(x)=u_{j}(x)$. Thus $v=u_{j}=u$ in $D_{j}$. Since $j$ was arbitrary we conclude that $v=u$ and $\nu=\mu$, completing the proof of the theorem.

Example. Let $\Omega$ be a regular polygon in $\mathbb{R}^{2}$, say centered at the origin and with $n \geq 3$ corners uniformly distributed on the unit circle. Clearly $\Omega$ is convex. Let us compute its mother body $\mu$.

The support of $\mu$, i.e., the ridge $R$ of $\Omega$, consists of the $n$ radii from the origin to the corners of $\Omega$. The density of $\mu$ with respect to arclength on $R$ equals the jump of the normal derivative of $U^{\mu}$ across $R$, or, what is the same, the jump of the normal derivative of $u=U^{\mu}-U^{\Omega}$. Since, in the notations of the proof above, $\nabla u=(a+b \delta) \nabla \delta$ and $\nabla \delta$ is a constant unit vector in each component of $\Omega \backslash R$, it follows that the density of $\mu$ is proportional to $a+b(1-r)$ on $R$, where $r=|x|$. Indeed, evaluation of the constant of proportionality gives that

$$
\begin{equation*}
d \mu=\frac{2 \pi}{n}(a+b(1-r)) d r \quad \text { on } R \tag{13}
\end{equation*}
$$

As $n$ increases, $\Omega$ approaches the unit disc $B(0,1)$. One might hope then that $\mu$ should approach the unique mother body of the disc, namely $2 \pi\left(a+\frac{b}{2}\right)$ times the Dirac measure at the origin. However, one sees from (13) that, as $n \rightarrow \infty$, the $\mu$ converge towards that measure on $B(0,1)$ which has density $\frac{a}{r}+b\left(\frac{1}{r}-1\right)$ with respect to area measure. This certainly is more concentrated than the original mass distribution $\rho_{B(0,1)}$, but less concentrated than the Dirac measure. In particular, the mother bodies of the regular polyhedra do not converge towards the mother body of the limiting disc.

This failure of convergence should not be surprising since, as was discussed in section 2, the search for mother bodies is an ill-posed problem with no continuous dependence on initial data, even when unique solutions do exist. The mother bodies for the approximating polyhedra may actually be more useful and more realistic in practical problems than the mother body for the disc itself. Consider, e.g., the case $a=0, b=1$ and think of the ill-posed Hele-Shaw model briefly discussed in section 2. In experiments with Hele-Shaw flows one never sees an initially circular blob shrinking down to a point. The predominant phenomenon always is that shrinking occurs by development of fingers of the exterior domain penetrating into the fluid (see, e.g., [Ho]). What eventually remains of the fluid domain is not a pointlike blob, but rather a kind of skeleton, which is somewhat reminiscent of the mother body of the approximating polygon $\Omega$ for a suitable $n$.

Thus there is a possibility that mother bodies of polyhedra could be a useful tool for handling ill-posed Hele-Shaw problems: one approximates a given initial fluid domain by a polygon, computes its mother body (uniquely determined and easily computed in the convex case), and then the whole evolution in time is obtained by balayage (section 2). The initial approximation with a polygon of course contains a degree of arbitrariness, but it is also known, for real Hele-Shaw flows, that the onset of the finger development contains a stochastic element.
4. General polyhedra and Zidarov's counterexample. By a (general) polyhedron we mean a domain which is the interior of a finite union of compact convex polyhedra. Mother bodies for general polyhedra will be treated in subsequent papers, e.g., [Gu-Sa2]. The situation in higher dimensions is not completely clear at present, but let us summarize what is known in the two-dimensional case.

When hypersurface measure is present in $\rho_{\Omega}$, i.e., when $a>0, b \geq 0$, nonconvex polyhedra do not admit mother bodies satisfying all of (1)-(5). Indeed, if $\Omega$ is a nonconvex polyhedron in $\mathbb{R}^{2}$, then $\Omega$ must have a nonconvex corner and it is well known that classical balayage of any positive measure $\mu$ in $\Omega$ onto $\partial \Omega$ will then be a measure on $\partial \Omega$ whose density with respect to $\mathcal{H}^{1}$ tends to infinity at the corner. When $b=0$, requirement (1) means that $\rho_{\Omega}$ will have to coincide with this balayage measure; hence, a mother body $\mu$ cannot exist in this case. This argument extends
to the case $a>0, b>0$.
On the other hand, extending previous work of G. Choquet and I. Deny [Ch-De] concerning regular polyhedra, D. Siegel [Si] has constructed, in the pure hypersurface case $(a>0, b=0)$, mother bodies (or skeletons, as he calls them) for general polyhedra which satisfy (1)-(2), (4)-(5). The construction actually works for general $a, b \geq 0$. Moreover the construction is canonical (involves no choices) and the shape of the mother body reflects that of the original body. Hence we feel that it is a satisfactory mother body, although the positivity requirement (3) is violated in the nonconvex case.


FIG. 2. Two mother bodies for a nonconvex polyhedron in the case $a=0$ (Zidarov's example).

In the case of pure volume measure $(a=0, b>0)$ the function $\Omega \mapsto \rho_{\Omega}$ is additive under disjoint unions (even after "removal of slits," i.e., after taking the interior of the closure). Therefore a possible way to construct a mother body for a polyhedron $\Omega$ is to decompose it into finitely many subpolyhedra, e.g., convex ones, each of which has a mother body satisfying (1)-(5). By adding these up one gets a measure $\mu$ which automatically satisfies (1)-(4) for $\Omega$. Requirement (5) is more troublesome, but at least in the two-dimensional case it can be met by choosing the decomposition properly [Gu-Sa2].

In conclusion, mother bodies satisfying all of (1)-(5) do exist for arbitrary polyhedra when $N=2$ and $a=0$. However, as Zidarov discovered, there is no uniqueness of mother bodies for nonconvex polyhedra. Zidarov's example is a square in $\mathbb{R}^{2}$ with a smaller square at one corner removed, say $\Omega=(-1,1)^{2} \backslash(-1,0]^{2}$. This can be de-


Fig. 3. Siegel's mother body (with (3) violated) for the same nonconvex polyhedron ( $a, b \geq 0$ ).
composed into three squares (with side length one) in a natural way. Adding up the mother bodies for these, one gets a measure not satisfying (5). But, if $\Omega$ is instead decomposed into a rectangle (with side lengths one and two) and a square, the sum of the mother bodies for these will satisfy all of (1)-(5). This decomposition can be made in two different ways, and the result will be two different mother bodies.

These are depicted in Figure 2. Figure 3 shows the mother body obtained by Siegel's procedure for the same $\Omega$. The latter does not satisfy (3), but it has other advantages, namely that supp $\mu$ meets $\partial \Omega$ only at corners not at smooth points of $\partial \Omega$, that it shares the symmetry properties of $\Omega$, and that it is indecomposable in a certain sense.
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# A UNIQUENESS THEOREM FOR AN INVERSE SCATTERING PROBLEM IN AN EXTERIOR DOMAIN* 

PETER HÄHNER ${ }^{\dagger}$


#### Abstract

The scattering of time-harmonic acoustic waves by a simply connected, sound-soft obstacle in an inhomogeneous medium in $\mathbb{R}^{2}$ is considered. We prove that the Cauchy data of the scattered waves on a large circle for all incident waves and for an interval of wave numbers $\kappa$ uniquely determine the obstacle and the inhomogeneity. To this end we show that products of harmonic functions satisfying a Dirichlet condition on the interior boundary of an annular plane domain are complete. Then, we use the limit $\kappa \rightarrow 0$ and obtain uniqueness of the obstacle from Schiffer's uniqueness result. Uniqueness of the inhomogeneity also follows from $\kappa \rightarrow 0$ together with the denseness result for the linear span of products of harmonic functions.
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1. Introduction. We consider the scattering of time-harmonic waves by a simply connected obstacle in a two-dimensional inhomogeneous medium assuming a Dirichlet boundary condition. Problems of this type occur when a three-dimensional acoustic scattering problem at an infinitely long cylinder is reduced to two dimensions by assuming that the fields and the refractive index are constant along each line parallel to the cylinder. Similarly, the scattering of time-harmonic electromagnetic waves by an infinitely long cylindrical conductor leads to this problem assuming a constant magnetic permeability, the invariance of the electric permittivity in the direction of the cylinder axis and the electric field polarized in that direction.

We suppose that on a large circle, surrounding the obstacle, the Cauchy data of the scattered fields are known for an interval of wave numbers and for all possible incident waves. Our aim is to prove that these data uniquely determine the obstacle and the inhomogeneity.

Although there are many papers dealing with similar problems in the absence of an obstacle or investigating an inverse obstacle problem in a homogeneous medium to the author's knowledge there is only one paper which examines an inverse obstacle problem in an inhomogeneous medium. However, in [7] the authors assume that the inhomogeneity in the exterior domain is known and then prove uniqueness of the obstacle with techniques used in [6].

For the full space problem, i.e., without any obstacle, in three or more dimensions, Sylvester and Uhlmann and others even obtained uniqueness of the inhomogeneity assuming only the knowledge of the Cauchy data at a fixed wave number for all incident fields (see the review of results in [10]). In two dimensions there are only partial results of this type [10,5] and no general uniqueness result using only one fixed wave number is known. Therefore, we use an interval of wave numbers $\kappa$. This means that we use more data than expected from a count of degrees of freedom. It

[^66]is then possible to use the limit $\kappa \rightarrow 0$ to reduce the problem to two questions about harmonic functions.

First, do the Cauchy data of a suitable harmonic function satisfying a Dirichlet boundary condition uniquely determine the obstacle? The answer attributed to Schiffer is yes and can be found in [3, Theorem 5.1] in a slightly different setting.

Second, are linear combinations of products of harmonic functions, satisfying a Dirichlet condition on the interior boundary of an annular plane domain, dense in certain function spaces? Although we use it as an auxiliary result to prove uniqueness of the inverse scattering problem we think that this question is interesting in itself. A positive answer for this question without imposing the Dirichlet boundary condition was given by Calderón in [2]. We shall give a positive answer for our case in the next section. We first assume the obstacle to be a disk and use separation of variables for the density result. For the general case we use a conformal mapping.

In the third section we state existence and uniqueness of the direct scattering problem and examine the behavior of the solutions as $\kappa \rightarrow 0$. There are some difficulties due to the fact that in $\mathbb{R}^{2}$ the fundamental solutions for the Helmholtz equation do not converge as $\kappa \rightarrow 0$.

Finally, in the fourth section we combine the results of the previous sections to prove the uniqueness result for the inverse scattering problem.
2. Completeness of products of harmonic functions. Let $D_{0} \subset \mathbb{R}^{2}$ be a nonempty, open, connected, and bounded set. We assume the exterior domain $D:=\mathbb{R}^{2} \backslash \overline{D_{0}}$ to be connected and to have a $C^{2}$-smooth boundary $\partial D=\partial D_{0}$. For $R>0$ we define the disk $B_{R}:=\left\{x \in \mathbb{R}^{2}:|x|<R\right\}$. In the sequel we suppose that $R$ is sufficiently large to ensure $\overline{D_{0}} \subset B_{R}$. For a bounded domain, $n$ denotes the normal vector at the boundary directed into the exterior of the domain.

The main result of this section is the following theorem.
Theorem 2.1. Let $q \in L^{2}(D)$ satisfy $q(x)=0$ for all $|x| \geq R$. Furthermore, assume that

$$
\begin{equation*}
\int_{D \cap B_{2 R}} q(x) u(x) v(x) d x=0 \tag{2.1}
\end{equation*}
$$

for all functions $u, v \in C^{2}\left(D \cap B_{2 R}\right) \cap C^{1}\left(\bar{D} \cap B_{2 R}\right)$ satisfying $\Delta u=0$, $\Delta v=0$ in $D \cap B_{2 R},\left.u\right|_{\partial D}=\left.v\right|_{\partial D}=0$, and $\int_{\partial D} \frac{\partial u}{\partial n} d s=\int_{\partial D} \frac{\partial v}{\partial n} d s=0$. Then $q(x)=0$ almost everywhere in $D$.

We shall reduce this theorem to the special case $D=\mathbb{R}^{2} \backslash \overline{B_{1}}$ with the help of a conformal mapping. Hence, we first examine the special case $D_{0}=B_{1}$. Using polar coordinates $x=\left(x_{1}, x_{2}\right)=(r \cos \theta, r \sin \theta)$ for $x \in \mathbb{R}^{2}$ it is easily seen that the functions

$$
\begin{gathered}
u_{l}(x)=\left(x_{1}+i x_{2}\right)^{l}-\left(x_{1}-i x_{2}\right)^{-l}=\left(r^{l}-r^{-l}\right) e^{i l \theta}, l \in \mathbb{N}, x \in \mathbb{R}^{2} \backslash B_{1}, \\
u_{l}(x)=\left(x_{1}-i x_{2}\right)^{|l|}-\left(x_{1}+i x_{2}\right)^{-|l|}=\left(r^{|l|}-r^{-|l|}\right) e^{i l \theta},-l \in \mathbb{N}, x \in \mathbb{R}^{2} \backslash B_{1},
\end{gathered}
$$

satisfy $\Delta u_{l}=0$ in $\mathbb{R}^{2} \backslash \overline{B_{1}},\left.u_{l}\right|_{\partial B_{1}}=0$, and $\int_{\partial B_{1}} \frac{\partial u_{l}}{\partial n} d s=0$.
Equation (2.1) reads for $u=u_{l}, v=u_{m}$,

$$
\int_{1}^{2 R} r \int_{0}^{2 \pi} q(r \cos \theta, r \sin \theta) e^{i(l+m) \theta} d \theta\left(r^{|l|}-r^{-|l|}\right)\left(r^{|m|}-r^{-|m|}\right) d r=0 .
$$

For a fixed $k \in \mathbb{N}_{0}$ we choose $l=k+j$ and $m=-j, j \in \mathbb{N}$, and obtain

$$
\begin{equation*}
\int_{1}^{2 R} r \int_{0}^{2 \pi} q(r \cos \theta, r \sin \theta) e^{i k \theta} d \theta\left(r^{|k|+j}-r^{-(|k|+j)}\right)\left(r^{j}-r^{-j}\right) d r=0, j \in \mathbb{N} . \tag{2.2}
\end{equation*}
$$

Choosing $l=k-j, m=j, j \in \mathbb{N}$, in the case $-k \in \mathbb{N}$ we find that the equations (2.2) hold for all $k \in \mathbb{Z}, j \in \mathbb{N}$. Therefore, we first examine whether a function $f \in L^{2}(1, \rho)$ satisfying

$$
\int_{1}^{\rho} f(r)\left(r^{k+j}-r^{-(k+j)}\right)\left(r^{j}-r^{-j}\right) d r=0, j \in \mathbb{N}
$$

for a fixed $k \in \mathbb{N}_{0}$ must vanish almost everywhere in $(1, \rho)$.
To this end we define for $j \in \mathbb{N}, k \in \mathbb{N}_{0}, r \geq 1$ the functions

$$
\begin{aligned}
e_{j, k}(r) & :=\left(r^{k+j}-r^{-(k+j)}\right)\left(r^{j}-r^{-j}\right), \\
f_{j}(r) & :=\left(r+r^{-1}\right)\left(r-r^{-1}\right)^{2 j} \\
g_{j}(r) & :=\left(r-r^{-1}\right)^{2 j}
\end{aligned}
$$

The $e_{j, k}$ appear in the above equation but they are difficult to work with. However, it turns out that the $f_{j}, g_{j}$ are contained in $\operatorname{span}\left\{e_{j, 1}: j \in \mathbb{N}\right\}, \operatorname{span}\left\{e_{j, 0}: j \in \mathbb{N}\right\}$, respectively. Since the $f_{j}, g_{j}$ are essentially even polynomials in the variable ( $r-1 / r$ ) they are more suitable for our purposes than the $e_{j, k}$. Hence, we start with the following lemma.

Lemma 2.2. $\operatorname{span}\left\{g_{j}: j \in \mathbb{N}\right\} \subset \operatorname{span}\left\{e_{j, 0}: j \in \mathbb{N}\right\}$ and $\operatorname{span}\left\{f_{j}: j \in \mathbb{N}\right\} \subset$ $\operatorname{span}\left\{e_{j, 1}: j \in \mathbb{N}\right\}$.

Proof. We observe with the help of

$$
\left(r+r^{-1}\right)\left(r^{j}-r^{-j}\right)=\left(r^{j+1}-r^{-(j+1)}\right)+\left(r^{j-1}-r^{-(j-1)}\right), j \in \mathbb{N}
$$

that

$$
\begin{align*}
\left(r+r^{-1}\right)^{2} e_{1,0}(r) & =e_{2,0}(r)  \tag{2.3}\\
\left(r+r^{-1}\right)^{2} e_{j, 0}(r) & =e_{j+1,0}(r)+2 e_{j, 0}(r)+e_{j-1,0}(r)-2 e_{1,0}(r), j \geq 2  \tag{2.4}\\
\left(r+r^{-1}\right)^{2} e_{1,1}(r) & =e_{2,1}(r)+e_{1,1}(r)  \tag{2.5}\\
\left(r+r^{-1}\right)^{2} e_{j, 1}(r) & =e_{j+1,1}(r)+2 e_{j, 1}(r)+e_{j-1,1}(r)-e_{1,1}(r), j \geq 2 \tag{2.6}
\end{align*}
$$

Starting with

$$
g_{1}(r)=e_{1,0}(r), f_{1}(r)=\left(r+r^{-1}\right)\left(r-r^{-1}\right)^{2}=e_{1,1}(r)
$$

we now use induction to prove $f_{N} \in \operatorname{span}\left\{e_{j, 1}: j=1, \ldots, N\right\}$ and
$g_{N} \in \operatorname{span}\left\{e_{j, 0}: j=1, \ldots, N\right\}$ for all $N \in \mathbb{N}$. From $f_{N-1}=\sum_{j=1}^{N-1} \alpha_{j} e_{j, 1}$ for a fixed $N \geq 2$ we conclude

$$
\begin{aligned}
f_{N}(r) & =\left(r-r^{-1}\right)^{2} f_{N-1}(r) \\
& =\left(\left(r+r^{-1}\right)^{2}-4\right) f_{N-1}(r) \\
& =\sum_{j=1}^{N-1} \alpha_{j}\left(r+r^{-1}\right)^{2} e_{j, 1}(r)-4 \sum_{j=1}^{N-1} \alpha_{j} e_{j, 1}(r),
\end{aligned}
$$

i.e., $f_{N}=\sum_{j=1}^{N} \beta_{j} e_{j, 1}$ by (2.5) and (2.6). Using (2.3) and (2.4), a similar reasoning yields the assertion for $g_{N}$ and we have proved the lemma.

Now, we prove the density result for $\operatorname{span}\left\{e_{j, k}: j \in \mathbb{N}\right\}$ with respect to the $L^{2}$ norm. $C_{0}(1, \rho)$ denotes the space of continuous functions having compact support in (1, $\rho$ ).

Lemma 2.3. Assume $k \in \mathbb{N}_{0}$ and $\rho>1$. Then, $\operatorname{span}\left\{e_{j, k}: j \in \mathbb{N}\right\}$ is dense in $L^{2}(1, \rho)$; i.e., if $f \in L^{2}(1, \rho)$ satisfies

$$
\int_{1}^{\rho} f(r) e_{j, k}(r) d r=0 \quad \text { for all } j \in \mathbb{N}
$$

then $f=0$.
Proof. We start with the case $k=0$ and show that for any $f \in C_{0}(1, \rho)$ there is a sequence $q_{N} \in \operatorname{span}\left\{e_{j, 0}: j \in \mathbb{N}\right\}, N \in \mathbb{N}$, with $\left\|q_{N}-f\right\|_{L^{2}} \rightarrow 0, N \rightarrow \infty$. Then, the assertion for $k=0$ follows from the density of $C_{0}(1, \rho)$ in $L^{2}(1, \rho)$.

The transformation $t=r-1 / r, r>1$, maps $(1, \infty)$ bijectively onto $(0, \infty)$. The inverse map is given by $r=z(t)$ with $z(t):=t / 2+\sqrt{1+t^{2} / 4}, t>0$. We use this transformation to reduce the problem to an approximation problem with even polynomials. Defining $g(t):=t^{-2} f(z(|t|))$ for $0<|t| \leq \rho-1 / \rho$ and $g(0):=0$, we have that $g \in C[-\rho+1 / \rho, \rho-1 / \rho]$ is an even function. Hence, by the Weierstrass approximation theorem there is a sequence $\tilde{q}_{N}, N \in \mathbb{N}$, of even polynomials which converge uniformly to $g$,

$$
\max \left\{\left|\tilde{q}_{N}(t)-g(t)\right|: t \in[-\rho+1 / \rho, \rho-1 / \rho]\right\} \rightarrow 0, N \rightarrow \infty
$$

With $q_{N}(r):=(r-1 / r)^{2} \tilde{q}_{N}(r-1 / r), 1 \leq r \leq \rho, N \in \mathbb{N}$, we have $q_{N} \in \operatorname{span}\left\{g_{j}: j \in \mathbb{N}\right\}$ and thus $q_{N} \in \operatorname{span}\left\{e_{j, 0}: j \in \mathbb{N}\right\}$ by Lemma 2.2. Furthermore, using the transformation $r=z(t)$ we can estimate

$$
\begin{aligned}
& \int_{1}^{\rho}\left|q_{N}(r)-f(r)\right|^{2} d r=\int_{0}^{\rho-1 / \rho}\left|\tilde{q}_{N}(t)-g(t)\right|^{2} t^{4} z^{\prime}(t) d t \\
\leq & c \max \left\{\left|\tilde{q}_{N}(t)-g(t)\right|^{2}: t \in[0, \rho-1 / \rho]\right\} \rightarrow 0, N \rightarrow \infty
\end{aligned}
$$

with a suitable positive constant $c$ and we have proved the lemma for $k=0$.
Now, we consider the case $k \in \mathbb{N}$. For $f \in C_{0}(1, \rho)$ we define

$$
g(t):=t^{-2}\left(z(|t|)+z(|t|)^{-1}\right)^{-1} f\left((z(|t|))^{1 / k}\right)
$$

for $0<|t| \leq \rho^{k}-1 / \rho^{k}$ and $g(0):=0$. We have again that $g \in C\left[-\rho^{k}+1 / \rho^{k}, \rho^{k}-1 / \rho^{k}\right]$ is an even function which can be approximated uniformly by a sequence $\tilde{q}_{N}, N \in \mathbb{N}$, of even polynomials,

$$
\max \left\{\left|\tilde{q}_{N}(t)-g(t)\right|: t \in\left[-\rho^{k}+1 / \rho^{k}, \rho^{k}-1 / \rho^{k}\right]\right\} \rightarrow 0, N \rightarrow \infty
$$

Defining $q_{N}(s):=(s+1 / s)(s-1 / s)^{2} \tilde{q}_{N}(s-1 / s), 1 \leq s \leq \rho^{k}, N \in \mathbb{N}$, we have $q_{N} \in$ $\operatorname{span}\left\{f_{j}: j \in \mathbb{N}\right\}$ and $q_{N} \in \operatorname{span}\left\{e_{j, 1}: j \in \mathbb{N}\right\}$ by Lemma 2.2. Hence, $p_{N}(r):=q_{N}\left(r^{k}\right)$, $1 \leq r \leq \rho$, can be represented as

$$
p_{N}(r)=\sum_{j=1}^{M} a_{j} e_{j, 1}\left(r^{k}\right)=\sum_{j=1}^{M} a_{j}\left(r^{k+j k}-r^{-(k+j k)}\right)\left(r^{j k}-r^{-j k}\right)
$$

i.e., $p_{N} \in \operatorname{span}\left\{e_{j, k}: j \in \mathbb{N}\right\}$.

With the help of the transformations $r=s^{1 / k}$ and $s=z(t)$ we can estimate

$$
\begin{gathered}
\int_{1}^{\rho}\left|p_{N}(r)-f(r)\right|^{2} d r=\int_{1}^{\rho^{k}}\left|q_{N}(s)-f\left(s^{1 / k}\right)\right|^{2}(1 / k) s^{1 / k-1} d s \\
=\int_{1}^{\rho^{k}}\left|\tilde{q}_{N}\left(s-\frac{1}{s}\right)-\left(s+\frac{1}{s}\right)^{-1}\left(s-\frac{1}{s}\right)^{-2} f\left(s^{1 / k}\right)\right|^{2}\left(s+\frac{1}{s}\right)^{2}\left(s-\frac{1}{s}\right)^{4} \frac{1}{k} s^{1 / k-1} d s \\
=\int_{0}^{\rho^{k}-1 / \rho^{k}}\left|\tilde{q}_{N}(t)-g(t)\right|^{2} w(t) d t \\
\leq c \max \left\{\left|\tilde{q}_{N}(t)-g(t)\right|^{2}: t \in\left[0, \rho^{k}-1 / \rho^{k}\right]\right\} \rightarrow 0, N \rightarrow \infty
\end{gathered}
$$

with a bounded function $w$ and a positive constant $c$. This ends the proof of the lemma.

Since we shall map $B_{2 R} \cap D$ conformally on an annulus during the proof of Theorem 2.1 we state the needed results about the conformal mapping and its inverse in the following lemma and briefly sketch its proof.

Lemma 2.4. Let $G:=D \cap B_{2 R}, D$, and $R$ as in Theorem 2.1. Then there exist a constant $\rho>1$ and a conformal mapping

$$
\varphi:\{z \in \mathbb{C}:(\Re z, \Im z) \in G\} \rightarrow\{w \in \mathbb{C}: 1<|w|<\rho\}
$$

Furthermore, $\varphi \in C^{1}(\bar{G})$ and, denoting by $\psi$ the inverse function to $\varphi,\left|\psi^{\prime}\right|^{2}$ is bounded in $\{w \in \mathbb{C}: 1<|w|<\rho\}$, where $\psi^{\prime}$ is the complex derivative of $\psi$.

Proof. Let $u \in C^{2}(G) \cap C^{1}(\bar{G})$ be the unique solution of the Dirichlet problem $\Delta u=0$ in $G,\left.u\right|_{\partial D}=0,\left.u\right|_{\partial B_{2 R}}=1$. Uniqueness of the solution can be inferred from the maximum principle. Existence and $C^{1}(\bar{G})$-regularity of the solution can be obtained with the help of a single-layer ansatz [9, Theorems 7.29, 7.27]. Defining $k:=\int_{\partial B_{2 R}} \frac{\partial u}{\partial n} d s$, we conclude from Green's theorem

$$
k=\int_{\partial G} \frac{\partial u}{\partial n} \bar{u} d s=\int_{G}|\nabla u|^{2} d x>0 .
$$

Let $v$ be a real-valued conjugate harmonic function to $u$, i.e., $u$ and $v$ satisfy the Cauchy-Riemann equations, and define

$$
\varphi\left(x_{1}+i x_{2}\right):=\exp \left((2 \pi / k)\left(u\left(x_{1}, x_{2}\right)+i v\left(x_{1}, x_{2}\right)\right)\right) \text { for }\left(x_{1}, x_{2}\right) \in G .
$$

Note that $v$ is not single-valued. However, $\varphi$ is a single-valued holomorphic function in $\{z \in \mathbb{C}:(\Re z, \Im z) \in G\}$ and $\varphi \in C^{1}(\bar{G})$. Then $\varphi$ is the searched-for conformal mapping with $\rho:=e^{2 \pi / k}>1$ (see the proof of [1, Theorem 10, Chapter 6, p. 247]).

If $\psi$ is the inverse function to $\varphi$ we have $\varphi^{\prime}(\psi(w)) \psi^{\prime}(w)=1$ for $1<|w|<\rho$, hence $\left|\varphi^{\prime}(z)\right|^{2}>0$ for $z \in G$. The boundary point lemma states $\frac{\partial u}{\partial n}(z) \neq 0$ for $z \in \partial G$ (see
[4, Lemma 3.4]). Therefore we compute $\left|\varphi^{\prime}(z)\right|^{2}=\left((2 \pi / k) e^{(2 \pi / k) u(z)}\right)^{2}|\nabla u(z)|^{2}>0$ for $z \in \partial G$. Then, $\left|\varphi^{\prime}(z)\right|^{2} \geq \delta>0$ for all $z \in \bar{G}$ and $\left|\psi^{\prime}(w)\right|^{2} \leq \delta^{-1}$ for $1<|w|<\rho$. This ends the proof of the lemma.

We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. Let us first consider the case $D_{0}=B_{1}$ and assume equation (2.1) holds for all harmonic functions $u, v$ in $\mathbb{R}^{2} \backslash \overline{B_{1}}$ which vanish on $\partial B_{1}$ and satisfy $\int_{\partial B_{1}} \frac{\partial u}{\partial n} d s=\int_{\partial B_{1}} \frac{\partial v}{\partial n} d s=0$. By the reasoning immediately after Theorem 2.1 we arrive at equation (2.2), which reads

$$
\int_{1}^{2 R}\left(r \int_{0}^{2 \pi} q(r \cos \theta, r \sin \theta) e^{i k \theta} d \theta\right) e_{j,|k|}(r) d r=0, j \in \mathbb{N}, k \in \mathbb{Z}
$$

We define, for $k \in \mathbb{Z}$,

$$
f_{k}(r):=r \int_{0}^{2 \pi} q(r \cos \theta, r \sin \theta) e^{i k \theta} d \theta, 1<r<2 R
$$

and obtain from Lemma 2.3 for all $k \in \mathbb{Z}: f_{k}(r)=0$ almost everywhere in $(1,2 R)$. Since the trigonometric polynomials are a complete orthogonal system in $L^{2}(0,2 \pi)$ we can conclude $q(r \cos \theta, r \sin \theta)=0$ for almost all $1<r<2 R, 0 \leq \theta \leq 2 \pi$, i.e., $q=0$.

In the general case we use the conformal mapping $\varphi$ with inverse $\psi$ from Lemma 2.4. For any function $\tilde{u} \in C^{2}\left(\mathbb{R}^{2} \backslash \overline{B_{1}}\right) \cap C^{1}\left(\mathbb{R}^{2} \backslash B_{1}\right)$ with $\left.\tilde{u}\right|_{\partial B_{1}}=0, \Delta \tilde{u}=0$ in $\mathbb{R}^{2} \backslash \overline{B_{1}}$ and $\int_{\partial B_{1}} \frac{\partial \tilde{u}}{\partial n} d s=0$, the function

$$
u(x):=\tilde{u}\left(\Re \varphi\left(x_{1}+i x_{2}\right), \Im \varphi\left(x_{1}+i x_{2}\right)\right), x=\left(x_{1}, x_{2}\right) \in \bar{D} \cap B_{2 R}
$$

satisfies $u \in C^{2}\left(D \cap B_{2 R}\right) \cap C^{1}\left(\bar{D} \cap B_{2 R}\right), u(x)=0, x \in \partial D$, and

$$
\Delta u(x)=(\Delta \tilde{u})\left(\Re \varphi\left(x_{1}+i x_{2}\right), \Im \varphi\left(x_{1}+i x_{2}\right)\right)\left|\varphi^{\prime}\left(x_{1}+i x_{2}\right)\right|^{2}=0 \text { in } D \cap B_{2 R} .
$$

Due to $\int_{\partial B_{1}} \frac{\partial \tilde{u}}{\partial n} d s=0$ there is a single-valued conjugate harmonic function $\tilde{w} \in$ $C^{2}\left(\mathbb{R}^{2} \backslash \overline{B_{1}}\right) \cap C^{1}\left(\mathbb{R}^{2} \backslash B_{1}\right)$ to $\tilde{u}$. Hence, defining

$$
f\left(x_{1}+i x_{2}\right):=\tilde{u}\left(\Re \varphi\left(x_{1}+i x_{2}\right), \Im \varphi\left(x_{1}+i x_{2}\right)\right)+i \tilde{w}\left(\Re \varphi\left(x_{1}+i x_{2}\right), \Im \varphi\left(x_{1}+i x_{2}\right)\right)
$$

for $x=\left(x_{1}, x_{2}\right) \in \bar{D} \cap B_{2 R}, f$ is a single-valued holomorphic function and we can compute

$$
\int_{\partial D} \frac{\partial u}{\partial n} d s=\int_{\partial D} \frac{\partial(\Re(f))}{\partial n} d s=\int_{\partial D} \frac{d(\Im(f))}{d s} d s=0
$$

i.e., the condition for the normal derivative is also satisfied.

Analogously, we can define $v$ from $\tilde{v} \in C^{2}\left(\mathbb{R}^{2} \backslash \overline{B_{1}}\right) \cap C\left(\mathbb{R}^{2} \backslash B_{1}\right)$ with $\left.\tilde{v}\right|_{\partial B_{1}}=0$, $\int_{\partial B_{1}} \frac{\partial \tilde{v}}{\partial n} d s=0$, and $\Delta \tilde{v}=0$ in $\mathbb{R}^{2} \backslash \overline{B_{1}}$. Using the change of variables formula and the fact that $\left|\psi^{\prime}\left(y_{1}+i y_{2}\right)\right|^{2}$ is the Jacobian of the transformation in $\mathbb{R}^{2}$ which is given by $\psi$, we obtain

$$
0=\int_{D \cap B_{2 R}} q(x) u(x) v(x) d x
$$

$$
=\int_{1<|y|<\rho} q\left(\left(\Re \psi\left(y_{1}+i y_{2}\right), \Im \psi\left(y_{1}+i y_{2}\right)\right)\right) \tilde{u}(y) \tilde{v}(y)\left|\psi^{\prime}\left(y_{1}+i y_{2}\right)\right|^{2} d y
$$

for all harmonic functions $\tilde{u}, \tilde{v}$ in $\mathbb{R}^{2} \backslash \overline{B_{1}}$ which vanish on $\partial B_{1}$ and whose integral over $\partial B_{1}$ of the normal derivative is zero. Therefore, from the considerations for $D_{0}=B_{1}$ we can conclude $q\left(\left(\Re \psi\left(y_{1}+i y_{2}\right), \Im \psi\left(y_{1}+i y_{2}\right)\right)\right)\left|\psi^{\prime}\left(y_{1}+i y_{2}\right)\right|^{2}=0$, almost everywhere in $1<|y|<\rho$, hence $q=0$, and we have proved Theorem 2.1.
3. The direct scattering problem. With $D$ and $B_{R}$ as in the previous section we shall examine the following scattering problems $\left(P_{\kappa}\right)$ : given $\kappa>0$, a uniformly Hölder continuous function $q \in C^{0, \alpha}(\bar{D}), 0<\alpha<1$, satisfying $\operatorname{supp}(1-q) \subset B_{R}$ and $\Im(q) \geq 0$ in $D$, and an incident field $u^{i} \in C^{2}\left(B_{R}\right)$ with $\Delta u^{i}+\kappa^{2} u^{i}=0$ in $B_{R}$, find the scattered field $u^{s} \in C^{2}(D) \cap C(\bar{D})$ satisfying $\Delta u^{s}+\kappa^{2} q u^{s}=\kappa^{2}(1-q) u^{i}$ in $D$; the Sommerfeld radiation condition $\left|\hat{x} \cdot \nabla u^{s}(x)-i \kappa u^{s}(x)\right|^{2}=o\left(|x|^{-1 / 2}\right),|x| \rightarrow \infty$, uniformly for all directions $\hat{x}:=|x|^{-1} x$; and the boundary condition $\left.u^{s}\right|_{\partial D}=-\left.u^{i}\right|_{\partial D}$.

We are interested in the unique solvability of $\left(P_{\kappa}\right)$ and in the behavior of the solutions as $\kappa \rightarrow 0$. Therefore, we also state $\left(P_{0}\right)$ : given an incident field $u^{i} \in C^{2}\left(B_{R}\right)$ with $\Delta u^{i}=0$ in $B_{R}$, find the scattered field $u^{s} \in C^{2}(D) \cap C(\bar{D})$ satisfying $\Delta u^{s}=0$ in $D ;\left|u^{s}(x)\right|=O(1),|x| \rightarrow \infty$, uniformly for all directions $\hat{x}:=|x|^{-1} x$; and the boundary condition $\left.u^{s}\right|_{\partial D}=-\left.u^{i}\right|_{\partial D}$.

We denote by

$$
\Phi_{\kappa}(x, y):=\frac{i}{4} H_{0}^{(1)}(\kappa|x-y|), x, y \in \mathbb{R}^{2}, x \neq y, \kappa>0
$$

and

$$
\Phi_{0}(x, y):=\frac{1}{2 \pi} \ln \frac{1}{|x-y|}, x, y \in \mathbb{R}^{2}, x \neq y
$$

the fundamental solutions to the Helmholtz equation and Laplace equation, respectively.

THEOREM 3.1. $\left(P_{\kappa}\right)$ has a unique solution for all $\kappa \geq 0$.
Let $u_{0}^{i} \in C^{2}\left(B_{R}\right)$ be a harmonic function in $B_{R}$. If for $0<\kappa<1$ the incident fields $u_{\kappa}^{i}$ satisfy $\left\|u_{\kappa}^{i}-u_{0}^{i}\right\|_{\infty, B_{R}} \rightarrow 0, \kappa \rightarrow 0$, then the solutions $u_{\kappa}^{s}$ of $\left(P_{\kappa}\right)$ converge uniformly in $\overline{D \cap B_{R}}$ to the solution of $\left(P_{0}\right)$ for the incident field $u_{0}^{i}$.

Proof. The existence and uniqueness results can be found in the literature. The case $\kappa=0$ is treated in [9, Theorem 6.20]. Since the uniqueness proofs given for the three-dimensional case in [11, Satz 2] or in [3, Theorem 3.7] can be carried over to our case $\left(P_{\kappa}\right)$ has at most one solution if $\kappa>0$. Moreover, analogously to [11, Satz 10], the existence of a solution to $\left(P_{\kappa}\right), \kappa>0$, can be established by an ansatz of a combined volume and double-layer potential. However, we are also interested in the behavior of the solutions for $\kappa \rightarrow 0$, and the second assertion of the theorem cannot be inferred from the ansatz in [11] (see [12, 8] for the case $q=1$ ). Therefore, we choose a more complicated ansatz along the lines suggested in [8] which yields the desired convergence.

For $0<\kappa<1, a \in C\left(\overline{D \cap B_{R}}\right)$, and $\varphi \in C(\partial D)$ we define

$$
\begin{aligned}
u^{s}(x):= & \int_{\partial D}\left\{\frac{\partial \Phi_{\kappa}}{\partial n(y)}(x, y)+\left(1-\frac{2 \pi}{\ln \kappa}\right) \Phi_{\kappa}(x, y)\right\} \varphi(y) d s(y) \\
& -\frac{1}{|\partial D|} \int_{\partial D} \Phi_{\kappa}(x, z) d s(z) \int_{\partial D} \varphi(y) d s(y)
\end{aligned}
$$

$$
\begin{equation*}
+\kappa \int_{D \cap B_{R}} \Phi_{\kappa}(x, y) a(y) d y, x \in D \tag{3.1}
\end{equation*}
$$

The normal vector $n$ is directed into $D$ and by $|\partial D|$ we denote the arclength of $\partial D$.
From the mapping properties and jump relations of potentials we can conclude that if $a$ and $\varphi$ are a solution of the integral equations

$$
\begin{gather*}
-a(x)+\kappa(q(x)-1)\left\{\int_{\partial D}\left\{\frac{\partial \Phi_{\kappa}}{\partial n(y)}(x, y)+\left(1-\frac{2 \pi}{\ln \kappa}\right) \Phi_{\kappa}(x, y)\right\} \varphi(y) d s(y)\right. \\
-\frac{1}{|\partial D|} \int_{\partial D} \Phi_{\kappa}(x, z) d s(z) \int_{\partial D} \varphi(y) d s(y) \\
\left.+\kappa \int_{D \cap B_{R}} \Phi_{\kappa}(x, y) a(y) d y\right\}=\kappa(1-q(x)) u^{i}(x), x \in D \cap B_{R}  \tag{3.2}\\
\varphi(x)+2\left\{\int_{\partial D}\left\{\frac{\partial \Phi_{\kappa}}{\partial n(y)}(x, y)+\left(1-\frac{2 \pi}{\ln \kappa}\right) \Phi_{\kappa}(x, y)\right\} \varphi(y) d s(y)\right. \\
-\frac{1}{|\partial D|} \int_{\partial D} \Phi_{\kappa}(x, z) d s(z) \int_{\partial D} \varphi(y) d s(y) \\
\left.+\kappa \int_{D \cap B_{R}} \Phi_{\kappa}(x, y) a(y) d y\right\}=-2 u^{i}(x), x \in \partial D
\end{gather*}
$$

then $u^{s}$ as in (3.1) is a solution to $\left(P_{\kappa}\right)$.
Using the asymptotic behavior of $H_{0}^{(1)}(z)$ for $|z| \rightarrow 0$ (see [8]), for $\kappa \rightarrow 0$ we obtain the operator

$$
\left(\begin{array}{cc}
-I & 0 \\
0 & I+L_{0}
\end{array}\right): C\left(\overline{\left.\left.\overline{D \cap B_{R}}\right) \times C(\partial D) \rightarrow C\left(\overline{D \cap B_{R}}\right) \times C(\partial D)\right) ~}\right.
$$

as the uniform limit of the integral operators in equations (3.2) and (3.3). Here, $I$ denotes the identity map on $C\left(\overline{D \cap B_{R}}\right)$ and $C(\partial D)$, respectively, and $L_{0}: C(\partial D) \rightarrow$ $C(\partial D)$ is defined by

$$
\begin{aligned}
\left(L_{0} \varphi\right)(x):= & 2 \int_{\partial D}\left\{\frac{\partial \Phi_{0}}{\partial n(y)}(x, y)+\Phi_{0}(x, y)+1\right\} \varphi(y) d s(y) \\
& -\frac{2}{|\partial D|} \int_{\partial D} \Phi_{0}(x, z) d s(z) \int_{\partial D} \varphi(y) d s(y), x \in \partial D
\end{aligned}
$$

Since $I+L_{0}$ has a bounded inverse [8, Theorem 2.1] we know by a Neumann series argument that for sufficiently small $\kappa$ the integral equations (3.2), (3.3) have a unique solution and that these solutions $\left(a_{\kappa}, \varphi_{\kappa}\right)$ converge to $\left(0, \varphi_{0}\right), \varphi_{0}$ being the unique solution to $\left(I+L_{0}\right) \varphi_{0}=-\left.2 u_{0}^{i}\right|_{\partial D}$. Therefore, inserting $\left(a_{\kappa}, \varphi_{\kappa}\right)$ into the potential in (3.1) and using once more the behavior of $H_{0}^{(1)}(z)$ for $|z| \rightarrow 0$ we see that the solutions
$u_{\kappa}^{s}$ converge uniformly in $D \cap B_{R}$ to the function

$$
\begin{aligned}
u_{0}^{s}(x):= & \int_{\partial D}\left\{\frac{\partial \Phi_{0}}{\partial n(y)}(x, y)+\Phi_{0}(x, y)+1\right\} \varphi_{0}(y) d s(y) \\
& -\frac{1}{|\partial D|} \int_{\partial D} \Phi_{0}(x, z) d s(z) \int_{\partial D} \varphi_{0}(y) d s(y), x \in D
\end{aligned}
$$

(see [8, Theorem 2.2]). $u_{0}^{s}$ is harmonic and bounded in $D$ and satisfies $\left.u_{0}^{s}\right|_{\partial D}=$ $(1 / 2)\left(I+L_{0}\right) \varphi_{0}=-\left.u_{0}^{i}\right|_{\partial D}$ due to the jump relations. Hence, it is the solution of $\left(P_{0}\right)$ for the incident field $u_{0}^{i}$. This ends the proof of the theorem.

Now, we know the behavior of the scattered fields as $\kappa \rightarrow 0$. In the next section we also need some knowledge concerning the approximation of a harmonic function by incident fields or by the sum of incident and scattered fields as $\kappa \rightarrow 0$. We establish these results in the last theorem of this section.

Theorem 3.2.
(a) Let $u_{0}^{i} \in C^{2}\left(\overline{B_{3 R / 2}}\right)$ be harmonic. Then, there are incident fields $u_{\kappa}^{i} \in$ $C^{2}\left(B_{3 R / 2}\right), 0<\kappa<1$, such that $\left\|u_{\kappa}^{i}-u_{0}^{i}\right\|_{\infty, B_{R}} \rightarrow 0, \kappa \rightarrow 0$.
(b) Let $u_{0} \in C^{2}\left(D \cap B_{2 R}\right) \cap C^{1}\left(\bar{D} \cap B_{2 R}\right)$ be harmonic in $D \cap B_{2 R},\left.u_{0}\right|_{\partial D}=0$, and $\int_{\partial D} \frac{\partial u_{0}}{\partial n} d s=0$. Then, there are incident fields $u_{\kappa}^{i} \in C^{2}\left(B_{3 R / 2}\right), 0<\kappa<1$, such that the solutions $u_{\kappa}^{s}$ to $\left(P_{\kappa}\right)$ satisfy $\left\|u_{\kappa}^{i}+u_{\kappa}^{s}-u_{0}\right\|_{\infty, D \cap B_{R}} \rightarrow 0, \kappa \rightarrow 0$.

Proof. For part (a) we define $\varphi \in C\left(\partial B_{3 R / 2}\right)$ to be the unique solution to

$$
\varphi(x)-2 \int_{\partial B_{3 R / 2}} \frac{\partial \Phi_{0}}{\partial n(y)}(x, y) \varphi(y) d s(y)=-2 u_{0}^{i}(x), x \in \partial B_{3 R / 2}
$$

It is well known that this integral equation has a unique solution [9, Theorem 6.16] and that

$$
u_{0}^{i}(x)=\int_{\partial B_{3 R / 2}} \frac{\partial \Phi_{0}}{\partial n(y)}(x, y) \varphi(y) d s(y), x \in B_{3 R / 2}
$$

Now, we set

$$
u_{\kappa}^{i}(x)=\int_{\partial B_{3 R / 2}} \frac{\partial \Phi_{\kappa}}{\partial n(y)}(x, y) \varphi(y) d s(y), x \in B_{3 R / 2}
$$

and use the convergence of the double-layer potentials as in Theorem 3.1 to obtain $\left\|u_{\kappa}^{i}-u_{0}^{i}\right\|_{\infty, B_{R}} \rightarrow 0, \kappa \rightarrow 0$. This proves part (a).

For part (b) we choose $R^{\prime}$ with $3 R / 2<R^{\prime}<2 R$. Adding

$$
u_{0}^{i}(x):=\int_{\partial B_{R^{\prime}}}\left\{\frac{\partial u_{0}}{\partial n}(y) \Phi_{0}(x, y)-\frac{\partial \Phi_{0}}{\partial n(y)}(x, y) u_{0}(y)\right\} d s(y), x \in B_{R^{\prime}}
$$

and

$$
u_{0}^{s}(x):=-\int_{\partial D} \frac{\partial u_{0}}{\partial n}(y) \Phi_{0}(x, y) d s(y), x \in D
$$

and using $\left.u_{0}\right|_{\partial D}=0$ and Green's formula, we obtain $u_{0}^{i}(x)+u_{0}^{s}(x)=u_{0}(x), x \in$ $D \cap B_{R^{\prime}} . u_{0}^{i}$ is harmonic in $B_{R^{\prime}} . u_{0}^{s}$ is harmonic and bounded in $D$ because of $\int_{\partial D} \frac{\partial u_{0}}{\partial n} d s=0$. Hence, $u_{0}^{s}$ is the solution of $\left(P_{0}\right)$ for the incident field $u_{0}^{i}$. According to part (a) $u_{0}^{i}$ can be approximated by $u_{\kappa}^{i}$ in $B_{R}$. Because Theorem 3.1 implies that the solutions $u_{\kappa}^{s}$ to $\left(P_{\kappa}\right)$ with incident fields $u_{\kappa}^{i}$ converge to $u_{0}^{s}$ we have proved the theorem.
4. A uniqueness theorem for the inverse scattering problem. Let $B_{R}$, $D_{0}, D$, and $q$ satisfy the assumptions of the previous sections. Moreover, we assume that $\tilde{D}_{0} \subset B_{R}, \tilde{D}:=\mathbb{R}^{2} \backslash \overline{\tilde{D}_{0}}$, and $\tilde{q} \in C^{0, \alpha}(\bar{D})$ satisfy the analogous assumptions. $\left(P_{\kappa}\right)$ denotes the scattering problem with data $D, q$, and $u_{\kappa}^{i}, u_{\kappa}^{s}$ is its solution. ( $\tilde{P}_{\kappa}$ ) denotes the scattering problem with data $\tilde{D}, \tilde{q}$, and $u_{\kappa}^{i}, \tilde{u}_{\kappa}^{s}$ its solution. Our final theorem states that, if for $\left(\tilde{P}_{\kappa}\right)$ and $\left(P_{\kappa}\right)$ the Cauchy data of the scattered fields coincide on $\partial B_{R}$ for all possible incident fields $u_{\kappa}^{i}$ and for all $0<\kappa<1$, then $\partial D=\partial \tilde{D}$ and $q=\tilde{q}$; i.e., the Cauchy data for an interval of frequencies and all possible incident fields uniquely determine the obstacle $D_{0}$ and the inhomogeneity $q$.

Let us add two remarks before we prove the theorem.
The incident fields are very often chosen to be plane waves $u_{\kappa}^{i}(x)=\exp (i \kappa d \cdot x)$, $x \in \mathbb{R}^{2}$, propagating in the direction $d \in \mathbb{R}^{2},|d|=1$. In any closed subset of $B_{R}$ any solution to $\Delta u+\kappa^{2} u=0$ in $B_{R}$ can be uniformly approximated by elements from the span of the plane waves [6, Lemma 3.2]. Therefore we could also work with plane waves instead of the larger set of incident fields.

Furthermore, in scattering theory one usually works with the far field pattern of the scattered fields. But since the far field pattern uniquely determines the Cauchy data of the scattered field [3, Theorem 2.13] and vice versa [3, Theorem 2.5], coincidence of the far field patterns and coincidence of the Cauchy data are equivalent.

THEOREM 4.1. If for all $0<\kappa<1$ and for all solutions $u_{\kappa}^{i} \in C^{2}\left(B_{3 R / 2}\right)$ of $\Delta u_{\kappa}^{i}+\kappa^{2} u_{\kappa}^{i}=0$ in $B_{3 R / 2}$ the Cauchy data of the scattered fields for $\left(P_{\kappa}\right)$ and $\left(\tilde{P}_{\kappa}\right)$ coincide, i.e., $\left.u_{\kappa}^{s}\right|_{\partial B_{R}}=\left.\tilde{u}_{\kappa}^{s}\right|_{\partial B_{R}}$ and $\left.\frac{\partial u_{\kappa}^{s}}{\partial n}\right|_{\partial B_{R}}=\left.\frac{\partial \tilde{u}_{\kappa}^{s}}{\partial n}\right|_{\partial B_{R}}$, then $\partial D=\partial \tilde{D}$ and $q=\tilde{q}$.

Proof. We first prove $\partial D=\partial \tilde{D}$ by reducing everything to the case $\kappa=0$ and using Schiffer's idea. We choose $u_{0}^{i}\left(x_{1}, x_{2}\right):=x_{1}+i x_{2},\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$, and according to Theorem 3.2 (a) incident fields $u_{\kappa}^{i} \in C^{2}\left(B_{3 R / 2}\right), 0<\kappa<1$, with $\left\|u_{\kappa}^{i}-u_{0}^{i}\right\|_{\infty, B_{R}} \rightarrow 0$, $\kappa \rightarrow 0$. From $\left.u_{\kappa}^{s}\right|_{\partial B_{R}}=\left.\tilde{u}_{\kappa}^{s}\right|_{\partial B_{R}}, 0<\kappa<1$, and Theorem 3.1 we obtain $\left.u_{0}^{s}\right|_{\partial B_{R}}=$ $\left.\tilde{u}_{0}^{s}\right|_{\partial B_{R}}$. Denoting by $G$ the unbounded component of $D \cap \tilde{D}$ we have $u_{0}^{s}(x)=\tilde{u}_{0}^{s}(x)$ for all $x \in G$ because of the uniqueness for the Dirichlet problem in the exterior of $B_{R}$ and because harmonic functions are analytic.

If we assume $D_{0} \neq \tilde{D}_{0}$, without loss of generality, we can assume that $D_{1}:=\left(\mathbb{R}^{2} \backslash\right.$ $\bar{G}) \backslash \overline{D_{0}}$ is nonempty. $D_{1}$ is an open subset of $D$ and $\partial D_{1} \subset \partial G \cup \partial D=(\partial G \backslash \partial D) \cup \partial D$. Since $u_{0}^{s}$ coincides with $-u_{0}^{i}$ on $\partial D$ and with $\tilde{u}_{0}^{s}=-u_{0}^{i}$ on $\partial G \backslash \partial D$ the maximum principle implies $u_{0}^{s}=-u_{0}^{i}$ in $D_{1}$ and hence in $D$ by analyticity. This is a contradiction because $u_{0}^{i}$ is unbounded in $D$ whereas $u_{0}^{s}$ is bounded. Then, we must have $D_{0}=\tilde{D}_{0}$, i.e., $\partial D=\partial \tilde{D}$.

Now, we prove $q=\tilde{q}$. We first establish the relation (2.1) in Theorem 2.1 with $q-\tilde{q}$. To this end we choose harmonic functions $u, v \in C^{2}\left(D \cap B_{2 R}\right) \cap C^{1}\left(\bar{D} \cap B_{2 R}\right)$ satisfying $\left.u\right|_{\partial D}=\left.v\right|_{\partial D}=0$ and $\int_{\partial D} \frac{\partial u}{\partial n} d s=\int_{\partial D} \frac{\partial v}{\partial n} d s=0$. According to Theorem 3.2 (b) there are incident fields $u_{\kappa}^{i} \in C^{2}\left(B_{3 R / 2}\right), 0<\kappa<1$, such that the solutions $u_{\kappa}^{s}$ to $\left(P_{\kappa}\right)$ satisfy $\left\|u_{\kappa}^{i}+u_{\kappa}^{s}-u\right\|_{\infty, D \cap B_{R}} \rightarrow 0, \kappa \rightarrow 0$, and similarly for the solutions $\tilde{u}_{\kappa}^{s}$ to $\left(\tilde{P}_{\kappa}\right)$ with incident field $u_{\kappa}^{i}$. To shorten notation we define $u_{\kappa}:=u_{\kappa}^{i}+u_{\kappa}^{s}$ and $\tilde{u}_{\kappa}:=u_{\kappa}^{i}+\tilde{u}_{\kappa}^{s}$ in $\overline{D \cap B_{R}}$. From $\left.u_{\kappa}^{s}\right|_{\partial B_{R}}=\left.\tilde{u}_{\kappa}^{s}\right|_{\partial B_{R}}$ and $\left.\frac{\partial u_{\kappa}^{s}}{\partial n}\right|_{\partial B_{R}}=\left.\frac{\partial \tilde{u}_{\kappa}^{s}}{\partial n}\right|_{\partial B_{R}}$ we infer
the same equations for $u_{\kappa}$ and $\tilde{u}_{\kappa}$ for $0<\kappa<1$. This yields, together with Green's theorem,

$$
\begin{aligned}
0 & =\int_{\partial\left(D \cap B_{R}\right)}\left(v \frac{\partial}{\partial n}\left(u_{\kappa}-\tilde{u}_{\kappa}\right)-\left(u_{\kappa}-\tilde{u}_{\kappa}\right) \frac{\partial v}{\partial n}\right) d s \\
& =\int_{D \cap B_{R}}\left(\Delta u_{\kappa}-\Delta \tilde{u}_{\kappa}\right) v d x \\
& =\kappa^{2} \int_{D \cap B_{R}}\left(\tilde{q} \tilde{u}_{\kappa}-q u_{\kappa}\right) v d x \\
& =\kappa^{2} \int_{D \cap B_{R}}(\tilde{q}-q) u_{\kappa} v d x+\kappa^{2} \int_{D \cap B_{R}} \tilde{q}\left(\tilde{u}_{\kappa}-u_{\kappa}\right) v d x .
\end{aligned}
$$

Using $q(x)-\tilde{q}(x)=0$ for $|x| \geq R$, dividing by $\kappa^{2}$, and taking $\kappa \rightarrow 0$ we obtain

$$
\int_{D \cap B_{2 R}}(\tilde{q}-q) u v d x=0
$$

because $\tilde{u}_{\kappa}$ and $u_{\kappa}$ converge uniformly to $u$ according to Theorem 3.2 (b). Then, from Theorem 2.1 we can conclude $q=\tilde{q}$ and we have proved the uniqueness result.
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#### Abstract

In a number of useful applications, e.g., data compression, the appropriate partial sums of the Fourier series are formed by taking into consideration the size of the coefficients rather than the size of the frequencies involved. The purpose of this paper is to show the limitations of that method of summation. We use several results from the number theory to construct counterexamples to $L^{p}$-convergence for $p<2$. We also show how to obtain positive results if we combine the two points of view, i.e., cutting on frequencies and the size of coefficients at the same time. This can be considered as a kind of uncertainty principle for Fourier sums.
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1. Introduction. For any function, $f \in L^{1}(\mathbf{T})$, we can construct its Fourier series

$$
f(x) \sim \sum_{k=-\infty}^{\infty} \hat{f}(k) e^{2 \pi i k x}
$$

The traditional way of reconstructing the function from its Fourier coefficients is to consider the partial sums

$$
S_{N} f(x)=\sum_{|k| \leq N} \hat{f}(k) e^{2 \pi i k x}
$$

It is well known that there is convergence in norm. If $f \in L^{p}(\mathbf{T})$, for $1<p<\infty$, then

$$
S_{N} f \rightarrow f \text { in } L^{p}(\mathbf{T}) \text { as } N \rightarrow \infty ;
$$

and since Carleson [1], it is also known that we have almost everywhere convergence.
However, taking into account the interpretation of the Fourier coefficients as, for example, the x-ray diffraction pattern of a periodic electron density, it seems to be more natural to pay attention to the coefficients that give us more information, that is, those of bigger magnitude, and to reconstruct the function ordering the Fourier coefficients in decreasing order. The same comments also apply if we are interested in the application of the Fourier series to signal processing algorithms. The mathematical expression of this fact leads us to consider, for each $\lambda>0$, partial sums

$$
\tilde{S}_{\lambda} f(x)=\sum_{|\hat{f}(k)|>\lambda} \hat{f}(k) e^{2 \pi i k x}
$$

and their limit when $\lambda \rightarrow 0^{+}$.

[^67]In a recent paper [2], Körner answered in the negative a question asked by Carleson and Coifman, proving the existence of a function $f \in L^{2}(\mathbf{T})$ such that

$$
\limsup _{\lambda \rightarrow 0^{+}}\left|\sum_{|\hat{f}(k)| \geq \lambda} \hat{f}(k) e^{2 \pi i k x}\right|=\infty \text { for almost every } x \in \mathbf{T} .
$$

Körner's proof is based on an ingenious modification of a construction due to Olevskii for the Haar system, and it also uses a probabilistic lemma of Salem and Zygmund.

Using a different method, we show in this paper that $L^{p}$-convergence, for $p<2$, also fails for the partial sums $\tilde{S}_{\lambda}$. More concretely, we have the following theorem.

Theorem 1.
a) If we define a maximal operator

$$
\tilde{S}^{*} f(x)=\sup _{\lambda>0}\left|\tilde{S}_{\lambda} f(x)\right|,
$$

then, for all $1 \leq p<2$, there is a function $f \in L^{p}(\mathbf{T})$ (explicitly constructed) such that

$$
\left\|\tilde{S}^{*} f\right\|_{p}=\infty
$$

b) For each $p<2$, there exists a function $f \in L^{p}$ such that $\lim \sup _{\lambda \rightarrow 0^{+}}\left\|\tilde{S}_{\lambda} f\right\|_{p}$ $=\infty$.

Our arguments are of a number theory nature, and we use the Farey dissection of the interval $[0,1)$ and the prime number theorem in the proof.

This divergence phenomenon suggests that $\tilde{S}_{\lambda} f$ is not the proper sum to be taken. One may argue that one reason for the failure of $\tilde{S}_{\lambda} f$ to converge is because we have not taken into account the uncertainty principle in the following way: it does not make sense to impose restrictions upon the size of $|\hat{f}(k)|$ and not upon $|k|$ itself.

Let us consider the modified partial sums

$$
S_{N}^{\delta} f(x)=\sum_{\substack{|k| \leq N \\|\hat{f}(k)| \geq N^{-\delta}}} \hat{f}(k) e^{2 \pi i k x}, \delta>0 .
$$

Then we have the following theorem.
Theorem 2.
a) If $\delta<\frac{1}{2}$, then for every $p<2$ there is a function $f \in L^{p}(\mathbf{T})$ such that

$$
\left\|\limsup _{N \rightarrow \infty} S_{N}^{\delta} f\right\|_{p}=\infty
$$

b) If $\delta \geq \frac{1}{2}$, then

$$
\sup _{N}\left\|S_{N}^{\delta} f\right\|_{p}<\infty \text { for every } f \in L^{p}(\mathbf{T}), 1<p \leq 2
$$

c) If $\delta>\frac{1}{2}$, then we have

$$
\lim _{N \rightarrow \infty}\left\|S_{N}^{\delta} f-f\right\|_{p}=0 \quad \text { for every } f \in L^{p}(\mathbf{T}), 1<p \leq 2
$$

d) If $\delta=\frac{1}{2}$, then for every $p<2$ there exists $f \in L^{p}(\mathbf{T})$ such that

$$
\limsup _{N \rightarrow \infty}\left\|S_{N}^{\delta} f-f\right\|_{p}>0
$$

More generally, given a decreasing function $\phi$, one can consider partial sums

$$
S_{N}^{\phi} f(x)=\sum_{\substack{|k| \leq N \\|\hat{f}(k)| \geq \phi(N)}} \hat{f}(k) e^{2 \pi i k x}
$$

Our construction shows that the behavior of $S_{N}^{\phi}$ depends upon the condition

$$
N \cdot \phi^{2}(N)=o(1)
$$

Finally, we would like to say that we believe more important than the actual results presented in this paper, are the methods of construction of the examples. They illustrate, yet again, the connection between Fourier series and number theory.
2. A trigonometrical sum estimate. Take $N$ large enough and consider

$$
P_{N}^{*}(x)=\max _{1 \leq j \leq N}\left|P_{N}^{j}(x)\right|=\max _{1 \leq j \leq N}\left|\sum_{\substack{p \text { prime } \\ N<p \leq N+j}} e^{2 \pi i p x}\right|
$$

Lemma 1.

$$
\left\|P_{N}^{*}\right\|_{r} \geq C N^{3 / 4-1 / 2 r} \log ^{-1-1 / r}(N), \text { for any } 1<r<2
$$

Proof. First, we take the primes $q, \sqrt{N} \leq q<\sqrt{2 N}$. For each $a,(a, q)=1$, we have the Farey intervals

$$
I_{a / q}=\left(\frac{a}{q}-\frac{1}{8 q^{2}}, \frac{a}{q}+\frac{1}{8 q^{2}}\right) .
$$

It is easy to see that these intervals are disjoint. Let us consider the set

$$
E_{N}=\bigcup_{\substack{ \\\sqrt{N} \leq q<\sqrt{2 N}}} \bigcup_{a=1}^{q-1} I_{a / q} .
$$

Then,

$$
\begin{aligned}
\left\|P_{N}^{*}\right\|_{r}^{r} & =\int_{0}^{1}\left(P_{N}^{*}(x)\right)^{r} d x \geq \int_{E_{N}}\left(P_{N}^{*}(x)\right)^{r} d x \\
& =\sum_{\substack{q \text { prime } \\
\sqrt{N} \leq q<\sqrt{2 N}}} \sum_{a=1}^{q-1} \int_{I_{a / q}}\left(P_{N}^{*}(x)\right)^{r} d x .
\end{aligned}
$$

We have the following fact.
FACT 1. If $|x-y| \leq \frac{1}{8 q^{2}}$, with $q \geq \sqrt{N}$, then $P_{N}^{*}(x) \geq C P_{N}^{*}(y)$. (The proof follows by summation in parts.)

Using this fact, we obtain

$$
\begin{aligned}
& \left\|P_{N}^{*}\right\|_{r}^{r} \geq C \sum_{\substack{ \\
\sqrt{N} \leq q<\sqrt{2 N}}} \sum_{a=1}^{q-1} \int_{I_{a / q}} d x\left(P_{N}^{*}(a / q)\right)^{r} \\
& \geq C \quad \sum_{\substack{q \text { prime } \\
\sqrt{N} \leq q<\sqrt{2 N}}} \frac{1}{q^{2}} \sum_{a=1}^{q-1}\left|\sum_{\substack{p \text { prime } \\
N<p<2 N}} e^{2 \pi i p a / q}\right|^{r} \\
& =C \quad \sum_{\substack{q \text { prime } \\
\sqrt{N} \leq q<\sqrt{2 N}}} \frac{1}{q^{2}} \sum_{a=1}^{q-1}\left|\sum_{\substack{r=1}}^{q-1} \sum_{\substack{p \text { prime } \\
N<p<2 N \\
p \equiv r(q)}} e^{2 \pi i p a / q}\right|^{r} \\
& =C \sum_{\substack{q \text { prime } \\
\leq q<\sqrt{2 N}}} \frac{1}{q^{2}} \sum_{a=1}^{q-1}\left|\sum_{r=1}^{q-1} e^{2 \pi i r a / q}[\pi(2 N, q, r)-\pi(N, q, r)]\right|^{r},
\end{aligned}
$$

where $\pi(x, a, b)$, with $(a, b)=1$, counts the number of primes less than or equal to $x$ in the arithmetic progression $b, b+a, b+2 a, b+3 a, \ldots$ Let us rename the difference of $\pi$ 's in our expression as a coefficient $b_{N, q, r}$, such that $b_{N, q, r} \geq 0$. Then, using the inequality

$$
\left(\sum\left|a_{j}\right|^{r}\right)^{1 / r} \geq\left(\sum\left|a_{j}\right|^{2}\right)^{1 / 2}, \text { if } r \leq 2
$$

we can write

$$
\begin{aligned}
& \left\|P_{N}^{*}\right\|_{r}^{r} \geq C \sum_{\substack{N \\
\sqrt{N} \leq q<\sqrt{2 N}}} \frac{1}{q^{2}}\left\{\sum_{a=1}^{q-1}\left|\sum_{r=1}^{q-1} e^{2 \pi i r a / q} b_{N, r, q}\right|^{2}\right\}^{r / 2} \\
& =C \sum_{\substack{q \text { prime } \\
\sqrt{N} \leq q<\sqrt{2 N}}} \frac{1}{q^{2}}\left\{(q-1) \sum_{r=1}^{q-1} b_{N, r, q}^{2}+\sum_{r \neq s} b_{N, q, r} b_{N, q, s} \sum_{a=1}^{q-1} e^{2 \pi i a(r-s) / q}\right\}^{r / 2} \\
& =C \sum_{\substack{q \text { prime } \\
\sqrt{N} \leq q<\sqrt{2 N}}} \frac{1}{q^{2}}\left\{(q-1) \sum_{r=1}^{q-1} b_{N, q, r}^{2}-\sum_{r \neq s} b_{N, q, r} b_{N, q, s}\right\}^{r / 2} .
\end{aligned}
$$

Since the inequality

$$
N \sum_{j=1}^{N} a_{j}^{2}-\sum_{j \neq k} a_{j} a_{k} \geq \sum_{j=1}^{N} a_{j}^{2}
$$

holds for $a_{k} \geq 0$, we have

$$
\left\|P_{N}^{*}\right\|_{r}^{r} \geq C \sum_{\substack{\bar{q} \text { prime } \\ \sqrt{N} \leq q<\sqrt{2 N}}} \frac{1}{q^{2}}\left\{\sum_{r=1}^{q-1} b_{N, q, r}^{2}\right\}^{r / 2} \geq \frac{C}{N} \sum_{\substack{q \text { prime } \\ \sqrt{N} \leq q<\sqrt{2 N}}}\left\{\sum_{r=1}^{q-1} b_{N, q, r}^{2}\right\}^{r / 2}
$$

Now we want to estimate the size of the interior $\operatorname{sum}, \sum_{r=1}^{q-1} b_{N, q, r}^{2}$. In general, it is quite difficult to obtain lower bounds for the size of the $b_{N, q, r}$ 's, even assuming the generalized Riemann hypothesis, especially if we want to make these estimates uniform in $q$ and $r$ (in the considered range). Fortunately, we are dealing with the sum of the squares and this makes things easier. By Cauchy's inequality and Chebyshev's theorem, we have

$$
(q-1) \sum_{r=1}^{q-1} b_{N, q, r}^{2} \geq\left(\sum_{r=1}^{q-1} b_{N, q, r}\right)^{2}>C \frac{N^{2}}{\log ^{2}(N)}
$$

Therefore,

$$
\begin{aligned}
\left\|P_{N}^{*}\right\|_{r}^{r} & \geq \frac{C}{N} \sum_{\substack{q \text { prime } \\
\sqrt{N} \leq q<\sqrt{2 N}}}\left(\frac{N^{2}}{(q-1) \log ^{2}(N)}\right)^{r / 2} \\
& \geq \frac{C}{N} \frac{N^{r}}{N^{r / 4} \log ^{r}(N)} \#\{\text { primes } q / \sqrt{N} \leq q<\sqrt{2 N}\} \\
& \geq C N^{3 r / 4-1 / 2} \log ^{-r-1}(N)
\end{aligned}
$$

3. Basic construction. Take $\alpha>0$ (to be determined) and consider the functions

$$
\begin{gathered}
f_{1}(x)=1+2 \sum_{k=0}^{\infty} \underbrace{\frac{1}{2^{k \alpha}} \sum_{n=2^{k}}^{2^{k+1}-1} \cos (2 \pi n x)}_{f_{2^{k}}^{1}(x)} \\
f(x)=1+2 \sum_{k=0}^{\infty} \underbrace{\frac{1}{2^{k \alpha}} \sum_{n=2^{k}}^{2^{k+1}-1} a_{n} \cos (2 \pi n x)}_{f_{2^{k}}(x)} \\
\text { where } a_{n}= \begin{cases}1+\frac{1}{n} & \text { if } n \text { prime } \\
1-\frac{1}{2^{k}} & \text { if not. }\end{cases}
\end{gathered}
$$

We can evaluate the $L^{p}$ norm, for $p>1$, of the functions $f_{2^{k}}$ using the well-known estimates for the $L^{p}$-norm of the Dirichlet kernel,

$$
\left\|f_{2^{k}}\right\|_{p} \leq\left\|f_{2^{k}}-f_{2^{k}}^{1}\right\|_{p}+\left\|f_{2^{k}}^{1}\right\|_{p} \leq C 2^{k(1-1 / p-\alpha)}
$$

Therefore,

$$
\|f\|_{p} \leq 1+2 \sum_{k=0}^{\infty}\left\|f_{2^{k}}\right\|_{p} \leq 1+C \sum_{k=0}^{\infty} 2^{k(1-1 / p-\alpha)}
$$

As a result, $f \in L^{p}(\mathbf{T})$ whenever $\alpha>1-\frac{1}{p}$.

For each $k=0,1,2 \ldots$ and for some $j, 2^{k}<j<2^{k+1}$ (we will see later how to choose $j$ ), we construct the sequence

$$
a_{k, j}=\frac{1}{2^{k \alpha}}\left(1+\frac{1}{j}\right) \searrow 0 \text { as } k \rightarrow \infty .
$$

The operator $\tilde{S}_{a_{k, j}}$ keeps all the frequencies up to $2^{k}$; and from the next dyadic block, it keeps only some prime frequencies (those less than $j$ ):

$$
\left|\tilde{S}_{a_{k, j}} f(x)\right| \geq \frac{1}{2^{k \alpha}}\left|\sum_{\substack{\nu \text { prime } \\ 2^{k} \leq \nu \leq j}} e^{2 \pi i \nu x}\right|-|\underbrace{\sum_{\substack{ \\|\nu| \leq 2^{k}}} \hat{f}(\nu) e^{2 \pi i \nu x}}_{I}+\underbrace{\sum_{\substack{\nu \text { prime } \\ 2^{k} \leq \nu \leq j}} \frac{e^{2 \pi i \nu x}}{\nu}}_{I I}| .
$$

Now, for each $x \in \mathbf{T}$, we can choose $j=j(x)$ in such a way that the first term equals $2^{-k \alpha} P_{2^{k}}^{*}(x)$ (see the previous section for the definition of $P_{N}^{*}$ ). On the other hand, both terms $I$ and $I I$ are $O(1)$ as $k \rightarrow \infty$, so for every $x \in \mathbf{T}$, we have

$$
\sup _{\lambda>0}\left|\tilde{S}_{\lambda} f(x)\right| \geq \frac{1}{2^{k \alpha}} P_{2^{k}}^{*}(x)-O(1)
$$

It follows that

$$
\left\|\tilde{S}^{*} f\right\|_{p} \geq \frac{1}{2^{k \alpha}}\left\|P_{2^{k}}^{*}\right\|_{p}-O(1)
$$

Recalling our basic lemma, with $N=2^{k}$, we obtain

$$
\left\|\tilde{S}^{*} f\right\|_{p} \geq C_{p} 2^{k(3 / 4-1 / 2 p-\alpha)} k^{-1-1 / p}-O(1)
$$

So the $L^{p}$ norm diverges when $\alpha<\frac{3}{4}-\frac{1}{2 p}$. Therefore, for each $1 \leq p<2$, we can find an $\alpha$ with

$$
1-\frac{1}{p}<\alpha<\frac{3}{4}-\frac{1}{2 p}
$$

such that the function $f$ constructed above satisfies

$$
\|f\|_{p}<\infty \text { and }\left\|\tilde{S}^{*} f\right\|_{p}=\infty
$$

This completes the proof of Theorem 1a).
In order to prove part b), we need an extra argument. Let us begin with the well-known estimate (see [3], Khintchin inequality)

$$
\left[\int_{0}^{1} \int_{0}^{1}\left|\sum_{k=2^{n}}^{2^{n+1}-1} r_{k}(t) e^{2 \pi i k x}\right|^{p} d x d t\right]^{1 / p} \sim 2^{n / 2}
$$

where $\left\{r_{k}(t)\right\}$ denotes the Rademacher system of orthonormal functions. We use it to "construct," for each $p<2$, a polynomial

$$
P_{n}(x)=\sum_{k=2^{n}}^{2^{n+1}-1} a_{k} e^{2 \pi i k x}, \text { where } a_{k} \text { is either } 0 \text { or } 1,
$$

with $\left\|P_{n}\right\|_{p} \geq C_{p} 2^{n / 2}$, for some $C_{p}>0$. Next, we consider, for some $\alpha>0$ to be determined, the function

$$
Q_{n}(x)=\sum_{k=2^{n}}^{2^{n+1}-1} b_{k} e^{2 \pi i k x}, \text { where } b_{k}= \begin{cases}2^{-n \alpha} & \text { if } a_{k}=1 \\ 2^{-n \alpha}-2^{-n} & \text { if } a_{k}=0\end{cases}
$$

Then,

$$
\left\|Q_{n}\right\|_{p} \leq C_{p} 2^{n(1-1 / p-\alpha)}+C_{p}^{\prime} 2^{-n / p}+C_{p}^{\prime \prime} 2^{-n / 2}
$$

thus the function

$$
f(x)=\sum_{n=1}^{\infty} Q_{n}(x)
$$

satisfies

$$
\|f\|_{p}<\infty \text { if } \alpha>1-\frac{1}{p}
$$

On the other hand,

$$
\sum_{|\hat{f}(k)| \geq 2^{-n \alpha}} \hat{f}(k) e^{2 \pi i k x}=\sum_{|k| \leq 2^{n}} \hat{f}(k) e^{2 \pi i k x}+2^{-n \alpha} P_{n}(x) \text {, }
$$

and so

$$
\begin{aligned}
\left\|\sum_{|\hat{f}(k)| \geq 2^{-n \alpha}} \hat{f}(k) e^{2 \pi i k x}\right\|_{p} & \geq 2^{-n \alpha}\left\|P_{n}\right\|_{p}-O(1) \\
& \geq C_{p} 2^{n(1 / 2-\alpha)}-O(1) .
\end{aligned}
$$

Consequently, for each $p<2$, we can find an $\alpha, 1-1 / p<\alpha<1 / 2$, such that

$$
\|f\|_{p}<\infty \text { and } \limsup _{\lambda \rightarrow 0^{+}}\left\|\tilde{S}_{\lambda} f\right\|_{p}=\infty
$$

This proves part b) of Theorem 1.
4. The modified partial sums. Now we consider, for each $\delta>0$, the modified partial sums

$$
S_{N}^{\delta} f(x)=\sum_{\substack{|k| \leq N \\|\hat{f}(k)| \geq N^{-\delta}}} \hat{f}(k) e^{2 \pi i k x}
$$

Case $\delta \geq \frac{1}{2}$. For $r \leq 2$, let us compare these operators with the following partial sums:

$$
\begin{array}{r}
\left\|S_{N}^{\delta} f-S_{N} f\right\|_{r}=\left(\int_{0}^{1}\left|S_{N}^{\delta} f(x)-S_{N} f(x)\right|^{r} d x\right)^{1 / r} \\
=\left(\int_{0}^{1}\left|\sum_{\substack{|k| \leq N \\
|\hat{f}(k)|<N^{-\delta}}} \hat{f}(k) e^{2 \pi i k x}\right|^{r} d x\right)^{1 / r}
\end{array}
$$

$$
\begin{aligned}
& \leq\left(\int_{0}^{1}\left|\sum_{\substack{|k| \leq N \\
|\hat{f}(k)|<N^{-\delta}}} \hat{f}(k) e^{2 \pi i k x}\right|^{2} d x\right)^{1 / 2} \\
& =\left(\sum_{\substack{|k| \leq N \\
|\hat{f}(k)|<N^{-\delta}}}|\hat{f}(k)|^{2}\right)^{1 / 2} \leq C\left(N N^{-2 \delta}\right)^{1 / 2} \leq C N^{1 / 2-\delta} \\
&
\end{aligned}
$$

Therefore,

$$
\left\|S_{N}^{\delta} f-S_{N} f\right\|_{r}=O(1) \text { as } N \rightarrow \infty
$$

If $f \in L^{r}$, the partial sums $S_{N} f$ tend to $f$ in the $L^{r}$-norm. Therefore, applying the triangular inequality, we obtain

$$
\left\|S_{N}^{\delta} f-f\right\|_{r}=O(1) \quad \text { as } N \rightarrow \infty
$$

This proves part b) of Theorem 2. Part c) is quite easy now, because if $\delta>\frac{1}{2}$, we get an $o(1)$ as $N \rightarrow \infty$, that is, the function is recovered, in norm, when we sum its Fourier series in this way.

Case $\delta<\frac{1}{2}$. We have to make a slight modification of the function $f$ defined in section 3. Let us begin with

$$
\begin{aligned}
& f_{k}(x)=\frac{1}{2^{k / 2}} \sum_{n=2^{k}}^{2^{k+1}-1} a_{n} e^{2 \pi i n x}, \\
& \text { with } a_{n}= \begin{cases}1-\frac{1}{\left[2^{k / 2 \delta}\right\rfloor}+\frac{1}{n^{1 / 2 \delta}} & \text { if } n \text { is prime } \\
1-\frac{1}{\left[2^{k / 2 \delta}\right\rfloor} & \text { if not. }\end{cases}
\end{aligned}
$$

Thus,

$$
f(x)=\sum_{k} f_{k}(x) \quad \text { is in } L^{p} \text { for any } p<2
$$

Next, we translate these frequencies to the right:

$$
\begin{aligned}
g_{k}(x) & =e^{2 \pi i x\left\{\left\lfloor 2^{k / 2 \delta}\right\rfloor-2^{k}\right\}} f_{k}(x) \\
& =\frac{1}{2^{k / 2}} \sum_{l=\left\lfloor 2^{k / 2 \delta}\right\rfloor}^{\left\lfloor 2^{k / 2 \delta}\right\rfloor+2^{k}} a_{l+2^{k}-\left\lfloor 2^{k / 2 \delta}\right\rfloor} e^{2 \pi i l x} .
\end{aligned}
$$

The function $g(x)=\sum_{k} g_{k}(x)$ is, of course, in all $L^{p}, p<2$. Now, take the sequence

$$
a_{k, j}=\frac{1}{\left\lfloor 2^{k / 2 \delta}\right\rfloor}\left(1-\frac{1}{\left\lfloor 2^{k / 2 \delta}\right\rfloor}+\frac{1}{\left(j+2^{k}-\left\lfloor 2^{k / 2 \delta}\right\rfloor\right)^{1 / 2 \delta}}\right)
$$

If we estimate the sums

$$
\sum_{\substack{|\nu| \leq a_{k, j}^{-\delta} \\|\hat{g}(\nu)| \geq a_{k, j}}} \hat{g}(\nu) e^{2 \pi i \nu x}
$$

it is easy to see that we are just summing

$$
\sum_{|\hat{g}(\nu)| \geq a_{k, j}} \hat{g}(\nu) e^{2 \pi i \nu x}
$$

and we have seen that these sums diverge in norm as $k \rightarrow \infty$ with the adequate choice of $j$.

Case $\delta=\frac{1}{2}$. We can use the same arguments with the Rademacher functions used in the proof of part b) of Theorem 1 to construct, for each $p<2$, a polynomial $P_{n}$, with coefficients 0 or 1 , such that $\left\|P_{n}\right\|_{p} \geq C_{p} 2^{\frac{n}{2}}$ for some $C_{p}>0$; and a polynomial $Q_{n}$ (putting $\alpha=1 / 2$ in the definition of its coefficients) in such a way that

$$
\left\|Q_{n}\right\|_{p} \leq C_{p}^{\prime} 2^{-n / 2} \cdot 2^{n(1-1 / p)}
$$

Therefore,

$$
f(x)=\sum_{n=1}^{\infty} Q_{n}(x) \text { satisfies }\|f\|_{p} \leq C_{p}^{\prime} \sum_{n=1}^{\infty} 2^{-n(1 / p-1 / 2)}<\infty
$$

On the other hand,

$$
\sum_{\substack{|k| \leq 2^{n} \\|\hat{f}(k)| \geq 2^{-n / 2}}} \hat{f}(k) e^{2 \pi i k x}=\sum_{|k| \leq 2^{n-1}} \hat{f}(k) e^{2 \pi i k x}+2^{-n / 2} P_{n}(x)
$$

and so

$$
\begin{aligned}
\sum_{\substack{|k| \leq 2^{n} \\
|\hat{f}(k)| \geq 2^{-n / 2}}} \hat{f}(k) e^{2 \pi i k x}-f \|_{p} & \geq 2^{-n / 2}\left\|P_{n}\right\|_{p}-\left\|\sum_{k=n}^{\infty} Q_{k}\right\|_{p} \\
& \geq \frac{C_{p}}{\sqrt{2}}-o(1) \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

5. Final remarks. With the use of Gaussian sums, one may produce explicit examples of functions $f \in L^{p}(\mathbf{T}), p<\frac{4}{3}$, such that

$$
\limsup _{\lambda \rightarrow 0^{+}}\left|\sum_{|\hat{f}(k)| \geq \lambda} \hat{f}(k) e^{2 \pi i k x}\right|=\infty \quad \text { for almost every } x \in \mathbf{T} \text {. }
$$

The construction is as follows. Take

$$
\begin{aligned}
f_{k}(x)= & \sum_{2^{2 k}}^{2^{2 k+2}-1} a_{n} \cos (2 \pi n x) \\
& \text { with } a_{n}= \begin{cases}2^{-k / 2+k \epsilon}-2^{-3 k}, & \text { if } n \neq s^{2}, \\
2^{-k / 2+k \epsilon}-2^{-3 k}\left(2^{2 k+2}-|n|\right)^{-1 / 2}, & \text { if } n=s^{2} .\end{cases}
\end{aligned}
$$

Clearly,

$$
\left\|f_{k}\right\|_{p} \sim 2^{k(\epsilon+3 / 2-2 / p)} .
$$

For each $p<4 / 3$, taking $\epsilon$ small enough, we have that

$$
f(x)=\sum_{k=1}^{\infty} f_{k}(x) \quad \in L^{p}
$$

Next, we will use the following facts.
FACT 2. If $(P, Q)=1$, with $\frac{M}{2} \leq Q \leq M$ and $Q \not \equiv 2 \bmod 4$, then

$$
\sup _{1 \leq k \leq M}\left|\sum_{j=M}^{M+k} e^{2 \pi i j^{2} P / Q}\right| \geq C \sqrt{Q}
$$

FACT 3. If $|x-y| \leq \frac{1}{M^{2}}$, then

$$
\sup _{1 \leq k \leq M}\left|\sum_{j=M}^{M+k} e^{2 \pi i j^{2} x}\right| \geq C \sup _{1 \leq k \leq M}\left|\sum_{j=M}^{M+k} e^{2 \pi i j^{2} y}\right|
$$

FACT 4. For each $x \in[0,1)$, let us consider the sequence of convergents $\left\{P_{n} / Q_{n}\right\}$ of its continuous fraction expansion. Then, for all irrational $x$, there are infinite $Q_{n}$, which are not congruent with $2 \bmod 4$. Consider the function $f$ defined by

$$
f(x)=\sum_{k} f_{k}(x)=\sum_{\nu} \hat{f}(\nu) e^{2 \pi i \nu x}
$$

Take an irrational $x$ and its sequence $\left\{Q_{n}\right\}$ of denominators not congruent with 2 $\bmod 4$. It determines dyadic blocks,

$$
2^{n-1} \leq Q_{n} \leq 2^{n}
$$

We introduce the coefficients

$$
a_{n, j}=\frac{1}{2^{n / 2-n \epsilon}}-\frac{1}{2^{3 n} \sqrt{2^{2 n+2}-|j|}}
$$

where $n$ identifies the dyadic block previously selected and $j, 2^{2 n}<j<2^{2 n+2}$, is chosen so that

$$
\left|\sum_{\nu=2^{n}}^{k(j)} e^{2 \pi i \nu^{2} P_{n} / Q_{n}}\right| \geq C \sqrt{Q_{n}}
$$

where $k(j)$ is the first integer less or equal $\sqrt{j}$. Then,

$$
\begin{aligned}
\left|\sum_{|\hat{f}(\nu)| \geq a_{n, j}} \hat{f}(\nu) e^{2 \pi i \nu x}\right| & \geq \frac{1}{2^{n / 2-n \epsilon}}\left|\sum_{s=2^{n}}^{k(j)} e^{2 \pi i s^{2} x}\right|+O(1) \\
& \geq \frac{C}{2^{n / 2-n \epsilon}} \sqrt{Q_{n}}+O(1) \geq C 2^{n \epsilon}+O(1) .
\end{aligned}
$$

Hence,

$$
\sup _{\lambda \rightarrow 0^{+}}\left|\sum_{|\hat{f}(\nu)| \geq \lambda} \hat{f}(\nu) e^{2 \pi i \nu x}\right|=\infty \quad \text { for almost all } x \in[0,1)
$$

As we stated in the introduction, Körner [2] obtained almost everywhere divergence for functions $f$ in the class $L^{2}(\mathbf{T})$.
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#### Abstract

In this paper, we discuss stability and linear independence of the integer translates of a scaling vector $\Phi=\left(\phi_{1}, \ldots, \phi_{r}\right)^{T}$, which satisfies a matrix refinement equation $$
\Phi(x)=\sum_{k=0}^{n} P_{k} \Phi(2 x-k)
$$ where $\left(P_{k}\right)$ is a finite matrix sequence. We call $P(z)=\frac{1}{2} \sum P_{k} z^{k}$ the symbol of $\Phi$. Stable scaling vectors often serve as generators of multiresolution analyses (MRAs) and therefore play an important role in the study of multiwavelets. Most useful MRA generators are also linearly independent.

The purpose of this paper is to characterize stability and linear independence of the integer translates of a scaling vector via its symbol. A polynomial matrix $P(z)$ is said to be two-scale similar to a polynomial matrix $Q(z)$ if there is a polynomial matrix $T(z)$ such that $P(z)=T\left(z^{2}\right) Q(z) T^{-1}(z)$. This kind of factorization of $P(z)$ is called two-scale factorization. We give a necessary and sufficient condition, in terms of two-scale factorization of the symbol, for stability and linear independence of the integer translates of a scaling vector.
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1. Introduction. In this paper, we discuss stability and linear independence of the integer translates of a scaling vector. A distribution vector

$$
\Phi(x)=\left(\phi_{1}(x), \phi_{2}(x), \ldots, \phi_{r}(x)\right)^{T}, \quad x \in \mathbb{R}
$$

is said to be a scaling vector if it is compactly supported and satisfies a matrix refinement equation

$$
\begin{equation*}
\Phi(x)=\sum_{k \in \mathbb{Z}} P_{k} \Phi(2 x-k) \tag{1.1}
\end{equation*}
$$

where the matrix sequence $\left(P_{k}\right)_{k \in \mathbb{Z}}$ is called a mask of $\Phi$. Taking the Fourier transform of both sides of (1.1), we obtain

$$
\begin{equation*}
\hat{\Phi}(\omega)=P(z) \hat{\Phi}(\omega / 2), \quad z=e^{-i \omega / 2} \tag{1.2}
\end{equation*}
$$

where $P(z):=\frac{1}{2} \sum P_{k} z^{k}$ is a symbol of $\Phi$. We call $\hat{\Phi}(0)$ the moment (of order 0 ) of $\Phi$ since $\hat{\Phi}(0)=\int_{\mathbb{R}} \Phi(x) d x$. When $\hat{\Phi}(0)=0$, we call $\Phi$ a zero-moment scaling vector. We will characterize stability and linear independence of the integer translates of a scaling vector via a special factorization of its symbol. Our study of scaling vectors is based on shift-invariant spaces. Hence, we first introduce some notions and results in the theory of shift-invariant spaces.

[^68]Let $S$ be a linear space of distributions on $\mathbb{R}$. We say that $S$ is shift-invariant if

$$
f \in S \quad \Longrightarrow \quad f(\cdot-j) \in S \quad \forall j \in \mathbb{Z}
$$

We are interested in shift-invariant spaces generated by entries of a scaling vector [4]. In this paper, since only scaling vectors are considered, any distribution vector is assumed to be compactly supported. Let $l$ denote the space containing all sequences of complex numbers and $l_{0}$ denote the space of all compactly supported sequences in $l$. For a distribution vector $\Phi$, the semiconvolution of $\Phi$ with a vector sequence $\mathbf{a}:=\left(\mathbf{a}_{k}\right) \in(l)^{r}$, denoted by $\Phi * \mathbf{a}$, is defined by

$$
\Phi * \mathbf{a}=\sum_{j=1}^{r} \sum_{k \in \mathbb{Z}} a_{j, k} \phi_{j}(x-k)
$$

We define

$$
\begin{aligned}
S_{0}(\Phi) & :=\left\{\Phi * \mathbf{a} ; \quad \mathbf{a} \in\left(l_{0}\right)^{r}\right\} \\
S(\Phi) & :=\left\{\Phi * \mathbf{a} ; \quad \mathbf{a} \in(l)^{r}\right\}
\end{aligned}
$$

and, if $\Phi \in\left(L^{p}\right)^{r}, 1 \leq p \leq \infty$,

$$
S_{p}(\Phi):=\operatorname{clos}_{L^{p}}\left(S_{0}(\Phi)\right)
$$

It is obvious that these sets are shift-invariant spaces of functions and distributions. The vector $\Phi$ is called the generator of $S(\Phi)\left(S_{0}(\Phi), S_{p}(\Phi)\right)$.

For $\Phi \in\left(L^{p}\right)^{r}, 1 \leq p \leq \infty$, its $L^{p}$ norm is defined by $\|\Phi\|_{p}=\left(\sum_{i=1}^{r}\left\|\phi_{i}\right\|_{p}^{p}\right)^{1 / p}$. Similarly, for a vector sequence $\mathbf{a} \in\left(l^{p}\right)^{r}$, its $l^{p}$ norm is $\|\mathbf{a}\|_{p}=\left(\sum_{j=1}^{r} \sum_{k \in \mathbb{Z}}\left|a_{j, k}\right|^{p}\right)^{1 / p}$. The integer translates of a distribution vector $\Phi \in\left(L^{p}\right)^{r}$ are said to be $l^{p}$-stable $(1 \leq p \leq \infty)$ if there exist two positive constants $C_{1}$ and $C_{2}$ such that, for any $\mathbf{a} \in\left(l^{p}\right)^{r}$,

$$
\begin{equation*}
C_{1}\|\mathbf{a}\|_{p} \leq\|\Phi * \mathbf{a}\|_{p} \leq C_{2}\|\mathbf{a}\|_{p} \tag{1.3}
\end{equation*}
$$

It is known that (1.3) holds if and only if the $r$ sequences

$$
\begin{equation*}
\left(\hat{\phi}_{l}(\omega+2 k \pi)\right)_{k \in \mathbb{Z}}, \quad l=1,2, \ldots, r \tag{1.4}
\end{equation*}
$$

are linearly independent for all $\omega \in \mathbb{R}$ (see [12]), where $\hat{f}$ denotes the Fourier transform of function $f$ :

$$
\hat{f}(\omega):=\int_{x \in \mathbb{R}} f(x) \exp (-i x \omega) d x
$$

Note that the linear independence of sequences (1.4) does not depend on $p$ and that it does make sense even for the distribution vectors not in $\left(L^{p}\right)^{r}$. (Recall that distribution vectors in this paper are assumed to be compactly supported. Hence, their Fourier transforms are entire function vectors.) Therefore, we give the following definition.

A distribution vector $\Phi$ is said to have stable integer translates if the sequences in (1.4) are linearly independent for all $\omega \in \mathbb{R}$ [12].

Another important notion for distribution vectors is linear independence.

A distribution vector $\Phi$ is said to have linearly independent integer translates if for any $\mathbf{a} \in(l)^{r}, \Phi * \mathbf{a}=\mathbf{0} \Longrightarrow \mathbf{a}=\mathbf{0}$.

Jia and Micchelli in [12] proved the following result. The integer translates of $\Phi$ are linearly independent if and only if the sequences in (1.4) are linearly independent for all $\omega \in \mathbb{C}$. Hence, the linear independence of the integer translates of $\Phi$ implies the stability of the integer translates of $\Phi$.

For a distribution vector, we also introduce the notion of finitely linear independence.

A distribution vector $\Phi$ is said to have finitely linearly independent integer translates if for any $\mathbf{a} \in\left(l_{0}\right)^{r}, \Phi * \mathbf{a}=\mathbf{0} \Longrightarrow \mathbf{a}=\mathbf{0}$.

It is clear that if the integer translates of $\Phi$ are stable (or linearly independent), then they also are finitely linearly independent. But the converse is not true.

For convenience, in the rest of the paper, we will simply say that $\Phi$ is stable (linearly independent, finitely linearly independent) instead of that $\Phi$ has stable (linearly independent, finitely linearly independent) integer translates.

Stability and linear independence are important properties of distribution vectors. Bases of shift-invariant spaces are often required to be stable so that the duality principle can be applied efficiently (see [1], [2]). In wavelet theory, generators of MRAs are stable. Moreover, most useful generators of MRAs also are linearly independent. Hence, it is desirable to give a criterion for stability and linear independence of scaling vectors in terms of their symbols.

Scaling vectors are discussed in several papers for different purposes. Goodman and Lee [6] and Goodman, Lee, and Tang [7] discussed scaling vectors in generality and constructed multiwavelets using MRAs generated by scaling vectors. In [8], Heil and Colella discussed the existence and uniqueness of the solution of a matrix refinement equation, and the regularity of the solution as well. Discussions of the supports of scaling vectors can be found in Massopust, Ruch, and Van Fleet [15]; Ruch, So, and Wang [19]; and So and Wang [20]. Approximation order provided by scaling vectors was studied by Heil, Strang, and Strela [9]; Jia, Riemenschneider, and Zhou [13]; and Plonka [16]. In [16], Plonka introduced two-scale similarity for the symbol of a scaling vector to characterize its approximation order. This method also was successfully applied in the construction of the scaling vectors with required regularity (see [3]) and with symmetry (see [17], [21]).

In this paper, we use two-scale similarity to characterize stability, linear independence, and finitely linear independence of scaling vectors. In section 2, we discuss stability and linear independence of a distribution vector. A result of [11] shows that any generator of a shift-invariant space can be obtained as a finitely transformed linearly independent generator in the same space. Using this result, we obtain necessary and sufficient conditions for stability (linear independence) of a scaling vector in terms of properties of the corresponding transform. In section 3, we discuss twoscale similarity of the symbol of a scaling vector. Based on the results in section 2, we derive necessary and sufficient conditions for stability (linear independence) of a scaling vector in terms of two-scale similarity. Some examples are given in section 4 .
2. Transform of generators of a shift-invariant space. In this section, we discuss stability and linear independence of a distribution vector. We denote by $\operatorname{dim} \Phi$ the dimension (i.e., the number of the components) of a distribution vector $\Phi$. We start with the following result in [11].

Theorem 2.1 (Jia). Let $\Phi$ be a distribution vector. Then there exists a linearly independent distribution vector $\Psi \in S(\Phi)$ such that $\operatorname{dim} \Psi \leq \operatorname{dim} \Phi, \Phi \subset S_{0}(\Psi)$, and
$S(\Psi)=S(\Phi)$.
We will call $\operatorname{dim} \Psi$ the index of $\Phi$ and denote it by $\Phi^{\#}$. It is obvious that $\Phi^{\#} \leq$ $\operatorname{dim} \Phi$, and $\Phi^{\#}<\operatorname{dim} \Phi$ if and only if $\Phi$ is finitely linearly dependent.

Let $\Psi$ and $\Phi$ be two generators of a shift-invariant space $S$. Then there is a rational function matrix $T(z)$ such that $\hat{\Phi}(\omega)=T\left(e^{-i \omega}\right) \hat{\Psi}(\omega)$, where $T(z)$ is called the transform (matrix) from $\Psi$ to $\Phi$. By Theorem 2.1, if $\Psi \in S(\Phi)$ is linearly independent, then the transform $T(z)$ is a Laurent polynomial matrix. We now introduce some notations for transform matrices. In the rest of this paper, a polynomial always means a Laurent polynomial. We denote the polynomial ring over $\mathbb{C}$ by $\mathcal{P}$ and denote the field of rational functions over $\mathbb{C}$ by $\mathcal{R}$. We shall simply call a polynomial matrix a $P$ matrix and call a matrix with rational function entries an $R$-matrix. The set of all $r \times s$ P-matrices is denoted by $\mathcal{P}^{r \times s}$, and the set of all $r \times s$ R-matrices is denoted by $\mathcal{R}^{r \times s}$. When $r=s$, we use $\mathcal{P}^{r}\left(\mathcal{R}^{r}\right)$ instead of $\mathcal{P}^{r \times r}\left(\mathcal{R}^{r \times r}\right)$. A matrix $P(z) \in \mathcal{P}^{r}$ is said to be invertible if there is an R-matrix $R(z)\left(:=P^{-1}(z)\right) \in \mathcal{R}^{r}$ such that $R(z) P(z)=I$, where $I$ is the identity matrix, and $P(z)$ is said to be invertible everywhere if $P(z)$ is invertible for any $z \in \mathbb{C} \backslash\{0\}$. Hence, an invertible polynomial matrix may not be invertible everywhere. If $P(z)$ is invertible everywhere, then $\operatorname{det} P(z)=c z^{k}$ with $c \neq 0$, which implies that its inverse $P^{-1}(z)$ is also a polynomial matrix. For a nonsquare P-matrix, its rank and its everywhere rank can be defined in the same way. For an arbitrary P-matrix, the following three types of operations are called elementary row (column) operations:

1. multiplying the $i$ th row (column) by $c z^{k}$, where $c$ is a nonzero constant and $k$ is an integer;
2. interchanging the $i$ th and the $j$ th row (column);
3. adding the product of $p(z) \in \mathcal{P}$ and the $j$ th row(column) to the $i$ th row (column), where $i \neq j$.
A matrix that performs an elementary operation is said to be an elementary $P$-matrix, and a finite product of elementary matrices is said to be a fundamental $P$-matrix. It is clear that a P-matrix is fundamental if and only if it is invertible everywhere. Recall that a (nonsquare) everywhere full rank P-matrix can always be extended to a (square) fundamental P-matrix. Hence, for convenience, we also call a (nonsquare) everywhere full rank matrix a fundamental P -matrix.

Fundamental P-matrices play an important role in the study of transforms between the generators of a shift-invariant space. The first observation is that if $\operatorname{dim} \Phi=$ $\operatorname{dim} \Psi$ and the transform from $\Psi$ to $\Phi$ is a fundamental matrix, then $S(\Phi)=S(\Psi)$ and $\Phi$ is linearly independent (finitely linearly independent, stable) if and only if $\Psi$ is linearly independent (finitely linearly independent, stable).

Generally, let $\Phi$ and $\Psi$ be two generators of a shift-invariant space $S$. The transform $T$ from $\Psi$ to $\Phi$ is not necessarily fundamental. However, since both $\Phi$ and $\Psi$ are compactly supported, $T$ is at least an R-matrix, and $T$ reduces to a P-matrix if $\Phi \in S_{0}(\Psi)$.

Now we begin to discuss finitely linear dependence with the following lemma.
Lemma 2.2. If $\Phi$ is finitely linearly dependent, then there is a finitely linearly independent distribution vector $\Psi \subset S_{0}(\Phi)$ such that $\operatorname{dim} \Psi=\Phi^{\#}, S_{0}(\Psi)=S_{0}(\Phi)$, and therefore the transform matrix from $\Psi$ to $\Phi$ is fundamental.

Proof. Set $r=\operatorname{dim} \Phi$ and $s=\Phi^{\#}$. By Theorem 2.1, there is a linearly independent generator $\Phi_{I} \subset S(\Phi)$ such that $\operatorname{dim} \Phi_{I}=s$ and $\Phi \subset S_{0}\left(\Phi_{I}\right)$. Therefore, there is a full rank matrix $T(z) \in \mathcal{P}^{r \times s}$ such that $\hat{\Phi}(\omega)=T\left(e^{-i \omega}\right) \hat{\Phi}_{I}(\omega)$. Let $D(z)$ be the canonical Smith's form of $T(z)$. Since $T(z)$ has full rank, we have $D(z)=\binom{D_{s}}{0}$,
where $D_{s}(z)=\operatorname{diag}\left\{d_{1}(z), d_{2}(z), \ldots, d_{s}(z)\right\}$ with $d_{i}(z) \neq 0,1 \leq i \leq s$, and $O$ is the $(r-s) \times s$ zero matrix. Furthermore, there are two fundamental matrices $L(z) \in \mathcal{P}^{r}$ and $R(z) \in \mathcal{P}^{s}$ such that

$$
\begin{equation*}
T(z)=L(z) D(z) R(z) \tag{2.1}
\end{equation*}
$$

Defining $\Psi_{I}$ by

$$
\hat{\Psi}_{I}(\omega)=D\left(e^{-i \omega}\right) R\left(e^{-i \omega}\right) \hat{\Phi}_{I}(\omega)
$$

we obtain $\Psi_{I}=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{s}, 0, \ldots, 0\right)^{T}$. Let $\Psi=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{s}\right)^{T}$ and $L_{s}(z)$ be the $r \times s$ matrix containing the first $s$ columns of $L(z)$. Then $\Psi$ is finitely linearly independent and $\hat{\Phi}(\omega)=L_{s}(z) \hat{\Psi}(\omega)$, which implies that $\Phi \subset S_{0}(\Psi)$. On the other hand, we also have $\hat{\Psi}(z)=L^{\wedge}{ }_{s}\left(e^{-i \omega}\right) \hat{\Phi}(\omega)$, where $L^{\wedge}{ }_{s}(z)$ is the $s \times r$ matrix containing the first $s$ rows of $L^{-1}(z)$. Since $L(z)$ is fundamental, so are $L^{-1}(z), L_{s}(z)$, and $L^{\wedge}{ }_{s}(z)$. Hence, $\Psi \subset S_{0}(\Phi)$. The proof is completed.

The following theorem characterizes finitely linear dependence of distribution vectors.

Theorem 2.3. A distribution vector $\Phi(\operatorname{dim} \Phi=r)$ is finitely linearly dependent if and only if there exists a nonidentity matrix $T(z) \in \mathcal{P}^{r}$ such that $\hat{\Phi}(\omega)=$ $T\left(e^{-i \omega}\right) \hat{\Phi}(\omega)$.

Proof. " $\Longrightarrow "$. Set $\Phi^{\#}=s$. Since $\Phi$ is finitely linearly dependent, $s<r$. Let $\Psi_{I}$, $\Psi, L(z), L_{s}(z)$, and $L^{\wedge}{ }_{s}(z)$ be defined as in the proof of the above lemma. Then we have $\hat{\Phi}(\omega)=L_{s}\left(e^{-i \omega}\right) L_{s}{ }^{\wedge}\left(e^{-i \omega}\right) \hat{\Phi}(\omega)$ and $L^{\wedge}{ }_{s}\left(e^{-i \omega}\right) L_{s}\left(e^{-i \omega}\right) \neq I$.
$" \Longleftarrow "$. Suppose that there is a P-matrix $T(z) \neq I$ such that

$$
\hat{\Phi}(\omega)=T\left(e^{-i \omega}\right) \hat{\Phi}(\omega)
$$

Then we have

$$
0=\left(I-T\left(e^{-i \omega}\right)\right) \hat{\Phi}(\omega)
$$

which implies that $\Phi$ is finitely linearly dependent.
Now we characterize linear independence of a distribution vector.
ThEOREM 2.4. $\Phi$ is linearly dependent if and only if there is a distribution vector $\Psi \subset S(\Phi)$ and a nonfundamental $P$-matrix $P(z)$ such that

$$
\begin{equation*}
\hat{\Phi}(\omega)=P\left(e^{-i \omega}\right) \hat{\Psi}(\omega) \tag{2.2}
\end{equation*}
$$

Proof. " $\Longrightarrow$ ". If $\Phi$ is linearly dependent, then, by [12], there is a nonzero vector $\left(a_{i}\right)$ such that the distribution $\phi=\sum_{i=1}^{r} a_{i} \phi_{i}$ is linearly dependent. Without loss of generality, we may assume $a_{1}=1$. By [18], there is a polynomial $p(z)$ with at least one zero in $\mathbb{C} \backslash\{0\}$ and a distribution $g$ in $S(\phi)$ such that $\hat{\phi}(\omega)=p\left(e^{-i \omega}\right) \hat{g}(\omega)$. Therefore, we have

$$
\left(\begin{array}{l}
\hat{\phi}_{1}(\omega) \\
\hat{\phi}_{2}(\omega) \\
\vdots \\
\hat{\phi}_{r}(\omega)
\end{array}\right)=\left(\begin{array}{cccc}
p\left(e^{-i \omega}\right) & -a_{2} & \cdots & -a_{r} \\
& 1 & & \\
& & \ddots & \\
& & & 1
\end{array}\right)\left(\begin{array}{l}
\hat{g}(\omega) \\
\hat{\phi}_{2}(\omega) \\
\vdots \\
\hat{\phi}_{r}(\omega)
\end{array}\right)
$$

where $p(z)$ has at least one zero in $\mathbb{C} \backslash\{0\}$. Hence, the transform matrix is not fundamental.
$" \Longleftarrow "$. Assume there exists a distribution vector $\Psi \subset S(\Phi)$ and a nonfundamental P-matrix $P(z)$ such that (2.2) holds. Write $\operatorname{dim} \Phi=r$ and $\operatorname{dim} \Psi=s$. If $r>s$, then $\Phi$ is finitely linearly dependent. We now assume $r \leq s$. Choose two square fundamental matrices $L(z)$ and $R(z)$ so that $P(z)=L(z) D(z) R(z)$, where $D(z)$ is the canonical Smith's form of $P(z)$. Setting $\hat{\Phi}_{l}(\omega)=L^{-1}\left(e^{-i \omega}\right) \hat{\Phi}(\omega)$ and $\hat{\Psi}_{r}(\omega)=$ $R\left(e^{-i \omega}\right) \hat{\Psi}(\omega)$, respectively, we have $\hat{\Phi}_{l}(\omega)=D\left(e^{-i \omega}\right) \hat{\Psi}_{r}(\omega)$. Let $D=\left(\begin{array}{cc}D_{r} & O\end{array}\right)$, where $D_{r}\left(e^{-i \omega}\right)=\operatorname{diag}\left\{d_{1}\left(e^{-i \omega}\right), \ldots, d_{r}\left(e^{-i \omega}\right)\right\}$ and $O$ is the $r \times(s-r)$ zero matrix. Since $P(z)$ is nonfundamental, at least one of $d_{1}\left(e^{-i \omega}\right), \ldots, d_{r}\left(e^{-i \omega}\right)$ vanishes at an $\omega_{0} \in \mathbb{C}$. Hence, one of the components of $\Phi_{l}$ is linearly dependent. It follows that $\Phi$ is also linearly dependent.

Corollary 2.5. The transform between two linearly independent generators (of a shift-invariant space) must be a fundamental matrix.

We have similar results for stability of a distribution vector.
Theorem 2.6. Let $\Gamma=\{z \in \mathbb{C} ; \quad|z|=1\} . \Phi$ is unstable if and only if there is a distribution vector $\Psi \subset S(\Phi)$ such that the transform from $\Psi$ to $\Phi$ is a P-matrix which is singular at a value $z \in \Gamma$.

Corollary 2.7. The transform between two stable generators (of a shift-invariant space) is an $R$-matrix invertible over $\Gamma$.
3. Stability and linear independence of a scaling vector. We now characterize the linear independence (finitely linear independence, stability) of a scaling vector in terms of its symbol. We are interested in the scaling vector $\Phi$ with a Pmatrix symbol. It is clear that if a scaling vector $\Phi$ has symbol $P(z)$, then its moment $\hat{\Phi}(0)$ satisfies $\hat{\Phi}(0)=P(1) \hat{\Phi}(0)$, which implies that $\hat{\Phi}(0)$ is either a zero vector or a 1-eigenvector of $P(1)$. If $P(1)$ has more than one 1-eigenvectors, then different scaling vectors may share one symbol.

We now assume that $\Phi$ is a solution of (1.1) with a nonvanished moment $\mathbf{v}$, which is a 1-eigenvector of $P(1)$. If (1.1) also has a nontrivial zero-moment solution $\Phi_{0}$, then all functions $\Phi+c \Phi_{0}, c \in \mathbb{C}$, have the same symbol $P(z)$ and the same moment $\mathbf{v}$. On the other hand, if two scaling vectors $\Phi_{1}$ and $\Phi_{2}$ have the same symbol and the same moment, then $\Phi_{1}-\Phi_{2}$ is a zero-moment scaling vector. Hence, we have the following conclusion. Let $\mathbf{v} \neq 0$ be a 1-eigenvector of $P(1)$. The solution of (1.1) with a given moment $\mathbf{v}$ is unique if and only if (1.1) has no nontrivial zero-moment solution.

As mentioned in [8], if (1.1) has nontrivial zero-moment solutions, then $P(1)$ must have eigenvalue $2^{\beta},(\beta \geq 1, \beta \in \mathbb{Z})$. We now denote by $E(M)$ the set of all eigenvalues of matrix $M$, and let

$$
\mathcal{O} P^{r}=\left\{A \in \mathcal{P}^{r} ; \quad 2^{\beta} \notin E(A(1)), \beta \in \mathbb{Z}, \beta \geq 1\right\}
$$

and

$$
\mathcal{S} P^{r}=\left\{A \in \mathcal{O} P^{r} ; \quad 1 \in E(A(1))\right\}
$$

Therefore, if $P \in \mathcal{S} P^{r}$ and $\mathbf{v}$ is a 1-eigenvector of $P(1)$, then (1.1) has a unique solution $\Phi$ with the moment $\mathbf{v}$.

In contrast with the fact that several scaling vectors may share a symbol, a scaling vector may have more than one symbol. However, the following lemma confirms the uniqueness of the symbol of a finitely linearly independent scaling vector.

Lemma 3.1. The symbol of a scaling vector $\Phi$ (with $\operatorname{dim} \Phi=r$ ) is unique in $\mathcal{P}^{r}$ if and only if $\Phi$ is finitely linearly independent.

Proof. Assume $\Phi$ is finitely linearly independent. Then $\operatorname{dim} \Phi=\Phi^{\#}$. If $\Phi$ satisfies the two scaling equations

$$
\Phi(x)=\sum_{k \in \mathbb{Z}} C_{k} \Phi(2 x-k)
$$

and

$$
\Phi(x)=\sum_{k \in \mathbb{Z}} D_{k} \Phi(2 x-k),
$$

then

$$
\begin{equation*}
0=\sum_{k \in \mathbb{Z}}\left(C_{k}-D_{k}\right) \Phi(2 x-k) . \tag{3.1}
\end{equation*}
$$

Since $\Phi(\cdot)$ is finitely linearly independent, so is $\Phi(2 \cdot)$. By $\left(C_{k}-D_{k}\right) \in\left(l_{0}\right)^{r \times r}$, we have $C_{k}-D_{k}=0$. The converse is trivial.

Since the relation between a scaling function and its symbols has been cleared, we are ready to characterize scaling vectors via their symbols. The notion of two-scale similarity plays an important role in characterizing scaling vectors [17]. A matrix $P \in \mathcal{P}^{r}$ is said to be two-scale similar to $Q \in \mathcal{P}^{r}$ if there exists an invertible matrix $T \in \mathcal{P}^{r}$ such that

$$
\begin{equation*}
P(z)=T\left(z^{2}\right) Q(z) T^{-1}(z) \tag{3.2}
\end{equation*}
$$

The matrix $T(z)$ in (3.2) is called two-scale similar transform. Since the matrix $T^{-1}(z)$ need not necessarily be a polynomial matrix, $T(z)$ may be singular at some points in $\mathbb{C} \backslash\{0\}$. Hence, $P$ being two-scale similar to $Q$ does not imply $Q$ being two-scale similar to $P$. However, if $P$ is two-scale similar to $Q$ with a fundamental transform, then $Q$ also is two-scale similar to $P$. In this case, we say that $P$ and $Q$ are fundamentally two-scale similar. As shown in section $2, \Psi$ and $\Phi$ with $S(\Phi)=S(\Psi)$ have the same linear independence (finitely linear independence, stability) if and only if their symbols $P$ and $Q$ are fundamentally two-scale similar.

The following fact is often used in the rest. If $P$ is fundamentally two-scale similar to $Q$ with the two-scale transform $T$, and $\Phi$ satisfies the two-scaling equation

$$
\hat{\Phi}(\omega)=P\left(e^{-i \omega / 2}\right) \hat{\Phi}(\omega / 2),
$$

then the scaling vector $\Psi_{I}$ determined by

$$
\begin{equation*}
\hat{\Psi}_{I}(\omega)=T^{-1}\left(e^{-i \omega}\right) \hat{\Phi}(\omega) \tag{3.3}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\hat{\Psi}_{I}(\omega)=Q\left(e^{-i \omega / 2}\right) \hat{\Psi}_{I}(\omega / 2) \tag{3.4}
\end{equation*}
$$

The following theorem characterizes a finitely linearly dependent scaling vector.
Theorem 3.2. Let $P \in \mathcal{S} P^{r}$ be a symbol of $\Phi$ ( $\operatorname{dim} \Phi=r$ ). Then $\Phi$ is finitely linearly dependent if and only if the following two conditions are satisfied.
(1) $P(z)$ is fundamentally two-scale similar to a matrix

$$
Q(z)=\left(\begin{array}{cc}
Q_{s}(z) & Y(z)  \tag{3.5}\\
0 & X(z)
\end{array}\right)
$$

where $Q_{s} \in \mathcal{S} P^{s}, X \in \mathcal{O} P^{r-s}$, and $s<r$.
(2) Let $T$ be the two-scale similar transform: $P(z)=T\left(z^{2}\right) Q(z) T^{-1}(z)$. Then the last $r-s$ components of $T^{-1}(1) \hat{\Phi}(0)$ vanish; that is

$$
\begin{equation*}
T^{-1}(1) \hat{\Phi}(0)=\left(u_{1}, \ldots, u_{s}, 0, \ldots, 0\right)^{T} \tag{3.6}
\end{equation*}
$$

Furthermore, if $P(1)$ has only a single 1-eigenvector, then the solution $\Phi$ of (1.1) with $\hat{\Phi}(0) \neq 0$ is unique, and therefore $\Phi$ is finitely linearly dependent if and only if (1) holds.

Proof. " " Assume $\Phi$ is finitely linearly dependent with a symbol $P \in$ $\mathcal{S} P^{r}$. By Lemma 2.2, there is a finitely linearly independent scaling vector $\Psi$ such that $\hat{\Phi}(\omega)=\bar{T}\left(e^{-i \omega}\right) \hat{\Psi}(\omega)$, where $\bar{T}(z)$ is an $r \times s$ fundamental matrix. Let $\Psi_{I}=$ $\left(\psi_{1}, \ldots, \psi_{s}, 0, \ldots, 0\right)^{T}$ and $T(z)$ be an $r \times r$ fundamental matrix extended from $\bar{T}(z)$. Then $\hat{\Phi}(\omega)=T\left(e^{-i \omega}\right) \hat{\Psi}_{I}(\omega)$. Let $Q(z)=T^{-1}\left(z^{2}\right) P(z) T(z)$. Then, setting $z=e^{-i \omega / 2}$, we obtain

$$
\begin{aligned}
\hat{\Psi}(\omega) & =T^{-1}\left(z^{2}\right) \hat{\Phi}(\omega)=T^{-1}\left(z^{2}\right) P(z) \hat{\Phi}(\omega / 2) \\
& =T^{-1}\left(z^{2}\right) P(z) T(z) \hat{\Psi}(\omega / 2)=Q(z) \hat{\Psi}(\omega / 2)
\end{aligned}
$$

which implies that $Q(z)$ is a symbol of $\Psi_{I}$. Writing

$$
Q(z)=\left(\begin{array}{cc}
Q_{s}(z) & Y(z) \\
W(z) & X(z)
\end{array}\right)
$$

we have

$$
\binom{\hat{\Psi}(\omega)}{0}=\left(\begin{array}{cc}
Q_{s}(z) & Y(z)  \tag{3.7}\\
W(z) & X(z)
\end{array}\right)\binom{\hat{\Psi}(\omega / 2)}{0}, \quad z=e^{-i \omega / 2}
$$

From (3.7), we obtain $W(z) \hat{\Psi}(\omega / 2)=0$. Since $\Psi$ is finitely linearly independent, by Lemma 3.1, $W(z)=0$.

We now prove $Q_{s} \in \mathcal{S} P^{s}$. From (3.7), we have

$$
\begin{equation*}
\hat{\Psi}(\omega)=Q_{s}\left(e^{-i \omega / 2}\right) \hat{\Psi}(\omega / 2) \tag{3.8}
\end{equation*}
$$

which derives $\hat{\Psi}(0)=Q_{s}(1) \hat{\Psi}(0)$, and therefore 1 is an eigenvalue of $Q_{s}(1)$. Note that matrix $P(1)$ is similar to matrix $Q(1)$. Hence, they have the same set of eigenvalues. However, all eigenvalues of both $Q_{s}(1)$ a nd $X(1)$ are also eigenvalues of $Q(1)$. Therefore, we have the following:

$$
P \in \mathcal{S} P^{r} \Longleftrightarrow Q \in \mathcal{S} P^{r} \Longleftrightarrow Q_{s} \in \mathcal{S} P^{s} \text { and } X \in \mathcal{O} P^{r-s}
$$

which implies (1).
Choosing $\omega=0$ in $\hat{\Phi}(\omega)=T\left(e^{-i \omega}\right) \hat{\Psi}_{I}(\omega)$, we obtain

$$
T^{-1}(1) \hat{\Phi}(0)=\left(\hat{\psi}_{1}(0), \ldots, \hat{\psi}_{s}(0), 0, \ldots, 0\right)^{T}
$$

which is (3.6).
$" \Longleftarrow "$. Let $\Phi$ be a scaling vector whose symbol $P$ is fundamentally two-scale similar to a $Q(z)$ :

$$
P(z)=T\left(z^{2}\right) Q(z) T^{-1}(z)
$$

where

$$
Q(z)=\left(\begin{array}{cc}
Q_{s}(z) & Y(z) \\
0 & X(z)
\end{array}\right), \quad s<r,
$$

with $Q_{s} \in \mathcal{S} P^{s}$ and $X \in \mathcal{O} P^{r-s}$, and

$$
T^{-1}(1) \hat{\Phi}(0)=\left(u_{1}, \ldots, u_{s}, 0, \ldots, 0\right)^{T}:=\mathbf{u}_{I} .
$$

We prove that $\Phi$ is finitely linearly dependent. Note that

$$
Q_{s} \in \mathcal{S} P^{s} \text { and } X \in \mathcal{O} P^{r-s} \Longrightarrow Q \in \mathcal{S} P^{r}
$$

Besides,

$$
Q(1) \mathbf{u}_{I}=T^{-1}(1) P(1) T(1) \mathbf{u}_{I}=\mathbf{u}_{I} .
$$

Hence, there is a unique distribution $\Psi_{I}=\left(\psi_{I, 1}, \ldots, \psi_{I, r}\right)^{T}$ satisfying (3.4) with the moment $\mathbf{u}_{I}$. Write $\mathbf{u}=\left(u_{1}, \ldots, u_{s}\right)^{T}$. By (3.2) and (3.5), we have $Q_{s}(1) \mathbf{u}=\mathbf{u}$. Let $\Psi=\left(\psi_{1}, \ldots, \psi_{s}\right)^{T}$ be the unique solution of (3.8) with the moment $\mathbf{u}$. Then the scaling vector $\left(\psi_{1}, \ldots, \psi_{s}, 0, \ldots, 0\right)^{T}$ is a solution of (3.4) with the moment $\mathbf{u}_{I}$. Since the solution of (3.4) with the moment $\mathbf{u}_{I}$ is unique, we have $\Psi_{I}=\left(\psi_{1}, \ldots, \psi_{s}, 0, \ldots, 0\right)^{T}$. By $\hat{\Phi}(\omega)=T\left(e^{-i \omega}\right) \hat{\Psi}_{I}(\omega), \Phi$ is finitely linearly dependent.

Finally, we prove that if $P(1)$ has only a single 1 -eigenvector, then (2) will be unconditionally satisfied. In fact, if $P(1)$ has only a single 1-eigenvector, so do $Q$ and $Q_{s}(z)$. Let $\mathbf{u}=\left(u_{1}, \ldots, u_{s}\right)^{T}$ be the 1 -eigenvector of $Q_{s}$. Then $\mathbf{u}_{I}=$ $\left(u_{1}, \ldots, u_{s}, 0, \ldots, 0\right)^{T}$ is the only 1 -eigenvector (without counting the scalar multiples) of $Q(1)$. Recalling that $\hat{\Phi}(0)$ is the only 1 -eigenvector (without counting the scalar multiples) of $P(1)$, we have $T^{-1}(1) \hat{\Phi}(0)=c \mathbf{u}_{I}=\left(c u_{1}, \ldots, c u_{s}, 0, \ldots, 0\right)^{T}$, which implies that (2) is true.

Remark 1. If $P(1)$ has more than one (linearly independent) 1-eigenvector, then the solutions of (1.1) corresponding to different moments (without counting the scalar multiples) may have differently linearly independent properties. We illustrate this phenomenon in the following example.

Example 1. Let

$$
P(z)=\left(\begin{array}{cc}
\left(\frac{1+z}{2}\right)^{2} & 0 \\
0 & \left(\frac{1+z}{2}\right)^{4}
\end{array}\right) .
$$

It is clear that $P(z) \in \mathcal{S} P^{2}$ and vector $(0,1)$ and $(1,1)$ are two linearly independent 1 -eigenvectors of $P(1)$. Obviously, $P(z)$ is two-scale fundamentally similar to itself with transform $T(z)=I$. Denote by $N_{m}(x)$ the $m$ th order cardinal B-spline [2]. The scaling vectors $\Phi_{1}=\left(N_{2}(x), 0\right)^{T}$ and $\Phi_{2}=\left(N_{2}(x), N_{4}(x)\right)^{T}$ are solutions of (1.1) with the moments $\hat{\Phi}_{1}(0)=(1,0)^{T}$ and $\hat{\Phi}_{2}(0)=(1,1)^{T}$, respectively. Note that $\Phi_{1}$ is finitely linearly dependent but $\Phi_{2}$ is not. Note also that the vector $(1,0)^{T}$ satisfies (3.6) while $(1,1)^{T}$ does not.

Remark 2. If, in Theorem 3.2, $P(z)$ is merely assumed to be in $\mathcal{P}^{r}$, then the solution of (1.1) with a certain moment is not necessarily unique. In this case, if a solution of $(1.1) \Phi$ with $\hat{\Phi}(0) \neq 0$ is finitely linearly dependent, then its symbol $P$ is still fundamentally two-scale similar to a matrix $Q$ in the form (3.5), but $Q_{s}$ is no longer necessarily in $\mathcal{S} P^{r}$ and $X$ is no longer necessarily in $\mathcal{O} P^{r-s}$. On the other hand, if one of $\Phi$ 's symbols is fundamentally two-scale similar to $Q$ in the form (3.5)
with a matrix $X$ such that the refinement equation $\hat{F}(\omega)=X\left(e^{-i \omega / 2}\right) \hat{F}(\omega / 2)$ has only the trivial solution $F=0$ with $\hat{F}(0)=0$, and if $\hat{\Phi}(0)$ satisfies the condition (2) in 3.2 , then $\Phi$ is finitely linearly dependent. The proof of this remark is similar to that for Theorem 3.2.

According to Theorem 3.2, from the set of symbols of a finitely linearly dependent scaling vector, we can select a relatively simple symbol for it.

Corollary 3.3. If $\Phi(\operatorname{dim} \Phi=r)$ is finitely linearly dependent and $\Phi^{\#}=s$ and one of its symbols is in $\mathcal{S} P^{r}$, then $\Phi$ has a symbol fundamentally two-scale similar to a matrix

$$
\left(\begin{array}{cc}
Q_{s}(z) & 0  \tag{3.9}\\
0 & 0
\end{array}\right)
$$

Proof. Let $P$ be a symbol of $\Phi$. By Theorem $3.2, P$ is fundamentally two-scale similar to a matrix $Q$ in the form (3.5) with a two-scale transform matrix $T$, and $T^{-1}(1) \hat{\Phi}(0)=\left(u_{1}, \ldots, u_{s}, 0, \ldots, 0\right)^{T}$. Let $\Psi_{I}$ be defined by $\hat{\Phi}(\omega)=T\left(e^{-i \omega}\right) \hat{\Psi}_{I}(\omega)$. Since $X \in \mathcal{O} P^{r}$ and

$$
\hat{\Psi}_{I}(0)=\left(u_{1}, \ldots, u_{s}, 0, \ldots, 0\right)^{T}
$$

we have

$$
\Psi_{I}=\left(\psi_{1}, \ldots, \psi_{s}, 0, \ldots, 0\right)^{T}
$$

which satisfies

$$
\left(\begin{array}{cc}
Q_{s}\left(e^{-i \omega / 2}\right) & 0 \\
0 & 0
\end{array}\right) \hat{\Psi}(\omega / 2)=\hat{\Psi}(\omega) .
$$

Setting

$$
\bar{P}(z)=T^{2}(z)\left(\begin{array}{cc}
Q_{s}(z) & 0 \\
0 & 0
\end{array}\right) T^{-1}(z)
$$

we have

$$
\hat{\Phi}(\omega)=\bar{P}\left(e^{-i \omega / 2}\right) \hat{\Phi}(\omega / 2)
$$

where $\bar{P}(z)$ is a symbol of $\Phi$.
We now characterize linear independence of a scaling vector. First, we prove the following lemma.

Lemma 3.4. The symbol of a linearly independent scaling vector is a P-matrix.
Proof. Assume the scaling vector $\Phi$ is linearly independent, as is $\Phi(2 \cdot)$. By [22], a compactly supported function in $S(\Phi(2 \cdot))$ is also in $S_{0}(\Phi(2 \cdot))$. Hence, $\Phi \in S_{0}(\Phi(2 \cdot))$, and therefore its symbol is a P-matrix.

The following theorem characterizes linear independence of a scaling vector.
ThEOREM 3.5. Assume the scaling vector $\Phi$ with nonzero moment is finitely linearly independent and its symbol is a $P$-matrix $P \in \mathcal{P}^{r}\left(\mathcal{S} P^{r}\right)$. Then $\Phi$ is linearly dependent if and only if $P$ is two-scale similar to a matrix $Q \in \mathcal{P}^{r}\left(\mathcal{S} P^{r}\right)$ with a nonfundamental two-scale similar transform $T$ such that

$$
\begin{equation*}
\operatorname{rank} T(1)=\operatorname{rank}(T(1), \hat{\Phi}(0)) \tag{3.10}
\end{equation*}
$$

Remark 3. If the matrix $T(1)$ is nonsingular, then the condition (3.10) is always true. Hence, the condition (3.10) is effective whenever $T(1)$ is singular. Note that the condition (3.10) is equivalent to "there is a $\mathbf{u} \in \mathbb{C}^{r}$ such that $T(1) \mathbf{u}=\hat{\Phi}(0)$."

To prove this theorem, we need some notations. Let $m>1$ be an odd integer, and let $h_{m}$ be the smallest positive integer such that $2^{h_{m}} \equiv 1(\bmod m)$. For a primitive $m$ th root of unit $z_{0}$, we call

$$
p_{m}(z)=\left(z_{0}-z\right)\left(z_{0}^{2}-z\right) \cdots\left(z_{0}^{2_{m-1}^{h}}-z\right)
$$

an $m$-cycle polynomial. Since $z_{0}^{2_{m}}=z_{0}$, it can be verified that $p_{m}\left(z_{0}^{2^{l}}\right)=0$ for any integer $l \geq 0$, and therefore $p_{m}\left(z^{2}\right)=p_{m}(z) p_{m}(-z)$. We say that $p(z)$ has $m$-cycle zeros if $p_{m}(-z)$ (NOT $p_{m}(z)!$ ) is a factor of $p(z)$. When we will not stress the index $m, m$-cycle zeros and $m$-cycle polynomials are simply called cycle zeros and cycle polynomials, respectively. A polynomial $p(z)$ is said to have symmetric zeros if there is an $\alpha \in \mathbb{C}, \alpha \neq 0$, such that $p(\alpha)=p(-\alpha)=0$.

Note that any polynomial $p(z)$ has a unique factorization

$$
\begin{equation*}
p(z)=c z^{k} \prod_{j=1}^{l} p_{m_{j}}(z) \prod_{l=1}^{t}\left(z-z_{i}\right) \tag{3.11}
\end{equation*}
$$

where $p_{m_{j}}, j=1, \ldots, l$, are all cycle polynomials, and $z_{i} \neq 0, i=1, \ldots, t$.
Lemma 3.6. Assume the scaling vector $\Phi$ 's symbol $P \in \mathcal{P}^{r}$ is two-scale similar to a P-matrix $Q$,

$$
\begin{equation*}
P(z)=T_{c}\left(z^{2}\right) Q(z) T_{c}^{-1}(z) \tag{3.12}
\end{equation*}
$$

with the two-scale transform matrix

$$
\begin{equation*}
T_{c}(z)=\operatorname{diag}(\underbrace{1,1, \ldots, c}_{j-1}(z), \ldots, 1) \tag{3.13}
\end{equation*}
$$

where $c(z)$ is either $(z-c), c \neq 0$, or an $m$-cycle polynomial $p_{m}(z)$. Also assume $\hat{\phi}_{j}(0)=0$ whenever $c(z)=z-1$. Then there is a compactly supported function $\psi \in S(\Phi)$ such that $\hat{\phi}_{j}(\omega)=c\left(e^{-i \omega}\right) \hat{\psi}(\omega)$, and therefore $\Phi$ is linearly dependent. Furthermore, if $P \in \mathcal{S} P^{r}$, then $Q \in \mathcal{S} P^{r}$.

Proof. Without loss of generality, we assume $j=1$. By (3.12) and (3.13), we have

$$
\begin{equation*}
\hat{\phi}_{1}(\omega)=p_{11}\left(e^{-i \omega / 2}\right) \hat{\phi}_{1}(\omega / 2)+\sum_{i=2}^{r} c\left(e^{-i \omega}\right) q_{i 1}\left(e^{-i \omega / 2}\right) \hat{\phi}_{i}(\omega / 2) \tag{3.14}
\end{equation*}
$$

where $p_{11}(z)=q_{11}(z) \frac{c\left(z^{2}\right)}{c(z)}$.
If $c(z)=z-c, c \neq 0$ and 1 , then $c(z)$ cannot be a factor of $c\left(z^{2}\right)$. It follows that $c\left(z^{2}\right)$ is a factor of $p_{11}(z)$. Let $\omega_{0}$ satisfy $e^{-i \omega_{0}}-c=0$. We have, for an integer $k$,

$$
\begin{aligned}
\hat{\phi}_{1}\left(\omega_{0}+2 k \pi\right)= & p_{11}\left((-1)^{k} e^{-i \frac{\omega_{0}}{2}}\right) \hat{\phi}_{1}\left(\frac{\omega_{0}}{2}+k \pi\right) \\
& +\sum_{i=2}^{r} c\left(e^{-i \omega_{0}}\right) q_{i 1}\left((-1)^{k} e^{-i \frac{\omega_{0}}{2}}\right) \hat{\phi}_{i}\left(\frac{\omega_{0}}{2}+\pi\right) \\
= & q_{11}\left((-1)^{k} e^{-i \omega_{0} / 2}\right) \frac{c\left(e^{-i \omega_{0}}\right)}{c\left((-1)^{k} e^{-i \omega_{0} / 2}\right)} \hat{\phi}_{1}\left(\frac{\omega_{0}}{2}+k \pi\right) \\
= & 0
\end{aligned}
$$

In the case $c(z)=z-1$, by the assumption, $\hat{\phi}_{1}(0)=0$. For $k \neq 0$, writing $k=2^{l} j$ with odd $j$, we have, by (3.14),

$$
\begin{aligned}
\hat{\phi}_{1}(2 k \pi) & =p_{11}\left(e^{-i k \pi}\right) \hat{\phi}_{1}(k \pi)=\left(e^{-i 2^{l} j \pi}+1\right) q_{11}\left(e^{-i 2^{l} j \pi}\right) \hat{\phi}_{1}\left(2^{l} j \pi\right) \\
& =\left(2 q_{11}(1)\right)^{l}\left(e^{-i j \pi}+1\right) q_{11}(-1) \hat{\phi}_{1}(j \pi)=0 .
\end{aligned}
$$

We now prove $\hat{\phi}_{1}\left(\omega_{0}+2 k \pi\right)=0, k \in \mathbb{Z}$, for some $\omega_{0} \in \mathbb{R}$ in the case $c(z)=p_{m}(z)$. The proof is similar to that one of Theorem 1 in [14]. For reader's convenience, we include it here. Let $z_{0}$ be a primitive $m$ th root. Then $z_{0}$ has the form $e^{-i 2 n \pi / m}$, where $n$ is an integer relatively prime to $m$, and $p_{m}\left(e^{-i 2^{d+1} n \pi / m}\right)=0$, for all integers $d \geq 0$. We claim that for all integers $k$,

$$
\begin{equation*}
\hat{\phi}_{1}(2 n \pi / m+2 k \pi)=0 . \tag{3.15}
\end{equation*}
$$

To prove (3.15), we write $n+k m$ in the form $2^{l} j$, where $l$ is a nonnegative integer and $j$ is an odd integer. Recalling that $p_{m}(-z)=p_{m}\left(z^{2}\right) / p_{m}(z)$, we have

$$
\begin{aligned}
& \hat{\phi}_{1}\left(\frac{2 n \pi}{m}+2 k \pi\right)=\hat{\phi}_{1}\left(2^{l+1} j \pi / m\right) \\
& =p_{11}\left(e^{-i 2^{l} j \pi / m}\right) \hat{\phi}_{1}\left(\frac{2^{l} j \pi}{m}\right)+\sum_{i=2}^{r} p_{m}\left(e^{-i 2^{l+1} j \pi / m}\right) q_{i 1}\left(e^{-i 2^{l} j \pi / m}\right) \hat{\phi}_{i}\left(\frac{2^{l} j \pi}{m}\right) \\
& =q_{11}\left(e^{-i 2^{l} j \pi / m}\right) \frac{p_{m( }\left(e^{-i 2^{l+1} j \pi / m}\right)}{p_{m( }\left(e^{-i 2^{l} j \pi / m}\right)} \hat{\phi}_{1}\left(\frac{2^{l} j \pi}{m}\right) \\
& =p_{m\left(-e^{-i 2^{l} j \pi / m}\right) q_{11}\left(e^{-i 2^{l} j \pi / m}\right) \hat{\phi}_{1}\left(\frac{2^{l} j \pi}{m}\right)}^{=\left(\prod_{t=0}^{l} p_{m}\left(-e^{-i 2^{t} j \pi / m}\right) \prod_{t=0}^{l} q_{11}\left(-e^{-i 2^{t} j \pi / m}\right)\right) \hat{\phi}_{1}\left(\frac{j \pi}{m}\right) .} \$ .
\end{aligned}
$$

Hence, in order to prove (3.15) it suffices to show that $p_{m}\left(-e^{-i j \pi / m}\right)=0$. For this purpose, we invoke Euler's theorem to find an integer $s>l$ such that $2^{s} \equiv 1(\bmod m)$. It follows that

$$
\begin{equation*}
j \equiv 2^{s} j \equiv 2^{s-l}\left(2^{l} j\right) \equiv 2^{s-l} n \quad(\bmod m) \tag{3.16}
\end{equation*}
$$

Since $j$ is odd, by $(3.16), j-2^{s-l} n=(2 t+1) m$ for some integer $t$. From this we see that

$$
p_{m}\left(-e^{-i j \pi / m}\right)=p_{m}\left(e^{-i 2^{s-l} n \pi / m}\right)=0
$$

In all cases, $\phi_{1}$ is linearly dependent, as is $\Phi$. It is also clear that the function $\psi$ defined by $\hat{\phi}_{1}(\omega)=c\left(e^{-i \omega}\right) \hat{\psi}(\omega)$ is compactly supported and in the space $S(\Phi)$.

Finally, we prove $P \in \mathcal{S} P^{r} \Longrightarrow Q \in \mathcal{S} P^{r}$. When $c(z) \neq z-1, Q(1)$ is similar to $P(1)$, and therefore $P \in \mathcal{S} P^{r} \Longleftrightarrow Q \in \mathcal{S} P^{r}$. When $c(z)=z-1$, (3.12) implies

$$
P(1)=\left(\begin{array}{cc}
p_{11}(1) & 0 \\
& P_{r-1}(1)
\end{array}\right), \quad Q(1)=\left(\begin{array}{cc}
p_{11}(1) / 2 & * \\
0 & P_{r-1}(1)
\end{array}\right) .
$$

Therefore, $Q(1)$ preserves all eigenvalues of $P(1)$ except $p_{11}(1)$, which changes to $p_{11}(1) / 2$. Note that $P \in \mathcal{S} P^{r}$. Hence, there is no positive integer $\beta$ such that $p_{11}(1)=$
$2^{\beta}$. It follows that $p_{11}(1) / 2 \notin\left\{2^{\beta} ; \quad \beta \geq 0\right\}$ and, therefore, $Q \in \mathcal{O} P^{r}$. We now prove $1 \in E(Q(1))$ so that $Q \in \mathcal{S} P^{r}$. Let $\Phi_{1}=\left(\phi_{2}, \ldots, \phi_{r}\right)^{T}$. Then $P(1) \hat{\Phi}(0)=\hat{\Phi}(0)$ and $\hat{\phi}_{1}(0)=0$ imply that $\hat{\Phi}_{1}(0) \neq 0$ and $P_{r-1}(1) \hat{\Phi}_{1}(0)=\hat{\Phi}_{1}(0)$. It follows that $1 \in E\left(P_{r-1}(1)\right)$ and $1 \in E(Q(1))$.

The following is the proof of Theorem 3.5.
Proof. " $\Longrightarrow$ ". If $\Phi$ is linearly dependent, then, by Theorem 2.1, there exists a linearly independent scaling vector $\Psi \in S(\Phi)$ such that $\Phi \subset S_{0}(\Psi)$ and $S(\Psi)=S(\Phi)$. Since $\Phi$ is finitely linearly independent, $\operatorname{dim} \Phi=\operatorname{dim} \Psi$. By Lemma 3.4, $\Psi$ 's symbol $Q$ is a P-matrix. Let $T$ be the polynomial matrix determined by $\hat{\Phi}(\omega)=T\left(e^{-i \omega}\right) \hat{\Psi}(\omega)$. Then $P(z)$ is two-scale similar to $Q(z)$ with the transform $T(z)$. By Corollary 2.5, $T$ is nonfundamental. Besides, we have $T(1) \hat{\Psi}(0)=\hat{\Phi}(0)$. Thus, (3.10) is true.
$" \Longleftarrow "$. We assume $P(z)$ is the symbol of $\Phi$, and $P \in \mathcal{P}^{r}\left(\mathcal{S} P^{r}\right)$ is two-scale similar to $Q \in \mathcal{P}^{r}\left(\mathcal{S} P^{r}\right)$ with a nonfundamental two-scale transform matrix $T \in \mathcal{P}^{r}$. We now factor $T$ into the form $T(z)=L(z) D(z) R(z)$, where $L$ and $R$ both are fundamental and $D$ is the canonical Smith's form of $T$. It is clear that $D$ is a nonfundamental diagonal matrix. We define $\Phi_{E}$ by $\hat{\Phi}_{E}(\omega)=L^{-1}\left(e^{-i \omega}\right) \hat{\Phi}(\omega)$. Then $\Phi$ is linearly independent if and only if $\Phi_{E}$ is linearly independent. The symbol of $\Phi_{E}$ is $\tilde{P}(z)=L^{-1}\left(z^{2}\right) P(z) L(z)$. It is obvious that $\operatorname{rank} T(1)=\operatorname{rank}(T(1), \hat{\Phi}(0))$ if and only if $\operatorname{rank} D(1)=\operatorname{rank}\left(D(1), \hat{\Phi}_{E}(0)\right)$. Let $\tilde{Q}(z)=R\left(z^{2}\right) Q(z) R^{-1}(z)$. Then $\tilde{P}(z)=D\left(z^{2}\right) \tilde{Q}(z) D^{-1}(z)$. We now factor $D(z)$ into $D(z)=\prod_{s} T_{s}(z) \prod_{j} U_{j}(z)$, where $T_{s}$ is the diagonal matrix of the form $(3.13)$ with $\operatorname{det}\left(T_{s}(1)\right) \neq 0$, while $U_{j}(z)$ is the diagonal matrix of the form (3.13) with $\operatorname{det}\left(U_{j}(1)\right)=0$. If the product $\prod_{s} T_{s}(z)$ has at least one factor, by Lemma 3.6, $\Phi_{E}$ and hence $\Phi$ are linearly dependent. Now if $\prod_{s} T_{s}(z)=I$, then the product $\prod_{j} U_{j}(z)$ has at least one factor. Without loss of generality, we can assume $U_{1}(z)=\operatorname{diag}(z-1,1, \ldots, 1)$. It follows that the first row of $D(1)$ is zero. Since there is a $\mathbf{v} \in \mathbb{C}^{r}$ such that $D(1) \mathbf{v}=\hat{\Phi}_{E}(0), \hat{\phi}_{E, 1}(0)=0$. By Lemma $3.6, \Phi_{E}$ and hence $\Phi$ are linearly dependent.

The proof of $P \in \mathcal{P} S^{r} \Longrightarrow Q \in \mathcal{S} P^{r}$ is similar to that one in Lemma 3.6.
From Theorem 3.5, we derive a sufficient condition for linear independence of a scaling vector.

Corollary 3.7. Assume the scaling vector $\Phi$ is finitely linearly independent and its symbol is a $P$-matrix $P \in \mathcal{P}^{r}$. Then $\Phi$ is linearly independent if (i) the matrix $(P(-1), \hat{\Phi}(0))$ has the full rank, and (ii) $\operatorname{det} P(z)$ has neither symmetric zeros nor cycle zeros.

Proof. Assume that conditions (i) and (ii) hold and $\Phi$ is linearly dependent. By Theorem 3.5, there is a P-matrix $Q$ and a nonfundamental P-matrix $T$ such that $P(z)=T\left(z^{2}\right) Q(z) T^{-1}(z)$ and

$$
\operatorname{rank} T(1)=\operatorname{rank}(T(1), \hat{\Phi}(0))
$$

Note that

$$
\begin{equation*}
\operatorname{det} P(z)=\operatorname{det} Q(z) \operatorname{det} T\left(z^{2}\right) / \operatorname{det} T(z) \tag{3.17}
\end{equation*}
$$

Write $t(z)=\operatorname{det} T(z), p(z)=\operatorname{det} P(z)$, and $q(z)=\operatorname{det} Q(z)$. Then (3.17) becomes $p(z)=q(z) t\left(z^{2}\right) / t(z)$, where $t, p$, and $q$ are polynomials with $\operatorname{deg}(t) \geq 1$. We factor the polynomial $t(z)$ into $t(z)=(1-z)^{s} d(z)$ with $d(1) \neq 0$. If $\operatorname{deg}(d) \geq 1$, then $p(z)$ has either symmetric zeros or cycle zeros. This contradicts the condition (ii). Now if $\operatorname{deg}(d)=0$, then $t(z)=c(1-z)^{s}, s \geq 1$. In this case, $T(1)$ is singular, and therefore $(T(1), \hat{\Phi}(0))$ does not have full rank. Since $P(-1)=T(1) Q(-1) T^{-1}(-1)$, the matrix $(P(-1), \hat{\Phi}(0))$ does not have full rank. This contradicts condition (i).

Similarly, we have the following result for the stability of a scaling vector.
Theorem 3.8. Assume the scaling vector $\Phi$ is finitely linearly independent and its symbol is a $P$-matrix $P \in \mathcal{P}^{r}\left(\mathcal{S} P^{r}\right)$. Then $\Phi$ is unstable if and only if $P$ is twoscale similar to a P-matrix $Q \in \mathcal{P}^{r}\left(\mathcal{S} P^{r}\right)$ with a nonfundamental two-scale transform matrix $T$ such that $\operatorname{det} T(z)$ has zeros on $|z|=1$ and $\operatorname{rank} T(1)=\operatorname{rank}(T(1), \hat{\Phi}(0))$.

Corollary 3.9. Assume the scaling vector $\Phi$ is finitely linearly independent and its symbol is a $P$-matrix $P \in \mathcal{P}^{r}$. Then $\Phi$ is stable if (i) the matrix $(P(-1), \hat{\Phi}(0))$ has full rank and (ii) det $P(z)$ has neither symmetric zeros on $|z|=1$ nor cycle zeros.

Remark 3. When $r=1$, the scaling vector $\Phi$ reduces to a single function. A sufficient and necessary condition for linear independence (stability) of a scaling function has been obtained by Jia and Wang [14]. Besides, Hogan [10] also obtained the same results as Corollary 3.7 and 3.9 in a different way.
4. Examples. In this section we give more examples.

Example 2. Consider the following scaling equation:

$$
\begin{align*}
\Phi(x)= & {\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \Phi(2 x)+\left[\begin{array}{cc}
1 & -1 \\
1 & 0
\end{array}\right] \Phi(2 x-1) }  \tag{4.1}\\
& +\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right] \Phi(2 x-2)
\end{align*}
$$

Its symbol is

$$
P(z)=\frac{1}{2}\left(\begin{array}{cc}
1+z+z^{2} & -z \\
z+z^{2} & -1+z^{2}
\end{array}\right)
$$

where matrix $P(1)=\left(\begin{array}{cc}3 / 2 & -1 / 2 \\ 1 & 0\end{array}\right)$ has eigenvalues 1 and $1 / 2$. A right 1-eigenvector is $\mathbf{v}_{0}=\left(\begin{array}{ll}1 & 1\end{array}\right)^{T} . P(1) \mathbf{v}_{0}=\mathbf{v}_{0}$. It is easy to check that

$$
\begin{aligned}
& =\left(\begin{array}{cc}
1 & \frac{1}{2}\left(\begin{array}{cc}
1+z+z^{2} & -z \\
z+z^{2} & -1+z^{2}
\end{array}\right) \\
z^{2} & -1
\end{array}\right)\left(\begin{array}{cc}
(1+z) / 2 & z / 2 \\
0 & \left(-1+z^{2}+z^{3}\right) / 2
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
z & -1
\end{array}\right),
\end{aligned}
$$

and the equation $x(\cdot)=-x(2 \cdot)+x(2 \cdot-2)+x(2 \cdot-3)$ has only the trivial compactly supported solution $x(\cdot)=0$. Hence, by Theorem 3.2, the solution of (4.1) with the mean value $\left(\hat{\phi}_{1}(0) \hat{\phi}_{2}(0)\right)^{T}=\left(\begin{array}{cc}1 & 1\end{array}\right)^{T}$ is finitely linearly dependent. In fact, this solution is $\Phi(x)=(\chi(0,1] \quad \chi(1,2])^{T}$. By Corollary 3.3, one of $\Phi$ 's symbols is

$$
\left(\begin{array}{cc}
(1+z) / 2 & 0 \\
z^{2}(1+z) / 2 & 0
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
z^{2} & -1
\end{array}\right)\left(\begin{array}{cc}
(1+z) / 2 & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
z & -1
\end{array}\right) .
$$

We can verify that $\Phi(x)$ satisfies the following equation:

$$
\begin{aligned}
\Phi(x) & =\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \Phi(2 x)+\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \Phi(2 x-1) \\
& +\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right] \Phi(2 x-2)+\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right] \Phi(2 x-3)
\end{aligned}
$$

By Theorem 3.2, $\Phi(x)$ will satisfy any equation with a symbol having the form of

$$
\left(\begin{array}{cc}
1 & 0 \\
z^{2} & -1
\end{array}\right)\left(\begin{array}{cc}
(1+z) / 2 & Y(z) \\
0 & X(z)
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
z & -1
\end{array}\right)
$$

where $Y(z)$ and $X(z)$ are arbitrary polynomials such that $X(1) \neq 2^{\beta}(\beta \geq 1, \beta \in \mathbb{Z})$. For example, if we set $Y(z)=-1 / 2, X(z)=z / 2$, then, by Theorem 3.2, the matrix

$$
\left(\begin{array}{cc}
1 / 2 & 1 / 2 \\
0 & \left(z+z^{2}\right) / 2
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
z^{2} & -1
\end{array}\right)\left(\begin{array}{cc}
(1+z) / 2 & -1 / 2 \\
0 & z / 2
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
z & -1
\end{array}\right)
$$

should be a new symbol of $\Phi$. It can be verified that $\Phi(x)$ satisfies the following equation:

$$
\Phi(x)=\left[\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right] \Phi(2 x)+\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \Phi(2 x-1)+\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \Phi(2 x-2)
$$

Example 3. Now we analyze the scaling vector in Example 4.6 in [15] (for the case of $L=r=2$ ). The symbol of the scaling vector $\Phi=\left(\phi_{1}, \phi_{2}\right)^{T}$ is

$$
P(z)=\left(\frac{1+z}{2}\right)^{2}\left(\begin{array}{ll}
1 / 2 & 1 / 2 \\
z / 2 & 1 / 2
\end{array}\right) .
$$

Using the formula of Theorem 2.3 in [20], we obtain $\operatorname{supp} \phi_{1} \subset\left[0,2 \frac{1}{3}\right]$ and $\operatorname{supp} \phi_{2} \subset$ $\left[0,2 \frac{2}{3}\right]$. The graphs of $\left(\phi_{1}, \phi_{2}\right)^{T}$, which can be found in Figure 4.1 of [15], show that $\operatorname{supp} \phi_{1}=\left[0,2 \frac{1}{3}\right]$ and $\operatorname{supp} \phi_{2}=\left[0,2 \frac{2}{3}\right]$. Since the right end-point of the support of any finitely linear combination of the integer translates of $\phi_{1}$ is $k+1 / 3$ while the right end-point of the support of any finitely linear combination of the integer translates of $\phi_{2}$ is $k+2 / 3$, scaling vector $\left(\phi_{1}, \phi_{2}\right)^{T}$ is finitely linearly independent. Matrix $P(1)=\left(\begin{array}{ll}1 / 2 & 1 / 2 \\ 1 / 2 & 1 / 2\end{array}\right)$ has eigenvalues 1 and 0 , and $\left(\begin{array}{ll}\hat{\phi}_{1}(0) & \hat{\phi}_{2}(0)\end{array}\right)^{T}=\left(\begin{array}{ll}1 & 1\end{array}\right)^{T}$ is a 1-eigenvector. $P(z)$ has the following two-scale similarity:

$$
P(z)=T\left(z^{2}\right) Q(z) T^{-1}(z),
$$

where

$$
T(z)=\left(\begin{array}{cc}
1 & 0 \\
1 & z-1
\end{array}\right), \quad Q(z)=\left(\begin{array}{cc}
\left(\frac{1+z}{2}\right)^{2} & \left(\frac{z-1}{2}\right)\left(\frac{z+1}{2}\right)^{2} \\
\frac{1+z}{8} & 0
\end{array}\right)
$$

Note that $T(z)$ is nonfundamental and the equation $T(1) \mathbf{u}=\left(\begin{array}{ll}1 & 1\end{array}\right)^{T}$ has a solution $\mathbf{u}=(1,0)^{T}$. By Theorem 3.5, $\left(\phi_{1}, \phi_{2}\right)^{T}$ is linearly dependent. Indeed, we have $\sum_{k \in \mathbb{Z}}\left(\phi_{1}(x-k)-\phi_{2}(x-k)\right)=0$.

Example 4. Finally, we consider the orthonormal fractal scaling vector in [5]. Its symbol is

$$
P(z)=\frac{\sqrt{2}}{20}\left(\begin{array}{cc}
6 \sqrt{2}(1+z) & 16 \\
-(1+z)\left(1-10 z+z^{2}\right) & -\sqrt{2}\left(3-10 z+3 z^{2}\right)
\end{array}\right)
$$

and the initial vector is $\hat{\Phi}(0)=\left(\begin{array}{ll}\sqrt{2} & 1\end{array}\right)^{T}$. Using the formula of Theorem 2.3 in [20], we obtain that $\operatorname{supp} \phi_{1} \subset[0,1]$ and $\operatorname{supp} \phi_{2} \subset[0,2]$. We first point out that $\Phi$ is finitely linearly independent. Indeed, since $\operatorname{supp} \phi_{1} \subset[0,1]$, the integer translates of $\phi_{1}$ are linearly independent. It follows that the entire function $\hat{\phi}_{1}$ has no $2 \pi$-periodic zero in $\mathbb{C}$. Assuming $\Phi$ is finitely linearly dependent, then there are two polynomials $a(z)$ and $b(z)$ such that $a(z) \hat{\phi}_{1}(\omega)-b(z) \hat{\phi}_{2}(\omega)=0, z=e^{-i \omega}$. Hence, $\hat{\phi}_{2}(\omega)=\frac{a(z)}{b(z)} \hat{\phi}_{1}(\omega)$. Since $\hat{\phi}_{2}$ is also an entire function and $\hat{\phi}_{1}$ has no $2 \pi$-periodic zero in $\mathbb{C}, s(z):=\frac{a(z)}{b(z)}$ must be a polynomial. Furthermore, since $\operatorname{supp} \phi_{1} \subset[0,1]$ and $\operatorname{supp} \phi_{2} \subset[0,2], s(z)$ must be a
linear polynomial. Assuming that $s(z)=(c+d z)$, we have $\hat{\phi}_{2}(\omega)=\left(c+d e^{-i \omega}\right) \hat{\phi}_{1}(\omega)$. Therefore, $T\left(e^{-i \omega}\right) \hat{\Phi}(\omega)=\left(\hat{\phi}_{1}(\omega), 0\right)^{T}$, where $T(z)=\left(\begin{array}{cc}1 & 0 \\ c+d z & -1\end{array}\right)$. By Theorem 3.2, we also have $T^{-1}\left(z^{2}\right) P(z) T(z)=\left(\begin{array}{ll}* & * \\ 0 & *\end{array}\right)$; thus

$$
\begin{aligned}
& \left(c+d z^{2}\right)(6 \sqrt{2}(1+z)+16(c+d z))+(1+z)\left(1-10 z+z^{2}\right) \\
& +\sqrt{2}(c+d z)\left(3-10 z+3 z^{2}\right)=0
\end{aligned}
$$

However, this equation has no solution for $c$ and $d$. Hence, $\Phi$ is finitely linearly independent. Finally, we confirm the linear independence of $\Phi$ from the fact that $\operatorname{det} P(z)=-\frac{1}{40}(z+1)^{3}$ and $(P(-1), \hat{\Phi}(0))=\left(\begin{array}{ccc}0 & 4 \sqrt{5} & \sqrt{2} \\ 0 & -8 / 5 & 1\end{array}\right)$ has full rank.
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#### Abstract

It is shown that the transition operator $\mathbf{T}_{\mathbf{P}}$ associated with the matrix refinement mask $\mathbf{P}(\omega)=2^{-d} \Sigma_{\alpha \in[0, N]^{d}} \mathbf{P}_{\alpha} \exp (-i \alpha \omega)$ is equivalent to the matrix $\left(2^{-d} \mathcal{A}_{2 i-j}\right)_{i, j}$ with $\mathcal{A}_{j}=$ $\Sigma_{\kappa \in[0, N] d} \mathbf{P}_{\kappa-j} \otimes \mathbf{P}_{\kappa}$ and $\mathbf{P}_{\kappa-j} \otimes \mathbf{P}_{\kappa}$ denoting the Kronecker product of matrices $\mathbf{P}_{\kappa-j}, \mathbf{P}_{\kappa}$. Some spectral properties of $\mathbf{T}_{\mathbf{P}}$ are studied and a complete characterization of the matrix refinable functions in the Sobolev space $W^{n}\left(\mathbf{R}^{d}\right)$ for nonnegative integers $n$ is provided. The Sobolev regularity estimate of the matrix refinable function is given in terms of the spectral radius of a restricted transition operator. These estimates are analyzed in some examples.
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1. Introduction. Let $\left\{\mathbf{P}_{\alpha}\right\}$ be a real $r \times r$ matrix sequence with finite elements nonzero. The vectors $\Phi, r$-dimensional column functions, used in this paper are solutions to functional equations of the type

$$
\begin{equation*}
\Phi=\sum_{\alpha \in \mathbf{Z}^{d}} \mathbf{P}_{\alpha} \Phi(2 \cdot-\alpha) . \tag{1.1}
\end{equation*}
$$

Define

$$
\mathbf{P}(\omega):=2^{-d} \sum_{\alpha \in \mathbf{Z}^{d}} \mathbf{P}_{\alpha} \exp (-i \alpha \omega)
$$

then, in the Fourier domain, functional equations (1.1) can be written as

$$
\begin{equation*}
\widehat{\Phi}(\omega)=\mathbf{P}(\omega / 2) \widehat{\Phi}(\omega / 2) \tag{1.2}
\end{equation*}
$$

Equations of the type (1.1) or (1.2) are called matrix (vector) refinement equations; $\mathbf{P}\left(\left\{\mathbf{P}_{\alpha}\right\}\right)$ is called the (matrix) refinement mask, and any solution $\Phi$ of (1.1) is called a matrix refinable function (or refinable vector). Equations (1.1) are considered in the area of wavelets for the construction of multiwavelets, and there are many papers on the existence of the solutions of equations (1.1), the constructions of multiwavelets, and related topics; see, e.g., [1], [3], [7], [8], [11]-[16], [21]-[23], [25]-[27], and [29]-[31]. The present paper considers the Sobolev regularity of the matrix refinable functions.

For the case $r=1, d=1$, compactly supported refinable functions are solutions of the two-scale equation

$$
\phi(x)=\sum_{j=0}^{J} h_{j} \phi(2 x-j) .
$$

[^69]Over the years, several techniques have been developed to determine the regularity of refinable functions; see [5], [9], [32], [6], [10], [17], and [2] (in [17] and [2], the refinement mask $\left\{h_{j}\right\}$ is not necessarily finitely supported). One of the main results is the following (see [32], [9]): assume that the refinement mask

$$
\begin{equation*}
m_{0}(\omega)=\frac{1}{2} \sum_{j=0}^{J} h_{j} e^{-i j \omega} \tag{1.3}
\end{equation*}
$$

can be factorized as

$$
\begin{equation*}
m_{0}(\omega)=\left(\frac{1+e^{-i \omega}}{2}\right)^{K} q(\omega) \tag{1.4}
\end{equation*}
$$

where $q(\omega)$ is a trigonometric polynomial. Then the Sobolev exponent $s(\phi):=$ $\sup \left\{s \geq 0: \int\left(1+|\omega|^{2}\right)^{s}|\widehat{\phi}(\omega)|^{2} d \omega<+\infty\right\}$ satisfies

$$
s(\phi) \geq K-\log _{4} \rho\left(\mathbf{T}_{q}\right)
$$

where $\mathbf{T}_{q}$ is the transition operator associated with $q$ and $\rho\left(\mathbf{T}_{q}\right)$ is the spectral radius of $\mathbf{T}_{q}$. For a trigonometric polynomial $p(\omega)=\sum_{l=0}^{L} p_{l} e^{-i l \omega}$, the transition operator associated with $p$ is defined by

$$
\mathbf{T}_{p} f(\omega):=\left|p\left(\frac{\omega}{2}\right)\right|^{2} f\left(\frac{\omega}{2}\right)+\left|p\left(\frac{\omega}{2}+\pi\right)\right|^{2} f\left(\frac{\omega}{2}+\pi\right), \quad f \in V_{L}
$$

where $V_{L}$ denotes the vector space of trigonometric polynomials defined by

$$
V_{L}:=\left\{\sum_{l=-L}^{L} f_{l} e^{-i l \omega}: \quad f_{l} \in \mathbf{C}\right\} .
$$

Further, if refinable function $\phi$ is stable and $q(\pi) \neq 0$, then above regularity estimate is optimal; i.e.,

$$
s(\phi)=K-\log _{4} \rho\left(\mathbf{T}_{q}\right) .
$$

There is another method to give regularity estimates of refinable functions. Let $\phi$ be a compactly supported refinable function with corresponding mask $m_{0}(\omega)$ given by (1.3) for some positive integer $J$. Assume that $m_{0}(\omega)$ satisfies the vanishing moment conditions of order $K+1$; i.e., $\left.\frac{d^{\alpha}}{d \omega^{\alpha}} m_{0}(\omega)\right|_{\omega=\pi}=0,0 \leq \alpha \leq K$. Equivalently, $m_{0}(\omega)$ can be written in the form of (1.4). Let $V_{J}^{0}$ denote the subspace of $V_{J}$ defined by

$$
\begin{equation*}
V_{J}^{0}:=\left\{f \in V_{J}: \quad \sum_{j=-J}^{J} j^{n} f_{j}=0, \quad n=0, \ldots, 2 K-1\right\} . \tag{1.5}
\end{equation*}
$$

Then $V_{J}^{0}$ is invariant under $\mathbf{T}_{m_{0}}$. Let $\left.\mathbf{T}_{m_{0}}\right|_{V_{J}^{0}}$ denote the restriction of $\mathbf{T}_{m_{0}}$ to $V_{J}^{0}$. If $\rho\left(\left.\mathbf{T}_{m_{0}}\right|_{V_{J}^{0}}\right)<1$, then

$$
s(\phi) \geq-\log _{4} \rho\left(\left.\mathbf{T}_{m_{0}}\right|_{V_{J}^{0}}\right)
$$

In fact the above two methods are completely equivalent; see [6]. The first method relies upon the factorization of the refinement mask $m_{0}(\omega)$. However in the higher
dimension case, the refinement mask is often irreducible. The second method was successfully used by Riemenschneider and Shen to estimate the regularities of two dimension refinable functions constructed in [28]. Further studies on the problem of the regularity in higher dimensions with dilation matrices were carried out in [20] and [4].

The regularity of the matrix refinable function $\Phi$ (for the case $d=1$ ) was first studied by Cohen, Daubechies, and Plonka [3] based on the factorization of the matrix refinement mask $\mathbf{P}(\omega)$. However such estimates of regularity are usually hard to compute. There is another approach (essentially the second method for the scalar case) to the regularity estimate of the refinable vector $\Phi$ carried out by Shen in [29], and such estimates are provided in terms of the spectral radius of a restricted transition operator. More precisely, letting $\mathbf{P}(\omega)=2^{-d} \sum_{\alpha \in[0, N] d} \mathbf{P}_{\alpha} e^{-i \alpha \omega}$ be the corresponding matrix refinement mask, the transition operator $\mathbf{T}_{\mathbf{P}}$ associated with $\mathbf{P}$ is defined by

$$
\begin{equation*}
\mathbf{T}_{\mathbf{P}} H(\omega):=\sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}} \mathbf{P}\left(\frac{\omega}{2}+\pi \nu\right) H\left(\frac{\omega}{2}+\pi \nu\right) \mathbf{P}^{*}\left(\frac{\omega}{2}+\pi \nu\right), \quad H \in \mathbf{H}_{N} \tag{1.6}
\end{equation*}
$$

Throughout this paper $\mathbf{H}_{N}$ denotes the space of all $r \times r$ matrices with each entry a trigonometric polynomial whose Fourier coefficients are supported in $[-N, N]^{d} ; M^{*}$ and $M^{T}$ denote the Hermitian adjoint and the transpose of a matrix $M$, respectively. The transition operator $\mathbf{T}_{\mathbf{P}}$ leaves $\mathbf{H}_{N}$ invariant. In [29], the regularity of $\Phi$ was given in terms of the spectral radius of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$, the restricted operator of $\mathbf{T}_{\mathbf{P}}$ to an invariant subspace $\mathbf{H}_{N}^{0}$ of $\mathbf{H}_{N}$ under $\mathbf{T}_{\mathbf{P}}$. The smaller the invariant subspace $\mathbf{H}_{N}^{0}$, the smaller $\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)$ will be and hence the better the estimate on the regularity of $\Phi$. Thus a small $\mathbf{T}_{\mathbf{P}}^{N}$ invariant subspace of $\mathbf{H}_{N}$ is required.

For the case $r=1, d=1$, let $m_{0}$ be a given refinement mask defined by (1.3) for some positive integer $J$; then the transition operator $\mathbf{T}_{m_{0}}$ is equivalent under the basis $\left\{e^{-i j \omega}\right\}_{j=-J}^{J}$ of $V_{J}$ to the matrix

$$
\mathcal{T}_{m_{0}}=\left(2^{-1} a_{2 i-j}\right)_{-N \leq i, j \leq N}
$$

where $a_{j}$ is the autocorrelation of $\left\{c_{\kappa}\right\}$ defined by $a_{j}:=\sum_{\kappa} c_{\kappa-j} \overline{c_{\kappa}}$; see [24], [6]. We note that the invariant subspace $V_{J}^{0}$ defined by (1.5) can be written as

$$
V_{J}^{0}=\left\{f \in V_{J}: \quad v_{n}\left(f_{-J}, \ldots, f_{J}\right)^{T}=0, \quad n=0, \ldots, 2 K-1\right\}
$$

where

$$
\begin{equation*}
v_{n}:=\left((-J)^{n}, \ldots, J^{n}\right), \quad n=0, \ldots, 2 K-1 . \tag{1.7}
\end{equation*}
$$

The row vector $v_{n}$ is a generalized left $2^{-n}$-eigenvector of the matrix $\mathcal{T}_{m_{0}}$ (see [6]). Thus to give the regularity estimates of refinable vectors, we at first change equivalently the transition operator $\mathbf{T}_{\mathbf{P}}$ into its representing matrix $\mathcal{T}_{\mathbf{P}}$, then find left $2^{-n}$-eigenvectors of the matrix $\mathcal{T}_{\mathbf{P}}$. Using these left eigenvectors, we construct the invariant subspace $\mathbf{H}_{N}^{0}$ and then provide the regularity estimates in terms of the spectral radius of the restricted transition operator $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$.

This paper is organized as follows. In section 2 we show that the transition operator $\mathbf{T}_{\mathbf{P}}$ is equivalent to the matrix $\mathcal{T}_{\mathbf{P}}=\left(2^{-d} \mathcal{A}_{2 i-j}\right)_{i, j \in[-N, N]^{d}}$, where $\mathcal{A}_{j}$ is the $r^{2} \times r^{2}$ matrix given by

$$
\mathcal{A}_{j}=\sum_{\kappa \in[0, N]^{d}} \mathbf{P}_{\kappa-j} \otimes \mathbf{P}_{\kappa}
$$

and $\mathbf{P}_{\kappa-j} \otimes \mathbf{P}_{\kappa}$ is the Kronecker product of $\mathbf{P}_{\kappa-j}$ and $\mathbf{P}_{\kappa}$. In section 2, we also find left eigenvectors of $\mathcal{T}_{\mathbf{P}}$ which will be used for the regularity estimate of refinable vectors. In the first part of section 3, we will give a characterization of refinable vectors in the Sobolev space $W^{n}\left(\mathbf{R}^{d}\right), n \in \mathbf{Z}_{+}$. In the second part of section 3 , we provide a $\mathbf{T}_{\mathbf{P}}$-invariant subspace $\mathbf{H}_{N}^{0}$ of $\mathbf{H}_{N}$ and give the regularity estimate of refinable vectors in terms of the spectral radius of the restricted transition operator $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$. In the last part of this paper, section 4, we will give the estimates on the smoothness of some matrix refinable functions. About the B-splines defined by knots $0,0,1,1$ and $0,1,1,2$ and the GHM-orthogonal scaling functions, our estimates on their regularities are optimal.

Before going to the next section, we introduce some notation used in this paper. Let $\mathbf{Z}_{+}$denote the set of all nonnegative integers and $\mathbf{Z}_{+}^{d}$ denote the set of all $d$-tuples of nonnegative integers. We shall adopt the multi-index notation

$$
\omega^{\beta}:=\omega^{\beta_{1}} \cdots \omega_{d}^{\beta_{d}}, \quad \beta!:=\beta_{1}!\cdots \beta_{d}!, \quad|\beta|:=\beta_{1}+\cdots+\beta_{d}
$$

for $\omega=\left(\omega_{1}, \ldots, \omega_{d}\right)^{T} \in \mathbf{R}^{d}, \beta=\left(\beta_{1}, \ldots, \beta_{d}\right)^{T} \in \mathbf{Z}_{+}^{d}$. If $\alpha, \beta \in \mathbf{Z}^{d}$ satisfy $\beta-\alpha \in \mathbf{Z}_{+}^{d}$, we shall write $\alpha \leq \beta$ and denote

$$
\binom{\beta}{\alpha}:=\frac{\beta!}{\alpha!(\beta-\alpha)!} .
$$

For $\beta=\left(\beta_{1}, \ldots, \beta_{d}\right)^{T} \in \mathbf{Z}_{+}^{d}$, denote

$$
D^{\beta}:=\frac{\partial^{\beta_{1}}}{\partial x_{1}^{\beta_{1}}} \cdots \frac{\partial^{\beta_{d}}}{\partial x_{d}^{\beta_{d}}}
$$

where $\partial_{j}=\frac{\partial}{\partial x_{j}}$ is the partial derivative operator with respect to the $j$ th coordinate, $1 \leq j \leq d$. For $\omega, \zeta \in \mathbf{R}^{d}$, we use $\zeta \omega$ to denote their scalar product.

For $j=1, \ldots, r$, let $\mathbf{e}_{j}:=\left(\delta_{j}(k)\right)_{k=1}^{r}$ denote the standard unit vectors in $\mathbf{R}^{r}$. In this paper, for an $r \times 1$ vector function $f=\left(f_{1}, \ldots, f_{r}\right)^{T}$, $f$ is in a space on $\mathbf{R}^{d}$ means that every component $f_{i}$ of $f$ is in this space, and we will use the notation $|f|:=\left(\sum_{i=1}^{r}\left|f_{i}\right|^{2}\right)^{\frac{1}{2}}$.

For a matrix or an operator $A$, we say $A$ satisfies Condition $E$ if the spectral radius of $A \leq 1,1$ is the unique eigenvalue of $A$ on the unit circle and 1 is simple. For two matrices $A, B, A \leq B$ should be understood as stating that $B-A$ is positive semidefinite.

For a finitely supported sequence $s$ on $\mathbf{Z}^{d}$, its support is defined by $\operatorname{supp} s:=\{\beta \in$ $\left.\mathbf{Z}^{d}: s(\beta) \neq 0\right\}$, and for a finitely supported $r \times r$ matrix sequence $S$ on $\mathbf{Z}^{d}$, its support is defined by $\operatorname{supp} S:=\cup \operatorname{supp} s_{i j}$, where $s_{i j}$ is the $(i, j)$-entry of $S$. Throughout this paper, we assume that the matrix refinement mask $\mathbf{P}$ satisfies $\operatorname{supp}\left\{\mathbf{P}_{\alpha}\right\} \subset[0, N]^{d}$ for some positive integer $N$, and we use $c$ to denote the universal constant which may be different at different occurrences.
2. Transition operator. In this section, we first show that the transition operator $\mathbf{T}_{\mathbf{P}}$ defined by (1.6) is equivalent to a matrix, then we study some spectral properties of $\mathbf{T}_{\mathbf{P}}$.

For any $H=\sum_{j \in[-N, N]^{d}} H_{j} e^{-i j \omega} \in \mathbf{H}_{N}$,

$$
\mathbf{P}(\omega) H(\omega) \mathbf{P}(\omega)^{*}=2^{-2 d} \sum_{\ell \in[0, N]^{d}} \sum_{\kappa \in[0, N]^{d}} \mathbf{P}_{\kappa} e^{-i \omega \kappa} H(\omega) \mathbf{P}_{\ell}^{T} e^{i \omega \ell}
$$

$$
\begin{aligned}
= & 2^{-2 d} \sum_{\ell \in[0, N]^{d}} \sum_{\kappa \in[0, N]^{d}} \mathbf{P}_{\kappa} H(\omega) \mathbf{P}_{\ell}^{T} e^{-i \omega(\kappa-\ell)} \\
= & 2^{-2 d} \sum_{\kappa \in[0, N]^{d}} \sum_{n \in[-N, N]^{d}} \mathbf{P}_{\kappa} H(\omega) \mathbf{P}_{\kappa-n}^{T} e^{-i \omega n} \\
& =2^{-2 d} \sum_{j \in[-N, N]^{d}} \sum_{\kappa \in[0, N]^{d}} \sum_{n \in[-N, N]^{d}} \mathbf{P}_{\kappa} H_{j} \mathbf{P}_{\kappa-n}^{T} e^{-i \omega(n+j)} .
\end{aligned}
$$

Thus
$\mathbf{T}_{\mathbf{P}} H(\omega)=2^{-2 d} \sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}} \sum_{j \in[-N, N]^{d}} \sum_{n \in[-N, N]^{d}} \sum_{\kappa \in[0, N]^{d}} \mathbf{P}_{\kappa} H_{j} \mathbf{P}_{\kappa-n}^{T}(-1)^{\nu(n+j)} e^{-i \frac{\omega}{2}(n+j)}$.
For any $n \in[-N, N]^{d}, j \in[-N, N]^{d}$, write $n+j=2 \ell+\mu$ for some $\ell \in[-N, N]^{d}$ and $\mu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}$. By the fact that $\sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}}(-1)^{\nu \mu}=2^{d} \delta_{\mu}$,

$$
\sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}}(-1)^{\nu(n+j)}=2^{d} \delta_{\mu}
$$

Hence

$$
\begin{align*}
\mathbf{T}_{\mathbf{P}} H(\omega) & =2^{-d} \sum_{j \in[-N, N]^{d}} \sum_{\ell \in[-N, N]^{d}} \sum_{\kappa \in[0, N]^{d}} \mathbf{P}_{\kappa} H_{j} \mathbf{P}_{\kappa-(2 \ell-j)}^{T} e^{-i \omega \ell}  \tag{2.1}\\
& =\sum_{\ell \in[-N, N]^{d}}\left(2^{-d} \sum_{j \in[-N, N]^{d}} \sum_{\kappa \in[0, N]^{d}} \mathbf{P}_{\kappa} H_{j} \mathbf{P}_{\kappa-(2 \ell-j)}^{T}\right) e^{-i \omega \ell} .
\end{align*}
$$

That is, $\mathbf{T}_{\mathbf{P}}$ changes sequence $\left\{H_{j}\right\}_{j \in[-N, N]^{d}}$ into another sequence:

$$
\left\{2^{-d} \sum_{j \in[-N, N]^{d}} \sum_{\kappa \in[0, N]^{d}} \mathbf{P}_{\kappa} H_{j} \mathbf{P}_{\kappa-(2 \ell-j)}^{T}\right\}_{\ell \in[-N, N]^{d}}
$$

Let $M$ be an $r \times r$ matrix with $M(j)$ the $j$ th column of $M$. Define the $r^{2} \times 1$ vector $\operatorname{vec}(M)$ by

$$
\operatorname{vec}(M):=\left(M(1)^{T}, \ldots, M(r)^{T}\right)^{T}
$$

For $H=\sum_{j \in[-N, N]^{d}} H_{j} e^{-i \omega j} \in \mathbf{H}_{N}$, let $\operatorname{vec}(H)$ be the $\left(r^{2}(2 N+1)^{d}\right) \times 1$ vectors defined by

$$
\begin{equation*}
\operatorname{vec}(H):=\left(\left.\left(\operatorname{vec}\left(H_{j}\right)\right)^{T}\right|_{j=(-N, \ldots,-N)}, \ldots,\left.\left(\operatorname{vec}\left(H_{j}\right)\right)^{T}\right|_{j=(N, \ldots, N)}\right)^{T} \tag{2.2}
\end{equation*}
$$

For the matrices of the form $\mathbf{P}_{\ell} H_{j} \mathbf{P}_{\kappa}^{T}$, we have (see [19])

$$
\begin{equation*}
\operatorname{vec}\left(\mathbf{P}_{\ell} H_{j} \mathbf{P}_{\kappa}^{T}\right)=\left(\mathbf{P}_{\kappa} \otimes \mathbf{P}_{\ell}\right) \operatorname{vec}\left(H_{j}\right) \tag{2.3}
\end{equation*}
$$

where $\mathbf{P}_{\kappa} \otimes \mathbf{P}_{\ell}$ denotes the Kronecker product of matrices $\mathbf{P}_{\kappa}$ and $\mathbf{P}_{\ell}$ :

$$
\mathbf{P}_{\kappa} \otimes \mathbf{P}_{\ell}=\left(p_{\kappa}(\tau, i) \mathbf{P}_{\ell}\right)_{1 \leq \tau, i \leq r}, \quad \mathbf{P}_{\kappa}=\left(p_{\kappa}(\tau, i)\right)_{1 \leq \tau, i \leq r}
$$

For $j \in \mathbf{Z}^{d}$, define the $r^{2} \times r^{2}$ matrices

$$
\mathcal{A}_{j}:=\sum_{\ell \in[0, N]^{d}} \mathbf{P}_{\ell-j} \otimes \mathbf{P}_{\ell}
$$

and define the $\left(r^{2}(2 N+1)^{d}\right) \times\left(r^{2}(2 N+1)^{d}\right)$ matrix

$$
\begin{equation*}
\mathcal{T}_{\mathbf{P}}:=\left(2^{-d} \mathcal{A}_{2 i-j}\right)_{i, j \in[-N, N]^{d}} \tag{2.4}
\end{equation*}
$$

Then from (2.1) and (2.3) and for any $\kappa \in[-N, N]^{d}$,

$$
\begin{aligned}
\operatorname{vec}\left(\left(\mathbf{T}_{\mathbf{P}} H\right)_{\kappa}\right) & =2^{-d} \sum_{j \in[-N, N]^{d}} \sum_{\ell \in[0, N]^{d}} \operatorname{vec}\left(\mathbf{P}_{\ell} H_{j} \mathbf{P}_{\ell-(2 \kappa-j)}^{T}\right) \\
& =2^{-d} \sum_{j \in[-N, N]^{d}} \sum_{\ell \in[0, N]^{d}}\left(\mathbf{P}_{\ell-(2 \kappa-j)} \otimes \mathbf{P}_{\ell}\right) \operatorname{vec}\left(H_{j}\right) \\
& =\sum_{j \in[-N, N]^{d}} 2^{-d} \mathcal{A}_{2 \kappa-j} \operatorname{vec}\left(H_{j}\right)=\left(\mathcal{T}_{\mathbf{P}} \operatorname{vec}(H)\right)(\kappa) .
\end{aligned}
$$

Hence we have the following theorem.
Theorem 2.1. The transition operator $\mathbf{T}_{\mathbf{P}}$ is equivalent to the matrix $\mathcal{T}_{\mathbf{P}}$ defined by (2.4) under the basis $\left\{e^{-i \omega \ell}\right\}_{\ell \in[-N, N]^{d}}$ of $\mathbf{H}_{N}$, and for any $H \in \mathbf{H}_{N}$,

$$
\begin{equation*}
\operatorname{vec}\left(\mathbf{T}_{\mathbf{P}} H\right)=\mathcal{T}_{\mathbf{P}} \operatorname{vec}(H) \tag{2.5}
\end{equation*}
$$

where $\operatorname{vec}(H)$ is the vector defined by (2.2).
In the rest of this section, we will find some left eigenvectors of $\mathcal{T}_{\mathbf{P}}$. These eigenvectors are associated with the vanishing moment conditions of the matrix refinement mask $\mathbf{P}$. We say that mask $\mathbf{P}(\omega)$ satisfies the vanishing moment conditions of order $m \in \mathbf{Z}_{+}$if there exist $1 \times r$ real vectors $\mathbf{l}_{0}^{\beta}$ with $\mathbf{l}_{0}^{0} \neq 0, \beta \in \mathbf{Z}_{+}^{d},|\beta| \leq m-1$ such that

$$
\begin{equation*}
\sum_{0 \leq \alpha \leq \beta}\binom{\beta}{\alpha}(2 i)^{|\alpha-\beta|} \mathbf{l}_{0}^{\alpha}\left(D^{\beta-\alpha} \mathbf{P}\right)(\nu \pi)=\delta_{\nu} 2^{-|\beta|} \mathbf{1}_{0}^{\beta}, \quad \nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d} \tag{2.6}
\end{equation*}
$$

Assume that $\Phi=\left(\phi_{l}\right)_{l=1}^{r} \in L^{2}\left(\mathbf{R}^{d}\right)$ is a compactly supported matrix refinable function with corresponding mask $\mathbf{P}$. Under the assumption that $\phi_{l}(x-j), 1 \leq l \leq r$, $j \in \mathbf{Z}^{d}$, are linearly independent, that there exist vectors $\mathbf{l}_{0}^{\beta},|\beta| \leq m-1$ satisfying (2.6) is equivalent to that $\phi_{l}, 1 \leq l \leq r$, provide approximation of order $m$, see [15], [27] for $d=1$. For $d=1$, (2.6) implies a matrix factorization of $\mathbf{P}(\omega)$ under the assumption that $\Phi$ is stable (see [27], [3]). It is shown in [23] that if $\operatorname{det} G_{\Phi}(\nu \pi) \neq 0, \nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}$, then $\mathbf{P}(0)$ satisfies Condition E and $\mathbf{P}$ satisfies the vanishing moment conditions of order at least 1 , where

$$
G_{\Phi}(\omega):=\sum_{\kappa \in \mathbf{Z}^{d}} \widehat{\Phi}(\omega+2 \pi \kappa) \widehat{\Phi}^{*}(\omega+2 \pi \kappa) .
$$

Thus in what follows we will assume that $\mathbf{P}(0)$ satisfies Condition E and $m \geq 1$ in (2.6). In this case, if $\Phi$ is a compactly supported nontrivial refinable vector, then $\widehat{\Phi}(0)=c \mathbf{r}$ for some nonzero constant $c$, where $\mathbf{r}$ is the normalized right 1-eigenvector of $\mathbf{P}(0)$.

Let $m_{0} \in \mathbf{Z}_{+}, m_{0} \leq m$ be the largest integer such that there exist row vectors $\mathbf{l}_{0}^{\beta} \in \mathbf{R}^{r}, \beta \in \mathbf{Z}_{+}^{d}, m \leq|\beta| \leq m+m_{0}-1$ satisfying

$$
\begin{equation*}
\sum_{0 \leq \alpha \leq \beta}\binom{\beta}{\alpha}(2 i)^{|\alpha-\beta|} \mathbf{l}_{0}^{\alpha}\left(D^{\beta-\alpha} \mathbf{P}\right)(0)=2^{-|\beta|} \mathbf{l}_{0}^{\beta} \tag{2.7}
\end{equation*}
$$

Equations (2.7) can be written as

$$
\begin{equation*}
\mathbf{1}_{0}^{\beta}\left(2^{-|\beta|} \mathbf{I}_{r}-\mathbf{P}(0)\right)=\sum_{0 \leq \alpha<\beta}\binom{\beta}{\alpha}(2 i)^{|\alpha-\beta|} \mathbf{1}_{0}^{\alpha}\left(D^{\beta-\alpha} \mathbf{P}\right)(0) \tag{2.8}
\end{equation*}
$$

where $\mathbf{I}_{r}$ is the $r \times r$ identity matrix. Thus if each of the numbers of $2^{-m}, 2^{-m-1}, \ldots$, $2^{-m-m_{0}}$ is not an eigenvalue of $\mathbf{P}(0)$ for some $m_{0} \in \mathbf{Z}_{+}$, then vectors $\mathbf{l}_{0}^{\beta} \in \mathbf{R}^{r}$, $\beta \in \mathbf{Z}_{+}^{d}, m \leq|\beta| \leq m+m_{0}-1$ can be chosen iteratively by (2.8). Since in the examples which are analyzed below $m_{0}=m$, in the following we will assume that $m_{0}=m$. For the case $r=1$, since $\mathbf{P}(0)=1$, such assumption is not needed.

Let $B(\omega)=\sum_{\kappa \in \mathbf{Z}_{+}^{d},|\kappa| \leq 2 m-1} B_{\kappa} e^{i \kappa \omega}$ be the vector trigonometric polynomial satisfying

$$
\begin{equation*}
D^{\beta} B(0)=i^{|\beta|} \mathbf{l}_{0}^{\beta}, \quad \beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1 \tag{2.9}
\end{equation*}
$$

The coefficients $B_{\kappa}, 1 \times r$ vectors, can be found by the following equations:

$$
\sum_{|\kappa| \leq 2 m-1} \kappa^{\beta} B_{\kappa}=\mathbf{l}_{0}^{\beta}, \quad \beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1
$$

One can check that the vanishing moment conditions (2.6) and (2.7) can be written equivalently in the form

$$
\begin{equation*}
\left.D^{\beta}(B(2 \omega) \mathbf{P}(\omega))\right|_{\omega=0}=D^{\beta} B(0) \quad \forall \beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1, \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.D^{\beta}(B(2 \omega) \mathbf{P}(\omega))\right|_{\omega=\nu \pi}=0 \quad \forall \beta \in \mathbf{Z}_{+}^{d},|\beta| \leq m-1, \nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d} \backslash\{0\} \tag{2.11}
\end{equation*}
$$

Let $\mathbf{l}_{0}^{\beta}, \beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1$ be the row vectors satisfying (2.6) and (2.7). For $\kappa \in \mathbf{Z}^{d}$, define row vectors $\mathbf{l}_{\kappa}^{\beta}$ by

$$
\begin{equation*}
\mathbf{l}_{\kappa}^{\beta}:=\sum_{0 \leq \alpha \leq \beta}\binom{\beta}{\alpha} \kappa^{\beta-\alpha} \mathbf{l}_{0}^{\alpha} \quad \text { for } \beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1 \tag{2.12}
\end{equation*}
$$

and then define the $1 \times\left(r^{2}(2 N+1)^{d}\right)$ vectors $\mathbf{L}_{N}^{\beta}$ by

$$
\begin{equation*}
\mathbf{L}_{N}^{\beta}:=\left(\left.\mathbf{l}^{\beta}(\kappa)\right|_{\kappa=(-N, \ldots,-N)}, \ldots,\left.\mathbf{l}^{\beta}(\kappa)\right|_{\kappa=(N, \ldots, N)}\right) \tag{2.13}
\end{equation*}
$$

with

$$
\mathbf{l}^{\beta}(\kappa):=\sum_{0 \leq \alpha \leq \beta}(-1)^{\alpha}\binom{\beta}{\alpha} \mathbf{l}_{\kappa}^{\alpha} \otimes \mathbf{l}_{0}^{\beta-\alpha}, \quad \kappa \in \mathbf{Z}^{d}
$$

For the case $d=1, \mathbf{l}_{\kappa}^{\beta}, \kappa \in \mathbf{Z}^{d}$, are the coefficients for the reproduction of polynomials by the integer translates of $\Phi$; see [15].

For two $1 \times r$ vectors $\mathbf{v}, \mathbf{u}$ and the $r \times r$ matrix $M$, we have (see [19])

$$
\begin{equation*}
(\mathbf{v} \otimes \mathbf{u}) \operatorname{vec}(M)=\mathbf{u} M \mathbf{v}^{T} \tag{2.14}
\end{equation*}
$$

Lemma 2.1. Assume that the refinement mask $\mathbf{P}$ satisfies (2.6) and (2.7) for some row vectors $\mathbf{1}_{0}^{\beta},|\beta| \leq 2 m-1$, and $B$ is the vector trigonometric polynomial satisfying (2.9). Let $\mathbf{L}_{N}^{\beta}$ be the vectors defined by (2.13); then for any $H \in \mathbf{H}_{N}$

$$
\mathbf{L}_{N}^{\beta} \operatorname{vec}(H)=\left.(-i)^{|\beta|} D^{\beta}\left(B(\omega) H(\omega) B^{*}(\omega)\right)\right|_{\omega=0}, \quad \beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1
$$

where $\operatorname{vec}(H)$ is the vector defined by (2.2).
Proof. By (2.14), for any $\beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1$, and any $H \in \mathbf{H}_{N}$,

$$
\begin{aligned}
& \mathbf{L}_{N}^{\beta} \operatorname{vec}(H)=\sum_{\kappa} \mathbf{L}_{N}^{\beta}(\kappa) \operatorname{vec}\left(H_{\kappa}\right)=\sum_{\kappa} \sum_{0 \leq \alpha \leq \beta}(-1)^{|\alpha|}\binom{\beta}{\alpha} \mathbf{l}_{0}^{\beta-\alpha} H(\kappa)\left(\mathbf{l}_{\kappa}^{\alpha}\right)^{T} \\
& =\sum_{\kappa} \sum_{0 \leq \alpha \leq \beta}(-1)^{|\alpha|}\binom{\beta}{\alpha} \mathbf{l}_{0}^{\beta-\alpha} H(\kappa) \sum_{0 \leq \gamma \leq \alpha} \kappa^{\gamma}\binom{\alpha}{\gamma}\left(\mathbf{l}_{0}^{\alpha-\gamma}\right)^{T} \\
& =\sum_{\kappa} \sum_{0 \leq \alpha \leq \beta} \sum_{0 \leq \gamma \leq \alpha}(-1)^{|\alpha|}\binom{\beta}{\alpha} \kappa^{\gamma}\binom{\alpha}{\gamma}(-i)^{|\beta-\alpha|} D^{\beta-\alpha} B(0) H(\kappa) i^{|\alpha-\gamma|} D^{\alpha-\gamma} B^{*}(0) \\
& =(-i)^{|\beta|} \sum_{0 \leq \alpha \leq \beta} \sum_{0 \leq \gamma \leq \alpha}\binom{\beta}{\alpha}\binom{\alpha}{\gamma} D^{\beta-\alpha} B(0) \sum_{\kappa}(-i \kappa)^{\gamma} H(\kappa) D^{\alpha-\gamma} B^{*}(0) \\
& =(-i)^{|\beta|} \sum_{0 \leq \alpha \leq \beta} \sum_{0 \leq \gamma \leq \alpha}\binom{\beta}{\alpha}\binom{\alpha}{\gamma} D^{\beta-\alpha} B(0) D^{\gamma} H(0) D^{\alpha-\gamma} B^{*}(0) \\
& =\left.(-i)^{|\beta|} D^{\beta}\left(B(\omega) H(\omega) B^{*}(\omega)\right)\right|_{\omega=0 .}
\end{aligned}
$$

THEOREM 2.2. Assume that the refinement mask $\mathbf{P}$ satisfies (2.6) and (2.7) for some row vectors $\mathbf{1}_{0}^{\beta},|\beta| \leq 2 m-1$, and $B$ is the vector trigonometric polynomial satisfying (2.9). Let $\mathbf{L}_{N}^{\beta}$ be the vectors defined by (2.13); then

$$
\mathbf{L}_{N}^{\beta} \mathcal{I}_{\mathbf{P}}=2^{-|\beta|} \mathbf{L}_{N}^{\beta}, \quad \beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1
$$

Proof. We need only to show that for any $H \in \mathbf{H}_{N}, \mathbf{L}_{N}^{\beta} \mathcal{T}_{\mathbf{P}} \operatorname{vec}(H)=2^{-|\beta|} \mathbf{L}_{N}^{\beta} \operatorname{vec}(H)$. In fact, by (2.5) and Lemma 2.1,

$$
\begin{aligned}
(2 i)^{|\beta|} \mathbf{L}_{N}^{\beta} \mathcal{T}_{\mathbf{P}} \operatorname{vec}(H)= & (2 i)^{|\beta|} \mathbf{L}_{N}^{\beta} \operatorname{vec}\left(\mathbf{T}_{\mathbf{P}} H\right)=\left.D^{\beta}\left(B(2 \omega) \mathbf{T}_{\mathbf{P}} H(2 \omega) B^{*}(2 \omega)\right)\right|_{\omega=0} \\
= & \left.\sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}} D^{\beta}\left(B(2 \omega) \mathbf{P}(\omega+\nu \pi) H(\omega+\nu \pi) \mathbf{P}(\omega+\nu \pi)^{*} B^{*}(2 \omega)\right)\right|_{\omega=0} \\
= & \left.\sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}} \sum_{0 \leq \alpha \leq \beta} \sum_{0 \leq \gamma \leq \alpha}\binom{\beta}{\alpha}\binom{\alpha}{\gamma} D^{\alpha}(B(2 \omega) \mathbf{P}(\omega))\right|_{\omega=\nu \pi} \\
& \left.\left.\cdot D^{\gamma} H(\omega)\right|_{\omega=\nu \pi} D^{\beta-\alpha-\gamma}(B(2 \omega) \mathbf{P}(\omega))^{*}\right|_{\omega=\nu \pi} .
\end{aligned}
$$

Since for any $\beta, \alpha, \gamma \in \mathbf{Z}_{+}^{d}$ with $|\beta| \leq 2 m-1$ and $\gamma \leq \alpha \leq \beta, \min (|\alpha|,|\beta-\alpha-\gamma|) \leq$ $m-1$, then by (2.10) and (2.11)

$$
\begin{aligned}
& (2 i)^{|\beta|} \mathbf{L}_{N}^{\beta} \mathcal{T}_{\mathbf{P}} \operatorname{vec}(H) \\
& =\left.\left.\left.\sum_{0 \leq \alpha \leq \beta} \sum_{0 \leq \gamma \leq \alpha}\binom{\beta}{\alpha}\binom{\alpha}{\gamma} D^{\alpha}(B(2 \omega) \mathbf{P}(\omega))\right|_{\omega=0} D^{\gamma} H(\omega)\right|_{\omega=0} D^{\beta-\alpha-\gamma}(B(2 \omega) \mathbf{P}(\omega))^{*}\right|_{\omega=0} \\
& =\sum_{0 \leq \alpha \leq \beta} \sum_{0 \leq \gamma \leq \alpha}\binom{\beta}{\alpha}\binom{\alpha}{\gamma} D^{\alpha} B(0) D^{\gamma} H(0) D^{\beta-\alpha-\gamma} B^{*}(0) \\
& =\left.D^{\beta}\left(B(\omega) H(\omega) B^{*}(\omega)\right)\right|_{\omega=0}=i^{|\beta|} \mathbf{L}_{N}^{\beta} \operatorname{vec}(H)
\end{aligned}
$$

Therefore $\mathbf{L}_{N}^{\beta} \mathcal{T}_{\mathbf{P}} \operatorname{vec}(H)=2^{-|\beta|} \mathbf{L}_{N}^{\beta} \operatorname{vec}(H)$; the proof of Theorem 2.2 is completed.

Since $\mathbf{L}_{N}^{0}=\left(\mathbf{l}_{0}^{0} \otimes \mathbf{l}_{0}^{0}, \ldots, \mathbf{l}_{0}^{0} \otimes \mathbf{l}_{0}^{0}\right) \neq 0,1$ is an eigenvalue of $\mathbf{T}_{\mathbf{P}}$. In the case $r=$ $1, d=1$, for any $n \in \mathbf{Z}_{+}, n \leq 2 m-1$, the vector $v_{n}$ defined by (1.7) is a generalized left eigenvector of eigenvalue $2^{-n}$ of $\mathcal{T}_{\mathbf{P}}$ (see p. 228 in [6]), and hence $2^{-n}, 0 \leq n \leq 2 m-1$ are eigenvalues of $\mathbf{T}_{\mathbf{P}}$. Theorem 2.2 says that for $n \in \mathbf{Z}_{+}, n \leq 2 m-1$, if there exists $\beta \in \mathbf{Z}_{+}^{d},|\beta|=n$, and $\mathbf{L}_{N}^{\beta} \neq 0$, then $2^{-n}$ is an eigenvalue of $\mathcal{T}_{\mathbf{P}}$ (also $\mathbf{T}_{\mathbf{P}}$ ) with $\mathbf{L}_{N}^{\beta}$ being a corresponding left eigenvector. As the vectors $v_{n}$ do for the case $r=1, d=1$, vectors $\mathbf{L}_{N}^{\beta}$ also play an important role in the estimate of the Sobolev regularity of refinable vector $\Phi$, which will be shown in the next section.
3. Sobolev regularity estimates. In this section we will consider the Sobolev regularity of the matrix refinable function $\Phi$ of (1.1). For $s \geq 0$, we say $f \in W^{s}\left(\mathbf{R}^{d}\right)$ if $\left(1+|\omega|^{2}\right)^{\frac{s}{2}} \widehat{f}(\omega) \in L^{2}\left(\mathbf{R}^{d}\right)$. In the first part of this section, we will provide a characterization of $\Phi$ in $W^{n}\left(\mathbf{R}^{d}\right)$ for $n \in \mathbf{Z}_{+}$. We need a lemma.

Lemma 3.1. Assume that $\mathbf{P}(\omega)$ satisfies (2.6) and (2.7) for some row vectors $\mathbf{1}_{0}^{\beta}$, $|\beta| \leq 2 m-1$, and $B$ is the vector trigonometric polynomial satisfying (2.9); then for any compactly supported solution $\Phi$ of (1.1),

$$
\left.D^{\beta}(B(\omega) \widehat{\Phi}(\omega))\right|_{\omega=2 \pi \ell}=0 \quad \text { for any } \ell \in \mathbf{Z}^{d} \backslash\{0\}, \beta \in \mathbf{Z}_{+}^{d},|\beta| \leq m-1
$$

Proof. Since $\Phi$ is compactly supported, $\widehat{\Phi}(\omega)$ is analytic. For any $\ell \in \mathbf{Z}^{d} \backslash\{0\}$, write $\ell$ in the form of $\ell=2^{n} \nu+2^{n+1} \kappa$ for some $n \in \mathbf{Z}_{+}, \nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d} \backslash\{0\}, \kappa \in \mathbf{Z}^{d}$. Then

$$
\begin{aligned}
\widehat{\Phi}(2 \pi \ell+\omega) & =\mathbf{P}\left(\frac{2 \pi \ell+\omega}{2}\right) \cdots \mathbf{P}\left(\frac{2 \pi \ell+\omega}{2^{n}}\right) \mathbf{P}\left(\frac{2 \pi \ell+\omega}{2^{n+1}}\right) \widehat{\Phi}\left(\frac{2 \pi \ell+\omega}{2^{n+1}}\right) \\
& =\mathbf{P}\left(\frac{\omega}{2}\right) \cdots \mathbf{P}\left(\frac{\omega}{2^{n}}\right) \mathbf{P}\left(\frac{\omega}{2^{n+1}}+\nu \pi\right) \widehat{\Phi}\left(\frac{2 \pi \ell+\omega}{2^{n+1}}\right)
\end{aligned}
$$

Thus by (2.6) and (2.7), or by its equivalent forms (2.10) and (2.11),

$$
\begin{aligned}
&\left.D^{\beta}(B(\omega) \widehat{\Phi}(\omega))\right|_{\omega=2 \pi \ell}=\left.D^{\beta}(B(\omega) \widehat{\Phi}(2 \pi \ell+\omega))\right|_{\omega=0} \\
&=\left.\sum_{0 \leq \alpha \leq \beta}\binom{\beta}{\alpha} D^{\alpha}\left(B(\omega) \mathbf{P}\left(\frac{\omega}{2}\right)\right)\right|_{\omega=0} \\
&\left.\cdot D^{\beta-\alpha}\left(\mathbf{P}\left(\frac{\omega}{2^{2}}\right) \cdots \mathbf{P}\left(\frac{\omega}{2^{n}}\right) \mathbf{P}\left(\frac{\omega}{2^{n+1}}+\nu \pi\right) \widehat{\Phi}\left(\frac{2 \pi \ell+\omega}{2^{n+1}}\right)\right)\right|_{\omega=0} \\
&=\left.\sum_{0 \leq \alpha \leq \beta}\binom{\beta}{\alpha} D^{\alpha} B\left(\frac{\omega}{2}\right)\right|_{\omega=0} \\
&\left.\cdot D^{\beta-\alpha}\left(\mathbf{P}\left(\frac{\omega}{2^{2}}\right) \cdots \mathbf{P}\left(\frac{\omega}{2^{n}}\right) \mathbf{P}\left(\frac{\omega}{2^{n+1}}+\nu \pi\right) \widehat{\Phi}\left(\frac{2 \pi \ell+\omega}{2^{n+1}}\right)\right)\right|_{\omega=0} \\
&=\left.D^{\beta}\left(B\left(\frac{\omega}{2}\right) \mathbf{P}\left(\frac{\omega}{2^{2}}\right) \cdots \mathbf{P}\left(\frac{\omega}{2^{n}}\right) \mathbf{P}\left(\frac{\omega}{2^{n+1}}+\nu \pi\right) \widehat{\Phi}\left(\frac{2 \pi \ell+\omega}{2^{n+1}}\right)\right)\right|_{\omega=0}=\cdots \\
&=\left.D^{\beta}\left(B\left(\frac{\omega}{2^{n}}\right) \mathbf{P}\left(\frac{\omega}{2^{n+1}}+\nu \pi\right) \widehat{\Phi}\left(\frac{2 \pi \ell+\omega}{2^{n+1}}\right)\right)\right|_{\omega=0}=0
\end{aligned}
$$

since $\left.D^{\alpha}\left(B\left(\frac{\omega}{2^{n}}\right) \mathbf{P}\left(\frac{\omega}{2^{n+1}}+\nu \pi\right)\right)\right|_{\omega=0}=0$ for any $\alpha \leq \beta$.
If a refinable vector $\Phi$ is contained in $W^{\frac{n}{2}}\left(\mathbf{R}^{d}\right)$ for some $n \in \mathbf{Z}_{+}$, then

$$
\begin{equation*}
\int_{\mathbf{R}^{d}}|\omega|^{n}|\widehat{\Phi}(\omega)|^{2} d \omega<\infty \tag{3.1}
\end{equation*}
$$

For any $\beta_{0} \in \mathbf{Z}_{+}^{d},\left|\beta_{0}\right|=n$, define

$$
H_{\beta_{0}}(\kappa):=\frac{1}{(2 \pi)^{d}} \int_{\mathbf{R}^{d}}(i \omega)^{\beta_{0}} \widehat{\Phi}(\omega) \widehat{\Phi}^{*}(\omega) e^{i \kappa \omega} d \omega, \quad \kappa \in \mathbf{Z}_{+}^{d}
$$

Let $F$ be the matrix function defined by

$$
\widehat{F}(\omega):=(i \omega)^{\beta_{0}} \widehat{\Phi}(\omega) \widehat{\Phi}^{*}(\omega)
$$

The finiteness of the integral in (3.1) implies that every entry of $F$ is continuous and hence $H_{\beta_{0}}(\kappa)=F(\kappa)$. (3.1) also implies the existence of $D^{\beta_{0}}(\operatorname{auto}(\Phi))(=F)$, where

$$
\operatorname{auto}(\Phi)(y):=\int_{\mathbf{R}^{d}} \Phi(x) \Phi^{*}(x-y) d x
$$

Since $\Phi$ is compactly supported on $[0, N]^{d}$, the support of $F$ is contained in $[-N, N]^{d}$. Therefore $H_{\beta_{0}}(\kappa)=0$ for $\kappa \notin[-N, N]^{d}$. Define

$$
G^{\left(\beta_{0}\right)}(\omega):=\sum_{\kappa} H_{\beta_{0}}(\kappa) e^{-i \kappa \omega}
$$

then $G^{\left(\beta_{0}\right)}(\omega) \in \mathbf{H}_{N}$ for any $\left|\beta_{0}\right|=n$.
Proposition 3.1. Assume that the refinement mask $\mathbf{P}$ satisfies (2.6) and (2.7) for some row vectors $\mathbf{1}_{0}^{\beta}$, $|\beta| \leq 2 m-1$. Suppose there exists a refinable vector $\Phi$ contained in $W^{\frac{n}{2}}\left(\mathbf{R}^{d}\right)$ for some $n \in \mathbf{Z}_{+}$with $n \leq 2 m-1$; then for any $\beta_{0} \in \mathbf{Z}_{+}^{d}$, $\left|\beta_{0}\right|=n$,

$$
\mathcal{T}_{\mathbf{P}} \operatorname{vec}\left(G^{\left(\beta_{0}\right)}\right)=2^{-n} \operatorname{vec}\left(G^{\left(\beta_{0}\right)}\right)
$$

and for any $\beta \in \mathbf{Z}_{+}^{d}, \beta \leq \beta_{0}$,

$$
\mathbf{L}_{N}^{\beta} \operatorname{vec}\left(G^{\left(\beta_{0}\right)}\right)=\beta_{0}!\delta_{\beta_{0}}(\beta)\left|\mathbf{l}_{0}^{0} \widehat{\Phi}(0)\right|^{2}= \begin{cases}0, & \beta<\beta_{0} \\ \beta_{0}!\left|l_{0}^{0} \widehat{\Phi}(0)\right|^{2}, & \beta=\beta_{0}\end{cases}
$$

Proof. By the Poisson summation formula,

$$
G^{\left(\beta_{0}\right)}(\omega)=\sum_{\ell \in \mathbf{Z}^{d}}(i \omega+i 2 \pi \ell)^{\beta_{0}} \widehat{\Phi}(\omega+2 \pi \ell) \widehat{\Phi}^{*}(\omega+2 \pi \ell)
$$

By the definition of $\mathbf{T}_{\mathbf{P}}$,

$$
\begin{aligned}
& \mathbf{T}_{\mathbf{P}} G^{\left(\beta_{0}\right)}(\omega)=\sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}} \sum_{\ell \in \mathbf{Z}^{d}}(i \omega / 2+2 \ell \pi i+\nu \pi i)^{\beta_{0}} \mathbf{P}(\omega / 2+\nu \pi) \\
& \cdot \widehat{\Phi}(\omega / 2+2 \ell \pi+\nu \pi) \widehat{\Phi}^{*}(\omega / 2+2 \ell \pi+\nu \pi) \mathbf{P}^{*}(\omega / 2+\nu \pi) \\
& =\frac{1}{2^{n}} \sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}} \sum_{\ell \in \mathbf{Z}^{d}}(i \omega+4 \ell \pi i+2 \nu \pi i)^{\beta_{0}} \widehat{\Phi}(\omega+4 \ell \pi+2 \nu \pi) \widehat{\Phi}^{*}(\omega+4 \ell \pi+2 \nu \pi) \\
& =\frac{1}{2^{n}} G^{\left(\beta_{0}\right)}(\omega),
\end{aligned}
$$

and hence $\mathcal{T}_{\mathbf{P}} \operatorname{vec}\left(G^{\left(\beta_{0}\right)}\right)=2^{-n} \operatorname{vec}\left(G^{\left(\beta_{0}\right)}\right)$ by (2.5).

By Lemma 3.1, for any $\alpha \in \mathbf{Z}_{+}^{d},|\alpha|<2 m-1$, and $\ell \in \mathbf{Z}^{d} \backslash\{0\}$,

$$
\left.D^{\alpha}\left(B(\omega) \widehat{\Phi}(\omega+2 \ell \pi) \widehat{\Phi}^{*}(\omega+2 \ell \pi) B^{*}(\omega)\right)\right|_{\omega=0}=0
$$

Therefore, by Lemma 2.1,

$$
\begin{aligned}
& \mathbf{L}_{N}^{\beta} \operatorname{vec}\left(G^{\left(\beta_{0}\right)}\right)=\left.(-i)^{|\beta|} D^{\beta}\left(B(\omega) G^{\left(\beta_{0}\right)}(\omega) B^{*}(\omega)\right)\right|_{\omega=0} \\
& =\left.(-i)^{|\beta|} D^{\beta}\left((i \omega)^{\beta_{0}} B(\omega) \widehat{\Phi}(\omega) \widehat{\Phi}^{*}(\omega) B^{*}(\omega)\right)\right|_{\omega=0} \\
& \quad+\left.(-i)^{|\beta|} D^{\beta}\left(\sum_{\ell \in \mathbf{Z}^{d} \backslash\{0\}}(i \omega+i 2 \ell \pi)^{\beta_{0}} B(\omega) \widehat{\Phi}(\omega+2 \ell \pi) \widehat{\Phi}^{*}(\omega+2 \ell \pi) B^{*}(\omega)\right)\right|_{\omega=0} \\
& =\beta_{0}!\delta_{\beta_{0}}(\beta)\left|l_{0}^{0} \widehat{\Phi}(0)\right|^{2} . \quad
\end{aligned}
$$

We note that if $\lambda$ is a simple eigenvalue of a matrix, then the product of the corresponding left row eigenvector and right column eigenvector is not zero (see Lemma 6.3.10 in [18]). Thus $\mathbf{l}_{0}^{0} \widehat{\Phi}(0) \neq 0$ since $\mathbf{P}(0)$ satisfies Condition E and $\widehat{\Phi}(0)$ is a right 1-eigenvector of $\mathbf{P}(0)$. By the fact that $\Phi \in W^{s_{1}}\left(\mathbf{R}^{d}\right)$ if $\Phi \in W^{s}\left(\mathbf{R}^{d}\right)$ and $s_{1}<s$, Proposition 3.1 leads to the following corollary.

Corollary 3.1. Assume that the refinement mask $\mathbf{P}$ satisfies (2.6) and (2.7) for some row vectors $\mathbf{1}_{0}^{\beta},|\beta| \leq 2 m-1$. Suppose there exists a nontrivial refinable vector $\Phi$ contained in $W^{\frac{n}{2}}\left(\mathbf{R}^{d}\right)$ for some $n \in \mathbf{Z}_{+}$with $n \leq 2 m-1$; then for any $\beta \in \mathbf{Z}_{+}^{d},|\beta| \leq n, \mathbf{L}_{N}^{\beta} \neq 0$, and $1,2^{-1}, \ldots, 2^{-n}$ are eigenvalues of $\mathbf{T}_{\mathbf{P}}$.

The next theorem will give a characterization of the refinable vector $\Phi$ in the Sobolev space $W^{n}\left(\mathbf{R}^{d}\right)$, $n \in \mathbf{Z}_{+}$. But first, we need another lemma. For $j \in \mathbf{Z}_{+}$, denote

$$
\Pi_{j}(\omega):=\chi_{2^{j} \mathbf{T}^{d}}(\omega) \Pi_{i=1}^{j} \mathbf{P}\left(2^{-i} \omega\right)
$$

Lemma 3.2. For any $H_{1}(\omega), H_{2}(\omega) \in \mathbf{H}_{N}$,

$$
\begin{equation*}
\int_{\mathbf{T}^{d}} H_{1}(\omega)\left(\mathbf{T}_{\mathbf{P}}^{j} H_{2}\right)(\omega) d \omega=\int_{\mathbf{R}^{d}} H_{1}(\omega) \Pi_{j}(\omega) H_{2}\left(2^{-j} \omega\right) \Pi_{j}(\omega)^{*} d \omega \tag{3.2}
\end{equation*}
$$

Proof. The proof of (3.2) can be found in [26]. In fact for $j=1$,

$$
\begin{aligned}
& \int_{\mathbf{R}^{d}} H_{1}(\omega) \Pi_{1}(\omega) H_{2}\left(\frac{\omega}{2}\right) \Pi_{1}(\omega)^{*} d \omega \\
& =\sum_{\beta \in \mathbf{Z}^{d}} \int_{\mathbf{T}^{d}} H_{1}(\omega) \mathbf{P}\left(\frac{\omega}{2}+\beta \pi\right) H_{2}\left(\frac{\omega}{2}+\beta \pi\right) \mathbf{P}^{*}\left(\frac{\omega}{2}+\beta \pi\right) \chi_{\mathbf{T}^{d}}\left(\frac{\omega}{2}+\beta \pi\right) d \omega \\
& =\sum_{\alpha \in \mathbf{Z}^{d}} \sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}} \int_{\mathbf{T}^{d}} H_{1}(\omega) \mathbf{P}\left(\frac{\omega}{2}+\nu \pi\right) H_{2}\left(\frac{\omega}{2}+\nu \pi\right) \mathbf{P}^{*}\left(\frac{\omega}{2}+\nu \pi\right) \chi_{\mathbf{T}^{d}}\left(\frac{\omega}{2}+2 \alpha \pi+\nu \pi\right) d \omega \\
& =\sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}} \int_{\mathbf{T}^{d}} H_{1}(\omega) \mathbf{P}\left(\frac{\omega}{2}+\nu \pi\right) H_{2}\left(\frac{\omega}{2}+\nu \pi\right) \mathbf{P}^{*}\left(\frac{\omega}{2}+\nu \pi\right) d \omega \\
& =\int_{\mathbf{T}^{d}} H_{1}(\omega) \mathbf{T}_{\mathbf{P}} H_{2}(\omega) d \omega
\end{aligned}
$$

For general $j$, this formula can be found by induction.

Theorem 3.1. Assume that the refinement mask $\mathbf{P}$ satisfies (2.6) and (2.7) for some row vectors $\mathbf{1}_{0}^{\beta},|\beta| \leq 2 m-1$; then a refinable vector $\Phi$ is contained in $W^{n}\left(\mathbf{R}^{d}\right)$ for some $n \in \mathbf{Z}_{+}$with $n \leq m-1$ if and only if there exists a positive semidefinite $H \in \mathbf{H}_{N}$ satisfying the following conditions:
(i) $\mathbf{T}_{\mathbf{P}} H=4^{-n} H$;
(ii) there exist constants $c_{0}, \delta>0$ such that

$$
H(\omega) \geq c_{0}|\omega|^{2 n} \mathbf{r r}^{T} \quad \text { for } \omega \in[-\delta, \delta]^{d}
$$

where $\mathbf{r}$ is the normalized right 1-eigenvector of $\mathbf{P}(0)$.
Proof. " $\Longrightarrow$ " If $\Phi \in W^{n}\left(\mathbf{R}^{d}\right)$, let

$$
\begin{equation*}
H(\omega)=(-1)^{n} \sum_{\left|\beta_{0}\right|=n} G^{\left(2 \beta_{0}\right)}(\omega) \geq 0 \tag{3.3}
\end{equation*}
$$

Then Proposition 3.1 leads to $\mathbf{T}_{\mathbf{P}} H=4^{-n} H$.
Since $\mathbf{P}(0)$ satisfies Condition $\mathrm{E}, \widehat{\Phi}(\omega) \rightarrow c \mathbf{r}$ with $c \neq 0$ as $\omega \rightarrow 0$ (see [14], [23], and [26]). Thus there exists a constant $\delta>0$ such that

$$
\widehat{\Phi}(\omega) \widehat{\Phi}^{*}(\omega) \geq \frac{c^{2}}{2} \mathbf{r r}^{T} \quad \text { for } \omega \in[-\delta, \delta]^{d}
$$

Therefore

$$
\begin{aligned}
H(\omega) & =(-1)^{n} \sum_{\left|\beta_{0}\right|=n} \sum_{\ell \in \mathbf{Z}^{d}}(i \omega+i 2 \ell \pi)^{2 \beta_{0}} \widehat{\Phi}(\omega+2 \ell \pi) \widehat{\Phi}^{*}(\omega+2 \ell \pi) \\
& \geq \sum_{\left|\beta_{0}\right|=n} \omega^{2 \beta_{0}} \widehat{\Phi}(\omega) \widehat{\Phi}^{*}(\omega) \geq \frac{c^{2}}{2} \mathbf{r r}^{T} \sum_{\left|\beta_{0}\right|=n} \omega^{2 \beta_{0}}=\frac{c^{2}|\omega|^{2 n}}{2} \mathbf{r r}^{T}
\end{aligned}
$$

$" \Longleftarrow "$ Denote $g_{j}(\omega):=4^{n j} \Pi_{j}(\omega) H\left(2^{-j} \omega\right) \Pi_{j}(\omega)^{*}$. Then

$$
\begin{aligned}
g_{j}(\omega) & \geq c_{0} 4^{n j} \chi_{[-\delta, \delta]^{d}}\left(\frac{\omega}{2^{j}}\right) \Pi_{j}(\omega)\left(\frac{|\omega|}{2^{j}}\right)^{2 n} \mathbf{r r}^{T} \Pi_{j}(\omega)^{*} \\
& =c_{0}|\omega|^{2 n} \chi_{[-\delta, \delta]^{d}}\left(\frac{\omega}{2^{j}}\right) \Pi_{j}(\omega) \mathbf{r}\left(\Pi_{j}(\omega) \mathbf{r}\right)^{*}
\end{aligned}
$$

Thus by the Fatou lemma and the fact that $\widehat{\Phi}(\omega)=\lim _{j \rightarrow \infty} \chi_{[-\delta, \delta]^{d}}\left(\frac{\omega}{2^{j}}\right) \Pi_{j}(\omega) \mathbf{r}$,

$$
\begin{aligned}
\int_{\mathbf{R}^{d}}|\omega|^{2 n}|\widehat{\Phi}(\omega)|^{2} d \omega & =c \int_{\mathbf{R}^{d}} \sum_{i=1}^{r} \mathbf{e}_{i}^{T} \liminf _{j \rightarrow \infty}|\omega|^{2 n} \chi_{[-\delta, \delta]^{d}}\left(\frac{\omega}{2^{j}}\right) \Pi_{j}(\omega) \mathbf{r}\left(\Pi_{j}(\omega) \mathbf{r}\right)^{*} \mathbf{e}_{i} d \omega \\
& \leq c \sum_{i=1}^{r} \mathbf{e}_{i}^{T} \liminf _{j \rightarrow \infty} \int_{\mathbf{R}^{d}}|\omega|^{2 n} \chi_{[-\delta, \delta]^{d}}\left(\frac{\omega}{2^{j}}\right) \Pi_{j}(\omega) \mathbf{r}\left(\Pi_{j}(\omega) \mathbf{r}\right)^{*} d \omega \mathbf{e}_{i} \\
& \leq c \sum_{i=1}^{r} \mathbf{e}_{i}^{T} \liminf _{j \rightarrow \infty} \int_{\mathbf{R}^{d}} g_{j}(\omega) d \omega \mathbf{e}_{i}<\infty
\end{aligned}
$$

where the last inequality follows from

$$
\int_{\mathbf{R}^{d}} g_{j}(\omega) d \omega=4^{j n} \int_{\mathbf{T}^{d}} \mathbf{T}_{\mathbf{P}}^{j} H(\omega) d \omega=\int_{\mathbf{T}^{d}} H(\omega) d \omega<\infty
$$

By the continuity of $\widehat{\Phi}$, this leads to $\Phi \in W^{n}\left(\mathbf{R}^{d}\right)$.
For $n=0, W^{0}\left(\mathbf{R}^{d}\right)=L^{2}\left(\mathbf{R}^{d}\right)$. In fact the characterization of $\Phi \in L^{2}\left(\mathbf{R}^{d}\right)$ can be given in a more easy checking way. In [23], it was shown that under the assumption that $\mathbf{P}(0)$ satisfies Condition E, $\Phi \in L^{2}\left(\mathbf{R}^{d}\right)$ if and only if there exists a positive semidefinite $H \in \mathbf{H}_{N}$ satisfying $\mathbf{T}_{\mathbf{P}} H=H$ and $\mathbf{l}_{0}^{0} H(0)\left(\mathbf{l}_{0}^{0}\right)^{T}>0$.

If $\Phi \in W^{n}\left(\mathbf{R}^{d}\right), n \leq m-1$, where $H \in \mathbf{H}_{N}$ is defined by (3.3), then Proposition 3.1 implies that there exists a positive semidefinite $H$ satisfying $\mathbf{T}_{\mathbf{P}} H=4^{-n} H$ and

$$
\begin{equation*}
\mathbf{L}_{N}^{\beta} \operatorname{vec}(H)=c \beta!\sum_{\left|\beta_{0}\right|=n} \delta_{2 \beta_{0}}(\beta) \tag{3.4}
\end{equation*}
$$

for any $\beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 n$, where $c$ is a nonzero constant independent of $\beta$. In the case $r=1$, the existence of such positive semidefinite $H$ is also sufficient for $\Phi \in W^{n}\left(\mathbf{R}^{d}\right)$. In fact by Lemma 2.1, (3.4) is equivalent to that for any $\beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 n$,

$$
\begin{equation*}
\left.D^{\beta}\left(|B(\omega)|^{2} H(\omega)\right)\right|_{\omega=0}=c \sum_{\left|\beta_{0}\right|=n} \delta_{2 \beta_{0}}(\beta) \tag{3.5}
\end{equation*}
$$

which implies that $D^{\beta} H(0)=c\left(\mathbf{l}_{0}^{0}\right)^{-2} \sum_{\left|\beta_{0}\right|=n} \delta_{2 \beta_{0}}(\beta)$ (in this case $\mathbf{l}_{0}^{0}$ is a nonzero real number). Thus $H(\omega)=c|\omega|^{2 n}+\mathrm{o}\left(|\omega|^{2 n}\right)($ as $\omega \rightarrow 0)$ and hence $H(\omega)$ satisfies condition (ii) of Theorem 3.1. For $r=1, d=1$, such results were given in [32].

Theorem 3.1 gives the characterization of refinable vectors $\Phi \in W^{s}\left(\mathbf{R}^{d}\right)$ with $s$ being nonnegative integers. In the following, we will give an estimate of the Sobolev regularity of $\Phi$ in terms of the spectral radius of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$, the restricted operator of $\mathbf{T}_{\mathbf{P}}$ to an invariant subspace $\mathbf{H}_{N}^{0}$ of $\mathbf{H}_{N}$.

For $j \in \mathbf{Z}_{+}, 1 \leq j \leq r$ and $\alpha \in \mathbf{Z}_{+}^{d},|\alpha| \leq m-1$, let ${ }_{j} \mathbf{l}_{N}^{\alpha},{ }_{j} \mathbf{r}_{N}^{\alpha}$ be the $1 \times\left(r^{2}(2 N+\right.$ 1) ${ }^{d}$ ) vectors defined by

$$
\begin{align*}
& { }_{j} \mathbf{l}_{N}^{\alpha}:=\left(\left.{ }_{j} \mathbf{l}^{\alpha}(\kappa)\right|_{\kappa=(-N, \ldots,-N)}, \ldots,\left.{ }_{j} \mathbf{l}^{\alpha}(\kappa)\right|_{\kappa=(N, \ldots, N)}\right),  \tag{3.6}\\
& { }_{j} \mathbf{r}_{N}^{\alpha}:=\left(\left.{ }_{j} \mathbf{r}^{\alpha}(\kappa)\right|_{\kappa=(-N, \ldots,-N)}, \ldots,\left.{ }_{j} \mathbf{r}^{\alpha}(\kappa)\right|_{\kappa=(N, \ldots, N)}\right),
\end{align*}
$$

with

$$
{ }_{j} \mathbf{l}^{\alpha}(\kappa):=\mathbf{e}_{j}^{T} \otimes \mathbf{l}_{-\kappa}^{\alpha}, \quad{ }_{j} \mathbf{r}^{\alpha}(\kappa):=\mathbf{l}_{\kappa}^{\alpha} \otimes \mathbf{e}_{j}^{T}, \quad \kappa \in \mathbf{Z}^{d}
$$

where $\mathbf{l}_{\kappa}^{\alpha}$ are the vectors defined by (2.12).
Lemma 3.3. Assume that the refinement mask $\mathbf{P}$ satisfies (2.6) and (2.7) for some row vectors $\mathbf{1}_{0}^{\beta},|\beta| \leq 2 m-1$, and $B$ is the vector trigonometric polynomial satisfying (2.9). For $1 \leq j \leq r$ and $\alpha \in \mathbf{Z}_{+}^{d},|\alpha| \leq m-1$, let ${ }_{j} \mathbf{l}_{N}^{\alpha}$ and ${ }_{j} \mathbf{r}_{N}^{\alpha}$ be the row vectors defined by (3.6); then for any $H \in \mathbf{H}_{N}$,
${ }_{j} \mathbf{l}_{N}^{\alpha} \operatorname{vec}(H)=\left.i^{\alpha} D^{\alpha}\left(B(\omega) H(\omega) \mathbf{e}_{j}\right)\right|_{\omega=0},{ }_{j} \mathbf{r}_{N}^{\alpha} \operatorname{vec}(H)=\left.(-i)^{\alpha} D_{V}^{\alpha}\left(\mathbf{e}_{j}^{T} H(\omega) B^{*}(\omega)\right)\right|_{\omega=0}$, where $\operatorname{vec}(H)$ is the vector defined by (2.2).

Proof. For any $H \in \mathbf{H}_{N}, H(\omega)=\sum_{\kappa \in[-N, N]^{d}} H_{\kappa} e^{-i \kappa \omega}$,

$$
\begin{aligned}
\left.D^{\alpha}\left(B(\omega) H(\omega) \mathbf{e}_{j}\right)\right|_{\omega=0} & =\sum_{0 \leq \gamma \leq \alpha}\binom{\alpha}{\gamma} D^{\gamma} B(0) D^{\alpha-\gamma} H(0) \mathbf{e}_{j} \\
& =i^{\alpha} \sum_{\kappa} \sum_{0 \leq \gamma \leq \alpha}\binom{\alpha}{\gamma}(-\kappa)^{\alpha-\gamma} \mathbf{l}_{0}^{\gamma} H_{\kappa} \mathbf{e}_{j}=i^{\alpha} \sum_{\kappa} \mathbf{1}_{-\kappa}^{\alpha} H_{\kappa} \mathbf{e}_{j} \\
& =i^{\alpha} \sum_{\kappa}\left(\mathbf{e}_{j}^{T} \otimes \mathbf{l}_{-\kappa}^{\alpha}\right) \operatorname{vec}\left(H_{\kappa}\right)=i^{\alpha}{ }_{j} \mathbf{l}_{N}^{\alpha} \operatorname{vec}(H)
\end{aligned}
$$

QINGTANG JIANG
The proof of the second formula is similar and details are omitted here.
Let $\mathbf{H}_{N}^{0}$ be the subspace of $\mathbf{H}_{N}$ defined by

$$
\begin{align*}
\mathbf{H}_{N}^{0}:= & \left\{H \in \mathbf{H}_{N}: \quad \mathbf{L}_{N}^{\beta} \operatorname{vec}(H)=0, \quad{ }_{j} \mathbf{l}_{N}^{\alpha} \operatorname{vec}(H)=0,\right. \text { and }  \tag{3.7}\\
& \left.{ }_{j} \mathbf{r}_{N}^{\alpha} \operatorname{vec}(H)=0 \forall \beta, \alpha \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1,|\alpha| \leq m-1,1 \leq j \leq r\right\}
\end{align*}
$$

Proposition 3.2. Assume that the refinement mask $\mathbf{P}$ satisfies (2.6) and (2.7) for some row vectors $\mathbf{1}_{0}^{\beta},|\beta| \leq 2 m-1$. Let $\mathbf{H}_{N}^{0}$ be the subspace of $\mathbf{H}_{N}$ defined by (3.7); then $\mathbf{H}_{N}^{0}$ is invariant under $\mathbf{T}_{\mathbf{P}}$.

Proof. By Theorem 2.2, for any $H \in \mathbf{H}_{N}^{0}$ and $\beta \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1$,

$$
\mathbf{L}_{N}^{\beta} \operatorname{vec}\left(\mathbf{T}_{\mathbf{P}} H\right)=\mathbf{L}_{N}^{\beta} \mathcal{T}_{\mathbf{P}} \operatorname{vec}(H)=2^{-|\beta|} \mathbf{L}_{N}^{\beta} \operatorname{vec}(H)=0
$$

Let $B$ be the vector trigonometric polynomial satisfying (2.9). By Lemma 3.3, for any $\alpha \in \mathbf{Z}_{+}^{d},|\alpha|<m,{ }_{j} \mathbf{l}_{N}^{\alpha} \operatorname{vec}(H)=0$, and ${ }_{j} \mathbf{r}_{N}^{\alpha} \operatorname{vec}(H)=0$ for all $j, 1 \leq j \leq r$, are equivalent to $\left.D^{\alpha}(B(\omega) H(\omega))\right|_{\omega=0}=0$ and $\left.D^{\alpha}\left(H(\omega) B^{*}(\omega)\right)\right|_{\omega=0}=0$, respectively. One can check by $(2.10)$ and $(2.11),\left.D^{\alpha}\left(B(\omega) \mathbf{T}_{\mathbf{P}} H(\omega)\right)\right|_{\omega=0}=0\left(\left.D_{V}^{\alpha}\left(\mathbf{T}_{\mathbf{P}} H(\omega) B^{*}(\omega)\right)\right|_{\omega=0}=\right.$ 0 , respectively) for all $\alpha \in \mathbf{Z}_{+}^{d},|\alpha|<m$ if $\left.D^{\alpha}(B(\omega) H(\omega))\right|_{\omega=0}=0\left(\left.D_{V}^{\alpha}\left(H(\omega) B^{*}(\omega)\right)\right|_{\omega=0}\right.$ $=0$, respectively) for any $\alpha \in \mathbf{Z}_{+}^{d},|\alpha|<m$. Thus $\mathbf{H}_{N}^{0}$ is invariant under $\mathbf{T}_{\mathbf{P}}$.

Let $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$ denote the restriction of $\mathbf{T}_{\mathbf{P}}$ to $\mathbf{H}_{N}^{0}$. By the fact that the product of the left and right eigenvectors of a simple eigenvalue of a matrix is not zero again, Theorem 2.2 leads to the following corollary.

Corollary 3.2. If $2^{-n}, 0 \leq n \leq 2 m-1$, is a simple eigenvalue of $\mathbf{T}_{\mathbf{P}}$ and there exists $\beta \in \mathbf{Z}_{+}^{d}$ such that $|\beta|=n, \mathbf{L}_{N}^{\beta} \neq 0$, then $2^{-n}$ is not an eigenvalue of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$.

For the next proposition, we need to consider the transition operators on other spaces. Let $\mathbf{P}\left(\left\{\mathbf{P}_{\kappa}\right\}\right)$ be a given matrix mask satisfying (2.6) and (2.7) for some row vectors $\mathbf{l}_{0}^{\beta},|\beta| \leq 2 m-1$, and $\operatorname{supp}\left\{\mathbf{P}_{\kappa}\right\} \subset[0, N]^{d}$. Denote $\mathcal{N}:=\max (N, 2 m)$. Let $\mathbf{H}_{\mathcal{N}}$ denote the space of all $r \times r$ matrices with each entry a trigonometric polynomial whose Fourier coefficients are supported in $[-\mathcal{N}, \mathcal{N}]^{d}$, and let $\mathbf{T}_{\mathbf{P}, \mathcal{N}}$ denote the transition operator on $\mathbf{H}_{\mathcal{N}}$ defined by

$$
\mathbf{T}_{\mathbf{P}, \mathcal{N}} H(\omega):=\sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}} \mathbf{P}\left(\frac{\omega}{2}+\pi \nu\right) H\left(\frac{\omega}{2}+\pi \nu\right) \mathbf{P}^{*}\left(\frac{\omega}{2}+\pi \nu\right), \quad H \in \mathbf{H}_{\mathcal{N}} .
$$

Then $\mathbf{T}_{\mathbf{P}, \mathcal{N}}$ is a linear operator on $\mathbf{H}_{\mathcal{N}}$ leaving $\mathbf{H}_{\mathcal{N}}$ and $\mathbf{H}_{N}$ invariant, and $\mathbf{T}_{\mathbf{P}, \mathcal{N}}$ is equivalent to the matrix

$$
\mathcal{T}_{\mathbf{P}, \mathcal{N}}:=\left(2^{-d} \mathcal{A}_{2 i-j}\right)_{i, j \in[-\mathcal{N}, \mathcal{N}]^{d}}
$$

where $\mathcal{A}_{j}=\sum_{\ell \in[0, N]^{d}} \mathbf{P}_{\ell-j} \otimes \mathbf{P}_{\ell}$.
Let $\mathbf{H}_{\mathcal{N}}^{0}$ be the subspace of $\mathbf{H}_{\mathcal{N}}$ defined as follows: $H \in \mathbf{H}_{\mathcal{N}}^{0}$ if and only if $\mathbf{L}_{\mathcal{N}}^{\beta} \operatorname{vec}(H)=0,{ }_{j} \mathbf{l}_{\mathcal{N}}^{\alpha} \operatorname{vec}(H)=0$, and ${ }_{j} \mathbf{r}_{\mathcal{N}}^{\alpha} \operatorname{vec}(H)=0$ for all $\beta, \alpha \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-$ $1,|\alpha| \leq m-1,1 \leq j \leq r$. In this case $\mathbf{L}_{\mathcal{N}}^{\beta},{ }_{j} l_{\mathcal{N}}^{\alpha}$, and ${ }_{j} \mathbf{r}_{\mathcal{N}}^{\alpha}$ are $1 \times\left(r^{2}(2 \mathcal{N}+1)^{d}\right)$ vectors defined by (2.12) and (3.6), respectively, with $\mathcal{N}$ instead of $N$. It can be shown similarly that $\mathbf{H}_{\mathcal{N}}^{0}$ is invariant under $\mathbf{T}_{\mathbf{P}, \mathcal{N}}$. Let $\left.\mathbf{T}_{\mathbf{P}, \mathcal{N}}\right|_{\mathbf{H}_{\mathcal{N}}^{0}}$ denote the restriction of $\mathbf{T}_{\mathbf{P}, \mathcal{N}}$ to $\mathbf{H}_{\mathcal{N}}^{0}$, and let $H_{0} \in \mathbf{H}_{\mathcal{N}}$ defined by

$$
\begin{equation*}
H_{0}(\omega):=\sum_{i=1}^{d}\left(1-\cos \omega_{i}\right)^{2 m} \mathbf{I}_{r}, \quad \omega=\left(\omega_{1}, \ldots, \omega_{d}\right)^{T} \in \mathbf{T}^{d} \tag{3.8}
\end{equation*}
$$

then $H_{0}(\omega) \in \mathbf{H}_{\mathcal{N}}^{0}$.
We note that the transition operator $\mathbf{T}_{\mathbf{P}}$ defined by (1.6) is the restriction of $\mathbf{T}_{\mathbf{P}, \mathcal{N}}$ to the subspace $\mathbf{H}_{N}$ of $\mathbf{H}_{\mathcal{N}}$, and $\mathcal{T}_{\mathbf{P}}$ defined by (2.4) is a submatrix of $\mathcal{T}_{\mathbf{P}, \mathcal{N}}$. In fact, if $\mathcal{N}>N$, then $\mathcal{T}_{\mathbf{P}, \mathcal{N}}$ can be written as

$$
\mathcal{T}_{\mathbf{P}, \mathcal{N}}=\left[\begin{array}{ccc}
M_{1} & \mathbf{0} & \mathbf{0} \\
* & \mathcal{T}_{\mathbf{P}} & * \\
\mathbf{0} & \mathbf{0} & M_{2}
\end{array}\right],
$$

where $M_{1}$ ( $M_{2}$, respectively) is a strictly lower (upper, respectively) triangular matrix. Thus $\mathbf{T}_{\mathbf{P}, \mathcal{N}}\left(\left.\mathbf{T}_{\mathbf{P}, \mathcal{N}}\right|_{\mathbf{H}_{\mathcal{N}}^{0}}\right.$, respectively) and $\mathbf{T}_{\mathbf{P}}\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right.$, respectively) have the same nonzero eigenvalues and the eigenvectors of $\mathbf{T}_{\mathbf{P}, \mathcal{N}}$ are in $\mathbf{H}_{N}$. Hence $\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)=$ $\rho\left(\left.\mathbf{T}_{\mathbf{P}, \mathcal{N}}\right|_{\mathbf{H}_{\mathcal{N}}^{0}}\right)$, where $\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{o}}\right)$ and $\rho\left(\left.\mathbf{T}_{\mathbf{P}, \mathcal{N}}\right|_{\mathbf{H}_{\mathcal{N}}^{0}}\right)$ denote the spectral radii of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$ and $\left.\mathbf{T}_{\mathbf{P}, \mathcal{N}}\right|_{\mathbf{H}_{\mathcal{N}}^{0}}$, respectively.

Choose a vector norm on space $\mathbf{H}_{\mathcal{N}}^{0}$ and define the operator (matrix) norm $\left\|\left.\mathbf{T}_{\mathbf{P}, \mathcal{N}}\right|_{\mathbf{H}_{\mathcal{N}}^{0}}\right\|$ with respect to this vector norm. Then

$$
\lim _{n \rightarrow \infty}\left\|\left(\left.\mathbf{T}_{\mathbf{P}, \mathcal{N}}\right|_{\mathbf{H}_{\mathcal{N}}^{0}}\right)^{n}\right\|^{1 / n}=\rho\left(\left.\mathbf{T}_{\mathbf{P}, \mathcal{N}}\right|_{\mathbf{H}_{\mathcal{N}}^{0}}\right)=\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{o}}\right) .
$$

Proposition 3.3. Assume that $\mathbf{P}$ satisfies conditions (2.6) and (2.7) for some row vectors $\mathbf{1}_{0}^{\beta},|\beta| \leq 2 m-1$. Let $\mathbf{H}_{N}^{0}$ be the subspace of $\mathbf{H}_{N}$ defined by (3.7) and $\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)$ the spectral radius of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$. Then for any $\epsilon>0$, for the corresponding refinable function $\Phi$, there exists a constant $c$ independent of $n$ such that

$$
\int_{\boldsymbol{\Omega}_{n}}|\widehat{\Phi}(w)|^{2} d w \leq c\left(\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)+\epsilon\right)^{n}
$$

where $\boldsymbol{\Omega}_{n}:=2^{n} \mathbf{T}^{d} \backslash 2^{n-1} \mathbf{T}^{d}, n \in \mathbf{Z}_{+}$.
This proposition together with the usual Littlewood-Paley technique leads to the following Sobolev estimate of refinable vector $\Phi$.

Theorem 3.2. Assume that $\mathbf{P}$ satisfies conditions (2.6) and (2.7) for some row vectors $1_{0}^{\beta},|\beta| \leq 2 m-1$. Let $\mathbf{H}_{N}^{0}$ be the subspace of $\mathbf{H}_{N}$ defined by (3.7) and $\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)$ the spectral radius of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{o}}$. Then the matrix refinable function $\Phi$ is in $W^{s}\left(\mathbf{R}^{d}\right)$ for any $s<s_{0}:=-\log _{4} \rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}} ^{\mathcal{N}}\right)$.

The proofs of Proposition 3.3 and Theorem 3.2 can be carried out by modifying the proofs of Proposition 4.4 and Theorem 4.5 in [29]. For completeness, we give them here.

Proof of Proposition 3.3. Let $H_{0}(\omega) \in \mathbf{H}_{\mathcal{N}}^{0}$ defined by (3.8). Note that $H_{0}(\omega) \geq \mathbf{I}_{r}$ for $\omega \in \mathbf{T}^{d} \backslash\left(\frac{1}{2} \mathbf{T}^{d}\right)$, and $\widehat{\Phi}$ is continuous on $\mathbf{T}^{d}$; thus for any positive integer $n$,

$$
\begin{aligned}
\int_{\boldsymbol{\Omega}_{n}} \widehat{\Phi}(\omega) \widehat{\Phi}^{*}(\omega) d \omega & =\int_{\boldsymbol{\Omega}_{n}} \Pi_{n}(\omega) \widehat{\Phi}\left(2^{-n} \omega\right) \widehat{\Phi}^{*}\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega) d \omega \\
& \leq c \int_{\boldsymbol{\Omega}_{n}} \Pi_{n}(\omega) \Pi_{n}^{*}(\omega) d \omega \leq c \int_{\boldsymbol{\Omega}_{n}} \Pi_{n}(\omega) H_{0}\left(2^{-n} \omega\right) \Pi_{n}^{*}(\omega) d \omega \\
& =c \int_{\mathbf{T}^{d}}\left(\mathbf{T}_{\mathbf{P}, \mathcal{N}}^{n} H_{0}\right)(\omega) d \omega
\end{aligned}
$$

where the last equation can be shown similar to (3.2). Since the Hilbert-Schmidt norm $\|M\|_{2}=\sqrt{\operatorname{Tr}\left(M M^{*}\right)}$ is an equivalent norm for finite matrices, by applying the
trace operation, we obtain

$$
\begin{aligned}
\int_{\boldsymbol{\Omega}_{n}}|\widehat{\Phi}(\omega)|^{2} d \omega & =\int_{\boldsymbol{\Omega}_{n}} \operatorname{Tr}\left(\widehat{\Phi}(\omega) \widehat{\Phi}^{*}(\omega)\right) d \omega \\
& \leq c_{\epsilon}\left(\rho\left(\left.\mathbf{T}_{\mathbf{P}, \mathcal{N}}\right|_{\mathbf{H}_{\mathcal{N}}^{0}}\right)+\epsilon\right)^{n}=c_{\epsilon}\left(\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)+\epsilon\right)^{n}
\end{aligned}
$$

with $c_{\epsilon}$ independent of $n$.
Proof of Theorem 3.2. For $s<s_{0}$, let $\epsilon>0$ be a constant satisfying $s<$ $-\log _{4}\left(\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)+\epsilon\right)$.

$$
\int_{\boldsymbol{\Omega}_{n}}|\widehat{\Phi}(w)|^{2} d \omega \leq c\left(\epsilon+\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)\right)^{n}
$$

for some constant $c$ independent of $n$ and $\widehat{\Phi}$ is continuous on $\mathbf{T}^{d}$; thus

$$
\begin{aligned}
\int_{\mathbf{R}^{d}}\left(1+|\omega|^{2}\right)^{s}|\widehat{\Phi}(\omega)|^{2} d \omega & =\int_{\mathbf{T}^{d}}\left(1+|\omega|^{2}\right)^{s}|\widehat{\Phi}(\omega)|^{2} d \omega+\sum_{n=1}^{\infty} \int_{\boldsymbol{\Omega}_{n}}\left(1+|\omega|^{2}\right)^{s}|\widehat{\Phi}(\omega)|^{2} d \omega \\
& \leq c+c \sum_{n=1}^{\infty} 2^{2 n s}\left(\epsilon+\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)\right)^{n}<\infty
\end{aligned}
$$

Therefore $\Phi \in W^{s}\left(\mathbf{R}^{d}\right)$.
Let $C^{\gamma}\left(\mathbf{R}^{d}\right)$ denote the space defined in the following way: if $\gamma=n+\gamma_{1}$ with $n \in \mathbf{Z}_{+}$and $0 \leq \gamma_{1}<1$, then $f \in C^{\gamma}\left(\mathbf{R}^{d}\right)$ if and only if $f \in C^{(n)}\left(\mathbf{R}^{d}\right)$ and $f^{(n)}$ is uniformly Hölder continuous with exponent $\gamma_{1}$; i.e.,

$$
\left|D^{\beta} f(x+y)-D^{\beta} f(x)\right| \leq c|y|^{\gamma_{1}} \text { for any } \beta \in \mathbf{Z}_{+}^{d},|\beta|=n
$$

for some constant $c$ independent of $x, y \in \mathbf{R}^{d}$. With the well-known inclusion

$$
W^{s}\left(\mathbf{R}^{d}\right) \subset C^{\gamma}\left(\mathbf{R}^{d}\right) \quad \text { for } s>\gamma+\frac{d}{2}
$$

Theorem 3.2 leads to the following corollary.
Corollary 3.3. Suppose $\mathbf{P}$ satisfies conditions (2.6) and (2.7) for some row vectors $\mathbf{l}_{0}^{\beta},|\beta| \leq 2 m-1$. Let $\mathbf{H}_{N}^{0}$ be the subspace of $\mathbf{H}_{N}$ defined by (3.7) and $\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)$ the spectral radius of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$; then refinable vector $\Phi \in C^{\gamma}\left(\mathbf{R}^{d}\right)$ for any $\gamma<-\log _{4} \rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)-\frac{d}{2}$.
4. Examples. In this section, we will give the Sobolev regularity estimates of some refinable vectors $\Phi$. Before doing this, we shall decide if $\Phi=\left(\phi_{l}\right)_{l=1}^{r}$ is stable or orthogonal. It was shown (see [7], [13], [21], and [26]) that $\Phi$ is stable if and only if there exists a positive constant $c$ such that $G_{\Phi}(\omega) \geq c \mathbf{I}_{r}$ for all $\omega \in \mathbf{T}^{d}$ and that $\Phi$ is orthogonal if and only if $G_{\Phi}(\omega)=\mathbf{I}_{r}$ for all $\omega \in \mathbf{T}^{d}$ and the matrix mask $\mathbf{P}$ is a $C Q F$ (conjugate quadrature filter), i.e., $\mathbf{P}$ satisfies

$$
\sum_{\nu \in \mathbf{Z}^{d} / 2 \mathbf{Z}^{d}} \mathbf{P}(\omega+\nu \pi) \mathbf{P}^{*}(\omega+\nu \pi)=\mathbf{I}_{r}
$$

Assume that $\mathbf{P}$ satisfies the vanishing moment conditions of order at least one, and $\mathbf{P}(0)$ satisfies Condition E. By Theorem 2.2, 1 is an eigenvalue of $\mathbf{T}_{\mathbf{P}}$. If the 1eigenmatrix of $\mathbf{T}_{\mathbf{P}}$ is positive (or negative) definite on $\mathbf{T}^{d}$, then there exists a nontrivial
refinable vector $\Phi$ in $L^{2}\left(\mathbf{R}^{d}\right)$ by Theorem 3.1, and $G_{\Phi}(\omega)$ is also a 1-eigenmatrix of $\mathbf{T}_{\mathbf{P}}$. Therefore if eigenvalue 1 is simple, then $G_{\Phi}(\omega)$ is the unique (up to a constant) 1-eigenmatrix of $\mathbf{T}_{\mathbf{P}}$ and hence $\Phi$ is stable. If $\mathbf{P}$ is a CQF, then $\mathbf{I}_{r}$ is a 1-eigenmatrix of $\mathbf{T}_{\mathbf{P}}$. Thus if 1 is a simple eigenvalue of $\mathbf{T}_{\mathbf{P}}$, then $\Phi \in L^{2}\left(\mathbf{R}^{d}\right)$ and $G_{\Phi}(\omega)=c \mathbf{I}_{r}$ for some nonzero constant $c$. Hence $\Phi$ is orthogonal; i.e., the integer shifts of $\phi_{l}$, $1 \leq l \leq r$, form an orthogonal basis of their closed linear span in $L^{2}\left(\mathbf{R}^{d}\right)$. Therefore to decide if the refinable vector $\Phi$ is stable (or orthogonal), we need only to check that if 1 is a simple eigenvalue of $\mathbf{T}_{\mathbf{P}}$ and the corresponding eigenmatrix is positive (or negative) definite on $\mathbf{T}^{d}$. In fact the stability of $\Phi$ implies that $\mathbf{T}_{\mathbf{P}}$ satisfies Condition E and the 1-eigenmatrix of $\mathbf{T}_{\mathbf{P}}$ is positive (or negative) definite on $\mathbf{T}^{d}$; see [29].

Assume that $\Phi$ is a compactly supported refinable vector with refinement mask $\mathbf{P}$ satisfying (2.6) and (2.7) for some row vectors $\mathbf{l}_{0}^{\beta},|\beta| \leq 2 m-1$. To estimate the regularity of $\Phi$ by Theorem 3.2, we need to find $\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)$. We note that $\lambda$ is an eigenvalue of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$ if and only if there exists a right eigenvector $\mathbf{v}$ of eigenvalue $\lambda$ of $\mathcal{T}_{\mathbf{P}}$ satisfying that for any $\beta, \alpha \in \mathbf{Z}_{+}^{d},|\beta| \leq 2 m-1,|\alpha| \leq m-1,1 \leq j \leq r$,

$$
\begin{equation*}
\mathbf{L}_{N}^{\beta} \mathbf{v}=0, \quad{ }_{j} \mathbf{l}_{N}^{\alpha} \mathbf{v}=0, \text { and }{ }_{j} \mathbf{r}_{N}^{\alpha} \mathbf{v}=0 \tag{4.1}
\end{equation*}
$$

where $\mathbf{L}_{N}^{\beta},{ }_{j} \mathbf{l}_{N}^{\alpha}$, and ${ }_{j} \mathbf{r}_{N}^{\alpha}$ are the vectors defined by (2.13) and (3.6), respectively. Let $H_{0} \in \mathbf{H}_{N}$ be the unique matrix function such that $\operatorname{vec}\left(H_{0}\right)=\mathbf{v}$; then $H_{0}$ is a $\lambda$ eigenmatrix of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$. Thus $\rho\left(\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}\right)$ is the largest modulus of all such eigenvalues of $\mathcal{T}_{\mathbf{P}}$ that have corresponding right eigenvectors satisfying (4.1).

We say that the Sobolev regularity estimate $s_{0}$ is optimal if $\Phi \in W^{s}\left(\mathbf{R}^{d}\right)$ if and only if $s<s_{0}$.

Example 4.1. Let $\phi_{1}$ and $\phi_{2}$ be the B-splines defined by the knots $0,0,1,1$ and $0,1,1,2$, respectively; i.e., $\phi_{1}(x)=2 x(1-x) \chi_{[0,1]}(x)$ and $\phi_{2}(x)=x^{2} \chi_{[0,1)}(x)+(2-$ $x)^{2} \chi_{[1,2]}(x)$. Then $\Phi=\left(\phi_{1}, \phi_{2}\right)^{T}$ satisfies the matrix refinement equation (1.1) with mask

$$
\mathbf{P}(\omega):=\frac{1}{4}\left[\begin{array}{cc}
1+e^{-i \omega} & 1 \\
e^{-i \omega}+e^{-2 i \omega} & \frac{1}{2}+2 e^{-i \omega}+\frac{1}{2} e^{-2 i \omega}
\end{array}\right] .
$$

Mask $\mathbf{P}$ satisfies the vanishing moment conditions of order 3 with $\mathbf{l}_{0}^{0}=(1,1), \mathbf{l}_{0}^{1}=$ $\left(\frac{1}{2}, 1\right)$ and $\mathbf{l}_{0}^{2}=(0,1)$; see $[27]$. The eigenvalues of $\mathbf{P}(0)$ are $1, \frac{1}{4}$. We can find vectors $\mathbf{l}_{0}^{3}=\left(-\frac{1}{4}, 1\right), \mathbf{l}_{0}^{4}=\left(-\frac{1}{10}, \frac{9}{10}\right)$ and $\mathbf{l}_{0}^{5}=\left(\frac{1}{4}, \frac{1}{2}\right)$ satisfying (2.7). In this case, $\mathcal{T}_{\mathbf{P}}$ is a $20 \times 20$ matrix. For $0 \leq \beta \leq 5, \mathbf{L}_{2}^{\beta} \neq 0$. Thus $2^{-\beta}, 0 \leq \beta \leq 5$, are eigenvalues of $\mathcal{T}_{\mathbf{P}}$. In fact the eigenvalues of $\mathcal{T}_{\mathbf{P}}$ or $\mathbf{T}_{\mathbf{P}}$ are $1, \frac{1}{2}, \frac{1}{4}(3), \frac{1}{8}(4), \frac{1}{16}(3), \frac{1}{32}(2), 0(4)$. Here, for an eigenvalue $\lambda$, the notation $\lambda(\ell)$ means that the algebraic multiplicity of $\lambda$ is $\ell$. Thus $\mathbf{T}_{\mathbf{P}}$ satisfies Condition E. We can find a right 1-eigenvector $\mathbf{v}$ of $\mathcal{T}_{\mathbf{P}}$ :

$$
\mathbf{v}=\left(\begin{array}{llllllllllllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 3 & 1 & 4 & 3 & 3 & 12 & 0 & 3 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right)^{T} .
$$

That is,

$$
H(\omega)=\left[\begin{array}{cc}
4 & 3+3 e^{i \omega} \\
3+3 e^{-i \omega} & 12+e^{i \omega}+e^{-i \omega}
\end{array}\right]
$$

is a 1-eigenmatrix of $\mathbf{T}_{\mathbf{P}}$. Checking directly, $H(\omega) \geq 2 \mathbf{I}_{2}$ for all $\omega \in \mathbf{T}^{d}$; thus $\Phi$ is stable since $\mathbf{T}_{\mathbf{P}}$ satisfies Condition E.

To estimate the regularity by our method, we need to find the largest eigenvalue module of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$. By Corollary 3.2, 1, $\frac{1}{2}$ are not eigenvalues of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$. We find $\frac{1}{8}$
is the largest eigenvalue module of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$ with a corresponding eigenmatrix

$$
\left[\begin{array}{cc}
\left(e^{-i \omega}+e^{i \omega}\right) / 2 & -1-e^{i \omega} \\
-1-e^{-i \omega} & 2
\end{array}\right]
$$

Therefore $\Phi \in W^{\frac{3}{2}-\epsilon}(\mathbf{R})$ or $\Phi \in C^{1-\epsilon}(\mathbf{R})$ for any $\epsilon>0$, and our estimate is optimal from the definition of $\Phi$.

Example 4.2. Let $\Phi=\left(\phi_{1}, \phi_{2}\right)^{T}$ be the refinable vectors treated in [11]. The mask of $\Phi$ is given by

$$
\mathbf{P}(\omega):=\frac{1}{20}\left[\begin{array}{cc}
6+6 e^{-i \omega} & 8 \sqrt{2} \\
\left(-1+9 e^{-i \omega}+9 e^{-2 i \omega}-e^{-3 i \omega}\right) / \sqrt{2} & -3+10 e^{-i \omega}-3 e^{-2 i \omega}
\end{array}\right]
$$

Mask $\mathbf{P}$ is a CQF and satisfies the vanishing moment conditions of order 2 with $\mathbf{l}_{0}^{0}=(1.4142,1)$ and $\mathbf{l}_{0}^{1}=(.7071,1)$; see $[27]$. The eigenvalues of $\mathbf{P}(0)$ are $1,-.2$ and we can find vectors $\mathbf{l}_{0}^{2}=(.4714, .8333)$ and $\mathbf{l}_{0}^{3}=(.3536, .5)$ satisfying (2.7). For $0 \leq \beta \leq 3$, vectors $\mathbf{L}_{3}^{\beta} \neq 0$; thus $2^{-\beta}$ are eigenvalues of $\mathcal{T}_{\mathbf{P}}$. The eigenvalues of $\mathcal{T}_{\mathbf{P}}$ or $\mathbf{T}_{\mathbf{P}}$ are $1, \frac{1}{2}, \frac{1}{4}, \frac{1}{8}(2),-.2(2), .2(2),-.1(2),-.05(4), .04$, and $0(12)$. Thus $\mathbf{T}_{\mathbf{P}}$ satisfies Condition E and hence $\Phi$ is orthogonal.

By Corollary 3.2, $1, \frac{1}{2}$, and $\frac{1}{4}$ are not eigenvalues of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$. We find that the largest eigenvalue module of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$ is $\frac{1}{8}$ with a corresponding eigenmatrix $H(\omega)=$ $\sum_{k=-3}^{3} H_{k} e^{-i k \omega}$ given by

$$
H_{0}=\left[\begin{array}{cc}
-.0875 & .0674 \\
.0674 & -.1085
\end{array}\right], \quad H_{1}=H_{-1}^{T}=\left[\begin{array}{cc}
-.0042 & .0004 \\
.0674 & -.0417
\end{array}\right]
$$

and

$$
H_{2}=H_{-2}^{T}=\left[\begin{array}{cc}
0 & 0 \\
.0004 & 0
\end{array}\right], \quad H_{3}=H_{-3}=\mathbf{0}
$$

Thus $\Phi \in W^{\frac{3}{2}-\epsilon}(\mathbf{R})$ or $\Phi \in C^{1-\epsilon}(\mathbf{R})$ for any $\epsilon>0$. It was shown in [11] that $\Phi$ is in the Lip space, i.e., $|\Phi(x)-\Phi(y)| \leq c|x-y|$ for some constant $c$ independent of $x, y \in \mathbf{R}$. However $\Phi \notin C^{1}(\mathbf{R})$ since $\frac{1}{\sqrt{2}}\left(\phi_{1}(x)+\phi_{1}(x-1)\right)+\phi_{2}(x)$ is the hat function $x \chi_{[0,1]}(x)+(2-x) \chi_{(1,2]}(x)$ (see [31]); thus our estimate is optimal.

At last we will analyze two refinable vectors from [1].
Example 4.3. Let $\Phi=\left(\phi_{1}, \phi_{2}\right)^{T}$ be the refinable vector treated in [1]. The mask of $\Phi$ is given by

$$
\mathbf{P}(\omega):=\frac{1}{8}\left[\begin{array}{cc}
2+4 e^{-i \omega}+2 e^{-2 i \omega} & 2-2 e^{-2 i \omega} \\
-\sqrt{7}+\sqrt{7} e^{-2 i \omega} & -\sqrt{7}+2 e^{-i \omega}-\sqrt{7} e^{-2 i \omega}
\end{array}\right]
$$

Mask $\mathbf{P}$ is a CQF and satisfies the vanishing moment conditions of order 2 with $\mathbf{l}_{0}^{0}=(1,0)$ and $\mathbf{l}_{0}^{1}=(1, .2743)$, see $[1]$. The eigenvalues of $\mathbf{P}(0)$ are $1,-.4114$, and we can find vectors $\mathbf{l}_{0}^{2}=(1.0752, .5486)$ and $\mathbf{l}_{0}^{3}=(1.2257, .7909)$ satisfying (2.7). For $0 \leq \beta \leq 3$, vectors $\mathbf{L}_{2}^{\beta} \neq 0$; thus $2^{-\beta}, 0 \leq \beta \leq 3$ are eigenvalues of $\mathcal{T}_{\mathbf{P}}$. The eigenvalues of $\mathbf{T}_{\mathbf{P}}$ or $\mathcal{T}_{\mathbf{P}}$ are $1, \frac{1}{2}, \frac{1}{4}, \frac{1}{8},-.4114(2), .2318,-.2057(3), .0130(2)$, and $0(8)$. Thus $\mathbf{T}_{\mathbf{P}}$ satisfies Condition E and $\Phi$ is orthogonal.

By Corollary 3.2, $1, \frac{1}{2}, \frac{1}{4}$, and $\frac{1}{8}$ are not eigenvalues of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$. We find the largest eigenvalue module of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$ is .2318 with a corresponding eigenmatrix $H(\omega)=$
$\sum_{k=-2}^{2} H_{k} e^{-i k \omega}$ given by

$$
H_{0}=\left[\begin{array}{cc}
.2117 & 0 \\
0 & .7564
\end{array}\right], \quad H_{1}=H_{-1}^{T}=\left[\begin{array}{cc}
-.1059 & .1930 \\
-.1930 & .3253
\end{array}\right]
$$

and $H_{2}=H_{-2}=\mathbf{0}$. Thus $\Phi \in W^{1.0545-\epsilon}(\mathbf{R})$ or $\Phi \in C^{.5545-\epsilon}(\mathbf{R})$ for any $\epsilon>0$.
Example 4.4. Let $\Phi=\left(\phi_{1}, \phi_{2}\right)^{T}$ be another refinable vector treated in [1]. The $\operatorname{mask} \mathbf{P}(\omega):=\frac{1}{2} \sum_{k=0}^{3} \mathbf{P}_{k} e^{-i k \omega}$ of $\Phi$ is given by
$\mathbf{P}_{0}=\frac{1}{40}\left[\begin{array}{cc}10-3 \sqrt{10} & 5 \sqrt{6}-2 \sqrt{15} \\ 5 \sqrt{6}-3 \sqrt{15} & 5-3 \sqrt{10}\end{array}\right], \mathbf{P}_{1}=\frac{1}{40}\left[\begin{array}{cc}30+3 \sqrt{10} & 5 \sqrt{6}-2 \sqrt{15} \\ -5 \sqrt{6}-7 \sqrt{15} & 5-3 \sqrt{10}\end{array}\right]$,
and $\mathbf{P}_{2}=S_{0} \mathbf{P}_{1} S_{0}, \mathbf{P}_{3}=S_{0} \mathbf{P}_{0} S_{0}$, where $S_{0}=\operatorname{diag}(1,-1)$. Mask $\mathbf{P}$ is a CQF and satisfies the vanishing moment conditions of order 3 with $\mathbf{l}_{0}^{0}=(1,0), \mathbf{l}_{0}^{1}=(1.5, .2372)$, and $\mathbf{l}_{0}^{2}=(2.3063, .7117)$; see [1]. The eigenvalues of $\mathbf{P}(0)$ are $1, .0257$ and we can find vectors $\mathbf{l}_{0}^{3}=(3.6283,1.8980), \mathbf{l}_{0}^{4}=(6.0943,4.9822)$, and $\mathbf{l}_{0}^{5}=(11.5329,13.4836)$ satisfying (2.7). Vectors $\mathbf{L}_{3}^{\beta} \neq 0$, thus $2^{-\beta}, 0 \leq \beta \leq 5$, are eigenvalues of $\mathbf{T}_{\mathbf{P}}$. The eigenvalues of $\mathbf{T}_{\mathbf{P}}$ or $\mathcal{T}_{\mathbf{P}}$ are $1, \frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \frac{1}{16}, \frac{1}{32}, .1357,-.0625,-.0576, .0257(2)$, $.0128(2), .0078(2), .0064(4),-.0016(4), .0032(2), .0007$, and $.0003(2)$. Thus $\mathbf{T}_{\mathbf{P}}$ satisfies Condition E and $\Phi$ is orthogonal.

By Corollary $3.2, \frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \frac{1}{16}$, and $\frac{1}{32}$ are not eigenvalues of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$. We find the largest eigenvalue module of $\left.\mathbf{T}_{\mathbf{P}}\right|_{\mathbf{H}_{N}^{0}}$ is .1357 with a corresponding eigenmatrix $H(\omega)=\sum_{k=-3}^{3} H_{k} e^{-i k \omega}$ given by

$$
H_{0}=\left[\begin{array}{cc}
.1180 & 0 \\
0 & .8072
\end{array}\right], \quad H_{1}=H_{-1}^{T}=\left[\begin{array}{cc}
-.0506 & .1602 \\
-.1602 & .3362
\end{array}\right]
$$

and

$$
H_{2}=H_{-2}^{T}=\left[\begin{array}{ll}
-.0084 & .0087 \\
-.0087 & .0086
\end{array}\right], \quad H_{3}=H_{-3}=\mathbf{0}
$$

Thus $\Phi \in W^{1.4408-\epsilon}(\mathbf{R})$ or $\Phi \in C^{.9408-\epsilon}(\mathbf{R})$ for any $\epsilon>0$.
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#### Abstract

Refinement equations play an important role in computer graphics and wavelet analysis. In this paper we investigate multivariate refinement equations associated with a dilation matrix and a finitely supported refinement mask. We characterize the $L_{p}$-convergence of a subdivision scheme in terms of the $p$-norm joint spectral radius of a collection of matrices associated with the refinement mask. In particular, the 2-norm joint spectral radius can be easily computed by calculating the eigenvalues of a certain linear operator on a finite dimensional linear space. Examples are provided to illustrate the general theory.
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1. Introduction. The purpose of this paper is to investigate functional equations of the form

$$
\begin{equation*}
f=\sum_{\alpha \in \mathbb{Z}^{s}} a(\alpha) f(M \cdot-\alpha) \tag{1.1}
\end{equation*}
$$

where $f$ is the unknown function defined on the $s$-dimensional Euclidean space $\mathbb{R}^{s}$, $a$ is a finitely supported sequence on $\mathbb{Z}^{s}$, and $M$ is an $s \times s$ integer matrix such that $\lim _{n \rightarrow \infty} M^{-n}=0$. Equation (1.1) is called a refinement equation, and the matrix $M$ is called a dilation matrix. Correspondingly, the sequence $a$ is called the refinement mask. Any function satisfying a refinement equation is called a refinable function. Refinement equations play an important role in computer graphics and wavelet analysis. See Jia and Micchelli [9] for some discussion of multiresolution and wavelet decompositions related to general dilation matrices.

If $a$ satisfies

$$
\begin{equation*}
\sum_{\alpha \in \mathbb{Z}^{s}} a(\alpha)=m:=|\operatorname{det} M|, \tag{1.2}
\end{equation*}
$$

then it is known that there exists a unique compactly supported distribution $f$ satisfying the refinement equation (1.1) subject to the condition $\hat{f}(0)=1$. This distribution is said to be the normalized solution to the refinement equation with mask $a$. This fact was essentially proved by Cavaretta, Dahmen, and Micchelli in [1, Chap. 5] for the case in which the dilation matrix is two times the $s \times s$ identity matrix $I$. The same proof applies to the general refinement equation (1.1).

[^70]For $1 \leq p \leq \infty$, by $L_{p}\left(\mathbb{R}^{s}\right)$ we denote the Banach space of all (complex-valued) measurable functions $f$ on $\mathbb{R}^{s}$ such that $\|f\|_{p}<\infty$, where

$$
\|f\|_{p}:=\left(\int_{\mathbb{R}^{s}}|f(x)|^{p} d x\right)^{1 / p} \quad \text { for } 1 \leq p<\infty
$$

and $\|f\|_{\infty}$ is the essential supremum of $f$ on $\mathbb{R}^{s}$. The Fourier transform of a function $f \in L_{1}\left(\mathbb{R}^{s}\right)$ is defined to be

$$
\hat{f}(\xi):=\int_{\mathbb{R}^{s}} f(x) e^{-i x \cdot \xi} d x, \quad \xi \in \mathbb{R}^{s}
$$

where $x \cdot \xi$ denotes the inner product of two vectors $x$ and $\xi$ in $\mathbb{R}^{s}$.
Let $f$ be the normalized solution to the refinement equation (1.1). Taking the Fourier transform of the functions on both sides of (1.1), we obtain

$$
\begin{equation*}
\hat{f}(\xi)=H\left(\left(M^{T}\right)^{-1} \xi\right) \hat{f}\left(\left(M^{T}\right)^{-1} \xi\right), \quad \xi \in \mathbb{R}^{s} \tag{1.3}
\end{equation*}
$$

where $M^{T}$ denotes the transpose of $M$, and

$$
\begin{equation*}
H(\xi):=\sum_{\alpha \in \mathbb{Z}^{s}} a(\alpha) e^{-i \alpha \cdot \xi} / m, \quad \xi \in \mathbb{R}^{s} \tag{1.4}
\end{equation*}
$$

Obviously, (1.2) implies $H(2 \beta \pi)=1$ for all $\beta \in \mathbb{Z}^{s}$. Thus, it follows from (1.3) that, for all positive integers $k$ and all $\beta \in \mathbb{Z}^{s}$,

$$
\hat{f}\left(2 \pi\left(M^{T}\right)^{k} \beta\right)=\hat{f}(2 \pi \beta)
$$

If, in addition, $f$ lies in $L_{1}\left(\mathbb{R}^{s}\right)$, then by the Riemann-Lebesgue lemma we have

$$
\hat{f}(2 \pi \beta)=\lim _{k \rightarrow \infty} \hat{f}\left(2 \pi\left(M^{T}\right)^{k} \beta\right)=0 \quad \forall \beta \in \mathbb{Z}^{s} \backslash\{0\}
$$

A function $f$ is said to satisfy the moment conditions of order 1 if $\hat{f}(0)=1$ and $\hat{f}(2 \pi \beta)=0$ for all $\beta \in \mathbb{Z}^{s} \backslash\{0\}$. Thus, if the normalized solution $f$ of the refinement equation (1.1) lies in $L_{1}\left(\mathbb{R}^{s}\right)$, then $f$ satisfies the moment conditions of order 1.

In order to solve the refinement equation (1.1), we start with a compactly supported function $\phi \in L_{p}\left(\mathbb{R}^{s}\right)(1 \leq p \leq \infty)$ and use the iteration scheme $f_{n}:=T_{a}^{n} \phi$, $n=0,1,2, \ldots$, where $T_{a}$ is the bounded linear operator on $L_{p}\left(\mathbb{R}^{s}\right)$ given by

$$
\begin{equation*}
T_{a} \phi:=\sum_{\alpha \in \mathbb{Z}^{s}} a(\alpha) \phi(M \cdot-\alpha), \quad \phi \in L_{p}\left(\mathbb{R}^{s}\right) \tag{1.5}
\end{equation*}
$$

This iteration scheme is called a subdivision scheme (see [1]). In the literature a subdivision scheme is also referred to as a cascade algorithm.

Let $\ell\left(\mathbb{Z}^{s}\right)$ denote the linear space of all sequences on $\mathbb{Z}^{s}$, and let $\ell_{0}\left(\mathbb{Z}^{s}\right)$ denote the linear space of all finitely supported sequences on $\mathbb{Z}^{s}$. For $\beta \in \mathbb{Z}^{s}$ we use $\delta_{\beta}$ to denote the sequence on $\mathbb{Z}^{s}$ given by

$$
\delta_{\beta}(\alpha)= \begin{cases}1 & \text { if } \alpha=\beta \\ 0 & \text { if } \alpha \in \mathbb{Z}^{s} \backslash\{\beta\}\end{cases}
$$

In particular, we write $\delta$ for $\delta_{0}$. For a vector $y \in \mathbb{Z}^{s}$ we use $\nabla_{y}$ to denote the difference operator on $\ell\left(\mathbb{Z}^{s}\right)$ given by

$$
\nabla_{y} u=u-u(\cdot-y), \quad u \in \ell\left(\mathbb{Z}^{s}\right)
$$

Let $e_{1}, \ldots, e_{s}$ denote the unit coordinate vectors in $\mathbb{R}^{s}$. For simplicity, we write $\nabla_{j}$ for $\nabla_{e_{j}}, j=1, \ldots, s$.

The subdivision operator $S_{a}$ associated with $a$ (see [1]) is the linear operator on $\ell\left(\mathbb{Z}^{s}\right)$ given by

$$
\begin{equation*}
S_{a} u(\alpha):=\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta) u(\beta), \quad \alpha \in \mathbb{Z}^{s} \tag{1.6}
\end{equation*}
$$

where $u \in \ell\left(\mathbb{Z}^{s}\right)$. Then for $\phi \in L_{p}\left(\mathbb{R}^{s}\right)(1 \leq p \leq \infty)$ we have

$$
T_{a} \phi=\sum_{\alpha \in \mathbb{Z}^{s}} S_{a} \delta(\alpha) \phi(M \cdot-\alpha)
$$

By induction on $n$, it is easily verified that

$$
\begin{equation*}
T_{a}^{n} \phi=\sum_{\alpha \in \mathbb{Z}^{s}} S_{a}^{n} \delta(\alpha) \phi\left(M^{n} \cdot-\alpha\right) \tag{1.7}
\end{equation*}
$$

Taking the Fourier transform of both sides of (1.5), we obtain

$$
\begin{equation*}
\widehat{T_{a} \phi}(\xi)=H\left(\left(M^{T}\right)^{-1} \xi\right) \hat{\phi}\left(\left(M^{T}\right)^{-1} \xi\right), \quad \xi \in \mathbb{R}^{s} \tag{1.8}
\end{equation*}
$$

where $H$ is given by (1.4). It follows from (1.8) that

$$
\hat{f}_{n}(\xi)=\prod_{k=1}^{n} H\left(\left(M^{T}\right)^{-k} \xi\right) \hat{\phi}\left(\left(M^{T}\right)^{-n} \xi\right), \quad \xi \in \mathbb{R}^{s}
$$

Since $H(2 \pi \beta)=1$ for all $\beta \in \mathbb{Z}^{s}$, we have $\hat{\phi}(2 \pi \beta)=\hat{f}_{n}\left(2 \pi\left(M^{T}\right)^{n} \beta\right)$. Suppose $f_{n}$ converges to the normalized solution $f$ of (1.1) in the $L_{p}$-norm for some $p(1 \leq p \leq \infty)$. Then

$$
\hat{\phi}(2 \pi \beta)=\lim _{n \rightarrow \infty} \hat{f}_{n}\left(2 \pi\left(M^{T}\right)^{n} \beta\right)=\delta(\beta) \quad \forall \beta \in \mathbb{Z}^{s}
$$

In other words, $\phi$ must satisfy the moment conditions of order 1 .
By using the Poisson summation formula, it is easily seen that a compactly supported integrable function $\phi$ satisfies the moment conditions of order 1 if and only if its shifts form a partition of unity; i.e.,

$$
\begin{equation*}
\sum_{\alpha \in \mathbb{Z}^{s}} \phi(\cdot-\alpha)=1 \tag{1.9}
\end{equation*}
$$

Let $\phi_{0}$ be the function given by

$$
\begin{equation*}
\phi_{0}(x):=\prod_{j=1}^{s} \chi\left(x_{j}\right) \quad \text { for } x=\left(x_{1}, \ldots, x_{s}\right) \in \mathbb{R}^{s} \tag{1.10}
\end{equation*}
$$

where

$$
\chi(t)= \begin{cases}1+t & \text { for } t \in[-1,0) \\ 1-t & \text { for } t \in[0,1] \\ 0 & \text { for } t \in \mathbb{R} \backslash[-1,1]\end{cases}
$$

Evidently, $\phi_{0}$ satisfies (1.9).
We say that the subdivision scheme associated with mask a converges in the $L_{p}$-norm if there is a function $f \in L_{p}\left(\mathbb{R}^{s}\right)$ such that

$$
\lim _{n \rightarrow \infty}\left\|T_{a}^{n} \phi_{0}-f\right\|_{p}=0
$$

where $\phi_{0}$ is the function given in (1.10). If the subdivision scheme converges in the $L_{\infty}$-norm, then the limit function is continuous.

When the dilation matrix is two times the $s \times s$ identity matrix $I$, the uniform convergence of a subdivision scheme was studied by Cavaretta, Dahmen, and Micchelli [1]. In particular, they proved that the subdivision scheme associated with a mask $a$ converges uniformly, provided the normalized solution of the corresponding refinement equation is continuous and has stable shifts. Dyn [4] also considered the uniform convergence of multivariate subdivision schemes and related her study to matrix subdivision schemes. Concerning general dilation matrices, Deslauriers, Dubois, and Dubuc [3] found a necessary and sufficient condition for the uniform convergence of interpolatory subdivision schemes.

In their study of nonseparable multidimensional wavelet bases, Kovaĉević and Vetterli [10] assumed the $L_{2}$-convergence of the subdivision scheme, but did not give any detail about possible characterization of the $L_{2}$-convergence. In [2], Cohen and Daubechies built orthonormal and biorthogonal wavelet bases of $L_{2}\left(\mathbb{R}^{2}\right)$ with dilation matrices of determinant 2 and established a sufficient condition for the uniform convergence of the corresponding subdivision scheme. In [13] Villemoes investigated continuity of nonseparable quincunx wavelets and the uniform convergence of related subdivision schemes.

In this paper we give a systematic and comprehensive study of multivariate refinement equations and subdivision schemes. Our main result characterizes the $L_{p^{-}}$ convergence of a subdivision scheme associated with a general dilation matrix $M$ and a mask $a$. All the relevant results mentioned above are special cases of the general setting considered in this paper.

To describe our main result, we introduce the linear operators $A_{\varepsilon}\left(\varepsilon \in \mathbb{Z}^{s}\right)$ on $\ell_{0}\left(\mathbb{Z}^{s}\right)$ as follows:

$$
\begin{equation*}
A_{\varepsilon} v(\alpha)=\sum_{\beta \in \mathbb{Z}^{s}} a(\varepsilon+M \alpha-\beta) v(\beta), \quad v \in \ell_{0}\left(\mathbb{Z}^{s}\right), \alpha \in \mathbb{Z}^{s} \tag{1.11}
\end{equation*}
$$

We observe that the set $\mathbb{Z}^{s}$ is an abelian group under addition, and $M \mathbb{Z}^{s}$ is a subgroup of $\mathbb{Z}^{s}$. Let $E$ be a complete set of representatives of the distinct cosets of the quotient group $\mathbb{Z}^{s} / M \mathbb{Z}^{s}$. For a finite subset $K$ of $\mathbb{Z}^{s}$, we denote by $\ell(K)$ the linear subspace of $\ell_{0}\left(\mathbb{Z}^{s}\right)$ consisting of all sequences supported on $K$. It will be proved in section 2 that there exists a finite subset $K$ of $\mathbb{Z}^{s}$ such that $\ell(K)$ contains $\nabla_{j} \delta$ for $j=1, \ldots, s$ and is invariant under every $A_{\varepsilon}(\varepsilon \in E)$. Let

$$
V:=\left\{v \in \ell(K): \sum_{\alpha \in \mathbb{Z}^{s}} v(\alpha)=0\right\}
$$

It is easily seen that $V$ is a common invariant subspace of $A_{\varepsilon}(\varepsilon \in E)$ if and only if $\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta)=1$ for all $\alpha \in \mathbb{Z}^{s}$.

Let $M$ be a dilation matrix with $m:=|\operatorname{det} M|$ and let $a$ be an element in $\ell_{0}\left(\mathbb{Z}^{s}\right)$ such that $\sum_{\alpha \in \mathbb{Z}^{s}} a(\alpha)=m$. Our main result states that the subdivision scheme associated with the mask $a$ and the dilation matrix $M$ converges in the $L_{p}$-norm $(1 \leq p \leq \infty)$ if and only if the following two conditions are satisfied:
(a) $\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta)=1$ for all $\alpha \in \mathbb{Z}^{s}$;
(b) $\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}\right)<m^{1 / p}$, where $\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}\right)$ denotes the joint $p$-norm spectral radius of the linear operators $\left.A_{\varepsilon}\right|_{V}, \varepsilon \in E$.

This result will be proved in section 3 after a discussion of the joint spectral radius in section 2 . In section 4, we demonstrate that the 2 -norm joint spectral radius can be easily computed by calculating the eigenvalues of a certain linear operator on a finite dimensional linear space. Throughout the paper, examples are provided to illustrate the general theory.
2. Joint spectral radius. This section is devoted to a study of joint spectral radii of a finite collection of linear operators associated to a refinement equation.

Let $\mathcal{A}$ be a finite collection of linear operators on a finite dimensional vector space $V$. A vector norm $\|\cdot\|$ on $V$ induces a norm on the linear operators on $V$ as follows. For a linear operator $A$ on $V$, define

$$
\|A\|:=\max _{\|v\|=1}\{\|A v\|\}
$$

For a positive integer $n$ we denote by $\mathcal{A}^{n}$ the Cartesian power of $\mathcal{A}$ :

$$
\mathcal{A}^{n}=\left\{\left(A_{1}, \ldots, A_{n}\right): A_{1}, \ldots, A_{n} \in \mathcal{A}\right\} .
$$

When $n=0$, we interpret $\mathcal{A}^{0}$ as the set $\{I\}$, where $I$ is the identity mapping on $V$. Let

$$
\left\|\mathcal{A}^{n}\right\|_{\infty}:=\max \left\{\left\|A_{1} \cdots A_{n}\right\|:\left(A_{1}, \ldots, A_{n}\right) \in \mathcal{A}^{n}\right\}
$$

Then the uniform joint spectral radius of $\mathcal{A}$ is defined to be

$$
\rho_{\infty}(\mathcal{A}):=\lim _{n \rightarrow \infty}\left\|\mathcal{A}^{n}\right\|_{\infty}^{1 / n}
$$

The uniform joint spectral radius was introduced by Rota and Strang in [12].
The $p$-norm joint spectral radius of a finite collection of linear operators was introduced by Jia in [6]. We define, for $1 \leq p<\infty$,

$$
\left\|\mathcal{A}^{n}\right\|_{p}:=\left(\sum_{\left(A_{1}, \ldots, A_{n}\right) \in \mathcal{A}^{n}}\left\|A_{1} \cdots A_{n}\right\|^{p}\right)^{1 / p}
$$

For $1 \leq p \leq \infty$, the $p$-norm joint spectral radius of $\mathcal{A}$ is defined to be

$$
\rho_{p}(\mathcal{A}):=\lim _{n \rightarrow \infty}\left\|\mathcal{A}^{n}\right\|_{p}^{1 / n}
$$

It is easily seen that this limit indeed exists, and

$$
\lim _{n \rightarrow \infty}\left\|\mathcal{A}^{n}\right\|_{p}^{1 / n}=\inf _{n \geq 1}\left\|\mathcal{A}^{n}\right\|_{p}^{1 / n}
$$

Clearly, $\rho_{p}(\mathcal{A})$ is independent of the choice of the vector norm on $V$.

If $\mathcal{A}$ consists of a single linear operator $A$, then

$$
\rho_{p}(\mathcal{A})=\rho(A)
$$

where $\rho(A)$ denotes the spectral radius of $A$, which is independent of $p$. If $\mathcal{A}$ consists of more than one element, then $\rho_{p}(\mathcal{A})$ depends on $p$ in general. By some basic properties of $\ell_{p}$ spaces, we have that, for $1 \leq p \leq r \leq \infty$,

$$
(\# \mathcal{A})^{1 / r-1 / p} \rho_{p}(\mathcal{A}) \leq \rho_{r}(\mathcal{A}) \leq \rho_{p}(\mathcal{A})
$$

where $\# \mathcal{A}$ denotes the number of elements in $\mathcal{A}$. Furthermore, it is easily seen from the definition of the joint spectral radius that $\rho(A) \leq \rho_{\infty}(\mathcal{A})$ for any element $A$ in $\mathcal{A}$.

Recall that $S_{a}$ is the subdivision operator given in (1.6). From (1.7) we see that, in order to study convergence of the subdivision scheme, we need to analyze the sequences $S_{a}^{n} \delta, n=1,2, \ldots$. For this purpose, we introduce the biinfinite matrices $A_{\varepsilon}\left(\varepsilon \in \mathbb{Z}^{s}\right)$ as follows:

$$
\begin{equation*}
A_{\varepsilon}(\alpha, \beta):=a(\varepsilon+M \alpha-\beta), \quad \alpha, \beta \in \mathbb{Z}^{s} \tag{2.1}
\end{equation*}
$$

Lemma 2.1. Suppose $\alpha=\varepsilon_{1}+M \varepsilon_{2}+\cdots+M^{n-1} \varepsilon_{n}+M^{n} \gamma$, where $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{n}$, $\gamma \in \mathbb{Z}^{s}$. Then for any $\beta \in \mathbb{Z}^{s}$,

$$
S_{a}^{n} \delta(\alpha-\beta)=A_{\varepsilon_{n}} \cdots A_{\varepsilon_{1}}(\gamma, \beta)
$$

Proof. The proof proceeds by induction on $n$. For $n=1$ and $\alpha=\varepsilon_{1}+M \gamma$, we have

$$
S_{a} \delta(\alpha-\beta)=a\left(\varepsilon_{1}+M \gamma-\beta\right)=A_{\varepsilon_{1}}(\gamma, \beta)
$$

Suppose $n>1$ and the lemma has been verified for $n-1$. For $\alpha=\varepsilon_{1}+M \alpha_{1}$, where $\alpha_{1}, \varepsilon \in \mathbb{Z}^{s}$, we have

$$
\begin{equation*}
S_{a}^{n} \delta(\alpha-\beta)=\sum_{\eta \in \mathbb{Z}^{s}} a(\alpha-\beta-M \eta) S_{a}^{n-1} \delta(\eta)=\sum_{\eta \in \mathbb{Z}^{s}} a\left(\varepsilon_{1}+M \eta-\beta\right) S_{a}^{n-1} \delta\left(\alpha_{1}-\eta\right) \tag{2.2}
\end{equation*}
$$

Suppose $\alpha_{1}=\varepsilon_{2}+\cdots+M^{n-2} \varepsilon_{n}+M^{n-1} \gamma$. Then by the induction hypothesis we have

$$
S_{a}^{n-1} \delta\left(\alpha_{1}-\eta\right)=A_{\varepsilon_{n}} \cdots A_{\varepsilon_{2}}(\gamma, \eta)
$$

This, in connection with (2.2), gives

$$
S_{a}^{n} \delta(\alpha-\beta)=\sum_{\eta \in \mathbb{Z}^{s}} A_{\varepsilon_{n}} \cdots A_{\varepsilon_{2}}(\gamma, \eta) A_{\varepsilon_{1}}(\eta, \beta)=A_{\varepsilon_{n}} \cdots A_{\varepsilon_{2}} A_{\varepsilon_{1}}(\gamma, \beta)
$$

thereby completing the induction procedure.
The biinfinite matrices $A_{\varepsilon}\left(\varepsilon \in \mathbb{Z}^{s}\right)$ defined in (2.1) may be viewed as the linear operators given in (1.11).

Now let $\mathcal{A}$ be a finite collection of linear operators on a vector space $V$, which is not necessarily finite dimensional. A subspace $W$ of $V$ is said to be $\mathcal{A}$-invariant if it is invariant under every operator $A$ in $\mathcal{A}$. Let $U$ be a subset of $V$. The intersection of all $\mathcal{A}$-invariant subspaces of $V$ containing $U$ is $\mathcal{A}$-invariant, and we call it the minimal
$\mathcal{A}$-invariant subspace generated by $U$, or the minimal common invariant subspace of the operators $A$ in $\mathcal{A}$ generated by $U$. This subspace is spanned by the set

$$
\left\{A_{1} \cdots A_{j} u: u \in U,\left(A_{1}, \ldots, A_{j}\right) \in \mathcal{A}^{j}, j=0,1, \ldots\right\}
$$

If, in addition, $V$ is finite dimensional, then there exists a positive integer $k$ such that the set

$$
\left\{A_{1} \cdots A_{j} u: u \in U,\left(A_{1}, \ldots, A_{j}\right) \in \mathcal{A}^{j}, j=0,1, \ldots, k\right\}
$$

already spans the minimal $\mathcal{A}$-invariant subspace generated by $U$.
We define, for $1 \leq p<\infty$,

$$
\left\|\mathcal{A}^{n} v\right\|_{p}:=\left(\sum_{\left(A_{1}, \ldots, A_{n}\right) \in \mathcal{A}^{n}}\left\|A_{1} \cdots A_{n} v\right\|^{p}\right)^{1 / p}
$$

and, for $p=\infty$,

$$
\left\|\mathcal{A}^{n} v\right\|_{\infty}:=\max \left\{\left\|A_{1} \cdots A_{n} v\right\|:\left(A_{1}, \ldots, A_{n}\right) \in \mathcal{A}^{n}\right\}
$$

The symbol of a sequence $a \in \ell_{0}\left(\mathbb{Z}^{s}\right)$ is the Laurent polynomial $\tilde{a}(z)$ given by

$$
\tilde{a}(z):=\sum_{\alpha \in \mathbb{Z}^{s}} a(\alpha) z^{\alpha}, \quad z \in(\mathbb{C} \backslash\{0\})^{s},
$$

where $z^{\alpha}:=z_{1}^{\alpha_{1}} \cdots z_{s}^{\alpha_{s}}$ for $z=\left(z_{1}, \ldots, z_{s}\right) \in(\mathbb{C} \backslash\{0\})^{s}$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right) \in \mathbb{Z}^{s}$.
For $\beta \in \mathbb{Z}^{s}$ we denote by $\tau^{\beta}$ the shift operator on $\ell_{0}\left(\mathbb{Z}^{s}\right)$ given by

$$
\tau^{\beta} \lambda:=\lambda(\cdot-\beta) \quad \text { for } \lambda \in \ell_{0}\left(\mathbb{Z}^{s}\right)
$$

Let $\nu$ be an element of $\ell_{0}\left(\mathbb{Z}^{s}\right)$. Then its symbol $\tilde{\nu}(z)$ is a Laurent polynomial, which induces the difference operator $\tilde{\nu}(\tau):=\sum_{\beta \in \mathbb{Z}^{s}} \nu(\beta) \tau^{\beta}$.

Let $E$ be a complete set of representatives of the distinct cosets of the quotient group $\mathbb{Z}^{s} / M \mathbb{Z}^{s}$. We assume that $E$ contains 0 . Thus, each element $\alpha \in \mathbb{Z}^{s}$ can be uniquely represented as $\varepsilon+M \gamma$, where $\varepsilon \in E$ and $\gamma \in \mathbb{Z}^{s}$.

As usual, for $1 \leq p \leq \infty, \ell_{p}\left(\mathbb{Z}^{s}\right)$ denotes the Banach space of all sequences on $\mathbb{Z}^{s}$ such that $\|a\|_{p}<\infty$, where

$$
\|a\|_{p}:=\left(\sum_{\alpha \in \mathbb{Z}^{s}}|a(\alpha)|^{p}\right)^{1 / p} \quad \text { for } 1 \leq p<\infty
$$

and $\|a\|_{\infty}$ is the supremum of $a$ on $\mathbb{Z}^{s}$. In the following lemma, the underlying vector norm on $\ell_{0}\left(\mathbb{Z}^{s}\right)$ is chosen to be the $\ell_{p}$-norm.

Lemma 2.2. Let $S_{a}$ be the subdivision operator associated with a dilation matrix $M$ and a mask a. Let $\mathcal{A}:=\left\{A_{\varepsilon}: \varepsilon \in E\right\}$, where $A_{\varepsilon}$ are the linear operators on $\ell_{0}\left(\mathbb{Z}^{s}\right)$ given by (1.11). Then for $1 \leq p \leq \infty$ and $\nu \in \ell_{0}\left(\mathbb{Z}^{s}\right)$,

$$
\begin{equation*}
\left\|\tilde{\nu}(\tau) S_{a}^{n} \delta\right\|_{p}=\left\|\mathcal{A}^{n} \nu\right\|_{p}, \quad n=1,2, \ldots \tag{2.3}
\end{equation*}
$$

Proof. Suppose $\alpha=\varepsilon_{1}+M \varepsilon_{2}+\cdots+M^{n-1} \varepsilon_{n}+M^{n} \gamma$, where $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{n} \in E$ and $\gamma \in \mathbb{Z}^{s}$. Then by Lemma 2.1 we have

$$
\begin{aligned}
\tilde{\nu}(\tau) S_{a}^{n} \delta(\alpha) & =\sum_{\beta \in \mathbb{Z}^{s}} \nu(\beta) S_{a}^{n} \delta(\alpha-\beta) \\
& =\sum_{\beta \in \mathbb{Z}^{s}} A_{\varepsilon_{n}} \cdots A_{\varepsilon_{1}}(\gamma, \beta) \nu(\beta)=A_{\varepsilon_{n}} \cdots A_{\varepsilon_{1}} \nu(\gamma)
\end{aligned}
$$

Hence, (2.3) is true for $p=\infty$. When $1 \leq p<\infty$ we have

$$
\sum_{\alpha \in \mathbb{Z}^{s}}\left|\tilde{\nu}(\tau) S_{a}^{n} \delta(\alpha)\right|^{p}=\sum_{\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in E^{n}} \sum_{\gamma \in \mathbb{Z}^{s}}\left|A_{\varepsilon_{n}} \cdots A_{\varepsilon_{1}} \nu(\gamma)\right|^{p} .
$$

This verifies (2.3) for $1 \leq p<\infty$.
Let $\mathcal{A}:=\left\{A_{\varepsilon}: \varepsilon \in E\right\}$. We claim that, for each $\nu \in \ell_{0}\left(\mathbb{Z}^{s}\right)$, the minimal $\mathcal{A}$ invariant subspace generated by $\nu$ is finite dimensional. To establish this result, we shall introduce the concept of admissible sets. For a finite subset $K$ of $\mathbb{Z}^{s}$, recall that $\ell(K)$ is the linear subspace of $\ell_{0}\left(\mathbb{Z}^{s}\right)$ consisting of all sequences supported on $K$. Let $A$ be a linear operator on $\ell_{0}\left(\mathbb{Z}^{s}\right)$. A finite subset $K$ of $\mathbb{Z}^{s}$ is said to be admissible for $A$ if $\ell(K)$ is invariant under $A$. See [5] for the related notion of good sets. The following lemma shows that there exists a finite subset $K$ of $\mathbb{Z}^{s}$ such that $K$ contains the support of $\nu$ and is admissible for all $A_{\varepsilon}, \varepsilon \in E$.

Lemma 2.3. Suppose $M$ is an $s \times s$ dilation matrix and $a$ is a sequence on $\mathbb{Z}^{s}$ with its support $\Omega:=\left\{\alpha \in \mathbb{Z}^{s}: a(\alpha) \neq 0\right\}$ being finite. Let $A_{\varepsilon}(\varepsilon \in E)$ be the linear operators on $\ell_{0}\left(\mathbb{Z}^{s}\right)$ given by (1.11). Then a finite subset $K$ of $\mathbb{Z}^{s}$ is admissible for $A:=A_{0}$ if and only if

$$
\begin{equation*}
M^{-1}(\Omega+K) \cap \mathbb{Z}^{s} \subseteq K \tag{2.4}
\end{equation*}
$$

Consequently, for any finite subset $G$ of $\mathbb{Z}^{s}$, there exists a finite subset $K$ of $\mathbb{Z}^{s}$ such that $K$ contains $G$ and $K$ is admissible for all $A_{\varepsilon}, \varepsilon \in E$.

Proof. Suppose $K$ is admissible for $A$. Let $\alpha \in M^{-1}(\Omega+K) \cap \mathbb{Z}^{s}$. Then we have $M \alpha=\gamma+\beta$ for some $\gamma \in \Omega$ and $\beta \in K$. It follows that

$$
A \delta_{\beta}(\alpha)=a(M \alpha-\beta)=a(\gamma) \neq 0
$$

Since $K$ is admissible for $A$, we have $A \delta_{\beta} \in \ell(K)$, and therefore $\alpha \in K$. This shows that (2.4) is true.

Conversely, suppose (2.4) is true. Let $v \in \ell(K)$ and $\alpha \in \mathbb{Z}^{s}$. Then

$$
A v(\alpha)=\sum_{\beta \in \mathbb{Z}^{s}} a(M \alpha-\beta) v(\beta) \neq 0
$$

implies that $M \alpha-\beta \in \Omega$ for some $\beta \in K$. It follows that $M \alpha \in \Omega+K$. Therefore, $\alpha \in M^{-1}(\Omega+K) \cap \mathbb{Z}^{s}$, and so $\alpha \in K$ by (2.4). This shows that $A$ maps $\ell(K)$ to $\ell(K)$. In other words, $K$ is admissible for $A$.

From the above proof we see that a finite subset $K$ of $\mathbb{Z}^{s}$ is admissible for $A_{\varepsilon}$ if and only if

$$
\begin{equation*}
M^{-1}(\Omega-\varepsilon+K) \cap \mathbb{Z}^{s} \subseteq K \tag{2.5}
\end{equation*}
$$

The set $\Omega-E$ consists of all the points $\omega-\varepsilon$, where $\omega \in \Omega$ and $\varepsilon \in E$.
Now suppose $G$ is a finite subset of $\mathbb{Z}^{s}$. Let $H:=M G \cup(\Omega-E) \cup\{0\}$, and let

$$
K:=\left(\sum_{n=1}^{\infty} M^{-n} H\right) \cap \mathbb{Z}^{s} .
$$

In other words, an element $\alpha \in \mathbb{Z}^{s}$ belongs to $K$ if and only if $\alpha=\sum_{n=1}^{\infty} M^{-n} h_{n}$ for some sequence of elements $h_{n} \in H$. Since $0 \in H$ and $M^{-1} H \supseteq G$, we have

$$
K \supseteq \mathbb{Z}^{s} \cap M^{-1} H \supseteq \mathbb{Z}^{s} \cap G=G
$$

Moreover,

$$
\begin{aligned}
M^{-1}(\Omega-\varepsilon+K) \cap \mathbb{Z}^{s} & \subseteq M^{-1}(H+K) \cap \mathbb{Z}^{s} \\
& =\left(M^{-1} H+M^{-1} K\right) \cap \mathbb{Z}^{s} \\
& \subseteq\left(M^{-1} H+M^{-2} H+\cdots\right) \cap \mathbb{Z}^{s}=K
\end{aligned}
$$

Thus, $K$ satisfies (2.5). Hence, $K$ is admissible for all $A_{\varepsilon}, \varepsilon \in E$.
Lemma 2.4. Let $\mathcal{A}$ be a finite collection of linear operators on a vector space $V$. Let $\nu$ be a vector in $V$, and let $V(\nu)$ be the minimal $\mathcal{A}$-invariant subspace generated by $\nu$. If $V(\nu)$ is finite dimensional, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\mathcal{A}^{n} \nu\right\|_{p}^{1 / n}=\rho_{p}\left(\left.\mathcal{A}\right|_{V(\nu)}\right) \tag{2.6}
\end{equation*}
$$

Proof. Let $\|\cdot\|$ be a vector norm on $V(\nu)$. Since $V(\nu)$ is finite dimensional, there exists a positive integer $k$ such that $V(\nu)$ is spanned by the set

$$
Y:=\left\{A_{1} \cdots A_{j} \nu:\left(A_{1}, \ldots, A_{j}\right) \in \mathcal{A}^{j}, j=0,1, \ldots, k\right\} .
$$

Thus, there exists a constant $C_{1}>0$ such that $\left\|\mathcal{A}^{n} y\right\|_{p} \leq C_{1}\left\|\mathcal{A}^{n} \nu\right\|_{p}$ for all $y \in Y$ and all $n=1,2, \ldots$ Moreover, there exists a positive constant $C_{2}$ such that

$$
\left\|\left.\mathcal{A}^{n}\right|_{V(\nu)}\right\|_{p} \leq C_{2} \max _{y \in Y}\left\|\mathcal{A}^{n} y\right\|_{p}, \quad n=1,2, \ldots
$$

Therefore, there exists a positive constant $C$ such that for all $n=1,2, \ldots$,

$$
\left\|\left.\mathcal{A}^{n}\right|_{V(\nu)}\right\|_{p} \leq C\left\|\mathcal{A}^{n} \nu\right\|_{p}
$$

But $\left\|\mathcal{A}^{n} \nu\right\|_{p} \leq\left\|\left.\mathcal{A}^{n}\right|_{V(\nu)}\right\|_{p}\|\nu\|$. This proves the desired relation (2.6).
ThEOREM 2.5. Let $S_{a}$ be the subdivision operator associated with a dilation matrix $M$ and a mask a. Let $\mathcal{A}:=\left\{A_{\varepsilon}: \varepsilon \in E\right\}$, where $E$ is a complete set of representatives of the distinct cosets of the quotient group $\mathbb{Z}^{s} / M \mathbb{Z}^{s}$ and $A_{\varepsilon}$ are the linear operators on $\ell_{0}\left(\mathbb{Z}^{s}\right)$ given by (1.11). Then for $\nu \in \ell_{0}\left(\mathbb{Z}^{s}\right)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\tilde{\nu}(\tau) S_{a}^{n} \delta\right\|_{p}^{1 / n}=\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{V(\nu)}: \varepsilon \in E\right\}\right) \tag{2.7}
\end{equation*}
$$

where $V(\nu)$ is the minimal $\mathcal{A}$-invariant subspace generated by $\nu$. Moreover, if $W$ is the minimal $\mathcal{A}$-invariant subspace generated by a finite set $Y$, then

$$
\begin{equation*}
\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{W}: \varepsilon \in E\right\}\right)=\max _{\nu \in Y}\left\{\lim _{n \rightarrow \infty}\left\|\tilde{\nu}(\tau) S_{a}^{n} \delta\right\|_{p}^{1 / n}\right\} \tag{2.8}
\end{equation*}
$$

Proof. By Lemma 2.3, $V(\nu)$ is finite dimensional, and so the relevant joint spectral radius in (2.7) is well defined. By Lemma 2.2 we have

$$
\left\|\tilde{\nu}(\tau) S_{a}^{n} \delta\right\|_{p}=\left\|\mathcal{A}^{n} \nu\right\|_{p}, \quad 1 \leq p \leq \infty, n=1,2, \ldots
$$

Applying Lemma 2.4 to the present situation, we obtain (2.7).
For the second part of the theorem, we let $W$ be the minimal $\mathcal{A}$-invariant subspace generated by a finite set $Y$, and observe that $W$ is a finite sum of the linear subspaces $V(\nu), \nu \in Y$. Hence

$$
\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{W}: \varepsilon \in E\right\}\right)=\max _{\nu \in Y}\left\{\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{V(\nu)}: \varepsilon \in E\right\}\right)\right\}
$$

This, together with (2.7), verifies (2.8).
3. Convergence of subdivision schemes. In this section we characterize the $L_{p}$-convergence $(1 \leq p \leq \infty)$ of a subdivision scheme in terms of the corresponding refinement mask.

In our study of convergence, the concept of stability plays an important role. The shifts of a function $\phi$ in $L_{p}\left(\mathbb{R}^{s}\right)$ are said to be stable if there are two positive constants $C_{1}$ and $C_{2}$ such that

$$
\begin{equation*}
C_{1}\|\lambda\|_{p} \leq\left\|\sum_{\alpha \in \mathbb{Z}^{s}} \lambda(\alpha) \phi(\cdot-\alpha)\right\|_{p} \leq C_{2}\|\lambda\|_{p} \quad \forall \lambda \in \ell_{0}\left(\mathbb{Z}^{s}\right) \tag{3.1}
\end{equation*}
$$

It was proved by Jia and Micchelli [8] that a compactly supported function $\phi \in L_{p}\left(\mathbb{R}^{s}\right)$ satisfies the $L_{p}$-stability condition in (3.1) if and only if, for any $\xi \in \mathbb{R}^{s}$, there exists an element $\beta \in \mathbb{Z}^{s}$ such that

$$
\hat{\phi}(\xi+2 \pi \beta) \neq 0
$$

It is easily seen that the shifts of the function $\phi_{0}$ given in (1.10) are stable.
First, we give a necessary condition for the subdivision scheme to converge.
THEOREM 3.1. Let $M$ be a dilation matrix with $m:=|\operatorname{det} M|$, a an element in $\ell_{0}\left(\mathbb{Z}^{s}\right)$ with $\sum_{\alpha \in \mathbb{Z}^{s}} a(\alpha)=m$, and $S_{a}$ the subdivision operator associated with $M$ and $a$. If the subdivision scheme associated with $M$ and a converges in the $L_{p}$-norm $(1 \leq p \leq \infty)$, then for any vector $y \in \mathbb{Z}^{s}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} m^{-n / p}\left\|\nabla_{y} S_{a}^{n} \delta\right\|_{p}=0 \tag{3.2}
\end{equation*}
$$

Consequently, if the subdivision scheme associated with a converges in the $L_{p}$-norm, then

$$
\begin{equation*}
\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta)=1 \quad \forall \alpha \in \mathbb{Z}^{s} \tag{3.3}
\end{equation*}
$$

Proof. Suppose $\phi$ is a compactly supported function in $L_{p}\left(\mathbb{R}^{s}\right), \phi$ satisfies the moment conditions of order 1 , and the shifts of $\phi$ are stable. For $n=0,1,2, \ldots$, let $a_{n}:=S_{a}^{n} \delta$ and $f_{n}:=T_{a}^{n} \phi$, where $T_{a}$ is the operator given in (1.5). Then by (1.7) we have

$$
f_{n}=\sum_{\alpha \in \mathbb{Z}^{s}} a_{n}(\alpha) \phi\left(M^{n} \cdot-\alpha\right)
$$

Hence, for $y \in \mathbb{Z}^{s}$ we have

$$
\begin{aligned}
f_{n}-f_{n}\left(\cdot-M^{-n} y\right) & =\sum_{\alpha \in \mathbb{Z}^{s}}\left[a_{n}(\alpha)-a_{n}(\alpha-y)\right] \phi\left(M^{n} \cdot-\alpha\right) \\
& =\sum_{\alpha \in \mathbb{Z}^{s}} \nabla_{y} a_{n}(\alpha) \phi\left(M^{n} \cdot-\alpha\right) .
\end{aligned}
$$

Since the shifts of $\phi$ are stable, there exists a constant $C>0$ such that

$$
\begin{equation*}
m^{-n / p}\left\|\nabla_{y} a_{n}\right\|_{p} \leq C\left\|f_{n}-f_{n}\left(\cdot-M^{-n} y\right)\right\|_{p} \tag{3.4}
\end{equation*}
$$

In particular, the above estimate is valid for $f_{n}=T_{a}^{n} \phi_{0}$, where $\phi_{0}$ is the function given in (1.10). If the subdivision scheme converges in the $L_{p}$-norm, then there exists
a compactly supported function $f$ in $L_{p}\left(\mathbb{R}^{s}\right)\left(f \in C\left(\mathbb{R}^{s}\right)\right.$ in the case $\left.p=\infty\right)$ such that $\left\|f_{n}-f\right\|_{p} \rightarrow 0$ as $n \rightarrow \infty$. Moreover, by the triangle inequality, we have

$$
\left\|f_{n}-f_{n}\left(\cdot-M^{-n} y\right)\right\|_{p} \leq\left\|f-f\left(\cdot-M^{-n} y\right)\right\|_{p}+2\left\|f-f_{n}\right\|_{p} .
$$

Hence, $\left\|f_{n}-f_{n}\left(\cdot-M^{-n} y\right)\right\|_{p} \rightarrow 0$ as $n \rightarrow \infty$. This, together with (3.4), verifies (3.2).
For the second part of the theorem, we observe that if the subdivision scheme converges in the $L_{p}$-norm for some $p$ with $1 \leq p \leq \infty$, then it also converges in the $L_{1}$-norm. Thus, we only have to deal with the case $p=1$.

Let $E$ be a complete set of representatives of the distinct cosets of $\mathbb{Z}^{s} / M \mathbb{Z}^{s}$. Then $\# E=m$, and $\mathbb{Z}^{s}$ is the disjoint union of $\alpha+M \mathbb{Z}^{s}, \alpha \in E$. Since $\sum_{\alpha \in \mathbb{Z}^{s}} a(\alpha)=m$, we have

$$
\sum_{\alpha \in E} \sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta)=m .
$$

Thus, (3.3) will be proved if we can show

$$
\begin{equation*}
\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta)=\sum_{\beta \in \mathbb{Z}^{s}} a(-M \beta) \quad \forall \alpha \in E . \tag{3.5}
\end{equation*}
$$

To this end, we deduce from $a_{n}=S_{a} a_{n-1}$ that

$$
\sum_{\alpha \in \mathbb{Z}^{s}} a_{n}(\alpha)=\sum_{\alpha \in \mathbb{Z}^{s}} \sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta) a_{n-1}(\beta)=m \sum_{\beta \in \mathbb{Z}^{s}} a_{n-1}(\beta) .
$$

An induction argument gives $\sum_{\alpha \in \mathbb{Z}^{s}} a_{n}(\alpha)=m^{n}$. Moreover,

$$
\begin{aligned}
\sum_{\beta \in \mathbb{Z}^{s}} a_{n}(\alpha-M \beta) & =\sum_{\beta \in \mathbb{Z}^{s}} \sum_{\gamma \in \mathbb{Z}^{s}} a(\alpha-M \beta-M \gamma) a_{n-1}(\gamma) \\
& =\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta) \sum_{\gamma \in \mathbb{Z}^{s}} a_{n-1}(\gamma-\beta)=m^{n-1} \sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta) .
\end{aligned}
$$

Thus, we have

$$
\sum_{\beta \in \mathbb{Z}^{s}}[a(\alpha-M \beta)-a(-M \beta)]=m^{-(n-1)} \sum_{\beta \in \mathbb{Z}^{s}}\left[a_{n}(\alpha-M \beta)-a_{n}(-M \beta)\right] .
$$

It follows that

$$
\begin{equation*}
\left|\sum_{\beta \in \mathbb{Z}^{s}}[a(\alpha-M \beta)-a(-M \beta)]\right| \leq m^{-(n-1)}\left\|\nabla_{\alpha} a_{n}\right\|_{1} . \tag{3.6}
\end{equation*}
$$

If the subdivision scheme is $L_{1}$-convergent, then by the first part of the theorem we have $m^{-(n-1)}\left\|\nabla_{\alpha} a_{n}\right\|_{1} \rightarrow 0$ as $n \rightarrow \infty$. This, together with (3.6), implies (3.5), as desired.

For the case $M=2 I$, it was proved by Cavaretta, Dahmen, and Micchelli [1] that the condition in (3.3) is necessary for the subdivision scheme to converge in the $L_{\infty}$-norm.

The next theorem gives a characterization of convergence of the subdivision scheme.

Theorem 3.2. Let $M$ be a dilation matrix with $m:=|\operatorname{det} M|$, a an element in $\ell_{0}\left(\mathbb{Z}^{s}\right)$ such that $\sum_{\alpha \in \mathbb{Z}^{s}} a(\alpha)=m$, and $S_{a}$ the corresponding subdivision operator. Then the subdivision scheme associated with $M$ and a converges in the $L_{p}$-norm $(1 \leq p \leq \infty)$ if and only if

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\nabla_{j} S_{a}^{n} \delta\right\|_{p}^{1 / n}<m^{1 / p} \quad \text { for } j=1, \ldots, s \tag{3.7}
\end{equation*}
$$

Proof. Let $A_{\varepsilon}$ be the linear operators on $\ell_{0}\left(\mathbb{Z}^{s}\right)$ given by (2.1), and let $V$ be the minimal common invariant subspace of $A_{\varepsilon}(\varepsilon \in E)$ generated by $\nabla_{j} \delta, j=1, \ldots, s$. Then $V$ is finite dimensional, and by Theorem 2.5 we have

$$
\rho_{p}:=\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}\right)=\max _{1 \leq j \leq s}\left\{\lim _{n \rightarrow \infty}\left\|\nabla_{j} S_{a}^{n} \delta\right\|_{p}^{1 / n}\right\} .
$$

Thus, (3.7) is equivalent to $\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}\right)<m^{1 / p}$.
Let $\mathcal{A}:=\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}$. If $\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}\right) \geq m^{1 / p}$, then we have

$$
\inf _{n \geq 1}\left\|\mathcal{A}^{n}\right\|_{p}^{1 / n}=\lim _{n \rightarrow \infty}\left\|\mathcal{A}^{n}\right\|_{p}^{1 / n} \geq m^{1 / p}
$$

It follows that

$$
m^{-n / p}\left\|\mathcal{A}^{n}\right\|_{p} \geq 1 \quad \forall n
$$

From the proof of Lemma 2.4 we see that there exists a positive constant $C$ such that $\left\|\mathcal{A}^{n}\right\|_{p} \leq C \max _{1 \leq j \leq s}\left\|\mathcal{A}^{n} \nabla_{j} \delta\right\|_{p}$ for all $n$. Moreover, by Lemma 2.2, we have $\left\|\mathcal{A}^{n} \nabla_{j} \delta\right\|_{p}=\left\|\nabla_{j} S_{a}^{n} \delta\right\|_{p}$. Hence,

$$
\rho_{p} \geq m^{1 / p} \Longrightarrow \max _{1 \leq j \leq s}\left\{m^{-n / p}\left\|\nabla_{j} S_{a}^{n} \delta\right\|_{p}\right\} \geq 1 / C
$$

Thus, the subdivision scheme associated with $a$ is not $L_{p}$-convergent, by Theorem 3.1. This shows that (3.7) is necessary for the subdivision scheme to converge in the $L_{p}$-norm.

In order to prove the sufficiency part of the theorem, we pick a compactly supported function $\phi$ in $L_{p}\left(\mathbb{R}^{s}\right)$ such that $\phi$ satisfies the moment conditions of order 1. (In the case $p=\infty$, we assume that $\phi$ is continuous.) Let $f_{n}:=T_{a}^{n} \phi_{0}$ and $g_{n}:=T_{a}^{n} \phi$ for $n=1,2, \ldots$, where $T_{a}$ is the operator given in (1.5) and $\phi_{0}$ is the hat function given in (1.10). Moreover, let $b_{n}$ be the sequence given by

$$
b_{n}(\alpha)=\max _{1 \leq j \leq s}\left|\nabla_{j} a_{n}(\alpha)\right|, \quad \alpha \in \mathbb{Z}^{s}
$$

We claim that there exists a positive constant $C$ independent of $n$ such that

$$
\begin{equation*}
\left\|f_{n+1}-g_{n}\right\|_{p} \leq C m^{-n / p}\left\|b_{n}\right\|_{p}, \quad 1 \leq p \leq \infty \tag{3.8}
\end{equation*}
$$

If $\rho_{p}<m^{1 / p}$, then we can find $r, 0<r<1$, such that $\rho_{p}<r m^{1 / p}$. By the definition of $\rho_{p}$ and Theorem 2.5, we see that $\left\|b_{n}\right\|_{p}^{1 / n}<r m^{1 / p}$ is valid for sufficiently large $n$. Hence, there exists a positive constant $C_{0}$ such that $\left\|b_{n}\right\|_{p} \leq C_{0}\left(r m^{1 / p}\right)^{n}$ for all $n \geq 1$. If we choose $\phi$ to be $\phi_{0}$, then it follows from (3.8) that

$$
\left\|f_{n+1}-f_{n}\right\|_{p} \leq C C_{0} r^{n}, \quad n=1,2, \ldots
$$

This shows that the sequence $f_{n}$ converges to a function $f$ in the $L_{p}$-norm. Furthermore, (3.8) tells us that $\left\|f_{n+1}-g_{n}\right\|_{p} \rightarrow 0$ as $n \rightarrow \infty$. However,

$$
\left\|g_{n}-f\right\|_{p} \leq\left\|g_{n}-f_{n+1}\right\|_{p}+\left\|f_{n+1}-f\right\|_{p}
$$

by the triangle inequality. Therefore, $\left\|g_{n}-f\right\|_{p} \rightarrow 0$ as $n \rightarrow \infty$. Thus, it suffices to prove (3.8). For this purpose, we shall follow the lines of Jia and Lei [7].

In what follows, by $\operatorname{supp} \phi$ we denote the support of $\phi$, and by $\operatorname{supp} a$ we denote the set $\left\{\alpha \in \mathbb{Z}^{s}: a(\alpha) \neq 0\right\}$. For a sequence $\lambda \in \ell_{\infty}\left(\mathbb{Z}^{s}\right)$ and a subset $G$ of $\mathbb{R}^{s}$, we use $\|\lambda\|_{\infty}(G)$ to denote the supremum of $\lambda$ on the set $\mathbb{Z}^{s} \cap G$. Moreover, for $n=1,2, \ldots$, let

$$
X_{n}(\gamma):=M^{-n}\left([0,1)^{s}+\gamma\right), \quad \gamma \in \mathbb{Z}^{s}
$$

Let $x$ be a point in $\mathbb{R}^{s}$. By (1.7) we have
$f_{n+1}(x)=\sum_{\beta \in \mathbb{Z}^{s}} a_{n+1}(\beta) \phi_{0}\left(M^{n+1} x-\beta\right) \quad$ and $\quad g_{n}(x)=\sum_{\alpha \in \mathbb{Z}^{s}} a_{n}(\alpha) \phi\left(M^{n} x-\alpha\right)$.
Since $\sum_{\beta \in \mathbb{Z}^{s}} \phi_{0}(\cdot-\beta)=1$ and $\sum_{\alpha \in \mathbb{Z}^{s}} \phi(\cdot-\alpha)=1$, it follows that

$$
\begin{equation*}
f_{n+1}(x)-g_{n}(x)=\sum_{\alpha \in \mathbb{Z}^{s}} \sum_{\beta \in \mathbb{Z}^{s}}\left[a_{n+1}(\beta)-a_{n}(\alpha)\right] \phi\left(M^{n} x-\alpha\right) \phi_{0}\left(M^{n+1} x-\beta\right) . \tag{3.9}
\end{equation*}
$$

In the above sum we only have to consider those terms for which $\phi\left(M^{n} x-\alpha\right) \neq 0$ and $\phi_{0}\left(M^{n+1} x-\beta\right) \neq 0$.

Let $x \in X_{n}(\gamma)$, where $\gamma \in \mathbb{Z}^{s}$ is fixed for the time being. Suppose $\phi\left(M^{n} x-\alpha\right) \neq 0$. Then we have $M^{n} x-\gamma \in[0,1)^{s}$ and $M^{n} x-\alpha \in \operatorname{supp} \phi$. It follows that

$$
\begin{equation*}
\alpha=\gamma+\left(M^{n} x-\gamma\right)-\left(M^{n} x-\alpha\right) \in \gamma+[0,1)^{s}-\operatorname{supp} \phi \tag{3.10}
\end{equation*}
$$

Suppose $\phi_{0}\left(M^{n+1} x-\beta\right) \neq 0$. Then $M^{n+1} x-\beta \in \operatorname{supp} \phi_{0}$. This, in connection with $M^{n} x-\alpha \in \operatorname{supp} \phi$, yields

$$
\begin{equation*}
M \alpha-\beta=\left(M^{n+1} x-\beta\right)-M\left(M^{n} x-\alpha\right) \in \operatorname{supp} \phi_{0}-M \operatorname{supp} \phi \tag{3.11}
\end{equation*}
$$

Moreover, Theorem 3.1 tells us that (3.7) implies $\sum_{\eta \in \mathbb{Z}^{s}} a(\beta-M \eta)=1$ for all $\beta \in \mathbb{Z}^{s}$; hence, we have

$$
\begin{equation*}
a_{n+1}(\beta)-a_{n}(\alpha)=\sum_{\eta \in \mathbb{Z}^{s}} a(\beta-M \eta)\left[a_{n}(\eta)-a_{n}(\alpha)\right] \tag{3.12}
\end{equation*}
$$

We observe that $a(\beta-M \eta) \neq 0$ implies $\beta-M \eta \in \operatorname{supp} a$. This, together with (3.11), gives

$$
\begin{equation*}
M(\alpha-\eta)=(M \alpha-\beta)+(\beta-M \eta) \in \operatorname{supp} \phi_{0}-M \operatorname{supp} \phi+\operatorname{supp} a \tag{3.13}
\end{equation*}
$$

In light of (3.10) and (3.13), there exists a positive integer $N$ such that both $\alpha$ and $\eta$ belong to $\gamma+[-N, N]^{s}$, provided $\phi\left(M^{n} x-\alpha\right) \neq 0, \phi_{0}\left(M^{n+1} x-\beta\right) \neq 0$, and $a(\beta-M \eta) \neq 0$. However, $a_{n}(\eta)-a_{n}(\alpha)$ can be written as a sum of finitely many terms of the form $\nabla_{j} a_{n}(\nu)$, where $\nu \in \gamma+[-N, N]^{s} \cap \mathbb{Z}^{s}$ and $j=1, \ldots, s$. Therefore, (3.12) tells us that there exists a positive constant $C$ independent of $n$ such that

$$
\begin{equation*}
\left|a_{n+1}(\beta)-a_{n}(\alpha)\right| \leq C\left\|b_{n}\right\|_{\infty}\left(\gamma+[-N, N]^{s}\right) \tag{3.14}
\end{equation*}
$$

provided $\phi\left(M^{n} x-\alpha\right) \phi_{0}\left(M^{n+1} x-\beta\right) \neq 0$ for some $x \in X_{n}(\gamma)$.

We observe that $\sum_{\beta \in \mathbb{Z}^{s}}\left|\phi_{0}\left(M^{n+1} x-\beta\right)\right|=1$. Consequently, by (3.9) and (3.14) we obtain

$$
\begin{equation*}
\left|f_{n+1}(x)-g_{n}(x)\right| \leq C|\phi|^{\circ}\left(M^{n} x\right)\left\|b_{n}\right\|_{\infty}\left(\gamma+[-N, N]^{s}\right) \quad \text { for } x \in X_{n}(\gamma) \tag{3.15}
\end{equation*}
$$

where $|\phi|^{\circ}$ denotes the 1-periodization of $|\phi|$ :

$$
|\phi|^{\circ}(x):=\sum_{\alpha \in \mathbb{Z}^{s}}|\phi(x-\alpha)|, \quad x \in \mathbb{R}^{s}
$$

In the case $p=\infty, \phi$ is a continuous function with compact support; hence, there exists a constant $C_{1}>0$ such that $|\phi|^{\circ}(x) \leq C_{1}$ for all $x \in \mathbb{R}^{s}$. It follows from (3.15) that $\left\|f_{n+1}-g_{n}\right\|_{\infty} \leq C C_{1}\left\|b_{n}\right\|_{\infty}$. This proves (3.8) for the case $p=\infty$.

For $1 \leq p<\infty$, we deduce from (3.15) that

$$
\int_{X_{n}(\gamma)}\left|f_{n+1}(x)-g_{n}(x)\right|^{p} d x \leq C^{p}\left(\int_{X_{n}(\gamma)}\left[|\phi|^{\circ}\left(M^{n} x\right)\right]^{p} d x\right) \sum_{\alpha \in \gamma+[-N, N]^{s}}\left|b_{n}(\alpha)\right|^{p}
$$

Since $\phi \in L_{p}\left(\mathbb{R}^{s}\right)$ is compactly supported, we have

$$
|\phi|^{\circ}(x)=\sum_{\alpha \in \mathbb{Z}^{s} \cap\left([0,1)^{s}-\operatorname{supp} \phi\right)}|\phi(x-\alpha)|, \quad x \in[0,1)^{s} .
$$

Hence, $C_{2}:=\int_{[0,1)^{s}}|\phi|^{\circ}(x)^{p} d x<\infty$. Consequently,

$$
\int_{X_{n}(\gamma)}\left[|\phi|^{\circ}\left(M^{n} x\right)\right]^{p} d x=m^{-n} \int_{\gamma+[0,1)^{s}}\left[|\phi|^{\circ}(x)\right]^{p} d x=C_{2} m^{-n}
$$

Finally, we obtain

$$
\begin{aligned}
\left\|f_{n+1}-g_{n}\right\|_{p}^{p} & =\sum_{\gamma \in \mathbb{Z}^{s}} \int_{X_{n}(\gamma)}\left|f_{n+1}(x)-g_{n}(x)\right|^{p} d x \\
& \leq C^{p} C_{2} m^{-n} \sum_{\gamma \in \mathbb{Z}^{s}} \sum_{\alpha \in \gamma+[-N, N]^{s}}\left|b_{n}(\alpha)\right|^{p}
\end{aligned}
$$

However,

$$
\sum_{\gamma \in \mathbb{Z}^{s}} \sum_{\alpha \in \gamma+[-N, N]^{s}}\left|b_{n}(\alpha)\right|^{p}=\sum_{\alpha \in \mathbb{Z}^{s}}\left|b_{n}(\alpha)\right|^{p} \sum_{\gamma \in \alpha+[-N, N]^{s}} 1=(2 N+1)^{s} \sum_{\alpha \in \mathbb{Z}^{s}}\left|b_{n}(\alpha)\right|^{p}
$$

The preceding discussion tells us that

$$
\left\|f_{n+1}-g_{n}\right\|_{p} \leq C_{3} m^{-n / p}\left\|b_{n}\right\|_{p}
$$

for some constant $C_{3}>0$. The proof is complete.
Suppose $K$ is an admissible set for every $A_{\varepsilon}, \varepsilon \in E$, and $\ell(K)$ contains $\nabla_{j} \delta$ for $j=1, \ldots, s$. Let

$$
V:=\left\{v \in \ell(K): \sum_{\alpha \in \mathbb{Z}^{s}} v(\alpha)=0\right\}
$$

If $\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta)=1$, then $V$ is invariant under every $A_{\varepsilon}, \varepsilon \in E$. Thus, we may restate Theorem 3.2 as follows.

Theorem 3.3. Under the conditions of Theorem 3.2, the subdivision scheme associated with a converges in the $L_{p}$-norm $(1 \leq p \leq \infty)$ if and only if the following two conditions are satisfied:
(a) $\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta)=1$ for all $\alpha \in \mathbb{Z}^{s}$;
(b) $\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}\right)<m^{1 / p}$.

Proof. For $j=1, \ldots, s, \nabla_{j} \delta \in V$. Conversely, $V$ is spanned by vectors of the form $\tau^{\beta} \nabla_{j} \delta$, where $\beta \in \mathbb{Z}^{s}, j=1, \ldots, s$. Let $\mathcal{A}:=\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}$. By Lemma 2.2 we have

$$
\left\|\mathcal{A}^{n} \tau^{\beta} \nabla_{j} \delta\right\|_{p}=\left\|\tau^{\beta} \nabla_{j} S_{a}^{n} \delta\right\|_{p}=\left\|\nabla_{j} S_{a}^{n} \delta\right\|_{p}
$$

This shows that

$$
\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}\right)=\max _{1 \leq j \leq s}\left\{\lim _{n \rightarrow \infty}\left\|\nabla_{j} S_{a}^{n} \delta\right\|_{p}^{1 / n}\right\}
$$

Thus, Theorem 3.3 follows from Theorem 3.2 at once.
After a closer examination of the proof of Theorems 3.1 and 3.2 , we obtain the following result.

THEOREM 3.4. Let a be a finitely supported sequence on $\mathbb{Z}^{s}$ satisfying (1.2) and let $T=T_{a}$ be the linear operator given by (1.5). Suppose $u$ is a compactly supported function in $L_{p}\left(\mathbb{R}^{s}\right)(1 \leq p \leq \infty)$, $u$ satisfies the moment conditions of order 1 , and the shifts of $u$ are stable. If there exists a function $f \in L_{p}\left(\mathbb{R}^{s}\right)$ (a continuous function $f$ in the case $p=\infty$ ) such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|T^{n} u-f\right\|_{p}=0 \tag{3.16}
\end{equation*}
$$

then for any compactly supported function $v \in L_{p}\left(\mathbb{R}^{s}\right)$ satisfying the moment conditions of order 1 we also have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|T^{n} v-f\right\|_{p}=0 \tag{3.17}
\end{equation*}
$$

Consequently, if the normalized solution $f$ of (1.1) lies in $L_{p}\left(\mathbb{R}^{s}\right)(f$ is a continuous function in the case $p=\infty)$, and if the shifts of $f$ are stable, then the subdivision scheme associated with mask a converges to $f$ in the $L_{p}$-norm.

Proof. Suppose (3.16) is true for a function $u$ that satisfies the moment conditions of order 1 and has stable shifts. Then the proof of Theorem 3.1 tells us that (3.2) is valid for every vector $y \in \mathbb{Z}^{s}$. Therefore, from the proof of Theorem 3.2 we see that (3.17) holds true for any compactly supported function $v \in L_{p}\left(\mathbb{R}^{s}\right)$ satisfying the moment conditions of order 1 . In particular, if $f$ itself has stable shifts, then we may choose $u$ to be $f$ in (3.16). Thus, in such a case, the subdivision scheme converges in the $L_{p}$-norm.

We end this section by two examples which illustrate the general theory developed so far.

Example 3.5. Let $M=2 I$, where $I$ is the $2 \times 2$ identity matrix. Consider the refinement equation

$$
\begin{equation*}
f=\sum_{\alpha \in \mathbb{Z}^{2}} a(\alpha) f(2 \cdot-\alpha) \tag{3.18}
\end{equation*}
$$

where the mask $a$ is given by its symbol

$$
\tilde{a}(z)=\frac{1}{4} z_{1}^{-1}+1+\frac{3}{4} z_{1}+\frac{3}{4} z_{1}^{-1} z_{2}+z_{2}+\frac{1}{4} z_{1} z_{2}, \quad z=\left(z_{1}, z_{2}\right) \in \mathbb{T}^{2}
$$

We claim that the subdivision scheme associated with $a$ is convergent in the $L_{p}$-norm for $1 \leq p<\infty$, but it is not $L_{\infty}$-convergent.

For $\varepsilon \in E:=\{(0,0),(1,0),(0,1),(1,1)\}$, let $A_{\varepsilon}$ be the operator on $\ell_{0}\left(\mathbb{Z}^{2}\right)$ given by

$$
A_{\varepsilon} v(\alpha)=\sum_{\beta \in \mathbb{Z}^{2}} a(\varepsilon+2 \alpha-\beta) v(\beta), \quad \alpha \in \mathbb{Z}^{2}, v \in \ell_{0}\left(\mathbb{Z}^{2}\right)
$$

Let $K$ be the set consisting of the points $(-1,0),(0,0),(1,0),(-1,1),(0,1),(1,1)$. Then $K$ is admissible for $A_{\varepsilon}, \varepsilon \in E$. Let $V$ be the linear space

$$
\left\{v \in \ell(K): \sum_{\alpha \in \mathbb{Z}^{2}} v(\alpha)=0\right\} .
$$

Then $V$ is the minimal common invariant space of $A_{\varepsilon}(\varepsilon \in E)$ generated by $\nabla_{j} \delta$, $j=1,2$. The dimension of $V$ is 5 . We choose a basis for $V$ as follows:

$$
\begin{aligned}
& v_{1}=\delta-\delta_{(1,0)}, v_{2}=\delta-\delta_{(-1,0)}, \quad v_{3}=\delta_{(0,1)}-\delta_{(1,1)}, \\
& v_{4}=\delta_{(0,1)}-\delta_{(-1,1)}, \quad \text { and } \quad v_{5}=r\left(\delta-\delta_{(0,1)}\right)
\end{aligned}
$$

where $v=1$ for $p=\infty$, and $r$ is a number such that $0<r<(3 / 2)^{1 / p}-1$ for $1 \leq p<\infty$.

By computation, the matrix representations of $\left.A_{\varepsilon}\right|_{V}(\varepsilon \in E)$ under this basis are given by

$$
\left.A_{(0,0)}\right|_{V}=\left[\begin{array}{ccccc}
3 / 4 & 0 & 0 & 0 & 0 \\
0 & 1 / 4 & 0 & 0 & 0 \\
0 & 0 & 1 / 4 & 0 & 0 \\
0 & 0 & 0 & 3 / 4 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right],\left.\quad A_{(1,0)}\right|_{V}=\left[\begin{array}{ccccc}
0 & -1 / 4 & 0 & 0 & 0 \\
0 & 3 / 4 & 0 & 0 & 0 \\
0 & 0 & 0 & -3 / 4 & 0 \\
0 & 0 & 0 & 1 / 4 & 0 \\
0 & -r / 4 & 0 & 3 r / 4 & 1
\end{array}\right]
$$

and

$$
\left.A_{(0,1)}\right|_{V}=\left[\begin{array}{ccccc}
1 / 4 & 0 & 0 & 0 & 0 \\
0 & 3 / 4 & 0 & 0 & 0 \\
3 / 4 & 0 & 0 & 0 & 0 \\
0 & 1 / 4 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right],\left.\quad A_{(1,1)}\right|_{V}=\left[\begin{array}{ccccc}
0 & -3 / 4 & 0 & 0 & 0 \\
0 & 1 / 4 & 0 & 0 & 0 \\
0 & -1 / 4 & 0 & 0 & 0 \\
0 & 3 / 4 & 0 & 0 & 0 \\
0 & -r / 2 & 0 & 0 & 0
\end{array}\right]
$$

Since $\left.A_{(0,0)}\right|_{V}$ has an eigenvalue 1, we have

$$
\rho_{\infty}\left(\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}\right) \geq 1
$$

Therefore, the subdivision scheme is not $L_{\infty}$-convergent.
For the case $1 \leq p<\infty$, we choose the maximum row sum norm as the matrix norm. Since $0<r<(3 / 2)^{1 / p}-1$, we have

$$
\sum_{\varepsilon \in E}\left\|\left.A_{\varepsilon}\right|_{V}\right\|^{p} \leq 1+(1+r)^{p}+(3 / 4)^{p}+(3 / 4)^{p}<4
$$

This shows that

$$
\rho_{p}\left(\left\{\left.A_{\varepsilon}\right|_{V}: \varepsilon \in E\right\}\right)<4^{1 / p}
$$

By Theorem 3.3, the subdivision scheme is $L_{p}$-convergent for $1 \leq p<\infty$.

Example 3.6. Let

$$
M=\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right)
$$

Then $M$ is a dilation matrix with $\operatorname{det} M=2$. Let $a$ be the sequence on $\mathbb{Z}^{2}$ given by its symbol

$$
\tilde{a}(z)=1+t z_{1}+(1-t) z_{2}, \quad z=\left(z_{1}, z_{2}\right) \in \mathbb{T}^{2}
$$

where $t$ is a real number. We claim that the subdivision scheme associated with $a$ and $M$ is $L_{\infty}$-convergent if and only if $0<t<1$.

Let $A_{0}$ and $A_{1}$ be the linear operators on $\ell_{0}\left(\mathbb{Z}^{2}\right)$ given by

$$
A_{0} v(\alpha)=\sum_{\beta \in \mathbb{Z}^{2}} a(M \alpha-\beta) v(\beta) \quad \text { and } \quad A_{1} v(\alpha)=\sum_{\beta \in \mathbb{Z}^{2}} a((1,0)+M \alpha-\beta) v(\beta)
$$

where $\alpha \in \mathbb{Z}^{2}$ and $v \in \ell_{0}\left(\mathbb{Z}^{2}\right)$. Let $K$ be the set

$$
[-1,2] \times[-2,2] \cap \mathbb{Z}^{2} \backslash\{(-1,-2),(2,-2),(2,2),(-1,2)\}
$$

Then $K$ is admissible for both $A_{0}$ and $A_{1}$. Let $V$ be the linear space

$$
\left\{v \in \ell(K): \sum_{\alpha \in \mathbb{Z}^{2}} v(\alpha)=0\right\}
$$

Then $V$ is the minimal common invariant subspace of $A_{0}$ and $A_{1}$ generated by $\nabla_{j} \delta$, $j=1,2$. The dimension of $V$ is 15 . By Theorem 3.3, the subdivision scheme associated with $a$ and $M$ is $L_{\infty}$-convergent if and only if $\rho_{\infty}\left(\left.A_{0}\right|_{V},\left.A_{1}\right|_{V}\right)<1$.

We observe that

$$
A_{0}\left(\delta-\delta_{(0,-1)}\right)=t\left(\delta-\delta_{(0,-1)}\right) \quad \text { and } \quad A_{0}\left(\delta_{(0,1)}-\delta_{(1,1)}\right)=-(1-t)\left(\delta_{(0,1)}-\delta_{(1,1)}\right)
$$

Hence, both $t$ and $-(1-t)$ are eigenvalues of $A_{0}$. Consequently,

$$
\rho_{\infty}\left(\left.A_{0}\right|_{V},\left.A_{1}\right|_{V}\right) \geq \max \{|t|,|1-t|\}
$$

Therefore, for $t \leq 0$ or $t \geq 1$, the subdivision scheme associated with $a$ and $M$ is not convergent in the $L_{\infty}$-norm.

Now assume that $0<t<1$. We wish to show $\rho_{\infty}\left(\left.A_{0}\right|_{V},\left.A_{1}\right|_{V}\right)<1$ in this case. Let

$$
W:=\left\{\delta_{\alpha}-\delta_{\beta}: \alpha, \beta \in K,|\alpha-\beta| \leq 1\right\}
$$

where $|\alpha|:=\max \left\{\left|\alpha_{1}\right|,\left|\alpha_{2}\right|\right\}$ for $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{Z}^{2}$. Then $W$ is a spanning set for $V$. Any vector $v \in V$ can be represented as $\sum_{w \in W} c_{w} w$, where the coefficients $c_{w}$ ( $w \in W$ ) are not uniquely determined. Define

$$
\|v\|:=\min \left\{\sum_{w \in W}\left|c_{w}\right|: v=\sum_{w \in W} c_{w} w .\right\}
$$

Clearly, $\|\cdot\|$ is a norm on $V$.

We observe that

$$
A_{0}\left(\delta-\delta_{(-1,0)}\right)=(1-t)\left(\delta-\delta_{(0,1)}\right), \quad A_{0}\left(\delta-\delta_{(0,-1)}\right)=t\left(\delta-\delta_{(0,-1)}\right)
$$

and

$$
A_{1}\left(\delta-\delta_{(1,0)}\right)=-(1-t)\left(\delta-\delta_{(0,1)}\right), \quad A_{1}\left(\delta-\delta_{(0,1)}\right)=t\left(\delta-\delta_{(0,1)}\right) .
$$

With the help of these relations, we can verify through a simple but tedious computation that

$$
\left\|A_{\varepsilon_{1}} A_{\varepsilon_{2}} A_{\varepsilon_{3}} A_{\varepsilon_{4}} A_{\varepsilon_{5}} w\right\|<1
$$

for all $w \in W$ and all $\varepsilon_{j} \in\{0,1\}, j=1, \ldots, 5$. Thus, there exists a positive number $\sigma<1$ such that

$$
\left\|A_{\varepsilon_{1}} A_{\varepsilon_{2}} A_{\varepsilon_{3}} A_{\varepsilon_{4}} A_{\varepsilon_{5}} w\right\| \leq \sigma
$$

for all $w \in W$ and all $\varepsilon_{j} \in\{0,1\}, j=1, \ldots, 5$. Let $v$ be a unit vector in $V$. Choose a representation $\sum_{w \in W} c_{w} w$ for $v$ such that $\sum_{w \in W}\left|c_{w}\right|=\|v\|=1$. Then

$$
\left\|A_{\varepsilon_{1}} A_{\varepsilon_{2}} A_{\varepsilon_{3}} A_{\varepsilon_{4}} A_{\varepsilon_{5}} v\right\| \leq \sum_{w \in W}\left|c_{w}\right|\left\|A_{\varepsilon_{1}} A_{\varepsilon_{2}} A_{\varepsilon_{3}} A_{\varepsilon_{4}} A_{\varepsilon_{5}} w\right\| \leq \sigma<1 .
$$

This shows that $\left\|A_{\varepsilon_{1}} A_{\varepsilon_{2}} A_{\varepsilon_{3}} A_{\varepsilon_{4}} A_{\varepsilon_{5}}\right\| \leq \sigma<1$ for all $\varepsilon_{j} \in\{0,1\}, j=1, \ldots, 5$. Therefore, $\rho_{\infty}\left(\left.A_{0}\right|_{V},\left.A_{1}\right|_{V}\right)<1$ and the subdivision scheme associated with $a$ and $M$ is $L_{\infty}$-convergent if $0<t<1$.
4. $L_{2}$-convergence. In general, the $p$-norm joint spectral radius is difficult to compute. However, the 2 -norm joint spectral radius can be easily computed by calculating the spectral radius of a certain finite matrix.

Given $a \in \ell_{0}\left(\mathbb{Z}^{s}\right)$, the symbol $\tilde{a}(z)$ is well defined on the $s$-torus

$$
\mathbb{T}^{s}:=\left\{\left(z_{1}, \ldots, z_{s}\right) \in \mathbb{C}^{s}:\left|z_{1}\right|=\cdots=\left|z_{s}\right|=1\right\}
$$

For $a, b \in \ell_{0}\left(\mathbb{Z}^{s}\right)$, the discrete convolution of $a$ and $b$, denoted $a * b$, is given by

$$
a * b(\alpha):=\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-\beta) b(\beta), \quad \beta \in \mathbb{Z}^{s} .
$$

It is easily seen that

$$
\widetilde{a * b}(z)=\tilde{a}(z) \tilde{b}(z), \quad z \in(\mathbb{C} \backslash\{0\})^{s} .
$$

For $z \in \mathbb{C}$, we use $\bar{z}$ to denote the complex conjugate of $z$. Note that for $z \in \mathbb{T}^{s}$ and $\alpha \in \mathbb{Z}^{s}$, we have $\overline{z^{\alpha}}=z^{-\alpha}$. For $a \in \ell_{0}\left(\mathbb{Z}^{s}\right)$, we denote by $a^{*}$ the sequence given by $a^{*}(\alpha):=\overline{a(-\alpha)}, \alpha \in \mathbb{Z}^{s}$. Then for $z \in \mathbb{T}^{s}$ we have

$$
\tilde{a^{*}}(z)=\sum_{\alpha \in \mathbb{Z}^{s}} \overline{a(-\alpha)} z^{\alpha}=\sum_{\alpha \in \mathbb{Z}^{s}} \overline{a(-\alpha) z^{-\alpha}}=\overline{\tilde{a}(z)} .
$$

If $b=a * a^{*}$, then we have

$$
\tilde{b}(z)=\tilde{a}(z) \widetilde{a^{*}}(z)=|\tilde{a}(z)|^{2} \quad \text { for } z \in \mathbb{T}^{s} .
$$

Theorem 4.1. Let $M$ be an $s \times s$ dilation matrix. For $a \in \ell_{0}\left(\mathbb{Z}^{s}\right)$, let $b:=a * a^{*}$ and denote by $S_{a}$ and $S_{b}$ the subdivision operators associated with $a$ and $b$, respectively. Then for $\nu \in \ell_{0}\left(\mathbb{Z}^{s}\right)$,

$$
\lim _{n \rightarrow \infty}\left\|\tilde{\nu}(\tau) S_{a}^{n} \delta\right\|_{2}^{1 / n}=\sqrt{\rho\left(\left.B\right|_{W}\right)}
$$

and

$$
\lim _{n \rightarrow \infty}\left\|\tilde{\mu}(\tau) S_{b}^{n} \delta\right\|_{\infty}^{1 / n}=\rho\left(\left.B\right|_{W}\right)
$$

where $\mu:=\nu * \nu^{*}, B$ is the linear operator on $\ell_{0}\left(\mathbb{Z}^{s}\right)$ given by

$$
\begin{equation*}
B w(\alpha)=\sum_{\beta \in \mathbb{Z}^{s}} b(M \alpha-\beta) w(\beta), \quad \alpha \in \mathbb{Z}^{s}, w \in \ell_{0}\left(\mathbb{Z}^{s}\right) \tag{4.1}
\end{equation*}
$$

and $W$ is the minimal $B$-invariant subspace generated by $\mu$.
Proof. For $n=1,2, \ldots$, write $a_{n}$ for $S_{a}^{n} \delta$ and $b_{n}$ for $S_{b}^{n} \delta$. Note that the symbol of $\tilde{\nu}(\tau) a_{n}$ is $\tilde{\nu}(z) \tilde{a}_{n}(z)$, and the symbol of $\tilde{\mu}(\tau) b_{n}$ is $\tilde{\mu}(z) \tilde{b}_{n}(z)$. By the Parseval identity we have

$$
\begin{aligned}
\left\|\tilde{\nu}(\tau) a_{n}\right\|_{2}^{2} & =\sum_{\alpha \in \mathbb{Z}^{s}}\left|\tilde{\nu}(\tau) a_{n}(\alpha)\right|^{2} \\
& =\frac{1}{(2 \pi)^{s}} \int_{[0,2 \pi)^{s}}\left|\tilde{\nu}\left(e^{i \xi}\right) \tilde{a}_{n}\left(e^{i \xi}\right)\right|^{2} d \xi=\frac{1}{(2 \pi)^{s}} \int_{[0,2 \pi)^{s}} \tilde{\mu}\left(e^{i \xi}\right) \tilde{b}_{n}\left(e^{i \xi}\right) d \xi
\end{aligned}
$$

Since $\tilde{\mu}\left(e^{i \xi}\right) \tilde{b}_{n}\left(e^{i \xi}\right) \geq 0$ for all $\xi \in \mathbb{R}^{s}$, it follows that

$$
\begin{aligned}
\tilde{\mu}(\tau) b_{n}(0) & \leq\left\|\tilde{\mu}(\tau) b_{n}\right\|_{\infty} \leq \frac{1}{(2 \pi)^{s}} \int_{[0,2 \pi)^{s}}\left|\tilde{\mu}\left(e^{i \xi}\right) \tilde{b}_{n}\left(e^{i \xi}\right)\right| d \xi \\
& =\frac{1}{(2 \pi)^{s}} \int_{[0,2 \pi)^{s}} \tilde{\mu}\left(e^{i \xi}\right) \tilde{b}_{n}\left(e^{i \xi}\right) d \xi=\tilde{\mu}(\tau) b_{n}(0)
\end{aligned}
$$

From the proof of Lemma 2.2 we see that $\tilde{\mu}(\tau) b_{n}(0)=B^{n} \mu(0)$. Hence,

$$
\left\|\tilde{\nu}(\tau) S_{a}^{n} \delta\right\|_{2}^{2}=\left\|\tilde{\mu}(\tau) S_{b}^{n} \delta\right\|_{\infty}=B^{n} \mu(0)
$$

It follows that

$$
\lim _{n \rightarrow \infty}\left\|\tilde{\mu}(\tau) S_{b}^{n} \delta\right\|_{\infty}^{1 / n} \leq \lim _{n \rightarrow \infty}\left|B^{n} \mu(0)\right|^{1 / n} \leq \rho\left(\left.B\right|_{W}\right)
$$

Moreover, since $W$ is the minimal $B$-invariant subspace generated by $\mu$, Theorem 2.5 tells us that

$$
\rho\left(\left.B\right|_{W}\right) \leq \lim _{n \rightarrow \infty}\left\|\tilde{\mu}(\tau) S_{b}^{n} \delta\right\|_{\infty}^{1 / n}
$$

This completes the proof.
We remark that Goodman, Micchelli, and Ward in [5] established a result similar to Theorem 4.1 for the special case $\nu=\delta$.

The following theorem discusses the relationship among the spectra of $B$ when it is restricted to different invariant subspaces.

Theorem 4.2. Let $M$ be an $s \times s$ dilation matrix. For an element $b \in \ell_{0}\left(\mathbb{Z}^{s}\right)$, let $B$ be the linear operator on $\ell_{0}\left(\mathbb{Z}^{s}\right)$ given by (4.1). Suppose $\Omega$ is the support of $b$. Then the set $K_{0}$ given by

$$
\begin{equation*}
K_{0}:=\left(\sum_{n=1}^{\infty} M^{-n} \Omega\right) \cap \mathbb{Z}^{s} \tag{4.2}
\end{equation*}
$$

is admissible for $B$. Moreover, if $W$ is a finite dimensional $B$-invariant subspace, then the eigenvalues of $\left.B\right|_{W \cap \ell\left(K_{0}\right)}$ are also eigenvalues of $\left.B\right|_{W}$, and all the other eigenvalues of $\left.B\right|_{W}$ are 0 .

Proof. Let $K_{0}$ be the set given in (4.2). Then

$$
M^{-1}\left(\Omega+K_{0}\right) \subseteq \sum_{n=1}^{\infty} M^{-n} \Omega
$$

This shows that $K_{0}$ satisfies (2.4). Hence, $K_{0}$ is an admissible set for $B$, by Lemma 2.3. Since $\ell\left(K_{0}\right)$ is an invariant subspace of $B$, the eigenvalues of $\left.B\right|_{W \cap \ell\left(K_{0}\right)}$ also are eigenvalues of $\left.B\right|_{W}$.

Let $K$ be an admissible set for $B$ such that $\ell(K) \supseteq W$. In order to prove that all the other eigenvalues of $\left.B\right|_{W}$ are 0 , it suffices to show that there exists a positive integer $N$ such that

$$
\begin{equation*}
B^{N} \lambda \in \ell\left(K_{0}\right) \quad \forall \lambda \in \ell(K) \tag{4.3}
\end{equation*}
$$

To see this, suppose (4.3) is valid and $\sigma$ is an eigenvalue of $\left.B\right|_{W}$ with an eigenvector $\lambda \in W \backslash \ell\left(K_{0}\right)$. Then by (4.3) we have $\sigma^{N} \lambda=B^{N} \lambda \in \ell\left(K_{0}\right)$. However, $\lambda \notin \ell\left(K_{0}\right)$. Hence, this happens only if $\sigma=0$. Thus, it remains to prove (4.3). For this purpose, it suffices to prove that for each $\beta \in K \backslash K_{0}$, there exists a positive integer $N$ such that $B^{N} \delta_{\beta} \in \ell\left(K_{0}\right)$.

Let $j$ be a positive integer. For $\lambda \in \ell(K)$, we have

$$
B^{j} \lambda(\alpha)=\sum_{\gamma \in \mathbb{Z}^{s}} b(M \alpha-\gamma) B^{j-1} \lambda(\gamma)
$$

Hence, $B^{j} \lambda(\alpha) \neq 0$ only if $M \alpha-\gamma \in \Omega$ for some $\gamma \in \mathbb{Z}^{s}$ with $B^{j-1} \lambda(\gamma) \neq 0$. Let $n$ be a positive integer and let $\alpha, \beta \in \mathbb{Z}^{s}$. Then $B^{n} \delta_{\beta}(\alpha) \neq 0$ holds true only if there exist $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n} \in \mathbb{Z}^{s}$ such that $\alpha_{0}=\beta, \alpha_{n}=\alpha$, and

$$
M \alpha_{j}-\alpha_{j-1} \in \Omega \quad \text { for } j=1, \ldots, n
$$

Hence, $B^{n} \delta_{\beta}(\alpha) \neq 0$ implies

$$
\alpha \in M^{-1} \Omega+M^{-2} \Omega+\cdots+M^{-n} \Omega+M^{-n} K=: \Gamma_{n}
$$

Let $\Gamma:=\sum_{n=1}^{\infty} M^{-n} \Omega$. Then $K_{0}=\mathbb{Z}^{s} \cap \Gamma$ and $\left(\mathbb{Z}^{s} \backslash K_{0}\right) \cap \Gamma=\emptyset$. We shall show that $\Gamma$ is a compact set. Let $H$ be an infinite subset of $\Gamma$. Note that $\Omega$ is a finite set. By induction on $n$ we can find a sequence of elements $\omega_{n} \in \Omega(n=1,2, \ldots)$ such that

$$
\left(M^{-1} \omega_{1}+\cdots+M^{-n} \omega_{n}+M^{-n-1} \Omega\right) \cap H
$$

is an infinite set. Then the element $\gamma:=\sum_{n=1}^{\infty} M^{-n} \omega_{n}$ is a limit point of $H$. Since $\mathbb{Z}^{s} \backslash K_{0}$ is closed and $\Gamma$ is compact, $\eta:=\operatorname{dist}\left(\mathbb{Z}^{s} \backslash K_{0}, \Gamma\right)$, the distance between two
sets $\mathbb{Z}^{s} \backslash K_{0}$ and $\Gamma$, is positive. Note that $M^{-n} \rightarrow 0$ as $n \rightarrow \infty$. Thus, there exists a positive integer $N$ such that

$$
B^{N} \delta_{\beta}(\alpha) \neq 0 \quad \Longrightarrow \quad \operatorname{dist}(\alpha, \Gamma)<\eta
$$

From dist $(\alpha, \Gamma)<\eta$ and $\alpha \in \mathbb{Z}^{s}$ we deduce that $\alpha \in K_{0}$. This shows $B^{N} \delta_{\beta} \in \ell\left(K_{0}\right)$, as desired.

The $L_{2}$-convergence of a subdivision scheme can be determined by using Theorems 3.2 and 4.1. The following theorem gives another form of characterization for the $L_{2^{-}}$ convergence.

Theorem 4.3. Let $M$ be an $s \times s$ dilation matrix with $m:=|\operatorname{det} M|$. For $a \in \ell_{0}\left(\mathbb{Z}^{s}\right)$, let $b:=a * a^{*} / m$ and let $B$ be the linear operator on $\ell_{0}\left(\mathbb{Z}^{s}\right)$ given by

$$
B w(\alpha)=\sum_{\beta \in \mathbb{Z}^{s}} b(M \alpha-\beta) w(\beta), \quad \alpha \in \mathbb{Z}^{s}, w \in \ell_{0}\left(\mathbb{Z}^{s}\right)
$$

Denote by $K_{0}$ the set $\mathbb{Z}^{s} \cap \sum_{n=1}^{\infty} M^{-n} \Omega$, where $\Omega$ is the support of $b$. Let $V$ be the linear space

$$
\left\{w \in \ell\left(K_{0}\right): \sum_{\alpha \in \mathbb{Z}^{s}} w(\alpha)=0\right\}
$$

Then the subdivision scheme associated with a converges in the $L_{2}$-norm if and only if the following two conditions are satisfied:
(a) $\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-M \beta)=1$ for all $\alpha \in \mathbb{Z}^{s}$;
(b) $\rho\left(\left.B\right|_{V}\right)<1$.

Proof. First, assuming that conditions (a) and (b) are satisfied, we shall prove that the subdivision scheme associated with $a$ converges in the $L_{2}$-norm. Let $W$ be the minimal $B$-invariant subspace generated by $-\delta_{e_{j}}+2 \delta-\delta_{e_{j}}, j=1, \ldots, s$. By Theorem 4.2,

$$
\rho\left(\left.B\right|_{W}\right)=\rho\left(\left.B\right|_{W \cap \ell\left(K_{0}\right)}\right)
$$

It follows from condition (a) that $\sum_{\beta \in \mathbb{Z}^{s}} b(\alpha-M \beta)=1$ for all $\alpha \in \mathbb{Z}^{s}$. Consequently, if $w$ is an element in $\ell_{0}\left(\mathbb{Z}^{s}\right)$ such that $\sum_{\alpha \in \mathbb{Z}^{s}} w(\alpha)=0$, then $\sum_{\alpha \in \mathbb{Z}^{s}} B w(\alpha)=0$. This shows $W \cap \ell\left(K_{0}\right) \subseteq V$. Hence, $\rho\left(\left.B\right|_{W}\right) \leq \rho\left(\left.B\right|_{V}\right)$. By Theorem 4.1 we have that, for $j=1, \ldots, s$,

$$
\lim _{n \rightarrow \infty}\left\|\nabla_{j} S_{a}^{n} \delta\right\|_{2}^{1 / n} \leq \sqrt{m \rho\left(\left.B\right|_{W}\right)} \leq \sqrt{m \rho\left(\left.B\right|_{V}\right)}<\sqrt{m}
$$

By Theorem 3.2 we conclude that the subdivision scheme associated with $a$ converges in the $L_{2}$-norm.

Next, suppose that the subdivision scheme associated with $a$ converges in the $L_{2^{-}}$ norm. By Theorem 3.1, condition (a) is satisfied. It remains to prove $\rho\left(\left.B\right|_{V}\right)<1$. Let $\phi_{0}$ be the function given in (1.10) and let $f_{n}:=T_{a}^{n} \phi_{0}$, where $T_{a}$ is the operator given in (1.5). Then there exists a function $f \in L_{2}\left(\mathbb{R}^{s}\right)$ such that $\left\|f_{n}-f\right\|_{2} \rightarrow 0$ as $n \rightarrow \infty$. For a function $f$ defined on $\mathbb{R}^{s}$, let $f^{*}$ be the function given by $f^{*}(x)=\overline{f(-x)}$ for $x \in \mathbb{R}^{s}$. Let $\phi:=\phi_{0} * \phi_{0}^{*}$ be the convolution of $\phi_{0}$ and $\phi_{0}^{*}$. Similarly, let $g_{n}:=f_{n} * f_{n}^{*}$ and $g=f * f^{*}$. It is easily seen that $g_{n}=T_{b}^{n} \phi$, where $T_{b}$ is the operator given by $T_{b} \phi=\sum_{\alpha \in \mathbb{Z}^{s}} b(\alpha) \phi(M \cdot-\alpha)$. Then we have

$$
\begin{aligned}
\left\|g_{n}-g\right\|_{\infty} & =\left\|f_{n} * f_{n}^{*}-f * f^{*}\right\|_{\infty} \\
& \leq\left\|f_{n} *\left(f_{n}^{*}-f^{*}\right)\right\|_{\infty}+\left\|\left(f_{n}-f\right) * f^{*}\right\|_{\infty} \\
& \leq\left(\left\|f_{n}\right\|_{2}+\|f\|_{2}\right)\left\|f_{n}-f\right\|_{2}
\end{aligned}
$$

Note that $\phi$ is a continuous function, $\phi$ satisfies the moment conditions of order 1, and the shifts of $\phi$ are stable. Thus, by Theorem 3.4, the subdivision scheme associated with $b$ converges in the $L_{\infty}$-norm. By Theorem 3.3, we conclude that $\rho\left(\left.B\right|_{V}\right)<1$. This finishes the proof of the theorem.

In the case $s=1$ and $M=(2)$, Theorem 4.3 was established by Jia [6]. In the multivariate case, Theorem 4.3 was also obtained independently by Lawton, Lee, and Shen [11].

We finish this paper by an example about the $L_{2}$-convergence of a subdivision scheme.

Example 4.4. Let $M=2 I$, where $I$ is the $2 \times 2$ identity matrix. Consider the refinement equation (3.18), where the mask $a$ is given by its symbol

$$
\tilde{a}(z)=1+(1 / 2+t)\left(z_{1}+z_{2}+z_{1} z_{2}\right)+(1 / 2-t)\left(z_{1}^{-1}+z_{2}^{-1}+z_{1}^{-1} z_{2}^{-1}\right)
$$

with $t$ being a real number. The normalized solution of the refinement equation is the standard linear element if $t=0$, and is the characteristic function of the unit square $[0,1)^{2}$ if $t=1 / 2$. Let $b:=a * a^{*}$. By computation we find that

$$
\begin{aligned}
\tilde{b}(z)=|\tilde{a}(z)|^{2}= & \left(5 / 2+6 t^{2}\right)+\left(3 / 2+2 t^{2}\right)\left(z_{1}+z_{2}+z_{1}^{-1}+z_{2}^{-1}\right) \\
& +\left(3 / 2-2 t^{2}\right)\left(z_{1} z_{2}+z_{1}^{-1} z_{2}^{-1}\right)+\left(1 / 2+2 t^{2}\right)\left(z_{1} z_{2}^{-1}+z_{1}^{-1} z_{2}\right) \\
& +\left(1 / 4-t^{2}\right)\left(z_{1}^{2}+z_{1}^{2} z_{2}^{2}+z_{2}^{2}+z_{1}^{-2}+z_{1}^{-2} z_{2}^{-2}+z_{2}^{-2}\right) \\
& +\left(1 / 2-2 t^{2}\right)\left(z_{1}^{2} z_{2}+z_{1} z_{2}^{2}+z_{1}^{-2} z_{2}^{-1}+z_{1}^{-1} z_{2}^{-2}\right) .
\end{aligned}
$$

With this $b$, the operator $B$ is given by

$$
B w(\alpha)=\sum_{\beta \in \mathbb{Z}^{2}} b(2 \alpha-\beta) w(\beta), \quad w \in \ell_{0}\left(\mathbb{Z}^{2}\right), \alpha \in \mathbb{Z}^{2}
$$

For $j=1,2$, let $\nu_{j}=\delta-\delta_{e_{j}}$ and $\mu_{j}=\nu_{j} * \nu_{j}^{*}=-\delta_{e_{j}}+2 \delta-\delta_{-e_{j}}$. Then

$$
B \mu_{j}=B\left(-\delta_{e_{j}}+2 \delta-\delta_{-e_{j}}\right)=\left(1+4 t^{2}\right)\left(-\delta_{e_{j}}+2 \delta-\delta_{-e_{j}}\right)=\left(1+4 t^{2}\right) \mu_{j}
$$

Thus, the minimal $B$-invariant subspace $W_{j}$ generated by $\mu_{j}$ is the one-dimensional subspace spanned by $\mu_{j}$. By Theorem 4.1 we conclude that

$$
\lim _{n \rightarrow \infty}\left\|\nabla_{j} S_{a}^{n} \delta\right\|_{2}^{1 / n}=\sqrt{\rho\left(\left.B\right|_{W_{j}}\right)}=\sqrt{1+4 t^{2}}
$$

By Theorem 3.2, the subdivision scheme associated with $a$ converges in the $L_{2}$-norm if and only if $\sqrt{1+4 t^{2}}<\sqrt{4}$; that is, $|t|<\sqrt{3} / 2$.
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# CONVERGENCE RESULTS FOR SOME CONSERVATION LAWS WITH A REFLUX BOUNDARY CONDITION AND A RELAXATION TERM ARISING IN CHEMICAL ENGINEERING* 
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#### Abstract

This paper deals with a system of $2 N$ semilinear transport equations with a boundary condition of imposed flux. The right-hand side models some kinetic exchange between two phases. It is thus a stiff term involving a small parameter which will tend to 0 . Using compensated compactness, one proves, under some assumptions on the flux, that the solution to this system converges to a solution to a system of $N$ quasilinear equations, a solution which satisfies a set of entropy inequalities. Thus the reflux boundary condition for the quasi-linear system is given a meaning.
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1. Introduction. We are interested in the following system of $2 N$ equations, $N \geq 1$,

$$
\left\{\begin{array}{l}
\partial_{t} \mathbf{c}_{\varepsilon}^{1}+\partial_{x} u \mathbf{c}_{\varepsilon}^{1}=\frac{1}{\varepsilon}\left(\mathbf{c}_{\varepsilon}^{2}-\mathbf{h}\left(\mathbf{c}_{\varepsilon}^{1}\right)\right)  \tag{1.1}\\
\partial_{t} \mathbf{c}_{\varepsilon}^{2}+\partial_{x} v \mathbf{c}_{\varepsilon}^{2}=-\frac{1}{\varepsilon}\left(\mathbf{c}_{\varepsilon}^{2}-\mathbf{h}\left(\mathbf{c}_{\varepsilon}^{1}\right)\right),
\end{array}\right.
$$

which is a simplified model of diphasic propagation arising in chemical engineering. In this kind of problem, two phases labelled 1 and 2 are in motion with respective velocities $u>0$ and $v \leq 0$, which are assumed here to be constant. The case $v=0$ corresponds to a model of chromatography (a mobile phase and a stationary one), and the case $v<0$ corresponds to distillation (two phases moving countercurrent).

In equations (1.1), $\mathbf{c}_{\varepsilon}^{1}$ and $\mathbf{c}_{\varepsilon}^{2}$ are related to the concentrations in phase 1 and 2 , respectively, and therefore should be nonnegative. The right-hand side rules the matter exchanges between the two phases. Without motion, the two phases would reach a state of thermodynamical equilibrium: the concentration in phase 2 is therefore related to the concentration in phase 1 by the function $\mathbf{h}$, which enjoys several properties coming from the thermodynamics.

In the case we are considering, the equilibrium cannot be reached because of the motion. The time needed to reach the equilibrium is not negligible with respect to the characteristic times induced by the velocities $u$ and $v$. This phenomenon is known as a finite exchange kinetic: the actual concentration $\mathbf{c}_{\varepsilon}^{2}$ in phase 2 differs from $\mathbf{h}\left(\mathbf{c}_{\varepsilon}^{1}\right)$. The right-hand side of the equations quantifies the attraction of the system to the equilibrium state: it is a pulling-back force, and the constant parameter $1 / \varepsilon$ is the "velocity" of exchange between the two phases.

A natural question arises here: how do the solutions of (1.1) behave when $\varepsilon$ tends to 0 , that is, when the exchange kinetic becomes instantaneous (the process is then quasi-static)? The limit system is obtained in a natural way by summing the $2 N$

[^71]equations in (1.1) and by putting $\mathbf{c}_{\varepsilon}^{1}=\mathbf{c}, \mathbf{c}_{\varepsilon}^{2}=\mathbf{h}(\mathbf{c})$, which means indeed that the concentration in phase 2 is actually the equilibrium concentration. We are led to the following nonlinear hyperbolic system, which expresses the conservation of matter:
\[

$$
\begin{equation*}
\partial_{t}(\mathbf{c}+\mathbf{h}(\mathbf{c}))+\partial_{x}(u \mathbf{c}+v \mathbf{h}(\mathbf{c}))=0 \tag{1.2}
\end{equation*}
$$

\]

The aim of this paper is to analyze the behavior of the solutions of (1.1) when $\varepsilon$ tends to 0 , when it is provided with boundary conditions

$$
\begin{equation*}
\mathbf{c}_{\varepsilon}^{1}(0, t)=\mathbf{a}(t) \in L^{\infty}(] 0,+\infty[)^{N}, \quad u \mathbf{c}_{\varepsilon}^{1}(1, t)+v \mathbf{c}_{\varepsilon}^{2}(1, t)=\mathbf{b}(t) \in L^{\infty}(] 0,+\infty[)^{N} \tag{1.3}
\end{equation*}
$$

together with Cauchy data in $L^{\infty}(] 0,1[)^{N}$. To avoid any initial layer, we shall assume that the initial data are at equilibrium, that is, $\mathbf{c}_{\varepsilon}^{1}(\cdot, 0)=\mathbf{c}^{0} \in L^{\infty}(] 0,1[)^{N}$ and $\mathbf{c}_{\varepsilon}^{2}(\cdot, 0)=\mathbf{h}\left(\mathbf{c}^{0}\right)$. From the point of view of distillation, the boundary conditions are natural: the first one is a Dirichlet-like "injection" at one end of a column and acts only on the incoming variable $(u>0)$; the second one looks like a Neumann condition on the other end and imposes $v<0$ (it is a simplified model of the "reflux" in a distillation column).

Concerning the standard Cauchy problem in the scalar case, i.e., $c(0, x)=c^{0}(x)$, $x \in \mathbb{R}, c^{0} \in L^{\infty}$, the analysis is straightforward, and the solution of (1.1) tends to the entropy solution of (1.2), thus providing an alternative to the artificial viscosity method. Such results were obtained, for instance, by Tveito and Winther in [29], where the rate of convergence is estimated, and by Natalini [22]. Let us mention also the work by Katsoulakis and Tzavaras [19], where they give contraction properties for the solution of the system with relaxation. For systems of conservation laws, we refer to Chen, Levermore, and Liu [7], where a convergence result is proved for a $2 \times 2$ genuinely nonlinear system. This point of view can be successfully used for numerical purpose, see Jin and Xin [16] for a general setting for systems and Aregba-Driollet and Natalini [2] for convergence results in the scalar case.

On the other hand, the problem with boundary conditions is not as well behaved when $\varepsilon$ tends to 0 : it is well known that the setting of a Dirichlet boundary condition for a nonlinear hyperbolic scalar equation is difficult. Bardos, Leroux, and Nédélec [3] gave such a setting in the Kružkov sense, using the artificial viscosity method in the context of $B V$ functions. We shall not recover this formulation here, since the Dirichlet data act only on incoming variables. For systems, the first existence result was given by Benabdallah and Serre [4] for systems of two equations. We refer also to works by Dubois and LeFloch [8], where the Dirichlet boundary condition appears as a Riemann problem on a half-plane, Gisclon [10], and Gisclon and Serre [11]. We mention also Goodman's work [12], where global existence is proved for strictly hyperbolic systems of conservation laws with initial and boundary data of small $B V$ norm. The solutions also have small total variation and therefore have strong traces on the boundary. On the other hand, in [18] Kan, Santos, and Xin consider a general system of conservation laws and compare various notions of boundary conditions (vanishing viscosity, halfspace Riemann problem). Their solution is built by a Godunov method. In the same spirit, we also mention the paper by Joseph and LeFloch [17], who also compare different approximations and the resulting boundary layers.

The reflux boundary condition at $x=1$ seems to have been very little studied. For the scalar Burgers equation with the boundary condition $u^{2}(., t)=0$, Gisclon proved in [9] that the solution satisfies $u(., t) \leq 0$ on the boundary (which coincides with the solution in the sense of [3]).

Finally, let us mention one work which is concerned with both relaxation and boundary conditions. Wang and Xin [30] consider a $2 \times 2$ system with relaxation. The boundary condition is chosen so that uniform $B V$ estimates hold, and they prove convergence to a scalar conservation law satisfying a boundary-entropy condition, for which uniqueness holds.

We are going to prove that, under suitable conditions on the flux $u \mathbf{c}+v \mathbf{h}(\mathbf{c})$ with respect to $\mathbf{b}$, there exists a subsequence of solutions of (1.1) which converges to a weak solution of (1.2). This solution is characterized by a set of entropy inequalities. Since we have no $B V$ estimates for the solution with $\varepsilon>0$, we are led to work with bounded measurable functions, and use the compensated compactness method. This can be done in two cases: first for scalar equations with any smooth function $\mathbf{h}$ and then for a system of $N$ equations, for a specific $\mathbf{h}$, the so-called Langmuir isotherm. Notice that the Langmuir system is not hyperbolic on the whole physical domain of interest. However, we use a specific set of entropies, namely the so-called kinetic entropies, which were introduced in [14], that allows us to achieve compactness.

Finally, we prove that the weak solutions are indeed solutions in the sense of distributions and that they satisfy in a strong sense the initial condition as well as the reflux boundary condition at $x=1$. The incoming boundary condition seems to be lost in the limiting system. This is not very surprising, since we fall from a 2 N equations system to $N$ equations. Some boundary layer phenomena probably occur at $x=0$, which we do not investigate here. This may indicate that the system of conservation laws with the reflux boundary condition is well-posed, but the precise study of this is left for future research.

The paper is organized as follows. In section 2 we state a few results and notations which hold for both the scalar equation and the system. Section 3 and 4 are devoted to the proof of a priori estimates and compactness, respectively, for the scalar equation and the system. Section 5 deals with boundary conditions.
2. Preliminary results. We state here a few results and remarks that are common to both the scalar equation and the Langmuir model. Namely, we prove that equation (1.1) is well-posed for $\varepsilon>0$, and we also define a particular set of entropies, which appears to be natural from the structure of the equations. In the following, we shall set $\Omega \stackrel{\text { def }}{=}] 0,1[\times] 0, T[$.
2.1. Existence for $\varepsilon>\mathbf{0}$. Theorem 2.1. For a given $T>0$, assume that a and $\mathbf{b}$ are in $L^{\infty}(] 0, T[)^{N}, \mathbf{c}^{0} \in L^{\infty} \cap L^{1}(] 0,1[)^{N}$, and that the function $\mathbf{h}$ is of class $C^{1}$. Then there exists a unique solution to (1.1), which lies in $L^{\infty}(] 0, T\left[; L^{1}(] 0,1[)\right)$.

Proof. We first rewrite (1.1) in an equivalent integral form by using Duhamel's principle; then we prove a contraction estimate to apply a fixed point theorem. This is rather tedious, because of the initial and boundary conditions. The set $[0,1] \times[0,+\infty[$ is indeed divided into four zones, namely, $Z_{1}=\{(x, t) \mid x \geq u t, x \leq 1+v t\}$, $Z_{2}=\{(x, t) \quad \mid \quad x \geq u t, x \geq 1+v t\}, Z_{3}=\{(x, t) \quad \mid \quad x \leq u t, x \leq 1+v t\}, Z_{4}=$ $\{(x, t) \quad \mid \quad x \leq u t, x \geq 1+v t\}$, depending upon whether the characteristics encounter $\{t=0\},\{x=0\}$, or $\{x=1\}$.

We shall fully write the contraction estimate for $t$ large enough so that $(x, t) \in Z_{4}$ for every $x \in[0,1]$. We omit in this proof the dependence in $\varepsilon$. Taking into account the reflux boundary condition on $x=1$, Duhamel's principle writes, for almost every
$(x, t) \in Z_{4}$,

$$
\left\{\begin{align*}
& \mathbf{c}^{1}(x, t)= \mathbf{a}\left(t-\frac{x}{u}\right)+\frac{1}{\varepsilon} \int_{t-\frac{x}{u}}^{t}\left[\mathbf{c}^{2}(x+u(s-t), s)-\mathbf{h}\left(\mathbf{c}^{1}(x+u(s-t), s)\right)\right] d s  \tag{2.1}\\
& \mathbf{c}^{2}(x, t)= \frac{1}{v} \mathbf{b}\left(t+\frac{1-x}{v}\right)-\frac{u}{v} \mathbf{a}\left(t+\frac{1-x}{v}-\frac{1}{u}\right) \\
&-\frac{u}{v} \frac{1}{\varepsilon} \int_{t+\frac{1-x}{v}}^{t+\frac{1-x}{u}}\left[\mathbf{c}^{2}\left(1+u\left(s-t-\frac{1-x}{v}\right), s\right)-\mathbf{h}\left(\mathbf{c}^{1}\left(1+u\left(s-t-\frac{1-x}{v}\right), s\right)\right)\right] d s \\
& \quad-\frac{1}{\varepsilon} \int_{t+\frac{1-x}{v}}^{t}\left[\mathbf{c}^{2}(x+v(s-t), s)-\mathbf{h}\left(\mathbf{c}^{1}(x+v(s-t), s)\right)\right] d s
\end{align*}\right.
$$

Denote by $\mathcal{T}$ the application from $X=L^{\infty}(] 0, T\left[; L_{x}^{1}\right)^{2 N}$ into itself which associates the right-hand side of the equations in (2.1) with a pair $C=\left(\mathbf{c}^{1}, \mathbf{c}^{2}\right) \in X$. For two elements $C$ and $\hat{C}$ in $X$, with the same initial and boundary data, the terms involving $\mathbf{a}$ and $\mathbf{b}$ in (2.1) disappear when computing $\mathcal{T}(C)-\mathcal{T}(\hat{C})$, so, for a given $(x, t)$, we have

$$
|\mathcal{T}(C)(x, t)-\mathcal{T}(\hat{C})(x, t)| \leq \frac{1}{\varepsilon} \max \left(\left|T_{1}(x, t)\right|,\left|T_{2}(x, t)\right|\right)
$$

where $T_{i}$ follows from the difference of the integral terms and $|\cdot|$ is a norm on $\mathbb{R}^{2 N}$. One has easily

$$
\begin{aligned}
&\left|T_{1}(x, t)\right| \leq \int_{t-\frac{x}{u}}^{t}\left|\mathbf{c}^{2}(x+u(s-t), s)-\hat{\mathbf{c}}^{2}(x+u(s-t), s)\right| d s \\
&+\int_{t-\frac{x}{u}}^{t}\left|\mathbf{h}\left(\mathbf{c}^{1}(x+u(s-t), s)\right)-\mathbf{h}\left(\hat{\mathbf{c}}^{1}(x+u(s-t), s)\right)\right| d s \\
& \leq \int_{t-\frac{x}{u}}^{t}\left|\mathbf{c}^{2}(x+u(s-t), s)-\hat{\mathbf{c}}^{2}(x+u(s-t), s)\right| d s \\
& \quad+ K \int_{t-\frac{x}{u}}^{t}\left|\mathbf{c}^{1}(x+u(s-t), s)-\hat{\mathbf{c}}^{1}(x+u(s-t), s)\right| d s
\end{aligned}
$$

if $K$ is the Lipschitz constant of $\mathbf{h}$. We can estimate $\left\|T_{1}(., t)\right\|_{L_{x}^{1}}$ by Fubini's theorem, which gives

$$
\begin{aligned}
\left\|T_{1}(., t)\right\|_{L_{x}^{1}} & \leq \int_{t-1 / u}^{t}\left\|\mathbf{c}^{2}(., s)-\hat{\mathbf{c}}^{2}(., s)\right\|_{L_{x}^{1}} d s+K \int_{t-1 / u}^{t}\left\|\mathbf{c}^{1}(., s)-\hat{\mathbf{c}}^{1}(., s)\right\|_{L_{x}^{1}} d s \\
& \leq t\left(\max _{s \in[0, t]}\left\|\mathbf{c}^{2}(., s)-\hat{\mathbf{c}}^{2}(., s)\right\|_{L_{x}^{1}}+K \max _{s \in[0, t]}\left\|\mathbf{c}^{1}(., s)-\hat{\mathbf{c}}^{1}(., s)\right\|_{L_{x}^{1}}\right)
\end{aligned}
$$

A similar formula can be obtained for $T_{2}$, involving the quantity $u /|v|$.
Now, if $(x, t)$ changes zone with $x$, we proceed in the same way in each zone and separate the integral for the $L_{x}^{1}$ norm. We do not write these straightforward computations, which lead to the existence of a constant $M>0$, which depends on $K$ and $u /|v|$, such that

$$
\|\mathcal{T}(C)-\mathcal{T}(\hat{C})\|_{L^{\infty}(] 0, t\left[; L_{x}^{1}\right)^{2 N}} \leq \frac{t M}{\varepsilon}\|C-\hat{C}\|_{L^{\infty}(] 0, t\left[; L_{x}^{1}\right)^{2 N}}
$$

Now, choose $T_{0}$ such that $T_{0} M / \varepsilon<1$, and apply the fixed point theorem on $L^{\infty}(] 0, T_{0}\left[; L_{x}^{1}\right)^{2 N}$. This gives existence and uniqueness of the solution on $\left[0, T_{0}\right]$.

Since the contraction estimate does not depend on the initial data, we can perform again the same argument on $\left[T_{0}, 2 T_{0}\right]$, and so on, to finally reach any prescribed $T>0$. Thus the theorem is proved.
2.2. Diphasic entropies. We introduce here a set of entropies which is quite natural in view of the structure of the equations. They are actually a discrete version (with two velocities only) of the kinetic entropies introduced by Perthame and Tadmor in [23].

Definition 2.1. We shall say that a function $\eta: \mathbb{R}^{N} \longrightarrow \mathbb{R}$ is a "diphasic entropy" for (1.2) if there exist two convex functions $\eta_{1}, \eta_{2}: \mathbb{R}^{N} \longrightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\nabla_{\mathbf{c}} \eta_{1}(\mathbf{c})=\nabla_{\mathbf{c}} \eta_{2}(\mathbf{h}(\mathbf{c})) \quad \forall \mathbf{c} \in \mathbb{R}^{N} \tag{2.2}
\end{equation*}
$$

such that $\eta(\mathbf{c})=\eta_{1}(\mathbf{c})+\eta_{2}(\mathbf{h}(\mathbf{c}))$.
Remark 2.1. The function $\mathbf{h}$ itself is, in general, defined by such a pair of functions, which are given, for instance, by statistical thermodynamics models (see [15] and the quoted references therein for examples and more information). Actually, the pair $(\mathbf{c}, \mathbf{h}(\mathbf{c}))$ is a stable state of equilibrium for the diphasic system. Thus it achieves the infimum of $\eta_{1}\left(\mathbf{c}_{1}\right)+\eta_{2}\left(\mathbf{c}_{2}\right)$ under the constraint that the total amount of matter $\mathbf{c}_{1}+\mathbf{c}_{2}$ is constant. The relation (2.2) is nothing but the characterization of the minimum and is a generalized version of the well-known "chemical potential equalities" in thermodynamics. Consequently, $\mathbf{h}^{\prime}(\mathbf{c})$ is positive in the scalar case and is diagonable with positive eigenvalues for a system. This leads also to the existence of a natural "physical" entropy for such systems.

Our main concern in the following is to obtain a priori estimates on the solution $\left(\mathbf{c}_{\varepsilon}^{1}, \mathbf{c}_{\varepsilon}^{2}\right)$ to (1.1) which are uniform in $\varepsilon$. The classical method here is to prove that the entropy production associated with (1.1) is nonpositive for several well-chosen entropies. Consider any pair $\left(\eta_{1}, \eta_{2}\right)$ satisfying (2.2); multiply the two equations in (1.1), respectively, by $\nabla_{\mathbf{c}} \eta_{1}\left(\mathbf{c}_{\varepsilon}^{1}\right)$ and $\nabla_{\mathbf{c}} \eta_{2}\left(\mathbf{c}_{\varepsilon}^{2}\right)$; sum; then use (2.2). We formally obtain the following law for the entropy production:

$$
\begin{align*}
& \partial_{t}\left(\eta_{1}\left(\mathbf{c}_{\varepsilon}^{1}\right)+\eta_{2}\left(\mathbf{c}_{\varepsilon}^{2}\right)\right)+\partial_{x}\left(u \eta_{1}\left(\mathbf{c}_{\varepsilon}^{1}\right)+v \eta_{2}\left(\mathbf{c}_{\varepsilon}^{2}\right)\right)  \tag{2.3}\\
& \quad=\frac{1}{\varepsilon}\left[\left(\nabla_{\mathbf{c}} \eta_{2}\left(h\left(\mathbf{c}_{\varepsilon}^{1}\right)\right)-\nabla_{\mathbf{c}} \eta_{2}\left(\mathbf{c}_{\varepsilon}^{2}\right)\right) \cdot\left(\mathbf{c}_{\varepsilon}^{2}-\mathbf{h}\left(\mathbf{c}_{\varepsilon}^{1}\right)\right)\right]
\end{align*}
$$

It remains to notice that the right-hand side is always nonpositive, since $\eta_{2}$ is convex. Integrating on $[0,1]$ therefore gives, at least formally,

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{1}\left[\eta_{1}\left(\mathbf{c}_{\varepsilon}^{1}(x, t)\right)+\eta_{2}\left(\mathbf{c}_{\varepsilon}^{2}(x, t)\right)\right] d x \leq-\left.\left[u \eta_{1}\left(\mathbf{c}_{\varepsilon}^{1}(., t)\right)+v \eta_{2}\left(\mathbf{c}_{\varepsilon}^{2}(., t)\right)\right]\right|_{0} ^{1} \tag{2.4}
\end{equation*}
$$

and all the technical work is now to estimate the boundary terms. To give a precise meaning to this differential inequality, we have to rewrite it in a weak form by multiplying by a test function $\varphi \geq 0$ and integrating by parts.

Provided we have enough entropies, (2.4) will give a priori estimates as well as compactness of a subsequence of solutions to (1.1). We can exhibit such entropies in the scalar case on the one hand and for the system of chromatography with the Langmuir isotherm on the other hand. In both cases, the local solution of Theorem 2.1 is therefore global for fixed $\varepsilon$.
2.3. Subcharacteristic condition. Before proceeding to estimates, we would like to relate system (1.1) with the usual form of systems with relaxation. This is done easily in the particular case $v=-u$ by setting $\mathbf{U}^{\varepsilon}=\mathbf{c}_{\varepsilon}^{1}+\mathbf{c}_{\varepsilon}^{2} \in \mathbb{R}^{N}$ and $\mathbf{V}^{\varepsilon}=u \mathbf{c}_{\varepsilon}^{1}-u \mathbf{c}_{\varepsilon}^{2} \in \mathbb{R}^{N}$. System (1.1) is therefore rewritten as

$$
\begin{equation*}
\partial_{t} \mathbf{U}^{\varepsilon}+\partial_{x} \mathbf{V}^{\varepsilon}=0, \quad \partial_{t} \mathbf{V}^{\varepsilon}+u^{2} \partial_{x} \mathbf{U}^{\varepsilon}=\frac{2}{\varepsilon}\left(\mathbf{V}^{\varepsilon}-u\left(\mathbf{c}_{\varepsilon}^{1}-\mathbf{h}\left(\mathbf{c}_{\varepsilon}^{1}\right)\right)\right) . \tag{2.5}
\end{equation*}
$$

Now, we notice that, since by Remark $2.1 \mathbf{h}^{\prime}(\mathbf{c})$ has positive eigenvalues, the function $\mathbf{c}+\mathbf{h}(\mathbf{c})$ is one-to-one. Let us denote $\mathbf{U}=\mathbf{c}+\mathbf{h}(\mathbf{c})$, its inverse by $\mathbf{c}=\mathbf{g}(\mathbf{U})$, and $\mathbf{F}(\mathbf{U}) \stackrel{\text { def }}{=} u[\mathbf{g}(\mathbf{U})-\mathbf{h}(\mathbf{g}(\mathbf{U}))]$. The usual form of this kind of system should involve $\mathbf{F}(\mathbf{U})$ instead of $u\left(\mathbf{c}_{\varepsilon}^{1}-\mathbf{h}\left(\mathbf{c}_{\varepsilon}^{1}\right)\right)$ in (2.5). This discrepancy appears because the righthand side of system (1.1) is not symmetric with respect to $\mathbf{c}^{1}$ and $\mathbf{c}^{2}$. Another possible writing would make use of the "Maxwellians" $\mathbf{M}_{1}(\mathbf{U})=\mathbf{g}(\mathbf{U})$ and $\mathbf{M}_{2}(\mathbf{U})=\mathbf{h}(\mathbf{g}(\mathbf{U}))$. The convergence results would not be affected by this change.

In [21], Liu introduced a necessary condition on $\mathbf{F}^{\prime}(\mathbf{U})$ to ensure the convergence of a subsequence of solutions of (1.1) to a solution of (1.2). This condition is known as the subcharacteristic condition, and we would like to point out that it is satisfied here because the function $\mathbf{h}$ is, in some sense, monotone (see Remark 2.1). Indeed, we have

$$
\mathbf{F}^{\prime}(\mathbf{U})=\left[I_{N}+\mathbf{h}^{\prime}(\mathbf{g}(\mathbf{U}))\right] \mathbf{g}^{\prime}(\mathbf{U})
$$

where $I_{N}$ stands for the identity matrix in $\mathbb{R}^{N}$. However, $\mathbf{g}^{\prime}(\mathbf{U})=\left(I_{N}+\mathbf{h}^{\prime}(\mathbf{g}(\mathbf{U}))\right)^{-1}$, so $\mathbf{F}^{\prime}(\mathbf{U})$ is diagonable, and its eigenvalues are given for general values of $u$ and $v$ by

$$
\lambda_{i}(\mathbf{U})=\frac{u+v \mu_{i}(\mathbf{U})}{1+\mu_{i}(\mathbf{U})}
$$

where $\mu_{i}>0$ are the eigenvalues of $\mathbf{h}^{\prime}, 1 \leq i \leq N$. It is readily seen that $v<\lambda_{i}(\mathbf{U})<$ $u$, which is the specific version of Liu's condition in this context.
3. Scalar equation. This section is devoted to the proof of the strong convergence of a subsequence of solutions to (1.1) in the scalar case. The function $h$ is therefore a scalar function, which satisfies

$$
\begin{equation*}
h(0)=0 \quad \text { and } \quad h^{\prime}(c)>0 \quad \forall c . \tag{3.1}
\end{equation*}
$$

Also, for any given convex $\eta_{2}$, we can define $\eta_{1}$ by $\eta_{1}(c)=\int_{0}^{c} \eta_{2}^{\prime}(h(\sigma)) d \sigma$. We have, obviously, $\eta_{1}^{\prime}(c)=\eta_{2}^{\prime}(h(c))$ and $\eta_{1}^{\prime \prime}(c)=\eta_{2}^{\prime \prime}(h(c)) h^{\prime}(c)>0$. Two particular cases are interesting. These are nonsmooth entropies, but a classical regularization argument, omitted in the following, allows us to deal with them.

- "Kružkov-like" entropies. For $k \in \mathbb{R}$, we set

$$
\varphi_{1}^{k}\left(c^{1}\right)=\left|c^{1}-k\right|, \quad \varphi_{2}^{k}\left(c^{2}\right)=\left|c^{2}-h(k)\right|
$$

It is easily checked that $\varphi_{1}^{k}$ and $\varphi_{2}^{k}$ satisfy (2.2), since $h$ is increasing.

- $L^{\infty}$ entropies. For $k \in \mathbb{R}$, we define

$$
\psi_{1}^{k}\left(c^{1}\right)=\left(c^{1}-k\right)^{+}, \quad \psi_{2}^{k}\left(c^{2}\right)=\left(c^{2}-h(k)\right)^{+}
$$

With these last entropies, the entropy estimates on $c_{\varepsilon}^{i}$ become $L^{\infty}$ estimates.

We begin in a classical way with some entropy and a priori estimates and first notice that, to prove entropy estimates for a given pair ( $\eta_{1}, \eta_{2}$ ) giving a diphasic entropy, we need the condition

$$
\begin{equation*}
f(c) \xlongequal{\text { def }} u c+v h(c) \leq \min _{t>0} b(t) \quad \text { for } c \geq M . \tag{3.2}
\end{equation*}
$$

This is not a very satisfactory condition to impose, since it is not satisfied by such an usual isotherm as the Langmuir one,

$$
\begin{equation*}
h(c)=K c /(1+c), \quad K>0 . \tag{3.3}
\end{equation*}
$$

Condition (3.2) actually implies some restrictions on the initial and boundary data, which lead to uniform $L^{\infty}$ estimates for the solution to (1.1), for a broader class of fluxes.

Theorem 3.1. Assume $a \geq 0, b \leq 0, c^{0} \geq 0$, and

$$
\begin{equation*}
c^{\star} \stackrel{\text { def }}{=} \sup \left\{c \geq 0 ; \exists c^{\prime} \leq c, f\left(c^{\prime}\right) \leq \min b(t)\right\} \geq \max \left[\|a\|_{\infty},\left\|c^{0}\right\|_{\infty}\right] . \tag{3.4}
\end{equation*}
$$

Then there exists a constant $C$ depending only on $c_{1}^{0}$, a, and $b$ such that $0 \leq c_{\varepsilon}^{i}(t,$. $C, i=1,2$.

Remark 3.1. Of course the result is meaningful only if $c^{\star}>0$. This occurs only if $f(c)$ becomes nonpositive for some $c$. For instance, consider again the case of the Langmuir isotherm (3.3). It is easily seen that for $b=0, c^{\star}>0$ only if $u /|v|<K$. More generally, $f$ achieves its minimum for $c_{\text {min }}=\sqrt{K|v| / u}-1$, which is positive if $u /|v|<K$, and $c^{\star}>0$ if we have $f\left(c_{\text {min }}\right) \leq b$, that is, $(\sqrt{K|v|}-\sqrt{u})^{2} \geq-b$.

Remark 3.2. The choice $k=\max \left(\|a\|,\left\|c^{0}\right\|\right)$ is possible only if $f(a(t))-b(t) \geq 0$ and $f\left(c^{0}(x)\right)-b(x) \geq 0$ for all $t>0$ and a.e. $\left.x \in\right] 0,1\left[\right.$. Otherwise, the $L^{\infty}$ norm of the solution may not be bounded by the initial and Dirichlet boundary data.

From the above $L^{\infty}$ estimate, we can easily obtain a weak convergence result by considering the weak form of the first equation in (1.1). Since $c_{\varepsilon}^{1}$ is $L^{\infty}$ bounded uniformly in $\varepsilon$, and $\varepsilon$ tends to 0 , then $c_{\varepsilon}^{2}-h\left(c_{\varepsilon}^{1}\right)$ tends to 0 in the sense of distributions on $\Omega$ when $\varepsilon$ tends to 0 . But we actually have the following stronger result.

Lemma 3.2. Under the assumptions of Theorem 3.1, ensuring the $L^{\infty}$ bounds on the solution, $c_{\varepsilon}^{2}-h\left(c_{\varepsilon}^{1}\right)$ tends to 0 in $L_{\mathrm{loc}}^{2}(\Omega)$.

From this result we can deduce, using the compensated compactness method, the following main result of this section.

Theorem 3.3. Consider $a, b \in L^{\infty}(] 0, T[)$, and $c^{0} \in L^{1} \cap L^{\infty}(] 0,1[)$. Under the assumptions of Theorem 3.1, that is,

$$
a \geq 0, \quad b \leq 0, \quad c^{0} \geq 0, \quad c^{\star} \geq \max \left[\|a\|_{\infty},\left\|c^{0}\right\|_{\infty}\right],
$$

there then exists a subsequence of solutions to (1.1), still denoted by $c_{\varepsilon}^{1}$, which converges a.e. and strongly in $] 0,1[\times] 0, T\left[\right.$ to $c \in L^{\infty}(] 0, T\left[; L^{1}(] 0,1[)\right)$. Moreover, $c$ satisfies, for any $\varphi \in \mathcal{D}(\bar{\Omega}), \varphi \geq 0, k \in \mathbb{R}$,

$$
\begin{gather*}
-\int_{0}^{T} \int_{0}^{1}\left[(|c-k|+|h(c)-h(k)|) \partial_{t} \varphi+(u|c-k|+v|h(c)-h(k)|) \partial_{x} \varphi\right] d x d t \\
\leq \int_{0}^{T} u|a(t)-k| \varphi(0, t) d t+\int_{0}^{T}|b(t)-f(k)| \varphi(1, t) d t  \tag{3.5}\\
-\int_{0}^{1}\left(\left|c^{0}(x)-k\right|+\left|h\left(c^{0}(x)\right)-h(k)\right|\right) \varphi(x, 0) d x .
\end{gather*}
$$

Section 3.1 contains the entropy estimates and the proof of Theorem 3.1, while section 3.2 is devoted to the convergence results. Finally, we give a few remarks on viscous regularization is section 3.3.
3.1. A priori estimates. First we briefly show how condition (3.2) gives general entropy estimates. Consider a pair $\left(\eta_{1}, \eta_{2}\right)$ which satisfies (2.2), and assume for simplicity that $\eta_{2}$ is bounded from below by 0 . We start from equation (2.4) and estimate the boundary terms.

At $x=0$, we have $c_{\varepsilon}^{1}(0, \cdot)=a(\cdot)$. We have, since $v<0,\left.\left[u \eta_{1}\left(c_{\varepsilon}^{1}\right)+v \eta_{2}\left(c_{\varepsilon}^{2}\right)\right]\right|_{0} \leq$ $u \eta_{1}(a) \leq C$ if $a \in L^{\infty}$. Next at $x=1$, we rewrite the boundary condition in the form

$$
c_{\varepsilon}^{2}=\frac{u}{|v|} c_{\varepsilon}^{1}-\frac{b}{|v|} .
$$

We want to make $-\left[u \eta_{1}\left(c_{\varepsilon}^{1}\right)+v \eta_{2}\left(\frac{u}{|v|} c_{\varepsilon}^{1}-\frac{b}{|v|}\right)\right] \leq K, K$ being a constant. A sufficient condition to ensure this is

$$
\zeta(c) \stackrel{\text { def }}{=}-\left[u \eta_{1}(c)+v \eta_{2}\left(\frac{u}{|v|} c-\frac{b}{|v|}\right)\right] \leq K
$$

or $\zeta^{\prime}(c) \leq 0$, for $c$ large. Differentiating $\zeta$ and using (2.2) shows that this occurs if $\eta_{1}^{\prime}(c)=\eta_{2}^{\prime}(h(c)) \leq \eta_{2}^{\prime}\left(\frac{u}{|v|} c-\frac{b}{|v|}\right)$. Now, the fact that $\eta_{2}^{\prime}$ is nondecreasing and condition (3.2) lead to

$$
\frac{d}{d t} \int_{0}^{1}\left[\eta_{1}\left(c_{\varepsilon}^{1}(x, t)\right)+\eta_{2}\left(c_{\varepsilon}^{2}(x, t)\right)\right] d x \leq C\left(a, b, \eta_{1}, \eta_{2}, M, K\right)
$$

where $K=\sup _{0 \leq c \leq M} \zeta(c)$. By integration, this leads to

$$
\begin{aligned}
\int_{0}^{1} & {\left[\eta_{1}\left(c_{\varepsilon}^{1}(x, t)\right)+\eta_{2}\left(c_{\varepsilon}^{2}(x, t)\right)\right] d x } \\
& \leq \int_{0}^{1}\left[\eta_{1}\left(c^{0}(x)\right)+\eta_{2}\left(h\left(c^{0}\right)(x)\right)\right] d x+C(a, b, \eta, M, K) t
\end{aligned}
$$

We point out again the fact that condition (3.2) is not to be used as it stands, since it depends on the flux. We prefer to put restrictions on the initial and boundary data, as in Theorem 3.1, which we are going to prove now. Actually, we perform the same computations as above, with two particular choices for $\eta_{i}$.

Proof of Theorem 3.1. (i) We first take $\eta_{j}\left(c^{j}\right)=\left[c^{j}\right]^{-}$, which happens to be a diphasic entropy since $h$ is increasing. With this choice, the right-hand side of (2.4) is clearly bounded by $u a(t)^{-}-\left[u c_{\varepsilon}^{1}(1, t)+v c_{\varepsilon}^{2}(1, t)\right]^{-}=u a(t)^{-}+[-b(t)]^{-}$(by using the boundary condition at $x=1$ ). This becomes nonnegative provided $a \geq 0$ and $b \leq 0$. Integrating in time now gives

$$
\int_{0}^{1}\left[\eta_{1}\left(c_{\varepsilon}^{1}(x, t)\right)+\eta_{2}\left(c_{\varepsilon}^{2}(x, t)\right)\right] d x \leq \int_{0}^{1}\left[\left(c_{1}^{0}(x)\right)^{-}+\left(c_{2}^{0}(x)\right)^{-}\right] d x \leq 0
$$

if the initial data are nonnegative. Thus (1.1) preserves the positivity.
(ii) We now choose $\eta_{i}=\psi_{i}^{k}$, for an adequate $k$, which will give the upper bound. Indeed, the $\psi_{i}^{k}$ are bounded from below (by 0 !), and for $k \geq\|a\|_{\infty}$, the term on $x=0$ becomes nonpositive. Now, for $x=1$, we have with our choice for $\eta_{i}$,

$$
\zeta(c)=-u(c-k)^{+}-v\left[\frac{u}{v} c+\frac{b}{v}-h(k)\right]^{+} \leq[f(k)-b]^{+}
$$

by a triangle inequality. To make the right-hand side nonpositive, we must find $k$ such that $f(k) \leq b$. This implies $k \leq c^{\star}$ and is compatible with the constraint at $x=0$ only if $\|a\|_{\infty}$ is less than $c^{\star}$.

Finally, by integration, provided $k$ satisfies $c^{\star} \geq k \geq\|a\|_{\infty}$, we have

$$
\begin{aligned}
\int_{0}^{1} & {\left[\left(c_{\varepsilon}^{1}(x, t)-k\right)^{+}+\left(c_{\varepsilon}^{2}(x, t)-h(k)\right)^{+}\right] d x } \\
& \leq C(b, k) t+\int_{0}^{1}\left[\left(c^{0}(x)-k\right)^{+}+\left(h\left(c^{0}(x)\right)-h(k)\right)^{+}\right] d x
\end{aligned}
$$

Now, provided $c^{\star} \geq \max \left[\|a\|_{\infty},\left\|c^{0}\right\|_{\infty}\right]$, we can choose $k$ such that the right-hand side is nonpositive.
3.2. Strong convergence. We turn to the proof of the convergence results.

Proof of Lemma 3.1. We begin from (2.3) with the diphasic entropy given by $\eta_{2}\left(c_{2}\right)=(1 / 2) c_{2}^{2}, \eta_{1}\left(c_{1}\right)=\int_{0}^{c_{1}} h(\sigma) d \sigma$, then multiply by $\varphi$ with compact support in $] 0,1[\times] 0, T[$, and integrate by parts:

$$
\begin{aligned}
& -\int_{0}^{T} \int_{0}^{1}\left(\left[\eta_{1}\left(c_{\varepsilon}^{1}\right)+\eta_{2}\left(c_{\varepsilon}^{2}\right)\right] \partial_{t} \varphi+\left[u \eta_{1}\left(c_{\varepsilon}^{1}\right)+v \eta_{2}\left(c_{\varepsilon}^{2}\right)\right] \partial_{x} \varphi\right) d x d t \\
& \quad=-\frac{1}{\varepsilon} \int_{0}^{T} \int_{0}^{1}\left(c_{\varepsilon}^{2}-h\left(c_{\varepsilon}^{1}\right)\right)^{2} \varphi d x d t
\end{aligned}
$$

Since $c_{\varepsilon}^{1}$ and $c_{\varepsilon}^{2}$ are $L^{\infty}$-bounded uniformly in $\varepsilon$, multiplying this relation by $\varepsilon$ gives the result.

We now wish to prove a strong convergence property on $c_{\varepsilon}^{i}$ by using MuratTartar's compensated compactness argument [27].

Proof of Theorem 3.2. Step 1. First we prove that, up to a subsequence, $c_{\varepsilon}^{1}$ converges strongly. Since $c_{\varepsilon}^{1}$ is $L^{\infty}$ bounded uniformly in $\varepsilon$, and the functions $h$ and $\eta_{i}$ are smooth, the sequences $c_{\varepsilon}^{1}, h\left(c_{\varepsilon}^{1}\right)$, and $\eta_{i}\left(c_{\varepsilon}^{i}\right)$ converge in $L^{\infty}-w *$, respectively, to $\bar{c}, \bar{h}$, and $\bar{\eta}_{i}, i=1,2$. Now consider the following two quantities:

$$
\begin{gathered}
S^{\varepsilon} \stackrel{\text { def }}{=} \partial_{t}\left(c_{\varepsilon}^{1}+h\left(c_{\varepsilon}^{1}\right)\right)+\partial_{x}\left(u c_{\varepsilon}^{1}+v h\left(c_{\varepsilon}^{1}\right)\right) \\
T^{\varepsilon} \stackrel{\text { def }}{=} \partial_{t}\left(\eta_{1}\left(c_{\varepsilon}^{1}\right)+\eta_{2}\left(h\left(c_{\varepsilon}^{1}\right)\right)\right)+\partial_{x}\left(u \eta_{1}\left(c_{\varepsilon}^{1}\right)+v \eta_{2}\left(h\left(c_{\varepsilon}^{1}\right)\right)\right)
\end{gathered}
$$

We want to apply the classical div-curl lemma, which asserts that the quantity

$$
\left(c_{\varepsilon}^{1}+h\left(c_{\varepsilon}^{1}\right)\right)\left[u \eta_{1}\left(c_{\varepsilon}^{1}\right)+v \eta_{2}\left(h\left(c_{\varepsilon}^{1}\right)\right)\right]-\left[\eta_{1}\left(c_{\varepsilon}^{1}\right)+\eta_{2}\left(h\left(c_{\varepsilon}^{1}\right)\right)\right]\left(u c_{\varepsilon}^{1}+v h\left(c_{\varepsilon}^{1}\right)\right)
$$

passes to the $L^{\infty}$ weak-* limit (see [27]), provided $S^{\varepsilon}$ and $T^{\varepsilon}$ are compact in $H_{\mathrm{loc}}^{-1}(\Omega)$. But, for any pair $\left(\eta_{1}, \eta_{2}\right)$ of diphasic entropies (in particular for the trivial entropies $\left(c_{\varepsilon}^{1}, c_{\varepsilon}^{2}\right)$ which give back $\left.S^{\varepsilon}\right), T^{\varepsilon}=\mu^{\varepsilon}+g^{\varepsilon}$, where

$$
\begin{aligned}
& \mu^{\varepsilon} \stackrel{\text { def }}{=} \partial_{t}\left(\eta_{1}\left(c_{\varepsilon}^{1}\right)+\eta_{2}\left(c_{\varepsilon}^{2}\right)\right)+\partial_{x}\left(u \eta_{1}\left(c_{\varepsilon}^{1}\right)+v \eta_{2}\left(c_{\varepsilon}^{2}\right)\right) \\
& g^{\varepsilon} \stackrel{\text { def }}{=} \partial_{t}\left(\eta_{2}\left(h\left(c_{\varepsilon}^{1}\right)\right)-\eta_{2}\left(c_{\varepsilon}^{2}\right)\right)+\partial_{x} v\left(\eta_{2}\left(h\left(c_{\varepsilon}^{1}\right)\right)-\eta_{2}\left(c_{\varepsilon}^{2}\right)\right) .
\end{aligned}
$$

Now, $T^{\varepsilon}$ is bounded in $W^{-1, \infty}$ since $c_{\varepsilon}^{1}$ is bounded in $L^{\infty}$, and $\mu^{\varepsilon}$ is a nonpositive measure (it is actually 0 for the trivial entropies). By Lemma 3.1, we have that
$c_{\varepsilon}^{2}-h\left(c_{\varepsilon}^{1}\right)$ tends to 0 in $L_{\mathrm{loc}}^{2}(\Omega)$; hence $\eta_{2}\left(c_{\varepsilon}^{2}\right)-\eta_{2}\left(h\left(c_{\varepsilon}^{1}\right)\right)$ also tends to 0 in $L_{\mathrm{loc}}^{2}(\Omega)$. Since the operators $\partial_{t}$ and $\partial_{x}$ are continuous from $L_{\text {loc }}^{2}(\Omega)$ to $H_{\mathrm{loc}}^{-1}(\Omega), g^{\varepsilon}$ tends to 0 , and hence is compact, in $H_{\mathrm{loc}}^{-1}(\Omega)$. Thus, by Murat's lemma, $T^{\varepsilon}$ is compact in $H_{\mathrm{loc}}^{-1}(\Omega)$.

With the obvious notation denoting the weak-* limit with an overline, we obtain, after trivial simplifications,

$$
\begin{equation*}
\overline{h\left(c_{1}\right) \eta_{1}\left(c_{1}\right)}-\bar{h} \overline{\eta_{1}}=\overline{c_{1} \eta_{2}\left(h\left(c_{1}\right)\right)}-\bar{c}_{1} \overline{\eta_{2}} . \tag{3.6}
\end{equation*}
$$

We now proceed classically by introducing the Young measure $\nu=\nu_{x, t}$ associated with the sequence $c_{\varepsilon}^{1}$ : for every function $\alpha$,

$$
\alpha\left(c_{\varepsilon}^{1}\right) \rightharpoonup \bar{\alpha}=\int_{\mathbb{R}} \alpha(\xi) d \nu(\xi)=\langle\alpha(\xi), \nu\rangle \quad \text { in } L^{\infty}-w *
$$

Equation (3.6) therefore becomes

$$
\left\langle(\xi-\bar{c}) \eta_{2}(h(\xi))-(h(\xi)-\overline{h(c)}) \eta_{1}(\xi), \nu\right\rangle=0
$$

If we now introduce the aforementioned Kružkov-like entropies $\eta_{1}\left(c_{1}\right)=\left|\xi-c_{1}\right|$, $\eta_{2}\left(c_{2}\right)=\left|h(\xi)-c_{2}\right|$, the preceding equality becomes

$$
\langle(\xi-\bar{c})| h(\xi)-h(\bar{c})|-(h(\xi)-\overline{h(c)})| \xi-\bar{c}|, \nu\rangle=0 .
$$

But the fact that $h$ is increasing implies easily that $(\xi-\bar{c})|h(\xi)-h(\bar{c})|=|\xi-\bar{c}|(h(\xi)-$ $h(\bar{c})$ ), so we finally obtain

$$
(\overline{h(c)}-h(\bar{c}))\langle | \xi-\bar{c}|, \nu\rangle=0
$$

The conclusion now follows exactly in the same way as in [27]: $\nu$ is a Dirac mass, except where $h$ is affine.

Proof of Theorem 3.2. Step 2. First notice that any solution $\left(c_{\varepsilon}^{1}, c_{\varepsilon}^{2}\right)$ to (1.1) with the boundary conditions (1.3) satisfies

$$
\begin{array}{r}
-\int_{0}^{T} \int_{0}^{1}\left[\left(\left|c_{\varepsilon}^{1}-k\right|+\left|c_{\varepsilon}^{2}-h(k)\right|\right) \partial_{t} \varphi+\left(u\left|c_{\varepsilon}^{1}-k\right|+v\left|c_{\varepsilon}^{2}-h(k)\right|\right) \partial_{x} \varphi\right] d x d t  \tag{3.7}\\
\leq \int_{0}^{T} u|a(t)-k| \varphi(0, t) d t+\int_{0}^{T}|b(t)-f(k)| \varphi(1, t) d t \\
\quad-\int_{0}^{1}\left(\left|c^{0}(x)-k\right|+\left|h\left(c^{0}(x)\right)-h(k)\right|\right) \varphi(x, 0) d x
\end{array}
$$

Indeed, rewrite (2.3) with $\eta_{1}\left(c^{1}\right)=\left|c^{1}-k\right|$ and $\eta_{2}\left(c^{2}\right)=\left|c^{2}-h(k)\right|$, multiply by $\varphi(x, t) \geq 0$, and integrate by parts with respect to $x$ and $t$. We obtain, using the
boundary condition on $x=0$ and the fact that $v<0$,

$$
\begin{array}{rl}
-\int_{0}^{T} \int_{0}^{1}\left[\left(\left|c_{\varepsilon}^{1}-k\right|+\mid c_{\varepsilon}^{2}-\right.\right. & \left.h(k) \mid) \partial_{t} \varphi+\left(u\left|c_{\varepsilon}^{1}-k\right|+v\left|c_{\varepsilon}^{2}-h(k)\right|\right) \partial_{x} \varphi\right] d x d t \\
\leq \int_{0}^{T} & u|a(t)-k| \varphi(0, t) d t \\
& -\int_{0}^{T}\left(u\left|c_{\varepsilon}^{1}(1, t)-k\right|+v\left|c_{\varepsilon}^{2}(1, t)-h(k)\right|\right) \varphi(1, t) d t \\
& -\int_{0}^{1}\left(\left|c^{0}(x)-k\right|+\left|h\left(c^{0}\right)(x)-h(k)\right|\right) \varphi(x, 0) d x
\end{array}
$$

For $x=1$, we use the boundary condition to get

$$
\begin{aligned}
\int_{0}^{T}\left(u\left|c_{\varepsilon}^{1}(1, t)-k\right|+\right. & \left.v\left|c_{\varepsilon}^{2}(1, t)-h(k)\right|\right) \varphi(1, t) d t \\
& =\int_{0}^{T}\left(u\left|c_{\varepsilon}^{1}(1, t)-k\right|+v \frac{1}{|v|}\left|b(t)-u c_{\varepsilon}^{1}(1, t)-v h(k)\right|\right) \varphi(1, t) d t
\end{aligned}
$$

Again since $v<0, v /|v|=-1$, we add and subtract $u k$ in the second term of the right-hand side, and we use the triangle inequality to conclude. Finally, the first step of this proof allows us to pass to the limit in the left-hand side of (3.7).
3.3. Remarks on viscous regularization. We consider here another possible perturbation of the hyperbolic equation, by means of a viscous regularization. We go back to the classical form of conservation law,

$$
\begin{equation*}
\partial_{t} w+\partial_{x} f(w)=\varepsilon \partial_{x x} w, \quad x<1 \tag{3.8}
\end{equation*}
$$

provided with a perturbed Neumann condition on $x=1$ :

$$
-\varepsilon \partial_{x} w(t, 1)+f(w(t, 1))=b(t)
$$

This is exactly the context considered by Gisclon in [9] for the Burgers equation.
We drop the Dirichlet condition on $x=0$ : it has been fully considered by Bardos, Leroux, and Nédélec in [3] and cannot be treated without a priori $B V$ estimates, since the entropy condition on the boundary involves the trace of the solution. Notice that our boundary condition differs from the one in [3], since we do not impose the equilibrium at the boundary.

We are going to formally recover the $L^{\infty}$ estimate from this perturbation, under the same assumptions as in Theorem 3.1, that is, $b \leq 0$ and condition (3.4). After that, classical compactness arguments can be performed in order to obtain strong convergence of the sequence $w^{\varepsilon}$ to a weak solution.

Indeed, multiply (3.8) by $\eta^{\prime}(w)$, where $(\eta, q)$ is any pair entropy-flux; then integrate in $x$. We obtain
(3.9) $\frac{d}{d t} \int_{-\infty}^{1} \eta(w(x, t)) d x+q(w(1, t))=\left(\varepsilon \eta^{\prime}(w(1, t)) \partial_{x} w(1, t)\right)$

$$
-\varepsilon \int_{-\infty}^{1} \eta^{\prime \prime}(w(x, t))\left(\partial_{x} w(x, t)\right)^{2} d x
$$

Now, the term involving $\eta^{\prime \prime}$ is nonnegative since $\eta$ is convex, and we wish to control the quantity $q(w)-\varepsilon \eta^{\prime}(w) \partial_{x} w$ on the boundary. Using the boundary condition, we have $q(w)-\varepsilon \eta^{\prime}(w) \partial_{x} w=q(w)+\eta^{\prime}(w)(b-f(w))$. But, assuming $f(0)=0$, we can write

$$
q(w)=\int_{0}^{w} \eta^{\prime}(v) f^{\prime}(v) d v=-\int_{0}^{w} \eta^{\prime \prime}(v) f(v) d v+\eta^{\prime}(w) f(w)
$$

so that

$$
\begin{equation*}
\frac{d}{d t} \int_{-\infty}^{1} \eta(w(x, t)) d x \leq \int_{0}^{w(1, t)} \eta^{\prime \prime}(v)[f(v)-b] d v \tag{3.10}
\end{equation*}
$$

Now, for a general $\eta$, if we assume that

$$
\begin{equation*}
f(w) \leq \min _{t>0} b(t) \quad \text { if } \quad|w| \geq M \tag{3.11}
\end{equation*}
$$

for some $M>0$ then, since $\eta^{\prime \prime} \geq 0$, the right-hand side in (3.10) is bounded by

$$
\inf _{w \leq M} \int_{0}^{w} \eta^{\prime \prime}(v)(f(v)-b) d v \stackrel{\text { def }}{=} C .
$$

This proves an entropy estimate for any entropy $\eta$, provided (3.11) is satisfied. Notice that, in the particular case $f(w)=u g(w)+v h(g(w))$, condition (3.11) is exactly (3.2). Notice also that such a flux condition on a Burgers-like equation does not satisfy the assumption, since the function $w \mapsto w^{2}$ is not bounded.

To recover the $L^{\infty}$ estimates, we first consider $\eta(w)=w^{-}$. Then we have $\eta^{\prime \prime}(w)=$ $-\delta_{0}(w)$, so that (3.10) becomes

$$
\frac{d}{d t} \int_{-\infty}^{1} w(x, t)^{-} d x \leq b(t) \leq 0
$$

Hence $w(x, t) \geq 0$ if $w(x, 0) \geq 0$. For the upper bound, we choose $\eta(w)=(w-k)^{+}$, for a given $k \in \mathbb{R}$, which gives $\eta^{\prime \prime}(w)=\delta_{k}(w)$. Thus

$$
\frac{d}{d t} \int_{-\infty}^{1}[w(x, t)-k]^{+} d x \leq \begin{cases}0 & \text { if } k \notin[0, w(1, t)] \\ f(k)-b(t) & \text { if } k \in[0, w(1, t)]\end{cases}
$$

If one can choose $k$ such that $f(k)-b(t) \leq 0$, then we are done. This can be done precisely if condition (3.4) is satisfied.
4. The Langmuir model. We now consider an $N \times N$ system which appears in chemical engineering both in chromatography and distillation. The unknowns are $N$ functions $c_{i}(x, t)$ solutions of

$$
\begin{align*}
\partial_{t}\left(c_{i}+h_{i}(\mathbf{c})\right)+\partial_{x}\left(u c_{i}+v h_{i}(\mathbf{c})\right) & =0, \quad t \geq 0, x \in] 0,1[, 1 \leq i \leq N  \tag{4.1}\\
c_{i}(x, 0) & =c_{i}^{\circ}(x) \geq 0
\end{align*}
$$

where the vector-valued function $\mathbf{h}$ is the so-called Langmuir isotherm (see [20]),

$$
\begin{equation*}
h_{i}(\mathbf{c})=\frac{k_{i} c_{i}}{D} \tag{4.2}
\end{equation*}
$$

The $k_{i}$ 's given here are numbers $0<k_{1}<k_{2}<\cdots<k_{N}$ and $D=1+c_{1}+c_{2}+\cdots+c_{N}$. Function $\mathbf{h}$ is defined for $D>0$, which contains the "physical domain" $\left\{c_{i} \geq 0,1 \leq\right.$ $i \leq N\}$. We set in the following $\mathbf{c}(x, t)=\left(c_{1}(x, t), \ldots, c_{N}(x, t)\right)$.

System (4.1) of partial differential equations has been treated by Rhee, Aris, and Admundson in [24] for chromatography, which corresponds to $v=0$, and in [25] for a countercurrent model of chromatography, which is very close to the system we deal with. Canon and James also studied both systems [5], [6], respectively, for distillation and chromatography. Serre [26] studied a variant of this system, which emphasizes the structure of the function $\mathbf{h}$. On the same variant, a kinetic formulation was obtained in [14], which led to $L^{\infty}$ estimates and strong convergence properties for bounded sequences of solutions, even though system (4.1) is not hyperbolic on the whole physical domain. The entropies we are about to use are very similar to those in [14], and before defining them, we recall without proof some fundamental algebraic properties of $\mathbf{h}$ (see [5], [24], [26]).

Lemma 4.1. (i) If $c_{i} \geq 0$ for $1 \leq i \leq N$, then $A(\mathbf{c})=\nabla_{\mathbf{c}} \mathbf{h}(\mathbf{c})$ has $N$ real eigenvalues $\mu_{i}(\mathbf{c})$, and $w_{i} \stackrel{\text { def }}{=} D \mu_{i}$ satisfies

$$
0<w_{1} \leq k_{1} \leq w_{2} \leq k_{2} \leq \cdots \leq k_{N-1} \leq w_{N} \leq k_{N}
$$

(ii) $w_{i}$ is a strong $i$-Riemann invariant, in the sense that $\nabla_{\mathbf{c}} w_{i}$ is a left eigenvector of $A(\mathbf{c})$;

$$
\begin{equation*}
D=\prod_{i=1}^{N} \frac{k_{i}}{w_{i}} \tag{iii}
\end{equation*}
$$

$$
\begin{equation*}
c_{i} \prod_{j \neq i}\left(1-\frac{k_{i}}{k_{j}}\right)=-\prod_{j=1}^{N}\left(1-\frac{k_{i}}{w_{j}}\right) \tag{iv}
\end{equation*}
$$

(v) $\quad \sigma_{0} \stackrel{\text { def }}{=} \prod_{i=1}^{N} k_{i}, \quad \sigma_{j}(\mathbf{c}) \stackrel{\text { def }}{=} \sum_{1 \leq i_{1}, \ldots, i_{j} \leq N} \frac{1}{w_{i_{1}} \ldots w_{i_{j}}} \quad$ for $1 \leq j \leq N$,
are $N+1$ independent affine functions of $\left(c_{1}, \ldots, c_{N}\right)$.
These properties are very strong. (i) and (ii) give the so-called richness (Serre [26]): system (4.1) admits a diagonal form for smooth solutions, namely,

$$
\begin{equation*}
\left(1+\mu_{i}\right) \partial_{t} w_{i}+\left(u+v \mu_{i}\right) \partial_{x} w_{i}=0 \tag{4.3}
\end{equation*}
$$

Moreover, this system also belongs to the Temple class [28] for which some existence and uniqueness results are known in $B V$ when they are strictly hyperbolic (see [26], [13]).

Remark 4.1. Let us point out an important point (see [6] for further details). Property (i) allows a degeneracy of the system (two equal eigenvalues). This can happen only for $w_{i}=w_{i+1}=k_{i}$, then $\mu_{i}=\mu_{i+1}$, and $c_{i}=0$. It requires that, initially, $w_{i}^{0}(x)=w_{i+1}^{0}(x)=k_{i}$ for some $x \in \mathbb{R}$.

Section 4.1 is devoted to some technical devices to generalize the kinetic entropies of [14] for system (4.1). Next, we establish some invariants regions in section 4.2. In
particular, we prove that the domain $\left\{c_{i} \geq 0\right\}$ is invariant. Finally, we prove strong convergence results in section 4.3. In the following, we shall say that a vector $\mathbf{z}$ is nonnegative, $\mathbf{z} \in \mathbb{R}_{+}^{N}$ (respectively, nonpositive, $\mathbf{z} \in \mathbb{R}_{-}^{N}$ ), if all its components are nonnegative (respectively, nonpositive). We denote by $w_{1}$ (respectively, $w_{i}^{\mathbf{a}}, w_{i}^{0}$ ) the $i$-Riemann invariant associated by Lemma 4.1(ii) with $\mathbf{c}_{\varepsilon}^{1}$ (respectively, with the data on $x=0$, with the initial data).
4.1. Some specific entropies. Now, we define a first trivial (i.e., affine) diphasic entropy for system (4.1), from which we shall build a specific family of nontrivial (i.e., convex) diphasic entropies. This set of entropies was already mentioned by Serre [26]. For $\xi \in \mathbb{R}_{+}$and $\mathbf{c}^{1} \in \mathbb{R}_{+}^{N}$, we set

$$
E_{0}\left(\xi ; \mathbf{c}^{1}\right)=\prod_{i=1}^{N}\left(1-\frac{\xi}{w_{i}^{1}}\right), \quad \gamma(\xi)=E_{0}(\xi ; 0)=\prod_{i=1}^{N}\left(1-\frac{\xi}{k_{i}}\right)
$$

where $w_{i}^{1}$ are the Riemann invariants corresponding to $\mathbf{c}^{1}$.
Lemma 4.2. The function $E_{0}$ is affine with respect to $\mathbf{c}^{1}$. Let $\nabla_{\mathbf{c}} E_{0}(\xi)$ denote its gradient. We now define, for $\xi \in \mathbb{R}^{+}$and $\mathbf{c}^{2} \in \mathbb{R}^{N}$,

$$
\begin{equation*}
F_{0}\left(\xi ; \mathbf{c}^{2}\right)=\nabla_{\mathbf{c}} E_{0}(\xi) \cdot \mathbf{c}^{2}+\xi \gamma(\xi) \tag{4.4}
\end{equation*}
$$

Then the pair of functions $\left(E_{0}, F_{0}\right)$ defines a diphasic entropy for (4.1), and we have

$$
\begin{equation*}
F_{0}\left(\xi ; \mathbf{h}\left(\mathbf{c}^{1}\right)\right)=\frac{\xi E_{0}\left(\xi ; \mathbf{c}^{1}\right)}{D} \tag{4.5}
\end{equation*}
$$

Proof. First notice that, if $E_{0}$ is affine and $F_{0}$ is given by (4.4), then obviously the pair $\left(E_{0}, F_{0}\right)$ defines a diphasic entropy, since $\nabla_{\mathbf{c}^{2}} F_{0}\left(\xi ; \mathbf{h}\left(\mathbf{c}^{1}\right)\right)=\nabla_{\mathbf{c}} E_{0}(\xi)$.

We are going to prove that $E_{0}$ satisfies

$$
\left\{\begin{align*}
E_{0}\left(k_{i} ; \mathbf{c}^{1}\right) & =\beta_{i} c_{i}^{1}, \quad \text { where } \quad \beta_{i}=\prod_{j \neq i}\left(1-k_{i} / k_{j}\right)  \tag{4.6}\\
E_{0}\left(\xi ; \mathbf{c}^{1}\right) & =-\gamma(\xi)\left[\sum_{i=1}^{N} \frac{k_{i} c_{i}^{1}}{k_{i}-\xi}-D\right] \\
& =-\gamma(\xi)\left[\xi \sum_{i=1}^{N} \frac{c_{i}^{1}}{k_{i}-\xi}-1\right] \quad \text { for } \xi \neq k_{i}
\end{align*}\right.
$$

so that for $\xi \neq k_{i}, \nabla_{\mathbf{c}} E_{0}(\xi)=-\xi \gamma(\xi)\left(\frac{1}{k_{i}-\xi}\right)_{1 \leq i \leq N}$. To prove (4.6), recall that the Riemann invariants $w_{i}^{1}$ are the roots of the algebraic equation $\varphi(\xi)=0$, where

$$
\begin{equation*}
\varphi(\xi)=\sum_{i=1}^{N} \frac{k_{i} c_{i}}{k_{i}-\xi}-D=\xi \sum_{i=1}^{N} \frac{c_{i}}{k_{i}-\xi}-1 \tag{4.7}
\end{equation*}
$$

But $\varphi$ is also a rational fraction with poles $k_{i}$ and roots $w_{i}^{1}$; thus an easy computation gives

$$
\begin{equation*}
\varphi(\xi)=-D \prod_{i=1}^{N} \frac{\xi-w_{i}^{1}}{\xi-k_{i}}=-\prod_{i=1}^{N} \frac{\frac{\xi}{w_{i}^{1}}-1}{\frac{\xi}{k_{i}}-1}=-\frac{E_{0}}{\gamma(\xi)} \tag{4.8}
\end{equation*}
$$

by Lemma 4.1 (iii) and the definitions of $E_{0}$ and $\gamma(\xi)$. Putting together (4.7) and (4.8) gives (4.6). Finally, (4.5) is obtained by playing with the two definitions of $E_{0}$, since

$$
\nabla_{\mathbf{c}} E_{0}(\xi) \cdot \mathbf{h}\left(\mathbf{c}^{1}\right)=-\xi \gamma(\xi) \sum_{i=1}^{N} \frac{k_{i} c_{i}^{1}}{D} \frac{1}{k_{i}-\xi}=\frac{\xi}{D} E_{0}\left(\xi ; \mathbf{c}^{1}\right)-\xi \gamma(\xi)
$$

and this completes the proof.
Remark 4.2. We state here a few useful properties of $F_{0}$. First, it is a polynomial of degree $N+1$ in $\xi$, very similar to $E_{0}$ : if $c_{i}^{2} \in \mathbb{R}_{+}^{N}$, it has roots $0, w_{1}^{2}, \ldots, w_{N}^{2}$, with $0<w_{1}^{2} \leq k_{1} \leq \cdots \leq w_{N}^{2} \leq k_{N}$. We easily obtain also that, for any $\mathbf{z} \in \mathbb{R}^{N}$,

$$
\begin{equation*}
F_{0}\left(k_{i} ; \mathbf{z}\right)=\nabla_{\mathbf{c}} E_{0}\left(k_{i}\right) \cdot \mathbf{z}=\beta_{i} z_{i}, \quad 1 \leq i \leq N \tag{4.9}
\end{equation*}
$$

A crucial point now is to remark that $E_{0}(\xi ; \mathbf{c})$ and $F_{0}(\xi ; \mathbf{h}(\mathbf{c}))$ vanish simultaneously for $\xi=w_{i}^{1}=w_{i}^{2}, 1 \leq i \leq N$. Thus, taking the convention $w_{0}^{j}=0$ and $w_{N+1}^{j}=+\infty$, we easily deduce the following.

Corollary 4.3. For $0 \leq i \leq N, \mathbf{c}^{1} \in \mathbb{R}_{+}^{N}, \mathbf{c}^{2} \in \mathbb{R}_{+}^{N}$, let $w_{i}^{1}$ (respectively, $w_{i}^{2}$ ) be the roots of $E_{0}$ (respectively, the nonzero roots of $F_{0}$ ). Define

$$
\begin{align*}
\chi_{i}^{1}\left(\xi ; \mathbf{c}^{1}\right) & =\left|E_{0}(\xi ; \mathbf{c})\right| \mathbb{I}_{\{\xi \in] w_{i}^{1}, w_{i+1}^{1}[ \}}  \tag{4.10}\\
\chi_{i}^{2}\left(\xi ; \mathbf{c}^{2}\right) & =\left|F_{0}\left(\xi ; \mathbf{c}^{2}\right)\right| \mathbb{I}_{\{\xi \in] w_{i}^{2}, w_{i+1}^{2}[ \}}
\end{align*}
$$

Then the pair $\left(\chi_{i}^{1}, \chi_{i}^{2}\right)$ defines a diphasic entropy for (4.1).
Notice that $\chi_{i}^{1}\left(\right.$ respectively, $\left.\chi_{i}^{2}\right)$ is actually convex with respect to $\mathbf{c}^{1}$ (respectively, to $\mathbf{c}^{2}$ ), as the absolute value of an affine function. Thus the function $\eta_{i}(\xi ; \mathbf{c}) \stackrel{\text { def }}{=}$ $\chi_{i}^{1}(\xi ; \mathbf{c})+\chi_{i}^{2}(\xi ; \mathbf{h}(\mathbf{c}))$ is indeed a nontrivial convex diphasic entropy for (4.1).

The class of entropies we consider now is defined as follows. Set, for $j=1,2$, $\mathbf{c}^{j} \in \mathbb{R}_{+}^{N}$, and a fixed $0 \leq i \leq N$,

$$
S^{j}\left(\mathbf{c}^{j}\right)=\int_{\mathbb{R}_{+}} g(\xi) \chi_{i}^{j}\left(\xi ; \mathbf{c}^{j}\right) d \xi, \quad j=1,2
$$

The functions $S(\mathbf{c})=S^{1}(\mathbf{c})+S^{2}(\mathbf{h}(\mathbf{c}))$ are diphasic entropies for (1.2), for any nonnegative function $g$ such that $g \chi_{i}^{j}$ is integrable at $+\infty$ in $\xi$ (recall that $\chi_{i}^{j}$ is a polynomial in $\xi)$. The corresponding entropy flux is $Q(\mathbf{c})=u S^{1}(\mathbf{c})+v S^{2}(\mathbf{h}(\mathbf{c}))$. We have to complement these functions by using for $g$ a Dirac mass, $g(\xi)=\delta_{\xi^{*}}(\xi)$. To justify this, consider a sequence of nonnegative $g$ 's which converge to such a Dirac mass. These entropies will appear in the proof of the maximum principle below. Let us denote by $\mathcal{E}$ the set of all these entropies for $0 \leq i \leq N$.

Remark 4.3. The entropies in $\mathcal{E}$ are defined only on $\mathbb{R}_{+}^{N}$ and therefore cannot be used to prove the invariance of $\mathbb{R}_{+}^{N}$. But it is easily checked that the pairs $\left(\left[c_{i}^{1}\right]^{-},\left[c_{i}^{2}\right]^{-}\right)$, where $r^{-}$is the negative part of $r \in \mathbb{R}$, define diphasic entropies on the domain $D>0$.
4.2. Invariant regions. In this subsection, we shall prove that the solution $\left(\mathbf{c}_{\varepsilon}^{1}, \mathbf{c}_{\varepsilon}^{2}\right)$ to (4.1) is bounded in $L^{\infty}$ uniformly in $\varepsilon$, thus giving rise to a weakly convergence subsequence. In the next subsection, we prove that this subsequence actually converges almost everywhere to a solution in the sense of (4.14) below.

THEOREM 4.4. Assume $\mathbf{c}^{0} \in L^{1} \cap L^{\infty}(] 0,1[)^{N}, \mathbf{a} \in L^{\infty}\left(\mathbb{R}_{+}\right)^{N}, \mathbf{b} \in L^{\infty}\left(\mathbb{R}_{+}\right)^{N}$, $\mathbf{c}^{0}$, a nonnegative, and $\mathbf{b}$ nonpositive. Let $0<w^{-} \leq k_{1}$ satisfy $w^{-} \leq w_{1}^{\mathbf{a}}(t), w_{1}^{0}(x) \leq$ $k_{1}$ for all $(t, x)$. Define

$$
\psi(\xi) \stackrel{\text { def }}{=} \nabla_{\mathbf{c}} E_{0}(\xi) \cdot \mathbf{b}+(u+v \xi) \gamma(\xi)
$$

and assume that

$$
\begin{equation*}
\xi^{\star} \stackrel{\text { def }}{=} \inf \left\{\xi \leq k_{1} ; \exists \xi^{\prime} \leq \xi, \psi\left(\xi^{\prime}\right) \leq 0\right\}>w^{-} . \tag{4.11}
\end{equation*}
$$

Let $\left(\mathbf{c}_{\varepsilon}^{1}, \mathbf{c}_{\varepsilon}^{2}\right)$ be a solution of (1.1). Then there exists a constant $C$ independent of $\varepsilon$ such that $0 \leq \mathbf{c}_{\varepsilon}^{i}(x, t) \leq C, 1 \leq i \leq N, \forall(t, x) \in[0, T] \times[0,1]$.

Remark 4.4. Once again, one can choose $\xi_{0}=w^{-}$only if $w^{-}$satisfies $\psi\left(w^{-}\right) \leq 0$.
Remark 4.5. The existence of $\xi^{*}$ relies on the nonpositivity of the polynomial $\psi$ on $\left[0, k_{1}\right]$ (one has $\psi(0)=u>0$ and $\psi\left(k_{1}\right)=-k_{1} b_{1} \prod_{i>1}\left(k_{i}-k_{1}\right) \geq 0$, so this is not trivially satisfied). This leads to a condition on $u, v, \mathbf{b}$, and $k_{1}$, which is actually not very explicit, except for $N=1$ (see Remark 3.1). However, one can rewrite things as follows. For $0<\xi<k_{1}$, define $\mathbf{c}(\xi) \in \mathbb{R}_{+}^{N}$ by

$$
c_{i}(\xi)=\frac{k_{i}-\xi}{N \xi}, \quad 1 \leq i \leq N
$$

Then a few easy algebraic computations prove

$$
\nabla_{\mathbf{c}} E_{0}(\xi) \cdot \mathbf{c}(\xi)=-\gamma(\xi), \quad \nabla_{\mathbf{c}} E_{0}(\xi) \cdot \mathbf{h}(\mathbf{c}(\xi))=-\xi \gamma(\xi)
$$

so that $\psi(\xi) \leq 0$ rewrites $\nabla_{\mathbf{c}} E_{0}(\xi) \cdot[\mathbf{b}-(u \mathbf{c}(\xi)+\xi \gamma(\xi))] \leq 0$. Thus condition (4.11) can be compared to (3.4) in a more consistent way. Notice that this can also be read as an entropy inequality, since $\nabla_{\mathbf{c}} E_{0}(\xi) \cdot[\mathbf{b}-(u \mathbf{c}(\xi)+\xi \mathbf{h}(\mathbf{c}(\xi)))]=$ $E_{0}(\xi ; \mathbf{b})-E_{0}\left(\xi ; u \mathbf{c}(\xi)+\xi \mathbf{h}(\mathbf{c}((\xi)))=F_{0}(\xi ; \mathbf{b})-F_{0}(\xi ; u \mathbf{c}(\xi)+\xi \mathbf{h}(\mathbf{c}((\xi)))\right.$.

Proof of Theorem 4.1. To lighten the notations a bit, we omit the index $\varepsilon$ in this proof. First notice that $w^{-}$exists since $\mathbf{a}$ and $\mathbf{c}^{0}$ are nonnegative and uniformly bounded.

Let us prove first that for a given index $i$, if $a_{i} \geq 0, b_{i} \leq 0$, and $c_{i}^{0} \geq 0$, then $c_{i}^{j} \geq 0$ for $j=1,2$. For this purpose we make use of the entropy introduced in Remark 4.3. Inequality (2.4) can be rewritten here as
$\frac{d}{d t} \int_{0}^{1}\left(\left[c_{i}^{1}(x, t)\right]^{-}+\left[c_{i}^{2}(x, t)\right]^{-}\right) d x \leq\left[c_{i}^{1}(0, t)\right]^{-}+v\left[c_{i}^{2}(0, t)\right]^{-}-u\left[c_{i}^{1}(1, t)\right]^{-}-v\left[c_{i}^{2}(1, t)\right]^{-}$.
Now, as in the scalar case, we notice that $v<0$ and $\left(c_{i}^{j}\right)^{-} \geq 0$, so $u\left[c^{1}(0, t)\right]^{-}+$ $v\left[c^{2}(0, t)\right]^{-} \leq u\left[a_{i}(t)\right]^{-}$by the boundary condition at $x=0$. Since $a_{i}(t) \geq 0$ for $1 \leq i \leq N,\left[a_{i}(t)\right]^{-}=0$, and the same occurs for the initial data.

For $x=1$, we have to prove that $F \stackrel{\text { def }}{=}-u\left[c^{1}(1, t)\right]^{-}-v\left[c^{2}(1, t)\right]^{-} \leq 0$. This clearly occurs if $\left(b_{i}-u c_{i}^{1}(1, t)\right) / v \geq 0$. If this is not the case, we have $0 \geq b_{i}(\bar{t}) \geq u c_{i}(t)$ since $v<0$ so that $F=b_{i}(t)\left|\beta_{i}\right| \leq 0$. Hence the following differential inequality holds:

$$
\frac{d}{d t} \int_{0}^{1}\left(\left[c^{1}(x, t)\right]^{-}+\left[c^{2}(x, t)\right]^{-}\right) d x \leq 0
$$

The conclusion now follows easily: the components of $\mathbf{c}_{\varepsilon}^{1}$ and $\mathbf{c}_{\varepsilon}^{2}$ remain nonnegative for any $t>0$.

We turn now to the proof of the upper bound. For simplicity, we assume the nonnegativity. In view of formula (iv) in Lemma 4.1, we have to prove that there exists $\xi_{0}>0$ such that $w_{1}^{j} \geq \xi_{0}$ for all $(t, x)$. We consider the diphasic entropy $\left(S^{1}, S^{2}\right)$,

$$
S^{1}\left(\mathbf{c}^{1}\right)=\int_{w_{1}^{1}}^{w_{2}^{1}}\left|E_{0}\left(\xi ; \mathbf{c}^{1}\right)\right| g(\xi) d \xi, \quad S^{2}\left(\mathbf{c}^{2}\right)=\int_{w_{1}^{2}}^{w_{2}^{2}}\left|F_{0}\left(\xi ; \mathbf{c}^{2}\right)\right| g(\xi) d \xi
$$

The usual trick of convexity of $S^{1}$ and $S^{2}$ leads to

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{1}\left[S^{1}\left(\mathbf{c}^{1}(x, t)\right)+S^{2}\left(\mathbf{c}^{2}(x, t)\right)\right] d x \leq-\left.\left[u S^{1}\left(\mathbf{c}^{1}(x, t)\right)+v S^{2}\left(\mathbf{c}^{2}(x, t)\right)\right]\right|_{x=0} ^{x=1} \tag{4.12}
\end{equation*}
$$

Set $H_{0}=u S^{1}\left(\mathbf{c}^{1}(0, t)\right)+v S^{2}\left(\mathbf{c}^{2}(0, t)\right)$ and $H_{1}=-\left[u S^{1}\left(\mathbf{c}^{1}(1, t)\right)+v S^{2}\left(\mathbf{c}^{2}(1, t)\right)\right]$. We have

$$
H_{0}=\int_{w_{1}^{1}}^{w_{2}^{1}} u\left|E_{0}\left(\xi ; \mathbf{c}^{1}\right)\right| g(\xi) d \xi+\int_{w_{1}^{2}}^{w_{2}^{2}} v\left|F_{0}\left(\xi ; \mathbf{c}^{2}\right)\right| g(\xi) d \xi \leq \int_{w_{1}^{\mathbf{a}}}^{w_{2}^{\mathbf{a}}} u\left|E_{0}(\xi ; \mathbf{a})\right| g(\xi) d \xi
$$

since $v<0$. For any $\xi_{0} \leq w^{-}$, choosing $g=\delta_{\xi_{0}}$ cancels the right-hand side of the preceding inequality.

Concerning $H_{1}$, we want to take $g=\delta_{\xi_{0}}$ for a carefully chosen $\xi_{0} \leq w^{-}$such that

$$
\begin{equation*}
H_{1}=-\int_{w_{1}^{1}}^{w_{2}^{1}} u\left|E_{0}\left(\xi ; \mathbf{c}^{1}\right)\right| \delta_{\xi_{0}}(\xi) d \xi-\int_{w_{1}^{2}}^{w_{2}^{2}} v\left|F_{0}\left(\xi ; \frac{1}{v}\left[\mathbf{b}-u \mathbf{c}^{1}\right]\right)\right| \delta_{\xi_{0}}(\xi) d \xi \leq 0 \tag{4.13}
\end{equation*}
$$

We know, since everything is nonnegative, that $0<w_{1}^{1}, w_{1}^{2} \leq k_{1} \leq w_{2}^{1}$, $w_{2}^{2}$, so that necessarily $\xi_{0} \leq w_{2}^{1}, w_{2}^{2}$. Now, if $\xi_{0}<w_{1}^{2}$, then $H_{1} \leq 0$ by (4.13). If $\xi_{0} \geq w_{1}^{2}$, we have by construction $F_{0}\left(\xi_{0} ;\left(\mathbf{b}-u \mathbf{c}^{1}\right) / v\right) \leq 0$ (indeed one can check that $F_{0}(\xi=0)=0$ and $\left.\partial_{\xi} F_{0}(\xi=0) \geq 0\right)$. On the other hand, an easy computation shows

$$
v F_{0}\left(\xi ; \frac{1}{v}\left[\mathbf{b}-u \mathbf{c}^{1}\right]\right)=\psi\left(\xi_{0}\right)-u E_{0}\left(\xi_{0} ; \mathbf{c}^{1}\right)
$$

Since $w^{-} \geq \xi^{\star}$, one can choose any $\xi^{\star} \leq \xi_{0} \leq w^{-}$such that $\psi\left(\xi_{0}\right) \leq 0$. The preceding equality therefore gives $E_{0}\left(\xi_{0} ; \mathbf{c}\right) \leq 0$, so that $\xi_{0} \in\left[w_{2 p+1}^{1}, w_{2 p+2}^{1}\right]$ for some $p \geq 1$, by assertion (iv) in Lemma 4.1. Since $\xi_{0} \leq k_{1} \leq w_{2}^{1}$, necessarily $\xi_{0} \in\left[w_{1}^{1}, w_{2}^{1}\right]$ so that finally, $H_{1}$ can be rewritten, by simple consideration of sign on $E_{0}$ and $F_{0}$,

$$
H_{1}=u E_{0}\left(\xi_{0} ; \mathbf{c}^{1}\right)+v F_{0}\left(\xi_{0} ; \frac{1}{v}\left[\mathbf{b}-u \mathbf{c}^{1}\right]\right)=\psi\left(\xi_{0}\right) \leq 0
$$

The preceding choice of $\xi_{0}$ cancels the right-hand side of (4.12). When integrating in $t$, we introduce the initial data, but the choice of $g=\delta_{\xi_{0}}$ for $\xi_{0} \leq w^{-}$gives also $S^{1}\left(\mathbf{c}^{0}(x)\right)=S^{2}\left(\mathbf{h}\left(\mathbf{c}^{0}(x)\right)=0\right.$, so finally (4.12) gives

$$
\int_{0}^{1}\left[S^{1}\left(\mathbf{c}^{1}(x, t)\right)+S^{2}\left(\mathbf{c}^{2}(x, t)\right)\right] d x \leq 0
$$

which leads to $S^{1}\left(\mathbf{c}^{1}(x, t)\right)=S^{2}\left(\mathbf{c}^{2}(x, t)\right)=0, \forall t>0$. A simple contradiction argument then gives $w_{1}^{1}(x, t) \geq \xi_{0}$ and $w_{1}^{2}(x, t) \geq \xi_{0}$ for a.e. $x, \forall t>0$.
4.3. Strong convergence. The $L^{\infty}$ estimate leads obviously to the following weak convergence result: $\mathbf{c}_{\varepsilon}^{2}-h\left(\mathbf{c}_{\varepsilon}^{1}\right)$ tends to 0 in $\mathcal{D}^{\prime}(\Omega)^{N}$ when $\varepsilon$ tends to 0 . We actually have a stronger convergence result.

Lemma 4.5. Under the above assumptions ensuring the $L^{\infty}$ bounds on the solution, $\mathbf{c}_{\varepsilon}^{2}-h\left(\mathbf{c}_{\varepsilon}^{1}\right)$ tends to 0 in $L_{\mathrm{loc}}^{2}(\Omega)^{N}$.

From (1.1), we can obtain the following inequality for the entropies $\left(\chi_{i}^{1}, \chi_{i}^{2}\right)$ :

$$
\partial_{t}\left(\chi_{i}^{1}\left(\xi ; \mathbf{c}_{\varepsilon}^{1}\right)+\chi_{i}^{2}\left(\xi ; \mathbf{c}_{\varepsilon}^{2}\right)\right)+\partial_{x}\left(u \chi_{i}^{1}\left(\xi ; \mathbf{c}_{\varepsilon}^{1}\right)+v \chi_{i}^{2}\left(\xi ; \mathbf{c}_{\varepsilon}^{2}\right)\right) \leq 0
$$

The negative sign holds since $\nabla_{\mathbf{c}} \chi_{i}^{2}(\xi ; \cdot)$ is a monotone operator, as before. Now, multiply this inequality by any nonnegative $\varphi \in \mathcal{D}(\bar{\Omega})$, integrate by parts, and treat the boundary conditions as in the above proof. One obtains

$$
\begin{aligned}
& -\int_{0}^{T} \int_{0}^{1}\left[\partial_{t} \varphi\left(\chi_{i}^{1}\left(\xi ; \mathbf{c}_{\varepsilon}^{1}(x, t)\right)+\chi_{i}^{2}\left(\xi ; \mathbf{c}_{\varepsilon}^{2}(x, t)\right)\right)\right. \\
& \left.+\partial_{x} \varphi\left(u \chi_{i}^{1}\left(\xi ; \mathbf{c}_{\varepsilon}^{1}(x, t)\right)+v \chi_{i}^{2}\left(\xi ; \mathbf{c}_{\varepsilon}^{2}(x, t)\right)\right)\right] d x d t \\
\leq & \int_{0}^{T} \varphi(0, t) u \chi_{i}^{1}(\xi ; \mathbf{a}(t)) d t-\int_{0}^{1} \varphi(x, 0) S\left(\mathbf{c}^{0}(x)\right) d x \\
- & \int_{0}^{T}\left[u \chi_{i}^{1}\left(\xi ; \mathbf{c}_{\varepsilon}^{1}(1, t)\right)+v \chi_{i}^{2}\left(\xi ; \mathbf{c}_{\varepsilon}^{2}(1, t)\right)\right] \varphi(1, t) d t .
\end{aligned}
$$

Once again, some considerations of sign allow us to prove that for the boundary term on $x=1$, we have for any $\xi$, since $\mathbf{c}_{\varepsilon}^{2}(1, t)=\left(\mathbf{b}(t)-u \mathbf{c}_{\varepsilon}^{1}(1, t)\right) / v$,

$$
u \chi_{i}^{1}\left(\xi ; \mathbf{c}_{\varepsilon}^{1}(1, t)\right)+v \chi_{i}^{2}\left(\xi ; \mathbf{c}_{\varepsilon}^{2}(1, t)\right) \leq\left|\nabla_{\mathbf{c}} E_{0}(\xi) \cdot \mathbf{b}(t)-(u+v \xi) \gamma(\xi)\right| \stackrel{\text { def }}{=} B(t)
$$

The resulting entropy estimate is analogous to (3.7). Now, following the lines of [14], we can apply compensated compactness to obtain the following result of strong convergence.

THEOREM 4.6. We make the same assumptions as in Theorem 4.1. Then there exists a subsequence of solutions to (1.1), still denoted by $\mathbf{c}_{\varepsilon}^{1}$, which converges almost everywhere and strongly in $] 0,1[\times] 0, T\left[\right.$ to $\mathbf{c} \in L^{\infty}(] 0, T\left[; L^{1}(] 0,1[)\right)^{N}$. Moreover, $\mathbf{c}$ satisfies, for any $\varphi \in \mathcal{D}(\bar{\Omega}), \varphi \geq 0, \xi>0$,

$$
\begin{align*}
& -\int_{0}^{T} \int_{0}^{1}\left[S(\mathbf{c}) \partial_{t} \varphi+Q(\mathbf{c}) \partial_{x} \varphi\right] d x d t  \tag{4.14}\\
& \quad \leq \int_{0}^{T} u \chi_{i}^{1}(\mathbf{a}(t)) \varphi(0, t) d t-\int_{0}^{T} B(t) \varphi(1, t) d t-\int_{0}^{1} S\left(\mathbf{c}^{0}(x)\right) \varphi(x, 0) d x
\end{align*}
$$

with $B(t)=\left|\nabla_{\mathbf{c}} E_{0}(\xi) \cdot \mathbf{b}(t)-(u+v \xi) \gamma(\xi)\right|$, for $S(\mathbf{c})=\chi_{i}^{1}(\mathbf{c})+\chi_{i}^{2}(\mathbf{h}(\mathbf{c})), Q(\mathbf{c})=$ $u \chi_{i}^{1}(\mathbf{c})+v \chi_{i}^{2}(\mathbf{h}(\mathbf{c}))$, and $\chi_{i}^{j}$ being defined by (4.10).

Proof of Lemma 4.3. Consider the pair of entropies $\left(\eta_{1}, \eta_{2}\right)$ obtained by choosing, for a given $i, g=\mathbb{I}_{\left[0, k_{i}\right]}$. Their gradients are given by

$$
\begin{aligned}
& \nabla_{\mathbf{c}} \eta_{1}\left(\mathbf{c}^{1}\right)=\int_{w_{i}^{1}}^{k_{i}} \operatorname{sign}\left(E_{0}\left(\xi ; \mathbf{c}^{1}\right)\right) \nabla_{\mathbf{c}} E_{0}(\xi) d \xi \\
& \nabla_{\mathbf{c}} \eta_{2}\left(\mathbf{c}^{2}\right)=\int_{w_{i}^{2}}^{k_{i}} \operatorname{sign}\left(F_{0}\left(\xi ; \mathbf{c}^{2}\right)\right) \nabla_{\mathbf{c}} E_{0}(\xi) d \xi
\end{aligned}
$$

Omitting here the dependence in $\varepsilon$, we take the scalar product of the two equations in (1.1), respectively, by $\nabla_{\mathbf{c}} \eta_{1}\left(\mathbf{c}^{1}\right)$ and $\nabla_{\mathbf{c}} \eta_{2}\left(\mathbf{c}^{2}\right)$, sum the two equations, and integrate $d x d t$ with a nonnegative test function $\varphi \in \mathcal{D}(\bar{\Omega})$. We obtain, after integration by
parts and multiplication by $\varepsilon$,

$$
\begin{array}{r}
A^{\varepsilon} \stackrel{\text { def }}{=} \varepsilon \int_{0}^{T} \int_{0}^{1}\left(\partial_{t} \varphi(x, t)\left[\mathbf{c}^{1}(x, t)+\mathbf{c}^{2}(x, t)\right]+\partial_{x} \varphi(x, t)\left[u \mathbf{c}^{1}(x, t)+v \mathbf{c}^{2}(x, t)\right]\right) d x d t \\
=-\int_{0}^{T} \int_{0}^{1}\left[\int_{w_{i}^{1}}^{k_{i}} \operatorname{sign}\left(E_{0}\left(\xi ; \mathbf{c}^{1}\right)\right) \nabla_{\mathbf{c}} E_{0}(\xi) d \xi-\int_{w_{i}^{2}}^{k_{i}} \operatorname{sign}\left(F_{0}\left(\xi ; \mathbf{c}^{2}\right)\right) \nabla_{\mathbf{c}} E_{0}(\xi) d \xi\right] \\
\cdot\left(\mathbf{c}^{2}-\mathbf{h}\left(\mathbf{c}^{1}\right)\right) d x d t .
\end{array}
$$

Notice that $A^{\varepsilon} \geq 0$ by the second equality and the convexity of $\eta_{i}$. Obviously, since $\mathbf{c}^{1}$ and $\mathbf{c}^{2}$ are bounded in $L^{\infty}, A^{\varepsilon}$ tends to 0 when $\varepsilon$ goes to zero. We have to work from now on with

$$
\begin{array}{r}
P(x, t) \stackrel{\text { def }}{=}-\left[\int_{w_{i}^{1}}^{k_{i}} \operatorname{sign}\left(E_{0}\left(\xi ; \mathbf{c}^{1}\right)\right) \nabla_{\mathbf{c}} E_{0}(\xi) d \xi-\int_{w_{i}^{2}}^{k_{i}} \operatorname{sign}\left(F_{0}\left(\xi ; \mathbf{c}^{2}\right)\right) \nabla_{\mathbf{c}} E_{0}(\xi) d \xi\right] \\
\cdot\left(\mathbf{c}^{2}-\mathbf{h}\left(\mathbf{c}^{1}\right)\right)
\end{array}
$$

It is easy to check that $\operatorname{sign} E_{0}\left(\xi ; \mathbf{c}^{1}\right)=\operatorname{sign} F_{0}\left(\xi, \mathbf{h}\left(\mathbf{c}^{1}\right)\right)=\operatorname{sign} F_{0}\left(\xi ; \mathbf{c}^{2}\right)$ for $\xi \in$ $\left[w_{i}^{1}, k_{i}\right] \cap\left[w_{i}^{2}, k_{i}\right]$. We are thus left with an integral over $\left[\min \left(w_{i}^{1}, w_{i}^{2}\right), \max \left(w_{i}^{1}, w_{i}^{2}\right)\right]$. Let us assume that $w_{i}^{1} \leq w_{i}^{2}$; the computations are the same if the converse holds. We have, by considerations of sign on $F_{0}$,

$$
P(x, t)=2 \int_{w_{i}^{1}}^{w_{i}^{2}}\left[\left|F_{0}\left(\xi ; \mathbf{c}^{2}\right)\right|+\left|F_{0}\left(\xi ; \mathbf{h}\left(\mathbf{c}^{1}\right)\right)\right|\right] d \xi
$$

Now, we write for $N \geq 4$,

$$
\left|F_{0}\left(\xi ; \mathbf{c}^{2}\right)\right|=\left(\xi-w_{i-1}^{2}\right)\left(\xi-w_{i}^{2}\right)\left(w_{i+1}^{2}-\xi\right) \frac{\prod_{j \notin\{i-1, i, i+1\}}\left|w_{j}^{2}-\xi\right|}{\prod_{i=1}^{N} w_{j}^{2}}
$$

The fourth term is greater than some $K>0$ ( $K$ depending on $k_{1}, \ldots, k_{N}$ and $\xi_{0}$ ), since either $w_{j}^{2} \leq k_{i-2}$ or $w_{j}^{2} \geq k_{i+1}$, and $k_{i-1} \leq \xi \leq k_{i}$. For the first three terms, we simply write $\left(\xi-w_{i-1}^{2}\right)\left(\xi-w_{i}^{2}\right)\left(w_{i+1}^{2}-\xi\right) \geq\left(\xi-w_{i}^{2}\right)^{2}\left(w_{i+1}^{2}-w_{i}^{2}\right)$, which leads by integration to

$$
\int_{w_{i}^{1}}^{w_{i}^{2}}\left|F_{0}\left(\xi ; \mathbf{c}^{2}\right)\right| d \xi \geq \frac{K}{3}\left(w_{i}^{1}-w_{i}^{2}\right)^{3}\left(w_{i+1}^{2}-w_{i}^{2}\right) \geq \frac{K}{3}\left(w_{i}^{1}-w_{i}^{2}\right)^{4}
$$

For $N=3$, we have a similar estimate, since the fourth term reduces to $K /\left(w_{1}^{2} w_{2}^{2} w_{3}^{2}\right)$. Because the same holds for $\left|F_{0}\left(\xi ; \mathbf{h}\left(\mathbf{c}^{1}\right)\right)\right|$, we have finally that for some $C>0$, depending only on $k_{1}, \ldots, k_{N}$,

$$
\int_{0}^{T} \int_{0}^{1}\left|w_{i}^{1}(x, t)-w_{i}^{2}(x, t)\right|^{4} \varphi(x, t) d x d t \leq C \int_{0}^{T} \int_{0}^{1} P(x, t) \varphi(x, t) d x d t=A^{\varepsilon}
$$

tends to zero. Thus $\left|w_{i}^{1}-w_{i}^{2}\right|$ tends to 0 in $L_{\mathrm{loc}}^{4}(\Omega)$ and therefore in $L_{\mathrm{loc}}^{2}(\Omega)$. For $N=2$, the same computations lead to convergence in $L_{\mathrm{loc}}^{3}(\Omega)$ and hence in $L_{\mathrm{loc}}^{2}(\Omega)$. Finally, if $N=1$, we directly obtain $L_{\text {loc }}^{2}(\Omega)$. Since the function $\left(w_{1}, \ldots, w_{N}\right) \mapsto\left(c_{1}, \ldots, c_{N}\right)$ is Lipschitz continuous, we are done.

Proof of Theorem 4.2. We merely give the sketch of the proof, referring to [14] for the detailed computations, which are identical. Summing the equations for $0 \leq i \leq N$, we obtain, with the same notations as in the scalar case,
$T^{\varepsilon}(\xi)=\partial_{t}\left[G_{0}\left(\xi, \mathbf{c}^{1}\right)+H_{0}\left(\xi, \mathbf{h}\left(\mathbf{c}^{1}\right)\right)\right]+\partial_{x}\left[u G_{0}\left(\xi, \mathbf{c}^{1}\right)+v H_{0}\left(\xi, \mathbf{h}\left(\mathbf{c}^{1}\right)\right)\right]=\mu^{\varepsilon}(\xi)+g^{\varepsilon}(\xi)$,
with $G_{0}=\left|E_{0}\right|$ and $H_{0}=\left|F_{0}\right|$. Since $\eta_{1}$ and $\eta_{2}$ are convex, the usual computation proves that $\mu^{\varepsilon}(\xi)$ is a nonpositive measure. By Lemma $4.3, g^{\varepsilon}(\xi)$ is compact in $H_{\text {loc }}^{-1}(\Omega)$; thus, again applying Murat's lemma, we can apply the compensated compactness lemma to (4.15), for two different values $\xi$ and $\xi^{\prime}$. We obtain, after some easy simplifications,

$$
\overline{G_{0}(\xi)} \overline{\xi^{\prime} G_{0}\left(\xi^{\prime}\right) / D}-\overline{G_{0}\left(\xi^{\prime}\right)} \overline{\xi G_{0}(\xi) / D}=\left(\xi^{\prime}-\xi\right) \overline{G_{0}(\xi) G_{0}\left(\xi^{\prime}\right) / D}
$$

Dividing by $\overline{G_{0}(\xi)} \overline{G_{0}\left(\xi^{\prime}\right)}\left(\xi^{\prime}-\xi\right)$ and letting $\xi^{\prime}$ go to $\xi$, we get

$$
\begin{equation*}
\partial_{\xi} \frac{\xi \overline{G_{0}(\xi) / D}}{\overline{G_{0}(\xi)}}=\frac{\overline{G_{0}(\xi)^{2} / D}}{{\overline{G_{0}}(\xi)}^{2}} \tag{4.16}
\end{equation*}
$$

Of course (4.16) has to be justified at points where $\overline{G_{0}(\xi)}=0$. This occurs when $G_{0}\left(\xi_{0}, w\right)=0$ for all $w$ in the support of $\nu$, that is, $w_{j}=\xi_{0}$ for some $j$. If $w_{j}$ is a simple eigenvalue, the formula is justified by applying l'Hospital's rule in a neighborhood of $\xi_{0}$ to $G_{0}^{\prime}$, which is not zero since the root is simple. When we have a double root, that is, $\xi_{0}=k_{j}$, the same technique can be used with $G_{0}^{\prime \prime}$, which in no case can be zero, since the root cannot be triple.

Equation (4.16) is not completely satisfactory because its right-hand side does not vanish when $d \nu$ is a Dirac mass. Therefore, we again apply compensated compactness to (4.15) for a given $\xi$ and

$$
\partial_{t}\left(D+\frac{\alpha}{D}\right)+\partial_{x}\left(u D+v \frac{\alpha}{D}\right)=0, \quad \alpha=k_{1} u_{1}+\cdots+k_{N} u_{N}
$$

This yields $\overline{G_{0}(\xi)} \overline{\alpha / D}-\xi \overline{G_{0}(\xi) / D} \bar{D}=\overline{G_{0}(\xi) \alpha / D}-\xi \overline{G_{0}(\xi)}$. After dividing it by $\bar{D} \overline{G_{0}(\xi)}$, we can combine it with the left-hand side of (4.15) to get

$$
\begin{equation*}
-\partial_{\xi} \frac{\overline{G_{0}(\xi) \alpha / D}}{\overline{G_{0}(\xi)}}=\frac{\overline{G_{0}(\xi)^{2} / D}}{{\overline{G_{0}(\xi)}}^{2}}-\frac{1}{\bar{D}} \geq 0 \tag{4.17}
\end{equation*}
$$

this last inequality being just Cauchy-Schwarz. Inequality (4.17) is the keystone to proving that $d \nu$ is in fact a Dirac mass.

Indeed, if in (4.17) the inequality is strict at some point, we obtain a contradiction by comparing the values of the nonincreasing function

$$
\frac{\overline{G_{0}(\xi) \alpha / D}}{\overline{G_{0}(\xi)}}
$$

at the points $\xi=0$ and $\xi=+\infty$, then $\xi=k_{i}$ and $\xi=\infty$. This means that the inequality in (4.17) is just an equality for all $\xi \geq 0$, so that the equality case in Cauchy-Schwarz applies. We obtain the existence of a function $\lambda(\xi)$ such that, for all $\xi \geq 0, G_{0}\left(\xi, \mathbf{c}^{1}\right)=\lambda(\xi) D\left(\mathbf{c}^{1}\right)$ a.e. in the support of $d \nu\left(\mathbf{c}^{1}\right)$. From this we deduce
that, for two possible elements $\mathbf{c}^{1}, \mathbf{c}^{\prime 1}$ of the support of $d \nu\left(\mathbf{c}^{1}\right)$, we have necessarily $G_{0}\left(\xi, \mathbf{c}^{1}\right)=G_{0}\left(\xi, \mathbf{c}^{\prime 1}\right)$. Thus $\sigma_{j}\left(\mathbf{c}^{1}\right)=\sigma_{j}\left(\mathbf{c}^{\prime 1}\right)$, and by Lemma $4.1(\mathrm{v})$ this proves that $\mathbf{c}^{1}=\mathbf{c}^{1}$ and the support of $\nu$ is a single point.

Remark 4.6. Notice that formula (4.14) is exactly the kinetic formulation obtained in [14], but the boundary terms forbid us to write it in the usual way, with some nonnegative measure on the right-hand side.
5. Boundary conditions. So far, we have defined in Theorems 3.2 and 4.2 kinds of weak solutions. The aim of this section is to prove that these solutions are actually solutions to (1.2) in the sense of distributions, and to give a meaning to the reflux boundary condition at $x=1$. It seems that we lose the Dirichlet-like boundary condition at $x=0$ when passing to the limit. This is not really surprising, since we pass from $2 N$ equations to $N$ equations: the system becomes overdetermined.

Before precisely stating our results, we need to introduce some material. Indeed, we want to precisely state the meaning of the boundary conditions. But we deal with $L^{\infty}$ functions, which usually do not have any trace on the boundary. The following result, which we state as a lemma, follows easily by choosing the test functions $\varphi \in$ $\mathcal{D}(\Omega)$ in (3.5) or (4.14).

Lemma 5.1. Let $\left(\eta_{1}, \eta_{2}\right)$ be any pair of convex functions defining a diphasic entropy. Let $\mathbf{c} \in L^{\infty}(\Omega)$ be a weak solution as in Theorems 3.2 or 4.2. Then the vector-valued function $\psi=\left(\psi_{1}, \psi_{2}\right) \stackrel{\text { def }}{=}\left(\eta_{1}(\mathbf{c})+\eta_{2}(\mathbf{h}(\mathbf{c})), u \eta_{1}(\mathbf{c})+v \eta_{2}(\mathbf{h}(\mathbf{c}))\right)$ is in $L^{\infty}(\Omega)$, and $\operatorname{div} \psi=\partial_{t} \psi_{1}+\partial_{x} \psi_{2}$ is a nonnegative measure in $\Omega$.

We are thus in a position to apply a result by Anzellotti [1, Theorems 1.2 and 1.9], which essentially states that $\psi$ has a trace on $\partial \Omega$, in some sense. We recall this result here without proof.

Theorem 5.2. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with locally Lipschitz boundary $\partial \Omega$. Set $X(\omega)=\left\{\psi \in L^{\infty}\left(\Omega ; \mathbb{R}^{n}\right) ; \operatorname{div} \psi\right.$ is a bounded measure in $\left.\Omega\right\}$. Then there exists a trace operator

$$
\gamma: X(\Omega) \rightarrow L^{\infty}(\partial \Omega)
$$

such that, for any $\varphi \in B V(\Omega) \cap L^{\infty}(\Omega) \cap C^{0}(\Omega)$,

$$
\begin{equation*}
\int_{\Omega} \varphi \operatorname{div} \psi d x+\int_{\Omega}(\psi, \varphi) d x=\int_{\partial \Omega} \gamma \psi \varphi d \sigma \tag{5.1}
\end{equation*}
$$

where $\sigma$ is the superficial measure on $\partial \Omega$.
In this result, $(\psi, \varphi)$ has to be defined as a measure (Definition 1.4 in [1]). We denote by $\gamma^{0}$ the trace on $] 0,1\left[\times\{0\}\right.$, by $\gamma_{0}$ and $\gamma_{1}$ the traces, respectively, on $\left.\{0\} \times\right] 0, T[$ and $\{1\} \times] 0, T[$. Since $\gamma \psi$ is, by construction, a weak trace on $\partial \Omega$ of the normal component of $\psi$, we have
at $t=0, \quad \gamma \psi=\gamma^{0}\left[\eta_{1}(\mathbf{c})+\eta_{2}(\mathbf{h}(\mathbf{c}))\right]$,
at $x=0,1, \quad \gamma \psi=\gamma_{0,1}\left[u \eta_{1}(\mathbf{c})+v \eta_{2}(\mathbf{h}(\mathbf{c}))\right]$.
In particular, for the trivial entropies, we recover the conservative variables so that, for $1 \leq i \leq N, c_{i}+h_{i}(\mathbf{c})$ has a trace on $t=0$, and $u c_{i}+v h_{i}(\mathbf{c})$ has traces on $x=0$ and $x=1$. Notice that this trace is attained in a weak sense (see [18]), in contrast with the traces of $B V$ functions, which are attained in $L^{1}$.

THEOREM 5.3. (i) Let $\mathbf{c}$ be a solution as in Lemma 5.1. Then it is a solution to (1.2) in $\mathcal{D}^{\prime}(\Omega)$, and we have, for $1 \leq i \leq N$,

$$
\begin{cases}\gamma_{1}\left[u c_{i}+v h_{i}(\mathbf{c})\right] & \left.=b_{i}, \quad \text { a.e. } t \in\right] 0, T[;  \tag{5.2}\\ \gamma^{0}\left[c_{i}+h_{i}(\mathbf{c})\right] & \left.=c_{i}^{0}+h_{i}\left(\mathbf{c}^{0}\right), \quad \text { a.e. } x \in\right] 0,1[.\end{cases}
$$

(ii) For any pair $\left(\eta_{1}, \eta_{2}\right)$ denoting the Kružkov entropies in the scalar case, the kinetic entropies for the Langmuir system, define $\psi$ as in Lemma 5.1. Then the following entropy inequalities hold for a.e. $t \in] 0, T[$ :

$$
\left\{\begin{align*}
\gamma_{0}\left[u \eta_{1}(\mathbf{c})+v \eta_{2}(\mathbf{h}(\mathbf{c}))\right] & \leq u \eta_{1}(\mathbf{a})  \tag{5.3}\\
\gamma_{1}\left[u \eta_{1}(\mathbf{c})+v \eta_{2}(\mathbf{h}(\mathbf{c}))\right] & \leq B(t)
\end{align*}\right.
$$

where $B(t)=|b(t)-f(k)|$ in the scalar case and is defined in Theorem 4.2 for the Langmuir system.

Remark 5.1. This theorem shows that the initial condition and the reflux boundary condition are satisfied in a strong sense (in $L^{\infty}(\partial \Omega)$, actually). We have no information about the input boundary condition at $x=0$, except for the entropy inequalities (5.3). Notice that, even for the conservative variables themselves, we loose some information. Indeed, we know that there is a trace for $u \mathbf{c}+v \mathbf{h}(\mathbf{c})$ at $x=0$, but this function is not one-to-one, so we cannot compare $\mathbf{c}$ to $\mathbf{a}$. Moreover, even if $u \mathbf{c}+v \mathbf{h}(\mathbf{c})$ is one-to-one, a boundary layer phenomenon will very likely occur here, as the following easy computation shows.

Consider a stationary solution to (1.1) in the scalar case, for a linear function $f(c)=(u+v k) c$, with $k>u /|v|$. The system boils down to the single ordinary differential equation

$$
\frac{d c}{d x}=\frac{1}{\varepsilon u v}[b-f(c)], \quad c(0)=a
$$

There exists a unique equilibrium point $c^{*}$ such that $f\left(c^{*}\right)=b$, and it is attractive. The solution $c_{\varepsilon}$ is computed explicitly:
$c_{\varepsilon}(x)=\frac{b}{u+k v}+\left(a-\frac{b}{u+k v}\right) \exp \left(-\frac{u+k v}{\varepsilon u v} x\right)=c^{*}+\left(a-c^{*}\right) \exp \left(-\frac{u+k v}{\varepsilon u v} x\right)$.
Obviously, the trace of the limit solution is $c^{*}$, which has no reason to coincide with $a$. We do not wish to investigate this boundary layer now, and leave it for future work.

Proof of Theorem 5.2. To prove part (i) of the theorem, we sum the two equations in (1.1), which gives the conservation of matter, and proceed exactly as in the proof of the convergence theorems. Provided we choose a test function $\varphi \in \mathcal{D}(] 0,1] \times[0, T[)$, that is, if the test function does not see the boundary condition at $x=0$, we obtain a weak formulation with an equality sign:

$$
\begin{align*}
& -\int_{0}^{1} \int_{0}^{T}\left[(\mathbf{c}+\mathbf{h}(\mathbf{c})) \partial_{t} \varphi+(u \mathbf{c}+v \mathbf{h}(\mathbf{c})) \partial_{x} \varphi\right] d x d t  \tag{5.4}\\
& \quad=\int_{0}^{1}\left[\mathbf{c}^{0}+\mathbf{h}\left(\mathbf{c}^{0}\right)\right] \varphi(x, 0) d x-\int_{0}^{T} \mathbf{b}(t) \varphi(1, t) d t
\end{align*}
$$

since the boundary condition at $x=1$ is satisfied exactly.
As a first consequence, we obtain, by taking $\varphi \in \mathcal{D}(\Omega)$, that $\mathbf{c}$ is actually a solution to (1.2) in $\mathcal{D}^{\prime}(\Omega)$. Therefore we can apply (5.1) with $\psi=\left(c_{i}+h_{i}(\mathbf{c}), u c_{i}+v h_{i}(\mathbf{c})\right)$, $1 \leq i \leq N$, and $\varphi \in \mathcal{D}(] 0,1] \times\left[0, T[)\right.$. The left-hand side of (5.4) is exactly $\int_{\Omega}(\psi, \varphi)$, and $\operatorname{div} \psi=0$, so we are left with

$$
\begin{aligned}
\int_{0}^{1} \gamma^{0}\left[c_{i}+h_{i}(\mathbf{c})\right] & \varphi(x, 0) d x-\int_{0}^{T} \gamma_{1}\left[u c_{i}+v h_{i}(\mathbf{c})\right] \varphi(1, t) d t \\
= & \int_{0}^{1}\left[c_{i}^{0}+h_{i}\left(\mathbf{c}^{0}\right)\right] \varphi(x, 0) d x-\int_{0}^{T} b_{i}(t) d t
\end{aligned}
$$

Since this holds for any $\varphi$, we obtain (5.2).
Now, (5.3) follows from (3.5) or (4.14). By Lemma 5.1, for any pair $\left(\eta_{1}, \eta_{2}\right)$, $\psi=\left(\eta_{1}(\mathbf{c})+\eta_{2}(\mathbf{h}(\mathbf{c})), u \eta_{1}(\mathbf{c})+v \eta_{2}(\mathbf{h}(\mathbf{c}))\right)$ satisfies that $\operatorname{div} \psi$ is a nonnegative measure. Thus we can apply (5.1) in both formulae, with $\varphi \in \mathcal{D}([0,1] \times[0, T[)$, and obtain

$$
\begin{array}{r}
\int_{0}^{1} \gamma^{0}\left[\eta_{1}(\mathbf{c})+\eta_{2}(\mathbf{h}(\mathbf{c}))\right] \varphi(x, 0) d x-\int_{0}^{T} \gamma_{1}\left[u \eta_{1}(\mathbf{c})+v \eta_{2}(\mathbf{h}(\mathbf{c}))\right] \varphi(1, t) d t \\
\leq \int_{0}^{1}\left[\eta_{1}\left(\mathbf{c}^{0}\right)+\eta_{2}\left(\mathbf{h}\left(\mathbf{c}^{0}\right)\right)\right] \varphi(x, 0) d x-\int_{0}^{T} B(t) d t
\end{array}
$$

Since this holds for any $\varphi$, we obtain (5.3).
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#### Abstract

Growth of the complete elliptic integral $\mathcal{K}(r)$ near the singularity $r=1$ is studied and new bounds in terms of elementary functions are obtained. In particular, two recent conjectures are solved and various convexity properties of $\mathcal{K}(r)$ are given.
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1. Introduction. For $r \in[0,1]$, Legendre's complete elliptic integrals of the first and second kind are defined by

$$
\begin{gather*}
\mathcal{K}=\mathcal{K}(r)=\int_{0}^{\pi / 2}\left(1-r^{2} \sin ^{2} t\right)^{-1 / 2} d t, \mathcal{K}^{\prime}=\mathcal{K}^{\prime}(r)=\mathcal{K}\left(r^{\prime}\right),  \tag{1.1}\\
\mathcal{E}=\mathcal{E}(r)=\int_{0}^{\pi / 2}\left(1-r^{2} \sin ^{2} t\right)^{1 / 2} d t, \mathcal{E}^{\prime}=\mathcal{E}^{\prime}(r)=\mathcal{E}\left(r^{\prime}\right), \tag{1.2}
\end{gather*}
$$

respectively, where $r^{\prime}=\sqrt{1-r^{2}}$. Note that $\mathcal{K}(0)=\mathcal{E}(0)=\pi / 2$ and $\mathcal{K}(1)=$ $\infty, \mathcal{E}(1)=1$.

These integrals have been studied extensively by several authors from different points of view. Asymptotic approximation of symmetric normal forms of these integrals appears in [C, CG]. Behavior of $\mathcal{K}(r)$ near the singularity $r=1$ has been studied in $[\mathrm{K}]$. Monotonicity properties of certain combinations of $\mathcal{E}(r)$ and $\mathcal{K}(r)$, with applications to Robin capacity, appear in [DP, ADV]. Relationships among these elliptic integrals, the Gauss arithmetic-geometric mean, and other mean values have been studied in [BB2, G, VV].

The present study is motivated by the theory of quasi-conformal maps, where elliptic integrals occur in the formulas for the moduli of plane ring domains (cf. (1.3)). In this context, the following two conjectures were stated in [AVV2, Conjectures 3.1].

Conjecture 1.1. For $r \in(0,1)$,

$$
{r^{\prime}}^{2}<\frac{r^{\prime} \exp (\mathcal{K}(r))-4}{\exp (\pi / 2)-4}<2 \frac{\sqrt{1-r}}{2-r}
$$

[^72]Conjecture 1.2. For $r \in(0,1)$,

$$
\mathcal{K}(r)<\log \left(1+\left(4 / r^{\prime}\right)\right)-(\log 5-\pi / 2)(1-r)
$$

These conjectures are proved in Theorem 1.7. We shall also establish monotonicity and concavity properties of certain combinations of complete elliptic integrals, from which sharp functional inequalities for these integrals follow. As a by-product, we shall provide affirmative answers to the following two questions.

Question 1.3. Is the function $\mathcal{E}^{\prime}(r)[\mathcal{K}(r)-\mathcal{E}(r)] /\left\{r^{2}\left[2 \log \left(4 / r^{\prime}\right)-1\right]\right\}$ increasing from $(0,1)$ onto $(\pi /[4(\log 16-1)], \pi / 4)$ ?

Question 1.4. Is the function $\left[\mathcal{E}(r) \mathcal{E}^{\prime}(r)-\mathcal{K}(r) \mathcal{E}^{\prime}(r)+r^{2} \mathcal{K}(r) \mathcal{K}^{\prime}(r)\right] /\left[r^{2} \mathcal{K}^{\prime}(r)\right]$ decreasing from $(0,1)$ onto $(1, \pi / 2)$ ?

As an application, sharp lower and upper bounds are obtained for the modulus of the Grötzsch ring $B \backslash[0, r]$ defined by

$$
\begin{equation*}
\mu(r)=\frac{\pi \mathcal{K}^{\prime}(r)}{2 \mathcal{K}(r)}, \quad 0<r<1 \tag{1.3}
\end{equation*}
$$

where $B$ is the unit disk in the plane (cf. [LV]).
Throughout this paper, $r^{\prime}$ denotes $\sqrt{1-r^{2}}$ for all $r \in[0,1]$, and $c$ denotes the constant $e^{\pi / 2}-4=0.81047 \ldots$.

We now state some of our main results.
THEOREM 1.5. There exists a unique $r_{0} \in(0,1)$ such that the function $f(r) \equiv$ $\mathcal{K}^{\prime}(r) / \log ((4 / r)+c r)$ is strictly increasing on $\left(0, r_{0}\right]$ and decreasing on $\left[r_{0}, 1\right)$, with $f\left(0^{+}\right)=f\left(1^{-}\right)=1$. In particular, for $r \in(0,1)$,

$$
\begin{equation*}
\mathcal{K}(r)>\log \left(c r^{\prime}+\left(4 / r^{\prime}\right)\right) \tag{1.4}
\end{equation*}
$$

This inequality is sharp as tends to 0 or 1.
Theorem 1.6. For $a \in(0, \infty)$, define the function $f$ on $[0,1]$ by

$$
f(r)=\log \left(1+\left(a / r^{\prime}\right)\right)-\mathcal{K}(r)
$$

for $r \in[0,1)$, and $f(1)=\lim _{r \rightarrow 1^{-}} f(r)=\log (a / 4)$. Then
(1) For $0<a \leq \pi /(4-\pi)$, $f$ is strictly decreasing from $[0,1]$ onto $\left[c_{1}, c_{2}\right]$, where $c_{1}=\log (a / 4)$ and $c_{2}=\log (1+a)-\pi / 2$. In particular, for $r \in(0,1)$,

$$
\log \left(\frac{4}{a}+\frac{4}{r^{\prime}}\right)-b_{1}<\mathcal{K}(r)<\log \left(\frac{4}{a}+\frac{4}{r^{\prime}}\right)
$$

where $b_{1}=\log 4-(\pi / 2)+\log (1+(1 / a)) \geq \log (16 / \pi)-\pi / 2=0.05706 \ldots$.
(2) For $a>\pi /(4-\pi)$, there exists a unique $r_{0}=r_{0}(a) \in(0,1)$ such that $f$ is strictly increasing on ( $0, r_{0}$ ] and decreasing on $\left[r_{0}, 1\right)$. In particular, for $r \in(0,1)$,

$$
\begin{equation*}
\mathcal{K}(r)<\log \left(\frac{4}{a}+\frac{4}{r^{\prime}}\right)+b_{2} \tag{1.5}
\end{equation*}
$$

where

$$
b_{2}=\left\{\begin{array}{l}
0 \text { if } a \leq 4 / c \\
\pi / 2-\log (4+(4 / a)) \text { if } a>4 / c
\end{array}\right.
$$

The next theorem settles Conjectures 1.1 and 1.2.
Theorem 1.7. For $r \in(0,1)$,

$$
\begin{gather*}
{r^{\prime 2}}^{2}<\frac{r^{\prime} \exp (\mathcal{K}(r))-4}{\exp (\pi / 2)-4}<r^{\prime}<2 \frac{\sqrt{1-r}}{2-r}  \tag{1}\\
\mathcal{K}(r)<\log \left(1+\left(4 / r^{\prime}\right)\right)-(\log 5-\pi / 2)(1-r)  \tag{2}\\
\frac{\pi \log ((4 / r)+c r)}{2 \log \left(\left(4 / r^{\prime}\right)+c\right)}<\mu(r)<\frac{\pi \log ((4 / r)+c)}{2 \log \left(\left(4 / r^{\prime}\right)+c r^{\prime}\right)} \tag{3}
\end{gather*}
$$

The inequalities in (1) are sharp as $r$ tends to 0 , while those in (2) and (3) are sharp as $r$ tends to 0 or 1 .

The next result answers the Question 1.3 in the affirmative.
Theorem 1.8. The function $f(r) \equiv \mathcal{E}^{\prime}(r)[\mathcal{K}(r)-\mathcal{E}(r)] /\left\{r^{2}\left[2 \log \left(4 / r^{\prime}\right)-1\right]\right\}$ is strictly increasing from $(0,1)$ onto $(\pi /(4 a), \pi / 4)$, where $a=4 \log 2-1$.

Our next result shows that the answer to the Question 1.4 is also affirmative.
Theorem 1.9. The function

$$
f(r) \equiv \frac{\left[\mathcal{E}(r) \mathcal{E}^{\prime}(r)-\mathcal{K}(r) \mathcal{E}^{\prime}(r)+r^{2} \mathcal{K}(r) \mathcal{K}^{\prime}(r)\right]}{\left[r^{2} \mathcal{K}^{\prime}(r)\right]}
$$

is strictly decreasing on $(0,1)$, with $f\left(0^{+}\right)=\pi / 2$ and $f\left(1^{-}\right)=1$.
2. Preliminary results. In this section, we prove monotonicity properties for certain combinations of $\mathcal{K}(r)$ and $\mathcal{E}(r)$. These are needed for the proofs of the theorems stated in section 1 .

Lemma 2.1. The function

$$
f_{1}(r) \equiv\left[16+32 c-\left(144 c+16 c^{2}\right) r^{2}-25 c^{2} r^{4}\right] \mathcal{K}^{\prime}(r)+\left(48 c+40 c^{2} r^{2}\right) \mathcal{E}^{\prime}(r)
$$

is strictly decreasing from $(0,1)$ onto $\left(a_{1}, \infty\right)$, where $a_{1}=\pi\left(16-64 c-c^{2}\right) / 2=$ $-57.377146 \ldots$, so that $f_{1}$ has a unique zero $r_{1} \in(0,1)$ such that $f_{1}(r)>0$ for $r \in\left(0, r_{1}\right)$ and $f_{1}(r)<0$ for $r \in\left(r_{1}, 1\right)$.

Proof. By [AVV2, Theorem 1.2], $f_{1}\left(0^{+}\right)=\infty$ and $f_{1}(1)=a_{1}$. Next, rearranging the terms, we have
$f_{1}(r)=48 c\left(\mathcal{K}^{\prime}+\mathcal{E}^{\prime}\right)+16(1-c) \mathcal{K}^{\prime}-40 c^{2} r^{2}\left(2 \mathcal{K}^{\prime}-\mathcal{E}^{\prime}\right)-16 c(9-4 c) r^{2} \mathcal{K}^{\prime}-25 c^{2} r^{4} \mathcal{K}^{\prime}$.
Since

$$
\frac{d}{d r}\left[r^{\prime 2}(2 \mathcal{K}-\mathcal{E})\right]=-\frac{1+3 r^{2}}{r}(\mathcal{K}-\mathcal{E})
$$

which is clearly negative for all $r \in(0,1)$, the function $r^{2}\left(2 \mathcal{K}^{\prime}-\mathcal{E}^{\prime}\right)$ is strictly increasing on $(0,1)$. Hence, from [AVV2, Theorems 2.1(3) and 1.2] we see that the right side of (2.1) is a sum of strictly decreasing functions, so that the result follows.

Lemma 2.2. Let $r_{1}$ be as in Lemma 2.1. Then the function

$$
f_{2}(r) \equiv\left[16(1+c)-4 c(12+c) r^{2}-5 c^{2} r^{4}\right] r^{2} \mathcal{K}^{\prime}(r)-\left(16-32 c r^{2}-9 c^{2} r^{4}\right) \mathcal{E}^{\prime}(r)
$$

is strictly increasing on $\left(0, r_{1}\right]$ and decreasing on $\left[r_{1}, 1\right)$, so that, on $(0,1), f_{2}$ has a unique zero $r_{2}$ such that $f_{2}(r)<0$ for $r \in\left(0, r_{2}\right)$ and $f_{2}(r)>0$ for $r \in\left(r_{2}, 1\right)$.

Proof. Since

$$
{f^{\prime}}_{2}^{\prime}(r)=r f_{1}(r)
$$

where $f_{1}$ is as in Lemma 2.1, the piecewise monotonicity of $f_{2}$ follows from Lemma 2.1.

Clearly, $f_{2}\left(0^{+}\right)=-16$ and $f_{2}(1)=0$. Hence, the assertion for the zero of $f_{2}$ follows from the first conclusion.

Lemma 2.3. Let $r_{2}$ be as in Lemma 2.2. Then the function
$f_{3}(r) \equiv\left[16+16(1+c) r^{2}-c(16+c) r^{4}-c^{2} r^{6}\right] \mathcal{K}^{\prime}(r)-\left[16(2+c)-16 c r^{2}-2 c^{2} r^{4}\right] \mathcal{E}^{\prime}(r)$
is strictly decreasing on $\left(0, r_{2}\right]$ and increasing on $\left[r_{2}, 1\right)$, so that, on $(0,1), f_{3}$ has a unique zero $r_{3}$ such that $f_{3}(r)>0$ for $r \in\left(0, r_{3}\right)$ and $f_{3}(r)<0$ for $r \in\left(r_{3}, 1\right)$.

Proof. The piecewise monotonicity of $f_{3}$ follows from the derivative

$$
f_{3}^{\prime}(r)=f_{2}(r) / r,
$$

where $f_{2}$ is as in Lemma 2.2.
Since $f_{3}\left(0^{+}\right)=\infty$ and $f_{3}(1)=0$, the assertion for the zero of $f_{3}$ follows from the first conclusion.

Lemma 2.4. Let $r_{3}$ be as in Lemma 2.3. Then the function

$$
f_{4}(r) \equiv \frac{4-c r^{2}}{4+c r^{2}} \frac{r^{\prime 2} \mathcal{K}^{\prime}(r)}{\mathcal{E}^{\prime}(r)-r^{2} \mathcal{K}^{\prime}(r)}-\log \left(\frac{4}{r}+c r\right)
$$

is strictly increasing on $\left(0, r_{3}\right]$ and decreasing on $\left[r_{3}, 1\right)$, with $f_{4}\left(0^{+}\right)=0$ and $f_{4}(1)=$ $16 e^{-\pi / 2}-2-\pi / 2=-0.24472 \ldots$, so that, on $(0,1), f_{4}$ has a unique zero $r_{4}$ such that $f_{4}(r)>0$ for $r \in\left(0, r_{4}\right)$ and $f_{4}(r)<0$ for $r \in\left(r_{4}, 1\right)$.

Proof. By differentiation,

$$
\left(4+c r^{2}\right)^{2}\left(\mathcal{E}^{\prime}-r^{2} \mathcal{K}^{\prime}\right)^{2} f^{\prime}{ }_{4}(r)=r \mathcal{K}^{\prime} f_{3}(r),
$$

where $f_{3}$ is as in Lemma 2.3. Hence, the piecewise monotonicity of $f_{4}$ follows from Lemma 2.3.

Hence, $f_{4}(1)=16 e^{-\pi / 2}-2-\pi / 2$. By l'Hôpital's rule and [AVV2, Theorem 1.2], we have

$$
\lim _{r \rightarrow 0}\left\{r^{\prime 2}-\left(\varepsilon^{\prime}-r^{2} \mathcal{K}^{\prime}\right)\right\} / r=0
$$

and hence, by [AVV2, Theorem 1.2] and $\lim _{r \rightarrow 0}\left(\mathcal{K}^{\prime}(r)-\log (4 / r)\right)=0[\mathrm{WW}, \mathrm{p} .521]$,

$$
\begin{aligned}
f_{4}\left(0^{+}\right)=\lim _{r \rightarrow 0}\{ & \left(\mathcal{K}^{\prime}-\log \frac{4}{r}\right)-\log \left(1+\frac{c}{4} r^{2}\right) \\
& \left.+\frac{r \mathcal{K}^{\prime}}{\mathcal{E}^{\prime}-r^{2} \mathcal{K}^{\prime}}\left[\frac{r^{\prime 2}-\left(\mathcal{E}^{\prime}-r^{2} \mathcal{K}^{\prime}\right)}{r}-\frac{2 c r r^{\prime 2}}{4+c r^{2}}\right]\right\}=0 .
\end{aligned}
$$

The assertion for the zero of $f_{4}$ is clear.
Lemma 2.5. The function $f(r) \equiv \sqrt{r^{\prime}} \frac{\left(2-r^{2}\right) \mathcal{X}(r)-2 \varepsilon(r)}{\left(1-r^{\prime}\right)^{2}}$ is strictly decreasing and concave from $(0,1)$ onto $(0, \pi / 4)$. In particular, for $r \in(0,1)$,

$$
\pi(1-r) / 4<f(r)<\pi / 4
$$

Proof. Put $r=2 \sqrt{x} /(1+x)$. Then $r^{\prime}=(1-x) /(1+x), x=\left(1-r^{\prime}\right) /\left(1+r^{\prime}\right)$, and by the Landen transformation [BB1, Theorem 1.2],

$$
f(r)=x^{\prime}[\mathcal{K}(x)-\mathcal{E}(x)] / x^{2}
$$

which, as a function of $x$, is strictly decreasing and concave from $(0,1)$ onto $(0, \pi / 4)$ [QV1, Theorem 1.8(1)]. Since $x$ is a convex function of $r$, the result follows from [AQV, Lemma 2.1(2)].

THEOREM 2.6. For $a \in(-\infty, \infty)$, define the function $f$ on $[0,1]$ by

$$
f(r)=\left(a+r^{\prime}\right)\left[\mathcal{E}(r)-{r^{\prime}}^{2} \mathcal{K}(r)\right] / r^{2}
$$

for $r \in(0,1), f(0)=\pi(a+1) / 4$, and $f(1)=a$. Then
(1) $f$ is strictly decreasing on $[0,1]$ iff $a \leq 3$. Moreover, for $a \in[1,3], f$ is concave on $(0,1)$.
(2) For $a>3$, there exists an $r_{0}=r_{0}(a) \in(0,1)$ such that $f$ is strictly increasing on $\left(0, r_{0}\right]$ and decreasing on $\left[r_{0}, 1\right)$.

Proof. Since $f(r)=(a-1)\left(\mathcal{E}-{r^{\prime}}^{2} \mathcal{K}\right) / r^{2}+\left(\mathcal{E}-{r^{\prime}}^{2} \mathcal{K}\right) /\left(1-r^{\prime}\right)$,

$$
\begin{align*}
\frac{r^{\prime}\left(1-r^{\prime}\right)^{2}}{r\left(\mathcal{E}-r^{\prime} \mathcal{K}\right)} f^{\prime}(r) & =g_{1}(r) \\
& \equiv(a-1) \frac{\sqrt{r^{\prime}}}{1+r^{\prime}} \cdot \sqrt{r^{\prime}} \frac{\left(2-r^{2}\right) \mathcal{K}-2 \mathcal{E}}{\left(1-r^{\prime}\right)^{2}} \cdot \frac{\left(1-r^{\prime}\right)^{3}}{r^{2}\left(\mathcal{E}-r^{\prime} \mathcal{K}\right)}-1  \tag{2.2}\\
& \equiv(a-1) g_{2}(r)-1
\end{align*}
$$

with $g_{1}(0)=(a-3) / 2$ and $g_{1}\left(1^{-}\right)=-1$. Clearly, $\sqrt{r^{\prime}} /\left(1+r^{\prime}\right)$ is strictly decreasing on $(0,1)$. Hence, $g_{2}$ is a product of three positive and strictly decreasing functions on $(0,1)$, by Lemma 2.5 and [QV1, Theorem 1.7(1)].
(1) If $a \leq 1$, then $g_{1}$ is negative on $(0,1)$, and hence $f$ is strictly decreasing on $(0,1)$.

If $1<a \leq 3$, then $g_{1}$ is strictly decreasing from $(0,1)$ onto $(-1,(a-3) / 2)$. Hence, it follows from (2.8) that $f$ is strictly decreasing on $(0,1)$.

Conversely, if $f$ is strictly decreasing on $(0,1)$, then $g_{1}(0)=(a-3) / 2 \leq 0$, and hence $a \leq 3$.

For $a \in[1,3], g_{1}$ is negative and decreasing on $(0,1)$. Since

$$
-f^{\prime}(r)=\left(-g_{1}(r)\right) \cdot \frac{r}{r^{\prime}\left(1+r^{\prime}\right)} \cdot r^{2} \frac{\mathcal{E}-r^{\prime} \mathcal{K}}{\left(1-r^{\prime}\right)^{3}}
$$

and since $r^{2}\left(\mathcal{E}-r^{\prime} \mathcal{K}\right)\left(1-r^{\prime}\right)^{-3}$ is a positive and increasing function on $(0,1)$ [QV1, Theorem $1.7(1)$ ], we see that $f^{\prime}$ is decreasing on $(0,1)$. This yields the concavity of $f$ on $(0,1)$ for $a \in[1,3]$.
(2) If $a>3$, then $g_{1}$ is strictly decreasing on $(0,1)$ with $g_{1}\left(0^{+}\right)=(a-3) / 2>0$ and $g_{1}\left(1^{-}\right)=-1<0$, and hence, part (2) follows.

Corollary 2.7. For $a \in[1,3]$, let $a_{1}=(\pi(1+a) / 4)-a$. Then

$$
(\pi(1+a) / 4)-a_{1} r<\left(a+r^{\prime}\right)\left[\mathcal{E}(r)-{r^{\prime}}^{2} \mathcal{K}(r)\right] / r^{2}<\pi(a+1) / 4
$$

for $r \in(0,1)$.
Proof. The result follows from Theorem 2.6(1).

The next theorem complements the well-known result that the function $\mathcal{K}(r)+$ $\log r^{\prime}$ is decreasing and concave from $(0,1)$ onto $(\log 4, \pi / 2)$ [AVV1, Theorem 2.2(2)].

THEOREM 2.8. (1) The function $f(r) \equiv \mathcal{K}^{\prime}(r)+\log (r /(1+r))$ is strictly decreasing and convex from $(0,1)$ onto $(\pi / 2-\log 2, \log 4)$. In particular,

$$
\frac{\pi}{2}-\log 2+\log (1+1 / r)<\mathcal{K}^{\prime}(r)<\frac{\pi}{2}-\log 2+\left(\log 8-\frac{\pi}{2}\right)(1-r)+\log (1+1 / r)
$$

for $r \in(0,1)$.
(2) The function $g(r) \equiv \mathcal{K}(r)+\log \left(r^{\prime} /\left(1+r^{\prime}\right)\right)$ is strictly increasing and convex from $(0,1)$ onto $(\pi / 2-\log 2, \log 4)$.

Proof. For part (1), let $F_{1}(r)=\left[1-r-\left(\mathcal{E}^{\prime}-r^{2} \mathcal{K}^{\prime}\right)\right] / r, F_{2}(r)={r^{\prime}}^{2}, F_{3}(r)=\mathcal{E}^{\prime}-1$ and $F_{4}(r)=r^{3}$. Then $F_{1}(1)=F_{2}(1)=F_{3}(0)=F_{4}(0)=0$, and

$$
f^{\prime}(r)=F_{1}(r) / F_{2}(r), 2 F_{1}^{\prime}(r) / F_{2}^{\prime}(r)=-F_{3}(r) / F_{4}(r)
$$

Since $3 F_{3}^{\prime}(r) / F_{4}^{\prime}(r)=\left(\mathcal{K}^{\prime}-\mathcal{E}^{\prime}\right) /\left(r r^{\prime 2}\right)$ is strictly decreasing on $(0,1)$ [AVV2, Theorem $2.1(6)], f^{\prime}$ is negative and strictly increasing on $(0,1)$ by [VV, Lemma 1.1]. The value $f(1)$ is clear, and the limit $f\left(0^{+}\right)$follows from $\lim _{r \rightarrow 0}\left(\mathcal{K}^{\prime}(r)-\log (4 / r)\right)=0[\mathrm{WW}$, p. 521].

Part (2) follows from part (1) and [AQV, Lemma 2.1(2)].
Remark 2.9. It is natural to ask if the function $f(r) \equiv \mathcal{K}^{\prime}(r)+\log r$ is convex on $(0,1)$. By differentiation we get

$$
f^{\prime}(r)=\frac{1}{r}\left(1-\frac{\mathcal{E}^{\prime}-r^{2} \mathcal{K}^{\prime}}{r^{\prime 2}}\right), \quad f^{\prime \prime}(r)=\frac{\left(1+r^{2}\right) \mathcal{K}^{\prime}-2 \mathcal{E}^{\prime}}{r^{\prime 4}}+\frac{1}{r^{2}}\left(\frac{\mathcal{E}^{\prime}-r^{2} \mathcal{K}^{\prime}}{r^{\prime 2}}-1\right)
$$

Thus by l'Hôpital's rule, $f^{\prime \prime}(0)^{+}=\infty$ and $f^{\prime \prime}\left(1^{-}\right)=(5 \pi / 16)-1<0$, so that $f$ is neither convex nor concave.

Lemma 2.10. (1) The function $f(r) \equiv 2 \mathcal{E}(r)-{r^{\prime}}^{2} \mathcal{K}(r)$ is strictly increasing and convex from $(0,1)$ onto $(\pi / 2,2)$.
(2) There exists a unique $r_{1} \in(0.251,0.252)$ such that the function $g(r) \equiv$ $\left[1-2 r^{2} \log (4 / r)\right] /[2 \log (4 / r)-1]^{2}$ is strictly increasing on $\left(0, r_{1}\right]$ and decreasing on $\left[r_{1}, 1\right]$ with $g(1)=-1 /(\log 16-1)=-0.56414 \ldots$, so that $g$ has a unique zero $r_{2} \in(0.487,0.488)$ such that $g(r)>0$ for $r \in\left(0, r_{2}\right)$ and $g(r)<0$ for $r \in\left(r_{2}, 1\right]$.
(3) The function $h(r) \equiv\left\{\left[2 \mathcal{E}(r)-{r^{\prime}}^{2} \mathcal{K}(r)\right] / \mathcal{E}(r)\right\}+\left\{2{r^{\prime}}^{2} /[2 \log (4 / r)-1]\right\}$ is strictly increasing from $(0,1)$ onto $(1,2)$.

Proof. The value $f(0)=2$ is clear, while the limit $f\left(1^{-}\right)=\pi / 2$ follows from [AVV2, Theorem 1.2]. Then part (1) follows since

$$
f^{\prime}(r)=\left(\mathcal{E}-{r^{\prime}}^{2} \mathcal{K}\right) / r
$$

is positive and strictly increasing from $(0,1)$ onto $(0,1)$ by [AVV1, Theorem 2.2(7)].
For part (2), we have $r g^{\prime}(r)(2 \log (4 / r)-1)^{3}=2 g_{1}(r)$, where $g_{1}(r)=2-r^{2}-$ $4[r \log (4 / r)]^{2}$. Then $g_{1}$ is strictly decreasing from $(0,1)$ onto $\left(1-16(\log 2)^{2}, 2\right)$. Since $g_{1}(0.251)=0.0053 \ldots>0$, while $g_{1}(0.252)=-0.0049 \ldots<0, g_{1}$ has a unique zero $r_{1} \in(0.251,0.252)$ such that $g_{1}(r)>0$ for $r \in\left(0, r_{1}\right)$ and $g_{1}(r)<0$ for $r \in\left(r_{1}, 1\right)$. Hence, the piecewise monotonicity of $g$ follows, and $g$ has a unique zero $r_{2} \in(0,1)$ such that $g(r)>0$ for $r \in\left(0, r_{2}\right)$ and $g(r)<0$ for $r \in\left(r_{2}, 1\right)$.

Let $g_{2}(r)=1-2 r^{2} \log (4 / r)$. Then $g_{2}(0.487)=0.00114 \ldots$ and $g_{2}(0.488)=$ $-0.00198 \ldots$... Hence, $0.487<r_{2}<0.488$.

For part (3), let $h_{1}(r)=\mathcal{K}\left(2 \mathcal{E}-{r^{\prime}}^{2} \mathcal{K}\right) / \mathcal{E}^{2}+4 g(r)-1$. Then

$$
\begin{equation*}
r h^{\prime}(r)=h_{1}(r) \tag{2.3}
\end{equation*}
$$

By part (1), $\mathcal{K}\left(2 \mathcal{E}-r^{\prime 2} \mathcal{K}\right) / \mathcal{E}^{2}$ is strictly increasing from $(0,1)$ onto $(1, \infty)$. Hence, it follows from part (2) that $h_{1}(r)>0$ for $r \in\left(0, r_{2}\right]$, and for $r \in[a, b) \subset(0.487,1)$,

$$
h_{1}(r) \geq h_{2}(a, b) \equiv \frac{\mathcal{K}(a)\left[2 \mathcal{E}(a)-a^{\prime 2} \mathcal{K}(a)\right]}{\mathcal{E}(a)^{2}}+4 g(b)-1 .
$$

Computation gives

$$
\begin{gathered}
h_{2}(0.487,0.64)=0.006 \ldots, \quad h_{2}(0.64,0.73)=0.028 \ldots, \\
h_{2}(0.73,0.8)=0.031 \ldots, \quad h_{2}(0.8,0.87)=0.001 \ldots, \\
h_{2}(0.87,0.94)=0.075 \ldots, \quad h_{2}(0.94,1)=0.642 \ldots
\end{gathered}
$$

Hence, $h_{1}(r)>0$ also for $r \in[0.487,1)$. Consequently, the monotonicity of $h$ follows from (2.3).

The limiting values of $h$ are clear.
Lemma 2.11. (1) The function $f(r) \equiv\left[\left(4-3 r^{2}\right) \mathcal{K}(r)-4 \mathcal{E}(r)\right] / r^{2}$ is strictly increasing and convex from $(0,1)$ onto $(-\pi / 2, \infty)$.
(2) The function $g(r) \equiv\left[\left(8-7 r^{2}\right) \mathcal{E}(r)-\left(8-3 r^{2}\right)\left(r^{\prime}\right)^{2} \mathcal{K}(r)\right] / r^{6}$ is strictly increasing and convex from $(0,1)$ onto $(3 \pi / 32,1)$.

Proof. The limiting values are clear. Next, the power series expansions for $\mathcal{K}$ and $\mathcal{E}$ [BF, eqs. 900.00 and 900.07] give

$$
f(r)=\frac{\pi}{2}\left\{-1+\sum_{n=1}^{\infty} \frac{n-1}{n+1}\left[\frac{1.3 \cdots(2 n-1)}{2.4 \cdots(2 n)}\right]^{2} r^{2 n}\right\}
$$

and

$$
g(r)=\frac{9 \pi}{16} \sum_{n=1}^{\infty}\left[\frac{1.3 \cdots(2 n+1)}{2^{n}}\right]^{2} \frac{1}{n!(n+3)!} r^{2 n}
$$

so that the assertions follow.
THEOREM 2.12 (cf. [Q2, Lemma 7]). (1) The function $f(r) \equiv\left[\left(2-r^{2}\right) \mathcal{K}-\right.$ $2 \mathcal{E}] /\left[2 \log \left(1 / r^{\prime}\right)-r^{2}\right]$, is increasing from $(0,1)$ onto $(\pi / 8,1 / 2)$.
(2) The function $g(r) \equiv\left[\left(3-r^{2}\right) \mathcal{K}-3 \mathcal{E}\right] / \log \left(1 / r^{\prime}\right)$ is increasing from $(0,1)$ onto $(\pi / 2,1)$.
(3) The function $h(r) \equiv\left[\left(4-r^{2}\right) \mathcal{K}-4 \mathcal{E}\right] / \log \left(1 / r^{\prime}\right)$ is decreasing from $(0,1)$ onto $(3, \pi)$.
(4) The function $F(r) \equiv\left[\left(8-7 r^{2}\right) \mathcal{E}-\left(8-3 r^{2}\right)\left({r^{\prime}}^{2}\right) \mathcal{K}\right] /\left[\left(r^{2}\right)\left(1+{r^{\prime}}^{2}\right)-4\left({r^{\prime}}^{2}\right) \log \left(1 / r^{\prime}\right)\right]$ is increasing from $(0,1)$ onto $(9 \pi / 32,1)$.

Proof. (1) Denote the numerator and denominator of $f(r)$ by $f_{1}(r)$ and $f_{2}(r)$, respectively. Then $f_{1}(0)=f_{2}(0)=0$, and $f_{1}^{\prime}(r) / f_{2}^{\prime}(r)=\left[\mathcal{E}-\left(r^{\prime 2}\right) \mathcal{K}\right] /\left(2 r^{2}\right)$. By (1.1), (1.2), this is increasing from $(0,1)$ onto $(\pi / 8,1 / 2)$. Hence, the assertion follows from [VV, Lemma 1.1].
(2) $g(r)=g_{1}(r) / g_{2}(r)$, with $g_{1}(0)=g_{2}(0)=0$. Then $g_{1}^{\prime}(r) / g_{2}^{\prime}(r)=2 \mathcal{E}-\left({r^{\prime}}^{2}\right) \mathcal{K}$, which is easily seen to be increasing from $(0,1)$ onto $(\pi / 2,2)$. Hence, the assertion follows from [VV, Lemma 1.1].
(3) $h(r)=h_{1}(r) / h_{2}(r)$, with $h_{1}(0)=h_{2}(0)=0$. Then $h_{1}^{\prime}(r) / h_{2}^{\prime}(r)=3 \mathcal{E}-\left({r^{\prime}}^{2}\right) \mathcal{K}$, which is easily seen to be decreasing from $(0,1)$ onto $(3, \pi)$. Hence, the assertion follows from [VV, Lemma 1.1].
(4) $F(r)=F_{1}(r) / F_{2}(r)$, with $F_{1}(0)=F_{2}(0)=0$. Then $F_{1}^{\prime}(r) / F_{2}^{\prime}(r)=(9 / 4) f(r)$. Hence, the assertion follows from (1) and [VV, Lemma 1.1].
3. Proofs of the main theorems. In this section, we prove the main theorems stated in section 1.
3.1. Proof of Theorem 1.5. Differentiation gives

$$
\begin{equation*}
r\left[r^{\prime} \log (c r+(4 / r))\right]^{2} f^{\prime}(r)=\left(\mathcal{E}^{\prime}-r^{2} \mathcal{K}^{\prime}\right) f_{4}(r) \tag{3.1}
\end{equation*}
$$

where $f_{4}$ is as in Lemma 2.4.
Take $r_{0}=r_{4}$, the zero of $f_{4}$ on $(0,1)$. Then the piecewise monotonicity of $f$ follows from (3.1) and Lemma 2.4.

Next, the limiting values $f\left(0^{+}\right)=f(1)=1$ are clear. Hence, the inequality (1.4) and its sharpness follow.
3.2. Proof of Theorem 1.6. By differentiation,

$$
\begin{align*}
{r^{\prime}}^{2}\left(a+r^{\prime}\right) f^{\prime}(r) / r & =g(r) \\
& \equiv a-\left(a+r^{\prime}\right)\left(\mathcal{E}-r^{\prime 2} \mathcal{K}\right) / r^{2} \tag{3.2}
\end{align*}
$$

with $g\left(0^{+}\right)=a-\pi(a+1) / 4$ and $g\left(1^{-}\right)=0$.
For (1), we investigate two cases.
Case 1. $0<a \leq 3$.
In this case, it follows from Theorem 2.6(1) that $g$ is strictly increasing on $(0,1)$, and hence $g(r)<0$ for $r \in(0,1)$, so that $f$ is strictly decreasing on $(0,1)$ by (3.2).

Case 2. $3<a \leq \pi /(4-\pi)=3.65979 \ldots$.
In this case, by Theorem 2.6(2) there exists an $r_{0}=r_{0}(a) \in(0,1)$ such that $g$ is strictly decreasing on $\left(0, r_{0}\right]$ and increasing on $\left[r_{0}, 1\right)$. Since $g\left(0^{+}\right)=a(4-\pi) / 4-\pi / 4 \leq$ 0 and $g\left(1^{-}\right)=0$, it follows that $g(r)<0$ for all $r \in(0,1)$. Hence, $f$ is strictly decreasing on $(0,1)$ by (3.2).

For part (2), we note that $g(0)>0$ when $a>\pi /(4-\pi)$. Hence, the piecewise monotonicity of $f$ follows from (3.2) and Theorem 2.6(2), and

$$
f(r)>\min \left\{f(0), f\left(1^{-}\right)\right\}=\left\{\begin{array}{l}
\log (a / 4) \text { if } a \leq 4 / c \\
\log (1+a)-\pi / 2 \text { if } a>4 / c
\end{array}\right.
$$

for $r \in(0,1)$, so that the inequality (1.5) holds.
Corollary 3.5. (1) For $r \in(0,1)$,

$$
\begin{equation*}
\log \left(\left(4 / r^{\prime}\right)+c r^{\prime}\right)<\mathcal{K}(r)<\log \left(\left(4 / r^{\prime}\right)+c\right) \tag{3.3}
\end{equation*}
$$

These inequalities are sharp as $r$ tends to 0 or 1.
(2) There exists a unique $r_{1} \in(0,1)$ such that the inequality

$$
\begin{equation*}
\mathcal{K}(r) \leq \log \left(1+\left(4 / r^{\prime}\right)\right)-(\log 5-\pi / 2) \tag{3.4}
\end{equation*}
$$

holds for $r \in\left(0, r_{1}\right]$, with equality iff $r=r_{1}$. The inequality is reversed if $r \in\left[r_{1}, 1\right)$.
Proof. The first inequality in (3.3) and its sharpness were obtained in Theorem 1.5. Taking $a=4 / c$ in (1.5), we get the second inequality in (3.3), with

$$
\lim _{r \rightarrow 0} \mathcal{K} / \log \left(c+\left(4 / r^{\prime}\right)\right)=\lim _{r \rightarrow 1} \mathcal{K} / \log \left(c+\left(4 / r^{\prime}\right)\right)=1
$$

Part (2) follows from the piecewise monotonicity of $f$ in Theorem 1.6(2) with $a=4$.

Corollary 3.2. There exists a unique $r_{2} \in\left(\sin 70^{\circ}\right.$, $\left.\sin 71^{\circ}\right)$ such that the function $F(r) \equiv \log \left(\left(4 / r^{\prime}\right)+c\right)-\mathcal{K}(r)$ is strictly increasing on $\left(0, r_{2}\right]$ and decreasing on $\left[r_{2}, 1\right)$ with $F((0,1))=\left(0, c_{1}\right]$, where $c_{1}=F\left(r_{2}\right)<0.067809628$. In particular, for $r \in(0,1)$,

$$
\begin{equation*}
\log \left(\frac{4}{r^{\prime}}+c\right)-0.067809628<\log \left(\frac{4}{r^{\prime}}+c\right)-c_{1}<\mathcal{K}(r)<\log \left(\frac{4}{r^{\prime}}+c\right) \tag{3.5}
\end{equation*}
$$

Proof. Put $a=4 / c$. Then $F(r)=\log c+\log \left(1+\left(a / r^{\prime}\right)\right)-\mathcal{K}$, and the piecewise monotonicity of $F$ follows from Theorem 1.6(2).

Let $F_{1}(r)=c g(r)$, where $g$ is as in (3.2). Then

$$
r^{\prime 2}\left(4+c r^{\prime}\right) F^{\prime}(r)=r F_{1}(r)=r\left\{4-\left(4+c r^{\prime}\right)\left(\mathcal{E}-r^{\prime 2} \mathcal{K}\right) / r^{2}\right\}
$$

Since $F_{1}\left(\sin 70^{\circ}\right)=0.001 \ldots$ and $F_{1}\left(\sin 71^{\circ}\right)=-0.002 \ldots, r_{2} \in\left(\sin 70^{\circ}, \sin 71^{\circ}\right)$ by Theorem 2.6(2), and

$$
\begin{aligned}
c_{1} & =F\left(r_{2}\right)<\log \left(\left(4 / \cos 71^{\circ}\right)+c\right)-\mathcal{K}\left(\sin 70^{\circ}\right) \\
& <\log \left(\left(4 / \cos 71^{\circ}\right)+c\right)-2.50455=0.067809627 \ldots<0.067809628 .
\end{aligned}
$$

The inequalities in (3.5) are clear.
3.3. Proof of Theorem 1.7. The first and second inequalities in part (1) follow from Corollary $3.5(1)$. Since $\sqrt{1+r}(2-r)$ is strictly decreasing from $(0,1)$ onto $(\sqrt{2}, 2)$,

$$
r^{\prime}=\sqrt{1+r}(2-r) \cdot \frac{\sqrt{1-r}}{2-r}<2 \frac{\sqrt{1-r}}{2-r}
$$

Clearly, the inequalities in (1) are all sharp as $r$ tends to 0 .
For part (2), by Corollary $3.5(1)$, we need only to prove that

$$
\log \left(\left(4 / r^{\prime}\right)+c\right) \leq \log \left(\left(4 / r^{\prime}\right)+1\right)-(\log 5-(\pi / 2))(1-r)
$$

or, equivalently,

$$
\begin{equation*}
\log \left(1+\left(c r^{\prime} / 4\right)\right) \leq \log \left(1+\left(r^{\prime} / 4\right)\right)-(\log 5-(\pi / 2))(1-r) \tag{3.6}
\end{equation*}
$$

for $r \in(0,1)$. For this purpose, we investigate the minimum of the function

$$
H(r) \equiv \log \left(1+\left(r^{\prime} / 4\right)\right)-\log \left(1+\left(c r^{\prime} / 4\right)\right)-(\log 5-(\pi / 2))(1-r)
$$

for $r \in[0,1]$. It is obvious that $H(0)=H(1)=0$.
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By differentiation, we get

$$
H^{\prime}(r)=\log 5-\frac{\pi}{2}-\frac{4(1-c) r}{r^{\prime}\left(4+r^{\prime}\right)\left(4+c r^{\prime}\right)},
$$

which is clearly strictly decreasing from $(0,1)$ onto $(-\infty, \log 5-\pi / 2)$. Since $\log 5-\pi / 2>0$, there exists a unique $r_{0} \in(0,1)$ such that $H$ is strictly increasing on $\left(0, r_{0}\right]$ and decreasing on $\left[r_{0}, 1\right)$. This yields

$$
\min \{H(r) ; 0 \leq r \leq 1\}=\min \{H(0), H(1)\}=0
$$

from which inequality (3.6) follows.
Next, the inequality (2) is sharp as $r$ tends to 0 or 1 , since

$$
\begin{aligned}
& \lim _{r \rightarrow 0} \mathcal{K} /\left\{\log \left(1+\left(4 / r^{\prime}\right)\right)-(\log 5-(\pi / 2))(1-r)\right\} \\
= & \lim _{r \rightarrow 1} \mathcal{K} /\left\{\log \left(1+\left(4 / r^{\prime}\right)\right)-(\log 5-(\pi / 2))(1-r)\right\}=1 .
\end{aligned}
$$

Finally, part (3) follows from Corollary 3.5(1).
Remark 3.3. (1) From the proof of Theorem 1.7(2), one can see that the upper bound of $\mathcal{K}(r)$ given in Corollary $3.5(1)$ is better than that in Theorem 1.7(2). Thus, Conjecture 1.2 is proved.
(2) In order to illuminate Corollary $3.5(1)$ we have graphed in Figure 1 the functions $\log \left(\left(4 / r^{\prime}\right)+c\right)-\mathcal{K}(r)$ and $\log \left(\left(4 / r^{\prime}\right)+c r^{\prime}\right)-\mathcal{K}(r)$ labeled by (1) and (2), respectively.

In order to illuminate Theorem $1.7(2)$ we have graphed in Figure 2 the function $\log \left(1+\left(4 / r^{\prime}\right)\right)-(\log 5-(\pi / 2))(1-r)-\mathcal{K}(r)$.
3.4. Proof of Theorem 1.8. By differentiation,

$$
\begin{equation*}
\left\{r^{\prime}\left[2 \log \left(4 / r^{\prime}\right)-1\right]\right\}^{2} f^{\prime}(r)=r\left(2 \mathcal{E}^{\prime}-r^{2} \mathcal{K}^{\prime}\right) F_{1}\left(r^{\prime}\right) F(r), \tag{3.7}
\end{equation*}
$$
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where

$$
\begin{aligned}
F_{1}(r) & \equiv 2 \log (4 / r)+2{r^{\prime}}^{2} \mathcal{E} /\left(2 \mathcal{E}-{r^{\prime}}^{2} \mathcal{K}\right)-1 \\
F(r) & \equiv \mathcal{K} \mathcal{K}^{\prime} /\left[2 \mathcal{E}^{\prime} F_{2}\left(r^{\prime}\right)\right]-\mathcal{K} \mathcal{E}^{\prime} /\left[\left(2 \mathcal{E}^{\prime}-r^{2} \mathcal{K}^{\prime}\right) F_{1}\left(r^{\prime}\right)\right] \\
& -\left[\left(2-r^{2}\right) \mathcal{K}-2 \mathcal{E}\right] /\left(2 r^{4}\right) \\
F_{2}(r) & \equiv\left(2 \mathcal{E}-{r^{\prime}}^{2} \mathcal{K}\right) / \mathcal{E}+2{r^{\prime}}^{2} /[2 \log (4 / r)-1]
\end{aligned}
$$

By Lemma 2.10(1) and (3), $F_{1}$ and $F_{2}$ are positive, and decreasing and increasing on $(0,1)$, respectively. Hence, for $r \in(a, b] \subset(0,1)$,

$$
\begin{align*}
F(r)> & \frac{\mathcal{K}^{\prime}(r) \mathcal{K}(a)}{2 \mathcal{E}^{\prime}(r) F_{2}\left(a^{\prime}\right)}-\frac{\mathcal{K}(r) \mathcal{E}^{\prime}(r)}{\left[2 \mathcal{E}^{\prime}(r)-r^{2} \mathcal{K}^{\prime}(r)\right] F_{1}\left(a^{\prime}\right)}  \tag{3.8}\\
& -\left[\left(2-r^{2}\right) \mathcal{K}(r)-2 \mathcal{E}(r)\right] /\left(2 r^{4}\right)
\end{align*}
$$

By [QV1, Corollary 3.12] and [AVV2, Theorem 2.1(7)], the last term is strictly decreasing on $(0,1)$, while the second term is decreasing by Lemma 2.10(1), so the right side of $(3.8)$ is decreasing on $(0,1)$. Therefore, it follows from (3.8) that

$$
\begin{gather*}
F(r)>F_{3}(a, b) \equiv \frac{\mathcal{K}(a) \mathcal{K}^{\prime}(b)}{2 F_{2}\left(a^{\prime}\right) \mathcal{E}^{\prime}(b)}  \tag{3.9}\\
-\frac{\mathcal{K}(b) \mathcal{E}^{\prime}(b)}{\left[2 \mathcal{E}^{\prime}(b)-b^{2} \mathcal{K}^{\prime}(b)\right] F_{1}\left(a^{\prime}\right)}-\frac{\left(2-b^{2}\right) \mathcal{K}(b)-2 \mathcal{E}(b)}{2 b^{4}}
\end{gather*}
$$

for $r \in(a, b] \subset(0,1)$. Computation gives

$$
\begin{aligned}
F_{3}\left(0, \sin 28^{\circ}\right) & =0.019 \ldots, & F_{3}\left(\sin 28^{\circ}, \sin 37^{\circ}\right)=0.053 \ldots, \\
F_{3}\left(\sin 37^{\circ}, \sin 45^{\circ}\right) & =0.005 \ldots, & F_{3}\left(\sin 45^{\circ}, \sin 51^{\circ}\right)=0.007 \ldots, \\
F_{3}\left(\sin 51^{\circ}, \sin 56^{\circ}\right) & =0.005 \ldots, & F_{3}\left(\sin 56^{\circ}, \sin 60^{\circ}\right)=0.012 \ldots
\end{aligned}
$$

Hence, it follows from (3.7) and (3.9) that

$$
\begin{equation*}
f^{\prime}(r)>0 \text { for } r \in(0, \sqrt{3} / 2] \tag{3.10}
\end{equation*}
$$

Next, making use of Legendre's relation [BB, p. 24], [WW, p. 52], we can write (3.7) as

$$
\begin{equation*}
r\left\{r^{\prime}\left[2 \log \left(4 / r^{\prime}\right)-1\right]\right\}^{2} f^{\prime}(r)=F_{4}(r) F_{5}(r) \tag{3.11}
\end{equation*}
$$

where

$$
F_{4}(r) \equiv 2 \log \left(4 / r^{\prime}\right)-2 \mathcal{E}^{\prime}(\mathcal{K}-\mathcal{E}) / F_{5}(r)-1, \quad F_{5}(r) \equiv 2 \mathcal{E}^{\prime}\left(\mathcal{E}-{r^{\prime}}^{2} \mathcal{K}\right) / r^{2}-(\pi / 2)
$$

This is seen as follows.
By differentiation and Legendre's relation [BB, p. 24]

$$
\begin{gathered}
{\left[r^{2}\left(2 \log \left(\frac{4}{r^{\prime}}\right)-1\right)\right]^{2} f^{\prime}(r)=\left(\frac{r}{r^{\prime 2}}\right)\left[r^{2}\left(2 \log \left(\frac{4}{r^{\prime}}\right)-1\right)\left((\mathcal{K}-\mathcal{E})\left(\mathcal{K}^{\prime}-\mathcal{E}^{\prime}\right)+\mathcal{E} \mathcal{E}^{\prime}\right)\right.} \\
\left.-2 \mathcal{E}^{\prime}(\mathcal{K}-\mathcal{E})\left(r^{2}+\left(2 \log \left(\frac{4}{r^{\prime}}\right)-1\right) r^{\prime 2}\right)\right] \\
=\left(\frac{r}{r^{\prime 2}}\right)\left[r^{2}\left(2 \log \left(\frac{4}{r^{\prime}}\right)-1\right)\left(2 \mathcal{E} \mathcal{E}^{\prime}-\left(\frac{\pi}{2}\right)\right)\right. \\
\left.-2 \mathcal{E}^{\prime}(\mathcal{K}-\mathcal{E})\left(r^{2}+\left(2 \log \left(\frac{4}{r^{\prime}}\right)-1\right) r^{\prime 2}\right)\right] \\
=\left(\frac{r}{r^{\prime 2}}\right)\left[\left(2 \log \left(\frac{4}{r^{\prime}}\right)-1\right)\left\{2 \mathcal{E}^{\prime}\left(\mathcal{E}-r^{\prime 2} \mathcal{K}\right)-\left(\frac{\pi}{2}\right) r^{2}\right\}-2 \mathcal{E}^{\prime}(\mathcal{K}-\mathcal{E}) r^{2}\right]
\end{gathered}
$$

Hence,

$$
\begin{aligned}
r^{3} r^{\prime 2}\left(2 \log \left(\frac{4}{r^{\prime}}\right)-1\right)^{2} f^{\prime}(r) & =r^{2} F_{5}(r)\left[2 \log \left(\frac{4}{r^{\prime}}\right)-1-2 \mathcal{E}^{\prime}(\mathcal{K}-\mathcal{E}) / F_{5}(r)\right] \\
& =r^{2} F_{5}(r) F_{4}(r)
\end{aligned}
$$

which proves (3.11).
Clearly, $F_{5}$ is strictly increasing from $(0,1)$ onto $(0, \pi / 2)$ [AVV2, Theorem 2.1(7)].
By differentiation,

$$
r^{3} r^{\prime 2} F_{5}^{\prime}(r)=2\left\{r^{2}\left(\mathcal{K}^{\prime}-\mathcal{E}^{\prime}\right)\left(\mathcal{E}-{r^{\prime}}^{2} \mathcal{K}\right)+{r^{\prime}}^{2} \mathcal{E}^{\prime}\left[\left(2-r^{2}\right) \mathcal{K}-2 \mathcal{E}\right]\right\}
$$

and hence, by Legendre's relation [BB, p. 24],

$$
\begin{aligned}
F_{4}^{\prime}(r)=\frac{2 r}{r^{\prime 2}}-\frac{2}{F_{5}(r)^{2}}\{ & \frac{r}{r^{\prime 2}} F_{5}(r)\left[2 \mathcal{E} \mathcal{E}^{\prime}+\mathcal{K} \mathcal{K}^{\prime}-\mathcal{E} \mathcal{K}^{\prime}-\mathcal{K}^{\prime} \mathcal{E}+F_{5}(r)-F_{5}(r)\right] \\
& \left.-\mathcal{E}^{\prime}(\mathcal{K}-\mathcal{E}) F_{5}^{\prime}(r)\right\} \\
= & \frac{4}{r F_{5}(r)^{2}} \mathcal{E}^{\prime}(\mathcal{K}-\mathcal{E})\left[\frac{r}{2} F_{5}^{\prime}(r)-F_{5}(r)\right]
\end{aligned}
$$

so that

$$
\begin{equation*}
r F_{5}(r)^{2} F_{4}^{\prime}(r)=4 \mathcal{E}^{\prime}(\mathcal{K}-\mathcal{E}) F_{6}(r) \tag{3.12}
\end{equation*}
$$

where

$$
\begin{aligned}
F_{6}(r) & \equiv \frac{r}{2} F_{5}^{\prime}(r)-F_{5}(r) \\
& =\left[\left(\mathcal{K}^{\prime}-\mathcal{E}^{\prime}\right)\left(\mathcal{E}-{r^{\prime}}^{2} \mathcal{K}\right) /{r^{\prime}}^{2}\right]+\mathcal{E}^{\prime} F_{7}(r)+\pi / 2 \\
F_{7}(r) & \equiv\left[\left(4-3 r^{2}\right) \mathcal{K}-4 \mathcal{E}\right] / r^{2}
\end{aligned}
$$

Next, let $F_{8}(r) \equiv \mathcal{E}^{\prime} F_{7}(r)$. Then

$$
F_{7}^{\prime}(r)=\left[\left(8-7 r^{2}\right) \mathcal{E}-\left(8-3 r^{2}\right) r^{\prime 2} \mathcal{K}\right] /\left(r^{3} r^{\prime 2}\right)
$$

and hence,

$$
\begin{equation*}
\frac{{r^{\prime}}^{2} F_{8}^{\prime}(r)}{r\left(\mathcal{K}^{\prime}-\mathcal{E}^{\prime}\right)}=F_{9}(r) \equiv F_{7}(r)+\frac{\mathcal{E}^{\prime}}{\mathcal{K}^{\prime}-\mathcal{E}^{\prime}} \cdot \frac{\left(8-7 r^{2}\right) \mathcal{E}-\left(8-3 r^{2}\right) r^{\prime 2} \mathcal{K}}{r^{4}} \tag{3.13}
\end{equation*}
$$

By Lemma $2.11(2), F_{9}$ is strictly increasing from $(0,1)$ onto $(-\pi / 2, \infty)$. Since $F_{9}(\sqrt{3} / 2)=1.32 \ldots>0$, it follows from (3.13) that $F_{8}$ is strictly increasing on $[\sqrt{3} / 2,1)$, and hence, by [QV2, Theorem $2.1(6)], F_{6}$ is strictly increasing on $[\sqrt{3} / 2,1)$. Since $F_{6}(\sqrt{3} / 2)=0.06 \ldots>0$, it follows from (3.12) that $F_{4}$ is strictly increasing on $[\sqrt{3} / 2,1)$. Since $F_{4}(\sqrt{3} / 2)=0.53 \ldots>0$, it follows from (3.11) that

$$
\begin{equation*}
f^{\prime}(r)>0, \text { for } r \in[\sqrt{3} / 2,1) \tag{3.14}
\end{equation*}
$$

The monotonicity of $f$ now follows from (3.10) and (3.14).
The remaining conclusions are clear.
3.5. Proof of Theorem 1.9. The limit $f\left(0^{+}\right)$is clear, while $f\left(1^{-}\right)=1$ follows from [AVV2, Theorems 1.2, 2.1(7)]. Next, $f(r)=g(r) / h(r)$, where $g(r)=\mathcal{E}(r) \mathcal{E}^{\prime}(r)-$ $\mathcal{K}(r) \mathcal{E}^{\prime}(r)+r^{2} \mathcal{K}(r) \mathcal{K}^{\prime}(r), h(r)=r^{2} \mathcal{K}^{\prime}(r)$. Hence, by [AVV2, Theorem 1.2], $g\left(0^{+}\right)=$ $h\left(0^{+}\right)=0$. By differentiation and simplification,

$$
\begin{equation*}
\frac{g^{\prime}(r)}{h^{\prime}(r)}=\frac{2 \mathcal{E}(r)}{1+\left(G\left(r^{\prime}\right) / H\left(r^{\prime}\right)\right)} \tag{3.15}
\end{equation*}
$$

where $G(r)=r^{2} \mathcal{K}(r), H(r)=\mathcal{K}(r)-\mathcal{E}(r)$. Again $G(0)=H(0)=0$, and

$$
\frac{G^{\prime}(r)}{H^{\prime}(r)}=1+\frac{r^{\prime 2} \mathcal{K}(r)}{\mathcal{E}(r)}
$$

Hence, the result follows from [AVV2, Theorems 1.2, 1.3] and [VV, Lemma 1.1].
Some of the above results (e.g., Theorem 1.7), together with those in [Q1, Q2, QV2] solve all the conjectures raised in [AVV2, Conjecture 3.1].
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#### Abstract

The large scale evolution of a two-dimensional (2D) incompressible ideal fluid can be modeled by introducing eddy-viscosity terms. This procedure introduces a new convection-diffusion equation for vorticity. Such relaxation equations have a structural similarity with the 2D NavierStokes equations in the "stream function-vorticity" formulation but also contain an additional degenerate transport term being essential for conserving the kinetic energy. Using the negative entropy as the Lyapunov functional and after performing the precise estimates for the degenerate transport, we prove existence and uniqueness of solutions to the relaxation equation for a large class of initial data. Furthermore, we study the long time dynamics of the solution, making a link with the statistical equilibrium theory.
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1. Introduction. We are concerned here with the behavior of a 2 D incompressible perfect fluid in a periodic domain $\mathcal{Y}=(\mathbb{R} / \mathbb{Z})^{2}$. The motion of the fluid is described by Euler equations, which we write in the classical stream function-vorticity formulation:

$$
\text { (E) }\left\{\begin{array}{cl}
\frac{\partial \omega}{\partial t}+\operatorname{div}(\omega \nabla \times \psi)=0 & \text { in } \mathcal{Y}, \\
-\Delta \psi=\omega & \text { in } \mathcal{Y}, \quad \int_{\mathcal{Y}} \psi d y=0,
\end{array} \quad \text { is periodic, }, ~ \$\right.
$$

where $\omega$ is the scalar vorticity of the flow (satisfying of course $\int_{\mathcal{Y}} \omega d y=0$ ) and $\psi$ is the corresponding stream function.

The global existence and uniqueness of the solution for a given initial datum $\omega_{0} \in L^{\infty}(\mathcal{Y})$ are well known (it is the famous Youdovitch's theorem [18]).

A further step is to describe the long-time dynamics of the flow: how does $\omega(t)$ behave when $t \rightarrow+\infty$ ? We know that, in general, the function $\omega(t)$ develops oscillations at smaller and smaller scales so that, from a practical point of view, an exhaustive deterministic description soon fails. On the other hand, when observed at a large scale (taking local averages of $\omega(t)$ ), the flow displays the formations of large structures (the so-called coherent structures in meteorology). In previous works [9], [11], [12], [14], [15] we gave a description of this phenomenon in terms of statistical mechanics, showing that the formation of these structures corresponds to the tendency of the system to reach its statistical equilibrium (see also [5]).

To briefly summarize these works let us say that to each initial datum $\omega_{0}$ we can associate an equilibrium state $\omega^{*}$ (or more generally, an equilibrium set) that the system is likely to reach (in the weak sense) when $t \rightarrow+\infty$.

[^73]In this paper we shall consider the simplest case, where the initial vorticity $\omega_{0}$ can take only the two values $+1,-1$. In this case we have the following simple description of $\omega^{*}$. It is obtained by solving the variational problem ( $\left.\mathcal{V} . \mathcal{P}.\right)$ :

Find the minimum value of the (negative) entropy functional

$$
\mathcal{J}(\omega)=\int_{\mathcal{Y}}\left(\frac{1+\omega}{2} \ln (1+\omega)+\frac{1-\omega}{2} \ln (1-\omega)\right) d y
$$

under the constraints

$$
\begin{equation*}
\int_{\mathcal{Y}} \omega d y=0 \tag{V.P.1}
\end{equation*}
$$

$(\mathcal{V} . \mathcal{P} .2) \quad \frac{1}{2} \int_{\mathcal{Y}} \psi \omega d y=\frac{1}{2} \int_{\mathcal{Y}} \psi_{0} \omega_{0} d y \quad$ (the energy corresponding to $\left.\omega_{0}\right)$.
It is easily seen that this problem always has a solution (not necessarily unique).
Once a statistical equilibrium state (or set) is defined, we can study the relaxation process of the system toward the equilibrium. This issue was addressed in [13] and [17], where we have proposed a simple model of convection-diffusion equation to describe this relaxation process. In this model $\omega(t, y)$ denotes the local mean value of the "microscopic" vorticity which oscillates at small scale between +1 and -1 .

Then we get for $\omega$ the equation

$$
\begin{equation*}
\frac{\partial \omega}{\partial t}+\operatorname{div}(\omega \nabla \times \psi)-A \operatorname{div}\left(\nabla \omega+\beta(\omega)\left(1-\omega^{2}\right) \nabla \psi\right)=0 \tag{1.1}
\end{equation*}
$$

with

$$
\beta(\omega)=-\frac{\int_{\mathcal{Y}} \omega^{2} d y}{\int_{\mathcal{Y}}\left(1-\omega^{2}\right)|\nabla \psi|^{2} d y},
$$

where $A>0$ is a viscosity-type coefficient.
Equation (1.1) looks like Navier-Stokes equations, with the only difference being in the supplementary term $\beta(\omega)\left(1-\omega^{2}\right) \nabla \psi$, which ensures the conservation of the energy.

Our approach raises a natural question: Is (1.1) physically realistic?
The derivation of (1.1) is based upon the two following strong physical assumptions:

First, the adequacy of the entropy functional given by the statistical equilibrium theory of the perfect fluid. Some experiments and results of numerical simulations indicate that it is a rather reasonable hypothesis [10], [16], [17].

Second, the validity of the empirical principle of nonequilibrium thermodynamics used to derive (1.1). This issue, which is out of the scope of this paper, is discussed in [17]. It is known from [17] that the case $A=$ constant, which is considered here, is only a rough approximation; a detailed study of the vorticity diffusion mechanism yields a function $A(\omega)$.

Let us emphasize that the interest of this approach is to obtain relaxation equations like (1.1) with an eddy-viscosity term which is explicitly calculated on the basis of a clear physical hypothesis. Moreover such equations are found to be efficient in performing numerical simulations (see [17]).

One may wonder why (1.1) is not Galilean invariant. This follows naturally from the fact that the statistical equilibrium states for the Euler equation are defined
globally on the whole domain and not locally. Let us note here a close similarity with the Vlasov-Fokker-Planck equation introduced by Chandrasekhar [2] to describe the relaxation of stellar systems (see also [3]).

We give here a first mathematical study of (1.1). In our opinion the interest of the study goes beyond this particular case, and our approach is extendible to other equations of the same kind, modeling relaxation processes.

The reader acquainted with the classical techniques of nonlinear parabolic problems readily sees that for a given fixed $\beta$ the compacity method works straightforwardly and gives a solution of (1.1) for all time. But $\beta$ is not fixed and the specific difficulty of the problem is to get some estimate on $\beta$. We will show in this paper that such an estimate can be obtained by introducing some restriction on the initial datum $\omega_{0}$; then the solution exists for all time. Moreover we prove a uniform (in time) $H^{1}$ estimate on a solution. As a consequence, we can apply the method from Dafermos [4] to get some information on the asymptotic behavior of the solution: under some condition on the initial datum $\omega_{0}$ we can prove that the $\Omega$-limit set associated with $\omega_{0}$ is included in the set of the critical points of the variational problem (V.ㄱ. .).
2. Some auxiliary results. In this section we define the operators connecting velocity and vorticity (stream function and vorticity, resp.) and prove some auxiliary inequalities.

Our flow domain is the unit periodic cell $\mathcal{Y}=]-\frac{1}{2}, \frac{1}{2}\left[{ }^{2}\right.$. Let $L_{0}^{2}(\mathcal{Y})=\left\{\varphi \in L^{2}(\mathcal{Y})\right.$ : $\left.\int_{\mathcal{Y}} \varphi=0\right\}$ and $\tilde{H}_{p e r}^{\alpha}(\mathcal{Y})=H_{p e r}^{\alpha}(\mathcal{Y}) \cap L_{0}^{2}(\mathcal{Y}), 0 \leq \alpha \leq 2$, where $H_{p e r}^{\alpha}(\mathcal{Y})$ is the usual Sobolev space of periodic functions.

Let $\mathcal{A} u=-\Delta u$ for $u \in C_{p e r}^{2}(\mathcal{Y}) \cap L_{0}^{2}(\mathcal{Y})$.
Using Friedrichs theorem we extend $\mathcal{A}$ to a self-adjoint densely defined linear operator in $L_{0}^{2}(\mathcal{Y})$. In this case $\mathcal{D}(\mathcal{A})=\left\{\varphi \in L_{0}^{2}(\mathcal{Y}) \mid \mathcal{A} \varphi \in L_{0}^{2}(\mathcal{Y})\right\}=\tilde{H}_{\text {per }}^{2}(\mathcal{Y})$ and the spectrum $\sigma(\mathcal{A})$ consists of the eigenvalues $\lambda_{k, l}=4\left(k^{2}+l^{2}\right) \pi^{2}, \lambda_{k, l} \neq 0$. Since its resolvent set meets the right half-plane, $\mathcal{A}$ is sectorial (in the sense of Henry [7]).

In the next step we introduce the system

$$
\left\{\begin{array}{c}
\text { curl } u=\omega \text { in } \mathcal{Y},  \tag{2.1}\\
\operatorname{div} \quad u=0 \quad \text { in } \mathcal{Y}, \\
u \text { is } 1-\text { periodic, } \quad \int_{\mathcal{Y}} u d x=0 .
\end{array}\right.
$$

Then we set $u=G \omega$. Obviously $G$ is continuous as a linear operator $G: L_{0}^{2}(\mathcal{Y}) \rightarrow$ $\tilde{H}_{p e r}^{1}(\mathcal{Y})^{2}$ and $G: \tilde{H}_{\text {per }}^{\alpha}(\mathcal{Y}) \rightarrow \tilde{H}_{p e r}^{1+\alpha}(\mathcal{Y})^{2}, 0 \leq \alpha \leq 2$.

Throughout the paper the stream function $\psi$ is defined by

$$
\left\{\begin{array}{c}
-\Delta \psi=\omega \text { in } \mathcal{Y},  \tag{2.2}\\
\psi \text { is } 1-\text { periodic }, \quad \int_{\mathcal{Y}} \psi d x=0
\end{array}\right.
$$

Obviously, $\psi=\mathcal{A}^{-1} \omega$ and $\mathcal{A}^{-1}$ is continuous as an operator $\mathcal{A}^{-1}: L_{0}^{2}(\mathcal{Y}) \rightarrow$ $\tilde{H}_{p e r}^{2}(\mathcal{Y})$.

In our considerations an important role is played by the function (negative entropy)

$$
\begin{equation*}
\left.S(x)=\frac{1+x}{2} \ln (1+x)+\frac{1-x}{2} \ln (1-x), \quad x \in\right]-1,1[. \tag{2.3}
\end{equation*}
$$

Obviously

$$
S^{\prime}(x)=\frac{1}{2} \ln \frac{1+x}{1-x}, \quad S^{\prime \prime}(x)=\frac{1}{1-x^{2}}, \quad S(x)=S(-x)
$$

and $S \in C^{\infty}(]-1,1[)$. It is convex on $]-1,1[$ and monotone and increasing on $] 0,1[$.
It is of some importance to compare $S(x)$ with $|x|^{p}, p \geq 2$, on $]-1,1[$. We have the following.

Lemma 2.1. Let $p \geq 2$ and $x \in]-1,1[$. Then

$$
\begin{equation*}
S(x) \geq \frac{1}{2(p-1)}\left(\frac{p}{p-2}\right)^{\frac{p-2}{2}}|x|^{p} \tag{2.4}
\end{equation*}
$$

Furthermore for $0<\delta \ll 1$ we have

$$
\begin{equation*}
S(\delta x)=\frac{1}{2} \delta^{2} x^{2}+\mathcal{O}\left(\delta^{3}\right) \tag{2.5}
\end{equation*}
$$

We continue by obtaining explicit constants in various embedding and interpolation inequalities.

Lemma 2.2. Let $\varphi \in \tilde{H}_{p e r}^{1}(\mathcal{Y})$. Then we have $|\varphi(x)| \leq \int_{\mathcal{Y}}|x-y|^{-1}|\nabla \varphi(y)| d y$ and

$$
\begin{equation*}
\left.\|\varphi\|_{L^{2 q}(\mathcal{Y})} \leq(q+1)^{\frac{q+1}{2 q}} \sqrt{\pi}\|\nabla \varphi\|_{L^{2}(\mathcal{Y})^{2}} \quad \forall q \in\right] 1,+\infty[ \tag{2.6}
\end{equation*}
$$

Proof. The first inequality is classical (see, e.g., Chapter 7 in Gilbarg and Trudinger [6]). Inequality (2.6) is a consequence of the theory of the Riesz potentials $V_{\mu}$, $\left(V_{\mu} f\right)(x) \equiv \int_{\mathcal{Y}}|x-y|^{2(\mu-1)} f(y) d y, f \in L^{1}(\mathcal{Y})$, applied to the case $\mu=\frac{1}{2}$. We refer to Gilbarg and Trudinger [6] for more details.

Lemma 2.3. Let $\varphi \in \tilde{H}_{p e r}^{1}(\mathcal{Y})$. Then we have

$$
\begin{equation*}
\|\varphi\|_{L^{2}(\mathcal{Y})} \leq \frac{1}{2 \pi}\|\nabla \varphi\|_{L^{2}(\mathcal{Y})^{2}} \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\varphi\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})} \leq \frac{1}{2 \pi}\|\varphi\|_{L^{2}(\mathcal{Y})} \tag{2.8}
\end{equation*}
$$

Proof. $4 \pi^{2}$ is the first eigenvalue of the operator $\mathcal{A}$. Hence the second Poincarés inequality and the condition $\int_{\mathcal{Y}} \varphi=0$ imply (2.7). Estimate (2.8) is proved using the definition of the norm in $\tilde{H}_{\text {per }}^{-1}(\mathcal{Y})=\left(\tilde{H}_{\text {per }}^{1}(\mathcal{Y})\right)^{\prime}$ and $(2.7)$ :

$$
\|\varphi\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}=\sup _{\zeta \in \tilde{H}_{p e r}^{1}(\mathcal{Y})} \frac{\int_{\mathcal{Y}} \varphi \zeta d y}{\|\nabla \zeta\|_{L^{2}(\mathcal{Y})^{2}}} \leq \frac{1}{2 \pi}\|\varphi\|_{L^{2}(\mathcal{Y})}
$$

Note that

$$
\|\varphi\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}^{2}=\int_{\mathcal{Y}}|\nabla \theta|^{2} d y
$$

for any periodic function $\theta$ such that $\mathcal{A} \theta=\varphi$.

Lemma 2.4. Let $\varphi \in \tilde{H}_{\text {per }}^{1}(\mathcal{Y})$. Then we have

$$
\begin{equation*}
\|\varphi\|_{L^{2+2 \delta}(\mathcal{Y})} \leq \frac{\sqrt{1+\delta}}{\sqrt[4]{\pi}}\left(2 \pi^{\frac{3}{2}}\right)^{\frac{\delta}{2(1+\delta)}}\|\nabla \varphi\|_{L^{2}(\mathcal{Y})^{2}}, \quad 0<\delta \tag{2.9}
\end{equation*}
$$

Proof. An estimate for the $L^{2+2 \delta}$-norm is obtained by interpolation between $L^{2}(\mathcal{Y})$ and $L^{2+4 \delta}(\mathcal{Y})$. Then inequalities (2.6) and (2.7) imply (2.9).

We will need a particular form of Gronwall's inequality.
Lemma 2.5. Assume $a, b, \alpha, \beta$ are nonnegative constants with $\alpha<1, \beta<1$, and $0<T<+\infty$. Then there exists a constant $M=M(b, \alpha, \beta, T)<+\infty$ such that for any integrable function $h:[0, T] \rightarrow \mathbb{R}$ satisfying

$$
0 \leq h(t) \leq a t^{-\alpha}+b \int_{0}^{t}(t-s)^{-\beta} h(s) d s \quad \text { for almost every } \quad t \in[0, T]
$$

we have

$$
\left.\left.0 \leq h(t) \leq a M t^{-\alpha} \quad \text { a.e. on } \quad\right] 0, T\right] .
$$

Proof. See, e.g., Henry [7, pp. 188-190].
Finally, for the comfort of the reader we recall the classic existence of the unique local mild solution from Henry [7]:

Let us consider the nonlinear Cauchy problem

$$
\left\{\begin{array}{c}
\frac{d x}{d t}+B x=f(t, x), \quad t>t_{0}  \tag{2.10}\\
x\left(t_{0}\right)=x_{0}
\end{array}\right.
$$

where it is assumed that $B$ is a sectorial operator in the Banach space $X$ and that $f$ maps some open set $\mathcal{U}$ in $\mathbb{R} \times X^{\alpha}$ into $X$ for some $\alpha \in\left[0,1\left[\right.\right.$ and $X^{\alpha}$ being the domain of definition for $(B+\lambda I)^{\alpha}$, for some $\lambda>0$. Suppose that $f$ is locally Hölder continuous in $t$ and locally Lipschitz in $x$ on $\mathcal{U}$.

Then for any $\left(t_{0}, x_{0}\right) \in \mathcal{U}$ there exists $T=T\left(t_{0}, x_{0}\right)>0$ such that the problem (2.10) has a unique mild solution $x$ on $] t_{0}, t_{0}+T\left[\right.$ with initial value $x\left(t_{0}\right)=x_{0}$. More precisely, there exists a unique continuous function $x:\left[t_{0}, t_{0}+T[\rightarrow X\right.$ such that $x\left(t_{0}\right)=x_{0}$, and on $] t_{0}, t_{0}+T\left[\right.$ we have that $(t, x(t)) \in \mathcal{U}, x(t) \in D(B), \frac{d x}{d t}(t)$ exists, $t \rightarrow f(t, x(t))$ is locally Hölder continuous, and $\int_{t_{0}}^{t_{0}+\rho}\|f(t, x(t))\|_{X} d t<+\infty$ for some $\rho>0$, and the differential equation (2.10) is satisfied on $] t_{0}, t_{0}+T[$.
3. Existence and uniqueness of a mild solution. We start with the position of the problem. Because of the singular nature of the parameter $\beta$ we introduce the set $\mathcal{V}_{\gamma}, \gamma>1$, by

$$
\begin{equation*}
\mathcal{V}_{\gamma}=\left\{z \in \tilde{H}_{p e r}^{\gamma}(\mathcal{Y}): \int_{\mathcal{Y}}\left(1-z^{2}(y)\right)\left|\nabla \mathcal{A}^{-1} z\right|^{2} d y \neq 0\right\} . \tag{3.1}
\end{equation*}
$$

Obviously $\mathcal{V}_{\gamma}$ is an open set in $\tilde{H}_{\text {per }}^{\gamma}(\mathcal{Y})$.
Then we have the following.
Definition 3.1. Let $\omega_{0} \in \mathcal{V}_{\gamma}$. Then a mild solution of the problem (1.1) on $\left[0, T\left[\right.\right.$ is a function $\omega \in C\left(\left[0, T\left[; \mathcal{V}_{\gamma}\right)\right.\right.$ such that $\omega(0)=\omega_{0}, \omega \in C(] 0, T\left[; \tilde{H}_{p e r}^{2}(\mathcal{Y})\right)$, $\frac{d \omega}{d t} \in C(] 0, T\left[; L_{0}^{2}(\mathcal{Y})\right)$, and

$$
\begin{array}{r}
\frac{d \omega}{d t}+A \mathcal{A} \omega=-\operatorname{div}\{\omega G(\omega)\}+A \beta(\omega) \operatorname{div}\left\{\left(1-\omega^{2}\right) \nabla\left(\mathcal{A}^{-1} \omega\right)\right\}  \tag{3.2}\\
\equiv F(\omega) \quad \text { on }] 0, T[
\end{array}
$$

where

$$
\beta(\xi)= \begin{cases}-\frac{\int_{\mathcal{Y}} \xi^{2}(y) d y}{\int_{\mathcal{Y}}\left(1-\xi^{2}(y)\right)\left|\nabla \mathcal{A}^{-1} \xi\right|^{2} d y} \text { for } \xi \in L_{0}^{2}(\mathcal{Y}), & \text { such that }  \tag{3.3}\\ \int_{\mathcal{Y}}\left(1-\xi^{2}\right)\left|\nabla \mathcal{A}^{-1} \xi\right|^{2} \neq 0, & \\ -\infty & \text { otherwise. }\end{cases}
$$

Remark 3.2. For $z \in L_{0}^{2+\delta}(\mathcal{Y}), \delta>0$, we have $\nabla \mathcal{A}^{-1} z \in L^{\infty}(\mathcal{Y})^{2}$, and

$$
\int_{\mathcal{Y}}\left(1-z^{2}(y)\right)\left|\nabla \mathcal{A}^{-1} z\right|^{2} d y
$$

is finite.
Our first goal is to establish a local existence of a mild solution for (3.2). After that initial step we will prove the global existence.

In order to apply the abstract local existence theorem we have to establish the properties of $F$. We write the nonlinear mapping $F$ from (3.2) in the form

$$
\begin{equation*}
F(\xi)=-\nabla \xi \cdot G(\xi)-A \beta(\xi) \xi\left(1-\xi^{2}\right)-2 A \beta(\xi) \xi \nabla \xi \cdot \nabla\left(\mathcal{A}^{-1} \xi\right) \tag{3.4}
\end{equation*}
$$

and straightforward estimates give the following.
Proposition 3.3. $F: \mathcal{V}_{\gamma} \rightarrow L_{0}^{2}(\mathcal{Y})$ is locally Lipschitzian.
Since we know that $\mathcal{A}$ is a sectorial operator and $F: \mathcal{V}_{\gamma} \rightarrow L_{0}^{2}(\mathcal{Y})$ is locally Lipschitz continuous, we are in the situation to use the general local existence result for nonlinear parabolic equations and obtain the following.

Theorem 3.4. Let $A$ be a positive constant, and let $\omega_{0} \in \mathcal{V}_{\gamma}, \gamma>1$. Then there exists $T=T\left(\omega_{0}, \gamma\right)>0$ such that (3.2) has a unique mild solution $\omega \in C\left(\left[0, T\left[; \mathcal{V}_{\gamma}\right)\right.\right.$ $\cap C^{1}(] 0, T\left[; L_{0}^{2}(\mathcal{Y})\right)$ on $] 0, T\left[\right.$, with initial value $\omega(0)=\omega_{0}$.

Remark 3.5. Using Theorem 3.3.4. from Henry [7] we have that either $T=+\infty$ or else there exists a sequence $t_{n} \rightarrow T$ as $n \rightarrow+\infty$ such that $\int_{\mathcal{Y}}\left(1-\omega^{2}\left(t_{n}\right)\right)\left|\nabla \mathcal{A}^{-1} \omega\left(t_{n}\right)\right|^{2} \rightarrow$ 0 as $n \rightarrow+\infty$ or $\left\|\omega\left(t_{n}\right)\right\|_{\tilde{H}_{p e r}^{\gamma}(\mathcal{Y})} \rightarrow+\infty$.

Now it is important to extend the existence to any time interval.
The usual approach is to get some a priori estimates for some norms, which stay bounded. Here the essential difficulty will be controlling the singular parameter $\beta(\omega)$.

Let us use the physical structure of our problem and obtain a uniform $L^{\infty}$ - bound on $\omega$.

First we introduce an appropriate weak formulation for (3.2):

$$
\begin{align*}
& \int_{0}^{t} \int_{\mathcal{Y}} \frac{\partial \omega}{\partial \tau} \varphi d y d \tau+A \int_{0}^{t} \int_{\mathcal{Y}} \nabla \omega \cdot \nabla \varphi d y d \tau=\int_{0}^{t} \int_{\mathcal{Y}} \omega G(\omega) \cdot \nabla \varphi d y d \tau  \tag{3.5}\\
& -\int_{0}^{t} \int_{\mathcal{Y}} A \beta(\omega)\left(1-\omega^{2}\right) \nabla\left(\mathcal{A}^{-1} \omega\right) \cdot \nabla \varphi d y d \tau \quad \forall \varphi \in L^{2}\left(0, T ; H_{p e r}^{1}(\mathcal{Y})\right)
\end{align*}
$$

We use (3.5) in proving the following result.
Proposition 3.6. Let $\omega_{0} \in \mathcal{V}_{\gamma}$ and $-1 \leq \omega_{0} \leq 1$ in $\mathcal{Y}$. Then $-1 \leq \omega(t) \leq 1$ in $\mathcal{Y} \forall t \in[0, T$.

Proof. We use the truncation method (see, for example, Artola [1]). Let $w_{\eta}^{+}=$ $\sup \left\{(\omega-1)^{+}-\eta, 0\right\} \equiv(\omega-\eta-1)^{+}, \eta>0$.

Then we insert $\varphi=\frac{1}{\eta}-\frac{1}{\eta+w_{\eta}^{+}}$as a test function for (3.5). It follows that

$$
\begin{aligned}
& \int_{\mathcal{Y}}\left\{\frac{w_{\eta}^{+}(t)}{\eta}-\ln \left(1+\frac{w_{\eta}^{+}(t)}{\eta}\right)\right\} d y+A \int_{0}^{t} \int_{\mathcal{Y}}\left|\frac{\nabla w_{\eta}^{+}}{\eta+w_{\eta}^{+}}\right|^{2} d y d \tau \\
& -A \int_{0}^{t} \beta(\omega) \int_{\mathcal{Y}}\left\{1+\eta+w_{\eta}^{+}\right\}\left\{w_{\eta}^{+}+2 \ln \left(1+\frac{w_{\eta}^{+}(t)}{\eta}\right)\right\} d y d \tau=0 .
\end{aligned}
$$

Since $\beta(\omega) \leq 0$, we get

$$
\int_{\mathcal{Y}}\left\{\frac{w_{\eta}^{+}(t)}{\eta}-\ln \left(1+\frac{w_{\eta}^{+}(t)}{\eta}\right)\right\} d y \leq 0 \quad \forall t
$$

Finally, $w_{\eta}^{+}(t)=0$, implying $(\omega(t)-1)^{+} \leq \eta \forall \eta>0$. Therefore $\omega(t) \leq 1$ in $\mathcal{Y} \forall t \in$ $[0, T$ [.

Inequality $\omega(t) \geq-1$ is proved analogously.
We continue by proving that energy is conserved.
Proposition 3.7. Let $\omega$ be a mild solution for (3.2), corresponding to the initial datum $\omega_{0} \in \mathcal{V}_{\gamma}$.

Then we have

$$
\begin{equation*}
\|\omega(t)\|_{\tilde{H}_{\operatorname{per}}^{-1}(\mathcal{Y})}=\left\|\omega_{0}\right\|_{\tilde{H}_{\operatorname{per}}^{-1}(\mathcal{Y})} \quad \forall t \in[0, T[, \tag{3.6}
\end{equation*}
$$

where we recall that

$$
\|\zeta\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})} \stackrel{\text { def }}{=}\left\|\nabla\left(\mathcal{A}^{-1} \zeta\right)\right\|_{L^{2}(\mathcal{Y})^{2}} \quad \forall \zeta \in L_{0}^{2}(\mathcal{Y}) .
$$

Proof. Using the regularity of $\psi=\mathcal{A}^{-1} \omega$, we have

$$
-\Delta \frac{\partial \psi}{\partial t}=\frac{\partial \omega}{\partial t} \quad \text { in } \quad \mathcal{Y},
$$

which implies $\int_{\mathcal{Y}} \nabla \frac{\partial \psi}{\partial t} \cdot \nabla \psi d y=\int_{\mathcal{Y}} \frac{\partial \omega}{\partial t} \psi d y$. Finally,

$$
\begin{equation*}
\frac{1}{2} \int_{\mathcal{Y}}\left|\nabla\left(\mathcal{A}^{-1} \omega(t)\right)\right|^{2} d y=\frac{1}{2} \int_{\mathcal{Y}}\left|\nabla\left(\mathcal{A}^{-1} \omega_{0}\right)\right|^{2} d y+\int_{0}^{t} \int_{\mathcal{Y}} \frac{\partial \omega}{\partial t} \psi d y d \tau . \tag{3.7}
\end{equation*}
$$

Now using $\psi=\mathcal{A}^{-1} \omega$ as a test function in (3.5) and the definition of $\beta(\omega)$, we obtain

$$
\begin{equation*}
\int_{0}^{t} \int_{\mathcal{Y}} \frac{\partial \omega}{\partial t} \psi d y d \tau+A \int_{0}^{t} \int_{\mathcal{Y}} \nabla \omega \cdot \nabla \psi d y d \tau-A \int_{0}^{t} \int_{\mathcal{Y}} \omega^{2} d y d \tau=0 . \tag{3.8}
\end{equation*}
$$

Obviously, $\int_{0}^{t} \int_{\mathcal{Y}} \nabla \omega \cdot \nabla \psi d y d \tau=\int_{0}^{t} \int_{\mathcal{Y}} \omega^{2} d y d \tau$ and (3.7) and (3.8) imply (3.6).
In the next step we would like to use the fact that negative entropy should be decreasing during the evolution in time. We have the following.

Proposition 3.8. Let $\omega$ be a mild solution for (3.2), corresponding to the initial datum $\omega_{0} \in \mathcal{V}_{\gamma}$, and $-1 \leq \omega_{0} \leq 1$ in $\mathcal{Y}$. Then we have

$$
\begin{equation*}
\int_{\mathcal{Y}} S(\omega(t)) d y \leq \int_{\mathcal{Y}} S\left(\omega_{0}\right) d y \quad \forall t \in[0, T[ \tag{3.9}
\end{equation*}
$$

with the entropy function $S$ given by (2.3).
Proof. The idea is to use $S^{\prime}(\omega)$ as a test function in (3.5). However, this is not possible since we do not know whether $S^{\prime}(\omega) \in L^{2}\left(0, T ; H_{\text {per }}^{1}(\mathcal{Y})\right)$ or not.

We introduce "regularized entropy functions" $S_{\delta}, \delta>0$, by

$$
\begin{equation*}
S_{\delta}(\xi)=\frac{1+\delta+\xi}{2} \ln (1+\delta+\xi)+\frac{1+\delta-\xi}{2} \ln (1+\delta-\xi) \tag{3.10}
\end{equation*}
$$

$\forall \xi \in L_{0}^{2}(\mathcal{Y}),-1 \leq \xi \leq 1$. Obviously, $S_{\delta} \in C^{\infty}[-1,1] \forall \delta>0$. Now we choose $\varphi=S_{\delta}^{\prime}(\omega)$ as a test function for (3.5). It gives

$$
\begin{align*}
& \int_{\mathcal{Y}} S_{\delta}(\omega(t)) d y-\int_{\mathcal{Y}} S_{\delta}\left(\omega_{0}\right) d y+A(1+\delta) \int_{0}^{t} \int_{\mathcal{Y}} \frac{|\nabla \omega|^{2}}{(1+\delta)^{2}-\omega^{2}} d y d \tau  \tag{3.11}\\
& =A(1+\delta) \int_{0}^{t}(-\beta(\omega)) \int_{\mathcal{Y}}\left\{\omega^{2}-\frac{\delta(2+\delta)}{2(1+\delta)} \omega \ln \frac{1+\delta+\omega}{1+\delta-\omega}\right\} d y d \tau
\end{align*}
$$

It should be noticed that $-\beta(\omega) \geq 0$ and $x \ln \frac{1+\delta+x}{1+\delta-x} \geq 0 \quad$ on $\quad[-1,1]$. Therefore, we only have to estimate $\int_{0}^{t}(-\beta(\omega)) \int_{\mathcal{Y}} \omega^{2} d y d \tau$.

Before estimating $(-\beta)$ we remark that passing to the limit $\delta \rightarrow 0$ in (3.11) and using the theorem of B. Levi imply

$$
A \int_{0}^{t} \int_{\mathcal{Y}} \frac{|\nabla \omega|^{2}}{1-\omega^{2}} d y d \tau=\int_{\mathcal{Y}} S\left(\omega_{0}\right) d y-\int_{\mathcal{Y}} S(\omega(t)) d y+A \int_{0}^{t}(-\beta(\omega)) \int_{\mathcal{Y}} \omega^{2} d y d \tau
$$

and, consequently, $\frac{|\nabla \omega|}{\sqrt{1-\omega^{2}}} \in L^{2}(] 0, t[\times \mathcal{Y})$.
Let us now estimate $-\beta(\omega)$. We start with an obvious inequality:

$$
\begin{gathered}
\frac{1}{\int_{\mathcal{Y}}\left(1-\omega^{2}\right)\left|\nabla\left(\mathcal{A}^{-1} \omega\right)\right|^{2}} \leq \frac{\int_{\mathcal{Y}}\left(1-\omega^{2}\right)\left|\mathcal{B}^{\prime}(\omega)\right|^{2}|\nabla \omega|^{2}}{\left\{\int_{\mathcal{Y}}\left(1-\omega^{2}\right) \nabla\left(\mathcal{A}^{-1} \omega\right) \cdot \nabla \mathcal{B}(\omega)\right\}^{2}} \\
=\frac{\int_{\mathcal{Y}}\left(1-\omega^{2}\right)\left|\mathcal{B}^{\prime}(\omega)\right|^{2}|\nabla \omega|^{2}}{\left\{\int_{\mathcal{Y}} \omega \int_{-1}^{\omega}\left(1-\xi^{2}\right) \mathcal{B}^{\prime}(\xi) d \xi\right\}^{2}} \quad \forall \mathcal{B} \in C^{1}[-1,1]
\end{gathered}
$$

We take $\mathcal{B}(\xi)=S_{\delta}^{\prime}(\xi)$ and obtain

$$
\int_{\mathcal{Y}} \omega \int_{-1}^{\omega}\left(1-\xi^{2}\right) S_{\delta}^{\prime \prime}(\xi) d \xi d y=(1+\delta) \int_{\mathcal{Y}}\left\{\omega^{2}-\frac{\delta(2+\delta)}{2(1+\delta)} \omega \ln \frac{1+\delta+\omega}{1+\delta-\omega}\right\} d y
$$

Consequently,

$$
0 \leq-\beta(\omega) \leq \frac{\int_{\mathcal{Y}} \omega^{2} d y \cdot \int_{\mathcal{Y}} \frac{|\nabla \omega|^{2}}{(1+\delta)^{2}-\omega^{2}} d y}{\left\{\int_{\mathcal{Y}}\left[\omega^{2}-\frac{\delta(2+\delta)}{2(1+\delta)} \omega \ln \frac{1+\delta+\omega}{1+\delta-\omega}\right] d y\right\}^{2}}
$$

After inserting this inequality in (3.11) and passing to the limit $\delta \rightarrow 0$, we get the result.

Corollary 3.9. Let $\omega$ be a mild solution for (3.2), corresponding to the initial datum $\omega_{0} \in \mathcal{V}_{\gamma}, \gamma>1$, and $-1 \leq \omega_{0} \leq 1$ in $\mathcal{Y}$. Then we have

$$
\begin{equation*}
\int_{\mathcal{Y}} S\left(\omega\left(t_{2}\right)\right) d y \leq \int_{\mathcal{Y}} S\left(\omega\left(t_{1}\right)\right) d y \quad \forall t_{1}, t_{2} \in\left[0, T\left[, \quad t_{1}<t_{2}\right.\right. \tag{3.12}
\end{equation*}
$$

Up to now, we have obtained an estimate on the $L^{\infty}$-norm of the vorticity but no information on the derivatives. We come now to prove that it is equivalent to get an estimate on $\|\nabla \omega\|_{L^{2}(] 0, t[\times \mathcal{Y})^{2}}^{2}$ or on $\|\beta(\omega)\|_{L^{1}(0, t)}$. We have the following result.

Proposition 3.10. Let $\omega$ be a mild solution for (3.2) with $\omega_{0} \in \mathcal{V}_{\gamma}$, and $-1 \leq$ $\omega_{0} \leq 1$ in $\mathcal{Y}$. Then we have

$$
\begin{equation*}
\|\nabla \omega\|_{L^{2}(] 0, t[\times \mathcal{Y})^{2}}^{2} \leq \frac{1}{2 A}\left\|\omega_{0}\right\|_{L^{2}(\mathcal{Y})}^{2}+\frac{2}{3}\|\beta(\omega)\|_{L^{1}(0, t)} \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
4 \pi^{2} \leq \frac{\int_{\mathcal{Y}} \omega^{2}(t) d y}{\left\|\omega_{0}\right\|_{\tilde{H}_{\text {per }}^{-1}(\mathcal{Y})}^{2}} \leq-\beta(\omega) \leq\left(\frac{4}{\pi}\right)^{2} \frac{\int_{\mathcal{Y}}|\nabla \omega(t)|^{2} d y}{\int_{\mathcal{Y}} \omega^{2}(t) d y} \leq \frac{4}{\pi^{4}} \frac{\int_{\mathcal{Y}}|\nabla \omega(t)|^{2} d y}{\left\|\omega_{0}\right\|_{\tilde{H}_{\text {per }}^{-1}(\mathcal{Y})}^{2}} \tag{3.14}
\end{equation*}
$$

for (a.e.) $t$ belonging to the interval of existence.
This result indicates that it is crucial to estimate $\beta$. Also, due to the inequalities (3.13) and (3.14), it is unlikely that some estimate for $\nabla \omega$ could be obtained by some clever choice of the test function. Finally, differentiating (3.2) does not seem to be promising either.

We try another approach. Now, in order to get the crucial estimate on $\beta$, we construct an invariant set of initial values.

Let $+\infty>p>2$, and let $1>\epsilon>0$. We introduce the $\operatorname{set} \mathcal{U}(p, \varepsilon)$ by

$$
\begin{gather*}
\mathcal{U}(p, \varepsilon)=\left\{z \in L_{0}^{2}(\mathcal{Y}):-1 \leq z \leq 1 \text { a.e. in } \mathcal{Y}, \quad\|z\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}^{2}\right. \\
\left.\geq \frac{\mathcal{C}(p)}{(1-\varepsilon)}\left\{\int_{\mathcal{Y}} S(z) d y\right\}^{1+2 / p}\right\} \tag{3.15}
\end{gather*}
$$

where $\mathcal{C}(p)>0$ is a constant which will be prescribed later. Of course, since the energy is conserved and the (negative) entropy $\int_{\mathcal{Y}} S(z) d y$ is decreasing in time, the set $\mathcal{U}(p, \varepsilon)$ is conserved by the flow of (1.1).

The significance of $\mathcal{U}(p, \varepsilon)$ will appear in the following results.
Proposition 3.11. $\mathcal{U}(p, \varepsilon) \backslash\{0\}$ and $\mathcal{U}(p, \varepsilon) \cap \tilde{H}_{p e r}^{\gamma}(\mathcal{Y}) \backslash\{0\}$ are nonempty.
Proof. Let $z_{0} \in \tilde{H}_{p e r}^{\gamma}(\mathcal{Y}),-1 \leq z_{0} \leq 1, z_{0} \neq 0$, and let $\delta>0$. We would like to prove $\delta z_{0} \in \mathcal{U}(p, \varepsilon)$ for $\delta \leq \delta_{0}$. Using (2.5) we get

$$
\left|S\left(\delta z_{0}\right)-\frac{1}{2} \delta^{2} z_{0}^{2}\right| \leq C \delta^{3}
$$

As $\left.\frac{2 p}{p+2} \in\right] 1,2[$ we conclude that

$$
\int_{\mathcal{Y}} S\left(\delta z_{0}\right) d y \leq \frac{\delta^{2}}{2} \int_{\mathcal{Y}} z_{0}^{2} d y+C \delta^{3} \leq \delta^{\frac{2 p}{p+2}}\left\|z_{0}\right\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}^{2 p /(p+2)}\left\{\frac{1-\varepsilon}{\mathcal{C}(p)}\right\}^{p /(p+2)}
$$

for $\delta \leq \delta_{0}$.
For the function $z \in \mathcal{U}(p, \varepsilon)$ we have a natural estimate on $\beta(\omega)$. More precisely we have the following.

Proposition 3.12. Let $z \in \mathcal{U}(p, \varepsilon)$ for some $p>2$ and $1>\varepsilon>0$, and let us take

$$
\begin{equation*}
\mathcal{C}(p)=\frac{2}{\sqrt{\pi}}\left\{\frac{4 p(p-1) \pi^{3 / 2}}{p-2}\right\}^{2 / p} \tag{3.16}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\int_{\mathcal{Y}}\left(1-z^{2}\right)\left|\nabla \mathcal{A}^{-1} z\right|^{2} d y \geq \varepsilon\|z\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}^{2} \tag{3.17}
\end{equation*}
$$

Proof. Let us estimate from below the term $\int_{\mathcal{Y}}\left(1-z^{2}\right)\left|\nabla \mathcal{A}^{-1} z\right|^{2} d y$. We have

$$
\begin{align*}
& \int_{\mathcal{Y}}\left(1-z^{2}\right)\left|\nabla \mathcal{A}^{-1} z\right|^{2} d y=\int_{\mathcal{Y}}\left|\nabla \mathcal{A}^{-1} z\right|^{2} d y-\int_{\mathcal{Y}} z^{2}(y)\left|\nabla \mathcal{A}^{-1} z\right|^{2} d y  \tag{3.18}\\
& =\|z\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}^{2}-\int_{\mathcal{Y}} z^{2}(y)\left|\nabla \mathcal{A}^{-1} z\right|^{2} d y \\
& \geq\|z\|_{\tilde{H}_{\text {per }}^{-1}(\mathcal{Y})}^{2}-\|z\|_{L^{p}(\mathcal{Y})}^{2}\left\|\mid \nabla \mathcal{A}^{-1} z\right\|_{L^{2 p /(p-2)}(\mathcal{Y})}^{2}
\end{align*}
$$

Now (2.4) implies

$$
\|z\|_{L^{p}(\mathcal{Y})} \leq\{2(p-1)\}^{1 / p}\left(\frac{p-2}{p}\right)^{(p-2) / 2 p}\left\{\int_{\mathcal{Y}} S(z) d y\right\}^{1 / p}
$$

and for $p>2$ (see Lemma 2.4)

$$
\left\|\left|\nabla \mathcal{A}^{-1} z\right|\right\|_{L^{2 p /(p-2)}(\mathcal{Y})}^{2} \leq \frac{1}{\sqrt{\pi}} \frac{p}{p-2}\left(2 \pi^{3 / 2}\right)^{2 / p} \sum_{i=1}^{2} \int_{\mathcal{Y}}\left|\frac{\partial}{\partial y_{i}} \nabla \mathcal{A}^{-1} z\right|^{2} d y
$$

so that

$$
\begin{align*}
& \int_{\mathcal{Y}}\left(1-z^{2}\right)\left|\nabla \mathcal{A}^{-1} z\right|^{2} d y \geq \| z\left[\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}^{2}\right.  \tag{3.19}\\
& -\frac{1}{\sqrt{\pi}}\left(\frac{4 \pi^{3 / 2} p(p-1)}{p-2}\right)^{2 / p}\left\{\int_{\mathcal{Y}} S(z) d y\right\}^{2 / p} \sum_{i=1}^{2} \int_{\mathcal{Y}}\left|\frac{\partial}{\partial y_{i}} \nabla \mathcal{A}^{-1} z\right|^{2} d y
\end{align*}
$$

Using regularity we have

$$
-\triangle \frac{\partial \psi}{\partial y_{i}}=\frac{\partial z}{\partial y_{i}}, \quad i=1,2\left(\text { where } \psi=\mathcal{A}^{-1} z\right)
$$

which implies

$$
\sum_{i} \int_{\mathcal{Y}}\left|\nabla \frac{\partial \psi}{\partial y_{i}}\right|^{2} d y=\sum_{i} \int_{\mathcal{Y}} \frac{\partial z}{\partial y_{i}} \frac{\partial \psi}{\partial y_{i}} d y=-\sum_{i} \int_{\mathcal{Y}} z \frac{\partial^{2} \psi}{\partial y_{i}^{2}} d y=\int_{\mathcal{Y}} z^{2} d y
$$

Hence we have

$$
\begin{equation*}
\sum_{i} \int_{\mathcal{Y}}\left|\frac{\partial}{\partial y_{i}} \nabla \mathcal{A}^{-1} z\right|^{2} d y=\int_{\mathcal{Y}} z^{2} d y \tag{3.20}
\end{equation*}
$$

Now (2.4) implies $\|z\|_{L^{2}(\mathcal{Y})}^{2} \leq 2 \int_{\mathcal{Y}} S(z) d y$ so that $z \in \mathcal{U}(p, \varepsilon)$ gives

$$
\begin{aligned}
& \int_{\mathcal{Y}}\left(1-z^{2}\right)\left|\nabla \mathcal{A}^{-1} z\right|^{2} d y \geq\|z\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}^{2} \\
& -\frac{2}{\sqrt{\pi}}\left(\frac{4 \pi^{3 / 2} p(p-1)}{p-2}\right)^{2 / p}\left\{\int_{\mathcal{Y}} S(z)\right\}^{1+2 / p} \geq \varepsilon\|z\|_{\tilde{H}_{\text {per }}^{-1}(\mathcal{Y})}^{2}
\end{aligned}
$$

and the proposition is proved.
Now we are in a situation to state a global existence result.
ThEOREM 3.13. Let $\omega_{0} \in \mathcal{U}(p, \varepsilon) \cap \tilde{H}_{\text {per }}^{\gamma}(\mathcal{Y}) \backslash\{0\}$ for some $p>2,1>\varepsilon>0$, and $\gamma>1$. Then the unique mild solution for (3.2) exists for all $T>0$.

Proof. Using Propositions 3.12 and 3.7 we immediately find that the theorem can fail only if there exists a sequence $t_{n} \rightarrow T_{\max }<+\infty$ such that $\left\|\omega\left(t_{n}\right)\right\|_{\tilde{H}_{p e r}^{\gamma}(\mathcal{Y})} \rightarrow+\infty$.

Let us use the classical expression for the solution

$$
\omega(t)=e^{-t \mathcal{A}} \omega_{0}+\int_{0}^{t} e^{-(t-s) \mathcal{A}} F(\omega(s)) d s
$$

and take the norm

$$
\|\omega\|_{\tilde{H}_{p e r}^{\gamma}(\mathcal{Y})}=\left\|\mathcal{A}^{\gamma / 2} \omega\right\|_{L^{2}(\mathcal{Y})}
$$

which gives

$$
\|\omega(t)\|_{\tilde{H}_{p e r}^{\gamma}(\mathcal{Y})} \leq\left\|e^{-\mathcal{A} t} \omega_{0}\right\|_{\tilde{H}_{p e r}^{\gamma}(\mathcal{Y})}+\int_{0}^{t}\left\|\mathcal{A}^{\gamma / 2} e^{-\mathcal{A}(t-s)}\right\|_{o p}\|F(\omega(s))\|_{L^{2}(\mathcal{Y})} d s
$$

where $\|\cdot\|_{o p}$ denotes the operator norm on $\mathcal{L}\left(L^{2}(\mathcal{Y}), L^{2}(\mathcal{Y})\right)$.
Straightforward estimates give

$$
\|F(\omega(s))\|_{L^{2}(\mathcal{Y})} \leq C(1+|\beta(s)|)\left(1+\|\nabla \omega(s)\|_{L^{2}(\mathcal{Y})^{2}}\right)
$$

But from Proposition 3.12 we know that $|\beta(s)|$ remains bounded so that we finally get

$$
\begin{equation*}
\|\omega(t)\|_{\tilde{H}_{p e r}^{\gamma}(\mathcal{Y})} \leq \frac{C_{1}}{t^{\gamma / 2}}+C_{2} \int_{0}^{t} \frac{1+\|\omega(s)\|_{\tilde{H}_{p e r}^{\gamma}(\mathcal{Y})}}{(t-s)^{\gamma / 2}} d s \tag{3.21}
\end{equation*}
$$

After applying the generalization of Gronwall's inequality from Lemma 2.5 to (3.21), we conclude that $\|\omega(t)\|_{\tilde{H}_{p e r}^{\gamma}(\mathcal{Y})}$ remains bounded as $T \rightarrow T_{\max }$.

Now Theorem 3.3.4. from Henry [7] implies global existence.
Finally, we will discuss the case of nonsmooth $\omega_{0}$. We have the following result.
THEOREM 3.14. Let $\omega_{0} \in \mathcal{U}(p, \varepsilon) \backslash\{0\}$ for some $p>2$ and $1>\varepsilon>0$. Then for all $T>0$ there exists a unique $\omega \in C\left([0, T] ; L_{0}^{2}(\mathcal{Y})\right) \cap L^{2}\left(0, T ; \tilde{H}_{\text {per }}^{1}(\mathcal{Y})\right)$, $\frac{d \omega}{d t} \in$ $L^{2}\left(0, T ; \tilde{H}_{\text {per }}^{-1}(\mathcal{Y})\right)$ such that

$$
\left\{\begin{array}{c}
-1 \leq \omega(t, x) \leq 1 \quad \text { a.e. on } \quad] 0, T[\times \mathcal{Y}  \tag{3.22}\\
\omega(0)=\omega_{0}, \quad \beta(\omega) \in L^{\infty}(0, T)
\end{array}\right.
$$

and it satisfies
(3.23)

$$
\begin{gathered}
\int_{0}^{T}\left\langle\frac{d \omega}{d t}, \varphi\right\rangle_{\tilde{H}_{p e r}^{-1}(\mathcal{Y}), \tilde{H}_{\text {per }}^{1}(\mathcal{Y})} d t+A \int_{0}^{T} \int_{\mathcal{Y}} \nabla \omega \cdot \nabla \varphi d y d t \\
-\int_{0}^{T} \int_{\mathcal{Y}} \omega G(\omega) \cdot \nabla \varphi d y d t+A \int_{0}^{T} \beta(\omega) \int_{\mathcal{Y}}\left(1-\omega^{2}\right) \nabla \mathcal{A}^{-1} \omega \cdot \nabla \varphi d y d t=0 \\
\forall \varphi \in L^{2}\left(0, T ; \tilde{H}_{p e r}^{1}(\mathcal{Y})\right)
\end{gathered}
$$

Furthermore, the energy is conserved, i.e.,

$$
\begin{equation*}
\|\omega(t)\|_{\tilde{H}_{\text {per }}^{-1}(\mathcal{Y})}=\left\|\omega_{0}\right\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})} \quad \forall t \in[0, T] \tag{3.24}
\end{equation*}
$$

and the (negative) entropy is decreasing, i.e.,

$$
\begin{equation*}
\int_{\mathcal{Y}} S\left(\omega\left(t_{1}\right)\right) \leq \int_{\mathcal{Y}} S\left(\omega\left(t_{2}\right)\right) \quad \text { for } \quad t_{1} \geq t_{2} \tag{3.25}
\end{equation*}
$$

Proof. We consider problem (3.2) with initial condition $\omega_{0}^{\delta}=\omega_{0} * \rho_{\delta}$, where $\rho_{\delta}$ is a regularizing sequence such that

$$
\left\{\begin{array}{l}
\rho_{\delta} \in \mathcal{D}\left(\mathbb{R}^{2}\right), \quad \int_{\mathbb{R}^{2}} \rho_{\delta}(x) d x=1, \quad \rho_{\delta}(x) \geq 0 \\
\operatorname{supp} \rho_{\delta} \subset B\left(0, r_{\delta}\right), \quad r_{\delta} \rightarrow 0 \quad \text { as } \quad \delta \rightarrow 0
\end{array}\right.
$$

Since we have $\left\|\omega_{0}^{\delta}-\omega_{0}\right\|_{L^{2}(\mathcal{Y})} \rightarrow 0$ when $\delta \rightarrow 0$, we deduce easily that $\omega_{0}^{\delta} \in \mathcal{U}(p, \varepsilon / 2) \cap$ $\mathcal{V}_{\gamma}$, for $\delta \leq \delta_{0}, \delta_{0}$ small enough.

Consequently, for $\delta$ small enough, we can apply Theorem 3.4 and get a unique mild solution $\omega^{\delta}$ for all $T>0$.

Now we take $\varphi=\omega^{\delta}$ in the variational equation (3.23) and obtain the standard a priori estimates

$$
\begin{aligned}
& \left\|\omega^{\delta}\right\|_{L^{\infty}\left(0, T ; L_{0}^{2}(\mathcal{Y})\right)} \leq C\left\{1+\left\|\omega_{0}^{\delta}\right\|_{L_{0}^{2}(\mathcal{Y})}\right\} \\
& \left\|\nabla \omega^{\delta}\right\|_{L^{2}\left(0, T ; L_{0}^{2}(\mathcal{Y})\right)} \leq C\left\{1+\left\|\omega_{0}^{\delta}\right\|_{L_{0}^{2}(\mathcal{Y})}\right\} \\
& \left\|\frac{\partial \omega^{\delta}}{\partial t}\right\|_{L^{2}\left(0, T ; \tilde{H}_{p e r}^{-1}(\mathcal{Y})\right)} \leq C\left\{1+\left\|\omega_{0}^{\delta}\right\|_{L_{0}^{2}(\mathcal{Y})}\right\}
\end{aligned}
$$

Using the above a priori estimate we subtract a subsequence converging weakly star in the above functional spaces. The application of Aubin's lemma and passing once again to the subsequence gives, in addition, strong convergence in $L^{2}(] 0, T[\times \mathcal{Y})$. Now the standard variational argument completes the proof of existence. Identity (3.24) and estimate (3.25) follow straightforwardly.

Uniqueness easily follows from Proposition 3.3 and the estimates (3.22), (3.24), and (3.25).

Remark 3.15. The condition $\omega_{0} \in \mathcal{U}(p, \varepsilon)$ gives a relation between the initial energy and the initial entropy which represents a sufficient condition for solvability for problem (3.2). It is an open problem to determine if it is the necessary condition for existence of a solution global in time.
4. Asymptotic behavior. In this section we study the asymptotic behavior of the solutions of problem (1.1) given by Theorem 3.14.

The entropy functional $\int_{\mathcal{Y}} S(\omega)$ defines a natural Lyapunov functional for our evolution problem. However, we have uniform time estimates only for $\|\omega(t)\|_{\tilde{H}_{\text {per }}^{-1}(\mathcal{Y})}$, $\|\omega(t)\|_{L^{\infty}(\mathcal{Y})}$, and $\int_{\mathcal{Y}} S(\omega(t))$. Since the functional $\omega_{0} \longmapsto \int_{\mathcal{Y}} S\left(\omega_{0}\right) d y-\int_{\mathcal{Y}} S(\omega(t)) d y$ is not weakly lower semicontinuous on $\mathcal{U}(p, \varepsilon)$, we need $L^{2}$-compactness to apply classical results on the asymptotic behavior; we are going to prove a new $H^{1}$ - estimate uniform in time.

We start with the corresponding regularity result.
Proposition 4.1. Let $\omega_{0} \in \mathcal{U}(p, \varepsilon) \cap \tilde{H}_{p e r}^{1}(\mathcal{Y}), \omega_{0} \neq 0$. Then the unique solution given by Theorem 3.14 satisfies

$$
\omega \in L^{2}\left(0, T ; \tilde{H}_{p e r}^{2}(\mathcal{Y})\right), \quad \frac{d \omega}{d t} \in L^{2}\left(0, T ; L_{0}^{2}(\mathcal{Y})\right)
$$

so that $\omega \in C\left([0, T] ; \tilde{H}_{\text {per }}^{1}(\mathcal{Y})\right)$.
Proof. We need only to go back to the proof of Theorem 3.14. In addition to the choice $\varphi=\omega^{\delta}$, we also take $\varphi=\frac{d \omega^{\delta}}{d t}$. Then

$$
\begin{gathered}
\int_{0}^{T} d t \int_{\mathcal{Y}}\left|\frac{d \omega^{\delta}}{d t}\right|^{2} d y+\frac{A}{2} \int_{\mathcal{Y}}\left|\nabla \omega^{\delta}(T)\right|^{2} d y-\frac{A}{2} \int_{\mathcal{Y}}\left|\nabla \omega_{0}^{\delta}\right|^{2} d y \\
=\int_{0}^{T} d t \int_{\mathcal{Y}} F\left(\omega^{\delta}(t)\right) \frac{d \omega^{\delta}}{d t} d y
\end{gathered}
$$

Now, since $\int_{\mathcal{Y}}\left|\nabla \omega_{0}^{\delta}\right|^{2} d y$ is bounded, from the inequalities

$$
\begin{gathered}
\left\|F\left(\omega^{\delta}(s)\right)\right\|_{L^{2}(\mathcal{Y})} \leq C\left(1+\left\|\nabla \omega^{\delta}(s)\right\|_{L^{2}(\mathcal{Y})^{2}}\right) \\
\int_{0}^{T} d t \int_{\mathcal{Y}}\left|\nabla \omega^{\delta}\right|^{2} d y \leq C
\end{gathered}
$$

we get

$$
\left\|\frac{d \omega^{\delta}}{d t}\right\|_{L^{2}(] 0, T[\times \mathcal{Y})}^{2} \leq C_{1}+C_{2}\left\|\frac{d \omega^{\delta}}{d t}\right\|_{L^{2}(] 0, T[\times \mathcal{Y})}
$$

Thus, $\frac{d \omega^{\delta}}{d t}$ is bounded in $L^{2}\left(0, T ; L_{0}^{2}(\mathcal{Y})\right)$, which implies $\frac{d \omega}{d t} \in L^{2}\left(0, T ; L_{0}^{2}(\mathcal{Y})\right)$. Finally from $\frac{\partial \omega}{\partial t}-A \triangle \omega=F(\omega)$ we deduce $\omega \in L^{2}\left(0, T ; \tilde{H}_{p e r}^{2}(\mathcal{Y})\right)$.

Our next step is obtaining an $H^{1}(\mathcal{Y})$-estimate which is uniform in time.
We have the following result.
Proposition 4.2. Let $\omega_{0} \in \mathcal{U}(p, \varepsilon) \cap \tilde{H}_{\text {per }}^{1}(\mathcal{Y}) \backslash\{0\}$. Then we have the estimate

$$
\begin{equation*}
\|\nabla \omega(t)\|_{L^{2}(\mathcal{Y})^{2}} \leq R \tag{4.1}
\end{equation*}
$$

Proof. Let $\omega$ be the solution given by Proposition 4.1. We have

$$
\begin{align*}
& \frac{\partial \omega}{\partial t}-A \triangle \omega=F(\omega) \equiv-\nabla \omega \cdot G(\omega)-A \beta(\omega) \omega\left(1-\omega^{2}\right)  \tag{4.2}\\
& \left.-2 A \beta(\omega) \omega \nabla \omega \cdot \nabla\left(\mathcal{A}^{-1} \omega\right) \quad \text { a.e. on } \quad\right] 0, T[\times \mathcal{Y}
\end{align*}
$$

Let us choose $-\Delta \omega$ as a test function. Then we get

$$
\begin{equation*}
\frac{d}{d t} \frac{1}{2}\|\nabla \omega(t)\|_{L^{2}(\mathcal{Y})^{2}}^{2}+A\|\Delta \omega(t)\|_{L^{2}(\mathcal{Y})}^{2} \leq\|F(\omega)(t)\|_{L^{2}(\mathcal{Y})}\|\Delta \omega\|_{L^{2}(\mathcal{Y})^{2}} \tag{4.3}
\end{equation*}
$$

a.e. on $] 0, T[$.

We need an estimate on $\|F(\omega)(t)\|_{L^{2}(\mathcal{Y})}$ :

$$
\begin{align*}
& \|F(\omega)\|_{L^{2}(\mathcal{Y})} \leq\|\nabla \omega \cdot G(\omega)\|_{L^{2}(\mathcal{Y})}  \tag{4.4}\\
& +A|\beta(\omega)|\left\|\omega\left(1-\omega^{2}\right)\right\|_{L^{2}(\mathcal{Y})}+2 A|\beta(\omega)|\left\|\omega \nabla \omega \cdot \nabla\left(\mathcal{A}^{-1} \omega\right)\right\|_{L^{2}(\mathcal{Y})} .
\end{align*}
$$

Since $\|\omega\|_{L^{\infty}(\mathcal{Y})} \leq 1$, we have $\left\|\left|\nabla\left(\mathcal{A}^{-1} \omega\right)\right|\right\|_{L^{\infty}(\mathcal{Y})}=\||G(\omega)|\|_{L^{\infty}(\mathcal{Y})} \leq C$, and from the interpolation inequality

$$
\|\nabla \omega\|_{L^{2}(\mathcal{Y})} \leq C\|\omega\|_{L^{2}(\mathcal{Y})}^{1 / 2}\|\Delta \omega\|_{L^{2}(\mathcal{Y})}^{1 / 2}
$$

we get

$$
\begin{equation*}
\|\nabla \omega\|_{L^{2}(\mathcal{Y})} \leq C\|\triangle \omega\|_{L^{2}(\mathcal{Y})}^{1 / 2} \tag{4.5}
\end{equation*}
$$

(For sake of simplicity we will denote by the same letter $C$ the different constants that we will encounter.)

Then we have

$$
\begin{gather*}
\|\nabla \omega \cdot G(\omega)\|_{L^{2}(\mathcal{Y})} \leq C\|\Delta \omega\|_{L^{2}(\mathcal{Y})}^{1 / 2}  \tag{4.6}\\
|\beta(\omega)| \leq \frac{\int_{\mathcal{Y}} \omega^{2}(t) d y}{\varepsilon\left\|\omega_{0}\right\|_{\tilde{H}_{\text {per }}^{-1}(\mathcal{Y})}^{2}} \leq \frac{1}{\varepsilon\left\|\omega_{0}\right\|_{\tilde{H}_{\text {per }}^{-1}(\mathcal{Y})}^{2}} \leq C  \tag{4.7}\\
2 A|\beta(\omega)|\left\|\omega \nabla \omega \nabla\left(\mathcal{A}^{-1} \omega\right)\right\|_{L^{2}(\mathcal{Y})} \leq C\|\triangle \omega\|_{L^{2}(\mathcal{Y})}^{1 / 2} \tag{4.8}
\end{gather*}
$$

and thus

$$
\begin{equation*}
\|F(\omega)(t)\|_{L^{2}(\mathcal{Y})} \leq C\left(1+\|\Delta \omega\|_{L^{2}(\mathcal{Y})}^{1 / 2}\right) \tag{4.9}
\end{equation*}
$$

Now setting $v(t)=\|\nabla \omega\|_{L^{2}(\mathcal{Y})^{2}}^{2},(4.3)$ becomes

$$
\frac{1}{2} \frac{d}{d t} v(t)+A\|\Delta \omega(t)\|_{L^{2}(\mathcal{Y})}^{2} \leq C\left(\|\Delta \omega\|_{L^{2}(\mathcal{Y})}^{3 / 2}+\|\Delta \omega\|_{L^{2}(\mathcal{Y})}\right)
$$

A straightforward application of Young's inequality then gives

$$
\frac{1}{2} \frac{d}{d t} v(t)+\frac{A}{2}\|\triangle \omega(t)\|_{L^{2}(\mathcal{Y})}^{2} \leq C
$$

but we have $\|\triangle \omega\|_{L^{2}(\mathcal{Y})^{2}}^{2} \geq\|\nabla \omega\|_{L^{2}(\mathcal{Y})^{2}}^{2}$ so that

$$
\begin{equation*}
\frac{d}{d t} v(t)+A v(t) \leq C \tag{4.10}
\end{equation*}
$$

which yields the bound (4.1).

Our next step is to construct a continuous nonlinear semigroup connected with our evolution problem.

Let us consider the complete metric space $X=\mathcal{U}(p, \varepsilon), p \in] 2,+\infty[$, endowed with the $L_{0}^{2}(\mathcal{Y})$-metric (it is not a linear space) and $X^{*}=X \backslash\{0\}$. It should be noticed that $\omega_{0} \in X^{*}$ implies $\omega(t) \in X^{*} \forall t \geq 0$.

Let us define a family of maps $\left\{\mathcal{T}(t): X^{*} \rightarrow X^{*}, \quad t \geq 0\right\}$ by setting

$$
\begin{equation*}
\mathcal{T}(t) \omega_{0}=\omega(t, x) \quad \forall \omega_{0} \in X^{*} \tag{4.11}
\end{equation*}
$$

where $\omega \in C\left(\left[0,+\infty\left[, L_{0}^{2}(\mathcal{Y})\right)\right.\right.$ is the unique solution given by Theorem 3.14.
Lemma 4.3. The family of maps $\left\{\mathcal{T}(t): X^{*} \rightarrow X^{*}, \quad t \geq 0\right\}$ is a continuous nonlinear semigroup.

Proof. It is straightforward, and we leave it to the reader.
Remark 4.4. It is easy to see that if $\omega_{0}^{n} \rightarrow 0$ in $X$, then $\mathcal{T}(t)\left(\omega_{0}^{n}\right) \rightarrow 0 \forall t>0$. Hence the semigroup $\mathcal{T}$ is extended continuously to $X$ by defining $\mathcal{T}(t) 0=0$.

Let us consider the functional

$$
\mathcal{J}(\varphi)=\int_{\mathcal{Y}} S(\varphi) d y
$$

Obviously, $\mathcal{J}$ is continuous on $X$, and we have seen that $\mathcal{J}\left(\mathcal{T}(t)\left(\omega_{0}\right)\right)$ is a decreasing function of $t$ so that it is a Lyapunov functional for $\mathcal{T}$.

We define the $\Omega$-limit set for $\omega_{0}$ by

$$
\begin{equation*}
\Omega\left(\omega_{0}\right)=\left\{z \in X: \exists t_{n} \rightarrow+\infty \quad \text { such that } \quad \mathcal{T}\left(t_{n}\right) \omega_{0} \rightarrow z\right\} \equiv \bigcap_{s \geq 0} \overline{\bigcup_{t \geq s} \mathcal{T}(t)} \omega_{0} \tag{4.12}
\end{equation*}
$$

Proposition 4.5. For every $\omega_{0} \in X \cap \tilde{H}_{\text {per }}^{1}(\mathcal{Y}), \Omega\left(\omega_{0}\right)$ is a compact connected and nonempty subset of $X$. Furthermore, $\Omega\left(\omega_{0}\right)$ is $\mathcal{T}$-invariant and $\mathcal{J}$ has a constant value on it.

Proof. First, because of Proposition 4.2, the orbit of $\omega_{0}$ defined by $\gamma\left(\omega_{0}\right) \equiv$ $\left\{\mathcal{T}(t) \omega_{0}: \quad t \geq 0\right\}$ is relatively compact in $X$. Consequently, Proposition 4.5 is a direct consequence of Propositions 2.1 and 2.2 from Dafermos [4].

Our next goal is to describe $\Omega\left(\omega_{0}\right)$ in terms of statistical equilibrium. We will prove that any $\bar{\omega} \in \Omega\left(\omega_{0}\right)$ is a Gibbs state (as described in [11], [12]).

THEOREM 4.6. Let us consider $\omega_{0} \in X \cap \tilde{H}_{p e r}^{1}(\mathcal{Y})$, and let $\bar{\omega}$ be any element of $\Omega\left(\omega_{0}\right)$. Then there exist constants $\lambda>0$ and $C \in \mathbb{R}$ such that

$$
\begin{equation*}
\bar{\omega}=\tanh (\lambda \bar{\psi}+C) \quad \text { on } \quad \mathcal{Y} \tag{4.13}
\end{equation*}
$$

where $\bar{\psi}$ is the stream function associated with $\bar{\omega}$.
Furthermore, taking any sequence $\left\{t_{n}\right\}, t_{n} \rightarrow+\infty$ such that $\omega\left(t_{n}\right) \rightharpoonup \bar{\omega}$ weakly in $\tilde{H}_{\text {per }}^{1}(\mathcal{Y})$, we have $\beta\left(\omega\left(t_{n}\right)\right) \rightarrow \beta_{\infty}=-\lambda$.

Proof. From Proposition 4.2 we deduce that $\bar{\omega} \in X \cap \tilde{H}_{p e r}^{1}(\mathcal{Y})$. Let us now take $\bar{\omega}$ as initial datum and consider $\omega(t)=\mathcal{T}(t) \bar{\omega}$; we have $\omega \in C\left(\left[0,+\infty\left[, \tilde{H}_{p e r}^{1}(\mathcal{Y})\right)\right.\right.$.

Let us now consider the function

$$
F_{\delta}(t, y)=\frac{\nabla \omega(t, y)}{\sqrt{\left(1+\delta^{2}\right)-\omega^{2}}}, \quad \delta>0
$$

As $\delta \rightarrow 0,\left|F_{\delta}\right|$ is obviously increasing, and we know from the proof of Proposition 3.8 that

$$
\int_{0}^{t} \int_{\mathcal{Y}}\left|F_{\delta}(t, y)\right|^{2} d y d t \leq C \quad(\text { when } \delta \rightarrow 0)
$$

We deduce that there exists a function $\zeta(t, y) \in L^{2}(] 0, T[\times \mathcal{Y})$ such that $F_{\delta} \rightarrow \zeta$ a.e. on $] 0, T\left[\times \mathcal{Y}\right.$ and strongly in $L^{2}(] 0, T[\times \mathcal{Y})$.

Moreover $\zeta$ satisfies

$$
\left.\sqrt{1-\omega^{2}} \zeta=\nabla \omega \quad \text { a.e. on }\right] 0, T[\times \mathcal{Y}
$$

Now taking the limit $\delta \rightarrow 0$, we get from (3.11)

$$
A \int_{0}^{t} \int_{\mathcal{Y}} \zeta^{2} d y d \tau=\int_{\mathcal{Y}} S(\bar{\omega}) d y-\int_{\mathcal{Y}} S(\omega(t)) d y-A \int_{0}^{t} \int_{\mathcal{Y}} \beta(\omega) \omega^{2} d y d \tau \quad \forall t \geq 0
$$

Since $\mathcal{J}$ is constant on $\Omega\left(\omega_{0}\right)$, we have for all $t$

$$
\int_{0}^{t} \int_{\mathcal{Y}} \zeta^{2} d y d \tau=-\int_{0}^{t} \int_{\mathcal{Y}} \beta(\omega) \omega^{2} d y d \tau
$$

Taking the derivative with respect to $t$, we get

$$
\int_{\mathcal{Y}} \zeta^{2} d y=-\int_{\mathcal{Y}} \beta(\omega) \omega^{2} d y \quad \text { for almost all } t \geq 0
$$

Since

$$
\int_{\mathcal{Y}} \omega^{2} d y=\int_{\mathcal{Y}} \nabla \omega \cdot \nabla \psi d y=\int_{\mathcal{Y}} \zeta \sqrt{1-\omega^{2}} \nabla \psi d y
$$

and

$$
-\beta(\omega)=\frac{\int_{\mathcal{Y}} \omega^{2} d y}{\int_{\mathcal{Y}}\left(1-\omega^{2}\right)|\nabla \psi|^{2} d y}
$$

we get
$\left(\int_{\mathcal{Y}} \zeta^{2} d y\right)^{1 / 2}\left(\int_{\mathcal{Y}}\left(1-\omega^{2}\right)|\nabla \psi|^{2} d y\right)^{1 / 2}=\int_{\mathcal{Y}} \sqrt{1-\omega^{2}} \zeta \cdot \nabla \psi d y \quad$ for almost all $t \geq 0$.
Due to the Cauchy-Schwarz inequality, this is possible if and only if $\zeta$ and $\sqrt{1-\omega^{2}} \nabla \psi$ are (positively) colinear for almost all $t \geq 0$, which implies that $\nabla \omega$ and $\left(1-\omega^{2}\right) \nabla \psi$ are (positively) colinear a.e. on $\mathcal{Y}$ for almost all $t \geq 0$. But $\omega \in C\left(\left[0,+\infty\left[, \tilde{H}_{\text {per }}^{1}(\mathcal{Y})\right)\right.\right.$, and we deduce that $\nabla \bar{\omega}$ and $\left(1-\bar{\omega}^{2}\right) \nabla \bar{\psi}$ are (positively) colinear. Now, since $\nabla \bar{\omega} \not \equiv 0$ and $\left(1-\bar{\omega}^{2}\right) \nabla \psi \not \equiv 0$, we have

$$
\nabla \bar{\omega}=\lambda\left(1-\bar{\omega}^{2}\right) \nabla \bar{\psi} \quad \text { a.e. on } \mathcal{Y}, \text { with } \lambda>0
$$

This implies that $\nabla \bar{\omega} \in L^{\infty}(\mathcal{Y})^{2}$ so that $\bar{\omega}$ is Lipschitz continuous.
Let us now prove that $-1<\bar{\omega}<1$ on $\mathcal{Y}$. We define $\mathcal{Y}^{*}=\{y \in \mathcal{Y}:-1<\bar{\omega}(y)<$ $1\}, \mathcal{Y}^{*}$ is an open set of $\mathcal{Y}$. Let us assume that $\mathcal{Y}^{*} \neq \mathcal{Y}$ and take $y^{*} \in \partial \mathcal{Y}^{*}$. We denote by $\mathcal{Y}_{1}^{*}$ a connected component of $\mathcal{Y}^{*}$ such that $y^{*} \in \partial \mathcal{Y}_{1}^{*}$.

On $\mathcal{Y}_{1}^{*}$ we have

$$
\lambda \nabla \bar{\psi}=\frac{\nabla \bar{\omega}}{1-\bar{\omega}^{2}}
$$

i.e.,

$$
\nabla\left(\lambda \bar{\psi}-\frac{1}{2} \ln \frac{1+\bar{\omega}}{1-\bar{\omega}}\right)=0 \quad \text { on } \quad \mathcal{Y}_{1}^{*}
$$

that is,

$$
\bar{\omega}=\tanh (\lambda \bar{\psi}+C)
$$

but $\bar{\psi}$ is bounded so that $\bar{\omega}(y)$ cannot converge to 1 or -1 when $y \rightarrow y^{*}$. Thus $\mathcal{Y}^{*}=\mathcal{Y}$, and the above relationship holds on all $\mathcal{Y}$.

The proof of the last assertion is straightforward.
As a straightforward consequence of Theorem 4.6, we have the following.
Corollary 4.7. Any $\bar{\omega} \in \Omega\left(\omega_{0}\right)$ is a critical point of the variational problem (V.P.).

Remark 4.8. The variational problem (V.P.) always has solutions. Indeed, let us take $\omega_{0} \in L_{0}^{2}(\mathcal{Y})$ such that $-1 \leq \omega_{0} \leq 1$ a.e. We define the set

$$
\mathcal{E}=\left\{\omega \in L_{0}^{2}(\mathcal{Y}): \quad-1 \leq \omega_{0} \leq 1 \quad \text { a.e. and }\|\omega\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}=\left\|\omega_{0}\right\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}\right\}
$$

$\mathcal{E}$ is a compact subset of $L_{0}^{2}(\mathcal{Y})$ for the weak $L^{2}$-topology. Thus, the convex, positive, and weakly lower semicontinuous functional $\mathcal{J}(\omega)$ reaches its infimum on $\mathcal{E}$.

Theorem 4.7 shows that for $\omega_{0} \in X \cap \tilde{H}_{p e r}^{1}(\mathcal{Y}),(\mathcal{V} . \mathcal{P}$.$) has critical points such$ that $\|\omega\|_{L^{\infty}(\mathcal{Y})}<1$. This consequence is not trivial since nothing ensures a priori that the solution $\omega^{*}$ of ( $\mathcal{V} . \mathcal{P}$.) does not reach the values $\pm 1$.

Remark 4.9. Let us consider any critical point $\overline{\bar{\omega}} \neq 0$ such that

$$
\bar{\omega}=\tanh (\lambda \bar{\psi}+C), \quad \lambda>0 .
$$

Then, we have $\nabla \bar{\omega}=\lambda\left(1-\bar{\omega}^{2}\right) \nabla \bar{\psi}$ on $\mathcal{Y}$ so that

$$
\int_{\mathcal{Y}} \nabla \bar{\omega} \cdot \nabla \bar{\psi} d y=\lambda \int_{\mathcal{Y}}\left(1-\bar{\omega}^{2}\right)|\nabla \bar{\psi}|^{2} d y<\lambda \int_{\mathcal{Y}}|\nabla \bar{\psi}|^{2} d y
$$

and integrating by parts yields

$$
\lambda>\frac{\int_{\mathcal{Y}} \bar{\omega}^{2} d y}{\int_{\mathcal{Y}} \bar{\omega} \bar{\psi} d y} \geq 4 \pi^{2}=\lambda_{1}
$$

where $\lambda_{1}$ is the first eigenvalue of the operator $\mathcal{A}$.
Since $\bar{\omega}$ is a function of $\bar{\psi}$, we know that it is a stationary solution of incompressible Euler equations. But due to the above inequality we are in a situation where Arnold's stability criterion (see, e.g., chapter 3 in Marchioro and Pulvirenti [8]) does not apply.

Another related consequence is that the classical appeal to the free energy functional for studying ( $\mathcal{V} . \mathcal{P}$.$) fails.$

Indeed, let us consider the free energy functional

$$
\mathcal{F}(\xi) \equiv \mathcal{J}(\xi)-\frac{\lambda}{2}\|\xi\|_{\tilde{H}_{p e r}^{-1}(\mathcal{Y})}^{2}
$$

defined on $\left\{\omega \in L_{0}^{2}(\mathcal{Y}): \quad-1 \leq \omega \leq 1 \quad\right.$ a.e. $\}$.
It is easy to see that for $\lambda>\lambda_{1}, \mathcal{F}(\omega)$ need not be convex.
This situation is a special feature of the periodic geometry which, on one hand, simplifies the study of (1.1), getting rid of some intricacies connected with the boundary conditions. On the other hand it introduces a great complexity in the study of (V.P.), describing the statistical equilibrium: we never have a case where a simple criterion ensures existence of a unique critical point. The case of a bounded domain with boundary is quite different (see [11], [12], [17]).
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## SCATTERING THEORY FOR THE HARTREE EQUATION*

NAKAO HAYASHI ${ }^{\dagger}$, PAVEL I. NAUMKIN ${ }^{\ddagger}$, AND TOHRU OZAWA ${ }^{\S}$

Abstract. We study the scattering problem for the Hartree equation

$$
i \partial_{t} u=-\frac{1}{2} \Delta u+f\left(|u|^{2}\right) u, \quad(t, x) \in \mathbf{R} \times \mathbf{R}^{n}
$$

with initial data $u(0, x)=u_{0}(x), x \in \mathbf{R}^{n}$, where $f\left(|u|^{2}\right)=V *|u|^{2}, V(x)=\lambda|x|^{-1}, \lambda \in \mathbf{R}, n \geq 2$. We prove that for any $u_{0} \in H^{0, \gamma} \cap H^{\gamma, 0}$, with $\frac{1}{2}<\gamma<\frac{n}{2}$, such that the value $\epsilon=\left\|u_{0}\right\|_{0, \gamma}+\left\|u_{0}\right\|_{\gamma, 0}$ is sufficiently small, there exist unique $u_{ \pm} \in H^{\sigma, 0} \cap H^{0, \sigma}$ with $\frac{1}{2}<\sigma<\gamma$ such that for all $|t| \geq 1$

$$
\left\|u(t)-\exp \left(\mp i f\left(\left|\hat{u}_{ \pm}\right|^{2}\right)\left(\frac{x}{t}\right) \log |t|\right) U(t) u_{ \pm}\right\|_{L^{2}} \leq C \epsilon|t|^{-\mu+7 \nu}
$$

where $\mu=\min \left(1, \frac{\gamma}{2}\right), 0<\nu<\min \left(1, \frac{\gamma-\sigma}{12}\right), \hat{\varphi}$ denotes the Fourier transform of $\varphi, U(t)$ is the free Schrödinger evolution group, and $H^{m, s}$ is the weighted Sobolev space defined by

$$
H^{m, s}=\left\{\varphi \in \mathcal{S}^{\prime} ;\|\varphi\|_{m, s}=\left\|\left(1+|x|^{2}\right)^{s / 2}(1-\Delta)^{m / 2} \varphi\right\|_{L^{2}}<\infty\right\}
$$
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1. Introduction. This paper is devoted to the study of the asymptotic behavior for large time of solutions to the Cauchy problem for the Hartree equation

$$
\left\{\begin{array}{l}
i \partial_{t} u=-\frac{1}{2} \Delta u+f\left(|u|^{2}\right) u, \quad(t, x) \in \mathbf{R} \times \mathbf{R}^{n},  \tag{1.1}\\
u(0, x)=u_{0}(x), \quad x \in \mathbf{R}^{n}
\end{array}\right.
$$

where

$$
f\left(|u|^{2}\right)=V *|u|^{2}=\int V(x-y)|u|^{2}(y) d y, \quad V(x)=\lambda|x|^{-1}, \quad \lambda \in \mathbf{R}, \quad \text { and } \quad n \geq 2
$$

There is a large amount of literature on the Cauchy problem (1.1) and the asymptotic behavior in time of solutions for (1.1) with $\lambda>0$ (see $[2,3,4,6,7,8,9,10,11,12$, $13,14,15,16,18,19,20,22]$ ). The nonlinearity in equation (1.1) is critical from the point of view of large time asymptotic behavior of solutions since the $L^{2}$ norm of the nonlinear term is not integrable in time at infinity. The scattering problem for (1.1) has been studied in the framework of the nonexistence of scattering states [14] and of the existence of modified wave operators [6]. If the initial data is $u_{0}, x u_{0} \in L^{2}$. Some time decay estimates of the nonlinearity $f\left(|u|^{2}\right)$ in $L^{p}$ norms were obtained in [3] by using the pseudoconformal conservation law, and it was proved in papers [18, 19] that for large time the potential $t f\left(|u(t, t x)|^{2}\right)$ behaves as the Coulomb potential $\frac{1}{|x|}$. It

[^74]seems that the decay rates of solutions to (1.1) obtained in $[3,4,8,9,11,13]$ through the pseudoconformal conservation law are not sufficient to obtain the existence and uniqueness of the modified scattering states (see [16] for a study in this direction). The only exception is [10], where the existence of solutions with the same decay rate as in the free case is proved and the asymptotic profile of the solutions is obtained. In the present paper we propose a new setting for the study of large time behavior of solutions to (1.1) to make clear the connection with the theory of long range scattering for (1.1). Although the method of the present paper follows [10], the argument here is different from the previous one in some respects and requires a number of sharp estimates. Our approach here is based on the sharp $L^{p}$ estimates of the time decay rate of the solutions to the Cauchy problem (1.1). As far as we know there are no other results concerning the sharp $L^{p}$ time decay estimates of solutions to the Cauchy problem (1.1) for the critical case in higher space dimensions under consideration. To derive the desired $L^{p}$ estimates of the solutions we have to introduce a certain phase function since the previous methods [4, 11, 12] based solely on the a priori estimates of the $L^{2}$ norm of $(x+i t \nabla) u(t)$ without specifying any phase function do not work for the critical case. Also we extensively use an explicit representation of the free Schrödinger evolution group (see formula (1.4) below). We note that the method presented here is general enough since it is also applicable to a wide class of nonlinear Schrödinger equations with derivatives in the nonlinear term.

We denote by $\mathcal{F} \varphi$ or $\hat{\varphi}$ the Fourier transform of $\varphi$ defined by

$$
\mathcal{F} \varphi(\xi)=\frac{1}{(2 \pi)^{\frac{n}{2}}} \int e^{-i x \xi} \varphi(x) d x
$$

and let $\mathcal{F}^{-1} \varphi(x)$ be the inverse Fourier transform of $\varphi$ :

$$
\mathcal{F}^{-1} \varphi(x)=\frac{1}{(2 \pi)^{\frac{n}{2}}} \int e^{i x \xi} \varphi(\xi) d \xi
$$

The free Schrödinger evolution group $U(t)=e^{\frac{i t}{2} \Delta}$ is given by

$$
U(t) \varphi=\frac{1}{(2 \pi i t)^{\frac{n}{2}}} \int e^{\frac{i(x-y)^{2}}{2 t}} \varphi(y) d y=\mathcal{F}^{-1} e^{-\frac{i t}{2} \xi^{2} \mathcal{F} \varphi . . . . . . .}
$$

We define the weighted Sobolev space $H^{m, s}$ by $H^{m, s}=\left\{\varphi \in \mathcal{S}^{\prime} ;\|\varphi\|_{m, s}=\|(1+\right.$ $\left.\left.|x|^{2}\right)^{s / 2}(1-\Delta)^{m / 2} \varphi \|<\infty\right\}$, where $m, s \in \mathbf{R}$ and $\|\cdot\|$ denotes the usual $L^{2}$ norm.

We now state our results in this paper.
THEOREM 1.1. We assume that $u_{0} \in H^{\gamma, 0} \cap H^{0, \gamma}$ and $\epsilon=\left\|u_{0}\right\|_{\gamma, 0}+\left\|u_{0}\right\|_{0, \gamma}$ is sufficiently small, where $\frac{1}{2}<\gamma<\frac{n}{2}$, $n \geq 2$.

Then there exists a unique global solution $u$ of the Hartree equation (1.1) such that $u \in C\left(\mathbf{R} ; H^{\gamma, 0} \cap H^{0, \gamma}\right)$ and

$$
\sup _{\alpha \in\left[\frac{1}{2}, \sigma\right]} \sup _{t \in \mathbf{R}}(1+|t|)^{\alpha}\|u(t)\|_{p(\alpha)} \leq C \epsilon
$$

where $\frac{1}{2}<\sigma<\gamma, p(\alpha)=\frac{2 n}{n-2 \alpha}$.
Theorem 1.2. Let $u$ be the solution of (1.1) obtained in Theorem 1.1.
Then for any initial data $u_{0}$ satisfying the conditions of Theorem 1.1, there exist unique functions $u_{ \pm} \in H^{\sigma, 0} \cap H^{0, \sigma}, \frac{1}{2}<\sigma<\gamma$, such that for all $|t| \geq 1$

$$
\begin{equation*}
\left\|u(t)-\exp \left(\mp i f\left(\left|\hat{u}_{ \pm}\right|^{2}\right)\left(\frac{x}{t}\right) \log |t|\right) U(t) u_{ \pm}\right\| \leq C \epsilon|t|^{-\mu+7 \nu} \tag{1.2}
\end{equation*}
$$

where $\mu=\min \left(1, \frac{\gamma}{2}\right), 0<\nu<\min \left(1, \frac{\gamma-\sigma}{12}\right)$.
In the previous paper [10] the following results were shown. When the initial data $u_{0} \in H^{\gamma, 0} \cap H^{0, \gamma}$, where $\gamma>\frac{n}{2}$, are such that the norm $\epsilon=\left\|u_{0}\right\|_{\gamma, 0}+\left\|u_{0}\right\|_{0, \gamma}$ is sufficiently small, then there exists a unique global solution $u$ of the Hartree equation (1.1) such that $u \in C\left(\mathbf{R} ; H^{\gamma, 0} \cap H^{0, \gamma}\right)$ and $\|u(t)\|_{\infty} \leq C \epsilon(1+|t|)^{-n / 2}$. Moreover there exist unique functions $\Phi \in L^{\infty}$ and $\hat{u}_{+} \in L^{\infty} \cap L^{2}$ such that $\| \int_{1}^{t} f\left(|\hat{u}(\tau)|^{2}\right) \frac{d \tau}{\tau}-$ $f\left(\left|\hat{u}_{+}\right|^{2}\right) \log t-\Phi \|_{\infty} \leq C \epsilon t^{-\xi \eta}$ and $\left\|\mathcal{F}(U(-t) u)(t) \exp \left(i \int_{1}^{t} f\left(|\hat{u}(\tau)|^{2}\right) \frac{d \tau}{\tau}\right)-\hat{u}_{+} e^{i \Phi}\right\|_{k}$ $\leq C \epsilon t^{-\xi}$ for $t \geq 1$, where $k=2$ or $\infty, 0<\eta<\frac{2}{n}, 2 \xi+\frac{n}{2}<\gamma$, and $0<\xi<1$. Furthermore the following asymptotic formula is valid for large time $t$ uniformly with respect to $x \in \mathbf{R}^{n}$ :

$$
\begin{equation*}
u(t, x)=\frac{1}{(2 \pi i t)^{\frac{n}{2}}} \hat{u}_{+}\left(\frac{x}{t}\right) \exp \left(i \frac{x^{2}}{2 t}-i f\left(\left|\hat{u}_{+}\right|^{2}\right)\left(\frac{x}{t}\right) \log t\right)+O\left(\epsilon t^{-\frac{n}{2}-\xi \eta}\right) \tag{1.3}
\end{equation*}
$$

with the estimate $\left\|\mathcal{F}(U(-t) u)(t)-\hat{u}_{+} \exp \left(-i f\left(\left|\hat{u}_{+}\right|^{2}\right) \log t\right)\right\|_{k} \leq C \epsilon t^{-\xi \eta}$, where $k=2$ or $\infty$. If we write formula (1.3) in the form

$$
u(t, x)=\exp \left(-i f\left(\left|\hat{u}_{+}\right|^{2}\right)\left(\frac{x}{t}\right) \log t\right) U(t) u_{+}+O\left(\epsilon t^{-\frac{n}{2}-\xi \eta}\right)
$$

then we get the inequality

$$
\left\|u(t)-\exp \left(-i f\left(\left|\hat{u}_{+}\right|^{2}\right)\left(\frac{x}{t}\right) \log t\right) U(t) u_{+}\right\|_{\infty} \leq C \epsilon t^{-\frac{n}{2}-\xi \eta}
$$

which is similar to (1.2) but gives the estimate in the uniform norm. The setting in Theorem 1.2 fits more closely to the theory of long-range scattering developed in [6], where the existence of modified wave operators for (1.1) has been proved. Roughly speaking, the result of Theorem 1.2 implies the asymptotic completeness of the modified wave operators. Another advantage of the setting in Theorem 1.2 over the previous one in [10] is that for the $L^{2}$ theory of scattering one needs only the requirement $\gamma>\frac{1}{2}$ for the index of the weighted Sobolev spaces as compared to the previous assumption, namely $\gamma>\frac{n}{2}$.

We organize our paper as follows. Below we explain the necessary notations and then in section 2 we give some preliminary results. In Lemma 2.1 we formulate wellknown embedding results for the Sobolev spaces. Lemma 2.2 gives the sharp time decay estimate of the $L^{p}$ norm of the function in terms of the free evolution group $U(t)$. In Lemma 2.3 we prove the estimates of the nonlinearity of equation (1.1) in the weighted Sobolev spaces. In section 3 we prove Theorems 1.1 and 1.2 by using a priori estimates of the solutions obtained in Lemma 3.2 in a space $X_{T}$. The function space $X_{T}$ is the following:

$$
\begin{aligned}
X_{T} & =X_{T}^{\nu}=\left\{\varphi \in C\left([-T, T] ; \mathcal{S}^{\prime}\right) ;\left\|\left||\varphi|\left\|_{X_{T}}=\sup _{t \in[-T, T]}(1+|t|)^{-\nu}\right\| \varphi(t) \|_{\gamma, 0}\right.\right.\right. \\
& \left.+\sup _{t \in[-T, T]}(1+|t|)^{-\nu}\|U(-t) \varphi(t)\|_{0, \gamma}+\sup _{\alpha \in\left[\frac{1}{2}, \sigma\right]} \sup _{t \in[-T, T]}(1+|t|)^{\alpha}\|\varphi(t)\|_{p(\alpha)}<\infty\right\}
\end{aligned}
$$

where $p(\alpha)=\frac{2 n}{n-2 \alpha}, \frac{1}{2}<\sigma<\gamma<\frac{n}{2}, 0<\nu<\min \left(1, \frac{\gamma-\sigma}{12}\right)$.
We consider below the case $t>0$ since the opposite case is treated analogously.
Notation and function spaces. We let $\partial_{j}=\partial / \partial x_{j}, \partial^{l}=\partial_{1}^{l_{1}} \cdots \partial_{n}^{l_{n}}, l \in(\mathbf{N} \cup$ $\{0\})^{n}, M=M(t)=\exp \left(i x^{2} / 2 t\right), J_{j}=J_{j}(t)=\left(x_{j}+i t \partial_{j}\right)=U(t) x_{j} U(-t), J=$
$\left(J_{1}, \ldots, J_{n}\right)=U(t) x U(-t)$, and $|J|^{\zeta}=U(t)|x|^{\zeta} U(-t), \zeta \in[0, \infty)$. We introduce some function spaces. As usual, $L^{p}=\left\{\varphi \in \mathcal{S}^{\prime} ;\|\varphi\|_{p}<\infty\right\}$, where $\|\varphi\|_{p}=\left(\int|\varphi(x)|^{p} d x\right)^{\frac{1}{p}}$ if $1 \leq p<\infty$ and $\|\varphi\|_{\infty}=\operatorname{ess} . \sup \left\{|\varphi(x)| ; x \in \mathbf{R}^{n}\right\}$ if $p=\infty$. For simplicity we let $\|\varphi\|=\|\varphi\|_{2}$. The weighted Sobolev space $H_{p}^{m, s}$ is defined by $H_{p}^{m, s}=\{\varphi \in$ $\left.\mathcal{S}^{\prime} ;\|\varphi\|_{m, s, p}=\left\|\left(1+|x|^{2}\right)^{s / 2}(1-\Delta)^{m / 2} \varphi\right\|_{p}<\infty\right\}, m, s \in \mathbf{R}, 1 \leq p \leq \infty$; also for simplicity we denote $H^{m, s}=H_{2}^{m, s},\|\cdot\|_{m, s}=\|\cdot\|_{m, s, 2}$. We let $(\psi, \varphi)=\int \psi \cdot \bar{\varphi} d x$. Denote by $\dot{B}_{p, q}^{s}$ the homogeneous Besov space with the seminorm

$$
\|\psi\|_{\dot{B}_{p, q}^{s}}=\left(\int_{0}^{\infty} y^{-1-\xi q} \sup _{|z| \leq y} \sum_{|k| \leq[s]}\left\|\partial^{k}\left(\psi_{(z)}-\psi\right)\right\|_{p}^{q} d y\right)^{\frac{1}{q}},
$$

where $s=[s]+\xi, 0<\xi<1, \psi_{(z)}(x)=\psi(x+z)$, and $[s]$ is the largest integer less than $s$. We note that the seminorm of $\dot{B}_{2,2}^{\gamma}$ is equivalent to that of the homogeneous Sobolev space $\dot{H}^{\gamma, 0}$, where $\dot{H}^{s, m}=\left\{\varphi \in \mathcal{S}^{\prime} ;\|\varphi\|_{\dot{H}^{s, m}}=\left\||x|^{s}(-\Delta)^{m / 2} \varphi\right\|<\infty\right\}$ (see [1]). We let $C(I ; E)$ be the space of continuous functions from an interval $I$ to a Banach space $E$. Different positive constants might be denoted by the same letter $C$.

Note that the free Schrödinger evolution group can be represented as $U(t)=$ $M(t) D(t) \mathcal{F} M(t)$, where $D(t)$ is the dilation operator defined by $(D(t) \psi)(x)=$ (it) ${ }^{-\frac{n}{2}} \psi\left(\frac{x}{t}\right)$ and

$$
\begin{equation*}
U(-t)=M(-t) \mathcal{F}^{-1} D(t)^{-1} M(-t)=M(-t) i^{n} \mathcal{F}^{-1} D\left(\frac{1}{t}\right) M(-t), \tag{1.4}
\end{equation*}
$$

since $D(t)^{-1}=i^{n} D\left(\frac{1}{t}\right)$. By using the above identities we easily get

$$
\begin{aligned}
J_{j}(t) & \left.=U(t) x_{j} U(-t)=M(t) D(t) \mathcal{F} M(t) x_{j} M(-t) \mathcal{F}^{-\infty}\right\rangle \backslash \mathcal{D}\left(\frac{\infty}{\sqcup}\right) \mathcal{M}(-\sqcup) \\
& =M(t) D(t) i^{n}\left(i \partial_{j}\right) D\left(\frac{1}{t}\right) M(-t)=M(t) D(t) i^{n} D\left(\frac{1}{t}\right)\left(i t \partial_{j}\right) M(-t) \\
& =M(t)\left(i t \partial_{j}\right) M(-t) \text { and }|J|^{\zeta}(t)=M(t)\left(-t^{2} \Delta\right)^{\frac{\zeta}{2}} M(-t), \zeta \in[0, \infty) .
\end{aligned}
$$

## 2. Preliminaries.

Lemma 2.1. Let $q, r$ be any numbers satisfying $1 \leq q, r \leq \infty$, and let $j, m$ be any real numbers satisfying $0 \leq j<m$. If $u \in H_{r}^{m, 0}\left(\mathbf{R}^{n}\right) \cap L^{q}\left(\mathbf{R}^{n}\right)$, then the following inequality is valid:

$$
\begin{equation*}
\left\|(-\Delta)^{j / 2} u\right\|_{p} \leq C\left\|(-\Delta)^{m / 2} u\right\|_{r}^{a}\|u\|_{q}^{1-a}, \tag{2.1}
\end{equation*}
$$

where $C$ is a constant depending only on $n, m, j, q, r, a$. Here $p \geq 1$ is such that $\frac{1}{p}=\frac{j}{n}+a\left(\frac{1}{r}-\frac{m}{n}\right)+\frac{1-a}{q}$ and the parameter $a$ is any from the interval $\frac{j}{m} \leq a \leq 1$, with the following exception: if the value $m-j-\frac{n}{r}$ is a nonnegative integer, then the parameter $a$ is any from the interval $\frac{j}{m} \leq a<1$.

For proof of Lemma 2.1, see, e.g., [5, 21].
Lemma 2.2. We let $u(t, x)$ be a smooth function. Then we have the estimate

$$
\|u(t)\|_{p(\alpha)} \leq C|t|^{-\alpha}\|\mathcal{F} U(-t) u(t)\|_{p(\alpha)}+C|t|^{-\alpha-\varrho}\|U(-t) u(t)\|_{0, \gamma} f o r|t| \geq 1,
$$

where $p(\alpha)=\frac{2 n}{n-2 \alpha}, \alpha \in\left[\frac{1}{2}, \frac{n}{2}\right), n \geq 2, \varrho \in[0,1], \gamma=\alpha+2 \varrho$.

Remark. We will show (see Lemma 3.2 below) that the norm $\|\mathcal{F} U(-t) u(t)\|_{p(\alpha)}$ does not grow with time and the norm $\|U(-t) u(t)\|_{0, \gamma}$ grows a little with time; i.e., it obeys the estimate $\|U(-t) u(t)\|_{0, \gamma} \leq C(1+|t|)^{\nu}$, where $0<\nu<\min \left(1, \frac{\gamma-\alpha}{12}\right)$. Therefore Lemma 2.2 gives us the estimate of the decay rate of the solution $u$ of the Cauchy problem (1.1).

Proof. We have the identity, with $v(t)=U(-t) u(t)$ and $w(t, x)=\left(e^{\frac{i x^{2}}{2 t}}-1\right) v(t, x)$,

$$
\begin{align*}
u(t) & =U(t) v(t)=M(t) D(t) \mathcal{F} v(t)+M(t) D(t) \mathcal{F}(M(t)-1) v(t) \\
& =\frac{e^{\frac{i x^{2}}{2 t}}}{(2 \pi i t)^{\frac{n}{2}}} \int e^{-i y \frac{x}{t}} v(t, y)\left(1+\left(e^{\frac{i y^{2}}{2 t}}-1\right)\right) d y \\
& =\frac{e^{\frac{i x^{2}}{2 t}}}{(i t)^{\frac{n}{2}}}\left(\hat{v}\left(t, \frac{x}{t}\right)+\hat{w}\left(t, \frac{x}{t}\right)\right) \tag{2.2}
\end{align*}
$$

We get the estimate

$$
\begin{equation*}
\left|e^{\frac{i y^{2}}{2 t}}-1\right|=2\left|\sin \frac{y^{2}}{4 t}\right| \leq \min \left(2, \frac{|y|^{2}}{2|t|}\right) \leq 2^{1-2 \varrho} \frac{|y|^{2 \varrho}}{|t|^{\varrho}} \tag{2.3}
\end{equation*}
$$

for any $\varrho$ satisfying $0 \leq \varrho \leq 1$, and by a direct calculation we see that

$$
\begin{equation*}
\left|f\binom{\cdot}{\bar{t}}\left\|_{p}=|t|^{n / p}\right\| f \|_{p}\right. \tag{2.4}
\end{equation*}
$$

Applying equality (2.4) and estimate (2.3) to identity (2.2) and using Lemma 2.1 with $p=p(\alpha), a=1, r=2, j=0, m=\alpha$, we get

$$
\begin{aligned}
\|u(t)\|_{p} & \leq C|t|^{-\alpha}\left(\|\hat{v}(t)\|_{p}+\|\hat{w}(t)\|_{p}\right) \leq C|t|^{-\alpha}\left(\|\hat{v}(t)\|_{p}+\|\hat{w}(t)\|_{\alpha, 0}\right) \\
& \leq C|t|^{-\alpha}\left(\|\hat{v}(t)\|_{p}+\|w(t)\|_{0, \alpha}\right) \leq C|t|^{-\alpha}\left(\|\hat{v}(t)\|_{p}+|t|^{-\varrho}\|v(t)\|_{0, \gamma}\right)
\end{aligned}
$$

This implies the lemma.
Lemma 2.3. We let $u(t, x)$ be a smooth function and $0<\gamma<\frac{n}{2}$. Then the following estimates are valid:

$$
\left|\operatorname{Im}\left(|x|^{\gamma} U(-t) f\left(|u|^{2}\right) u(t),|x|^{\gamma} U(-t) u(t)\right)\right| \leq C\|u\|_{2 n /(n-1)}^{2}\|U(-t) u\|_{\dot{H}^{0, \gamma}}^{2}
$$

and

$$
\left|\operatorname{Im}\left((-\Delta)^{\gamma / 2} f\left(|u|^{2}\right) u(t),(-\Delta)^{\gamma / 2} U(-t) u(t)\right)\right| \leq C\|u\|_{2 n /(n-1)}^{2}\|u\|_{\dot{H}^{\gamma, 0}}^{2}
$$

Proof. Let us only consider the case $0<\gamma<1$ since the other cases are treated analogously. By the relation $M(t)\left(-t^{2} \Delta\right)^{\gamma / 2} M(-t)=U(t)|x|^{\gamma} U(-t)$, we have, with $g=M(-t) u$ and $f=f\left(|u|^{2}\right)=f\left(|g|^{2}\right)$,

$$
\begin{aligned}
& \left|\operatorname{Im}\left(|x|^{\gamma} U(-t) f\left(|u|^{2}\right) u,|x|^{\gamma} U(-t) u\right)\right|=\left|\operatorname{Im}\left(\left(-t^{2} \Delta\right)^{\gamma / 2} f g,\left(-t^{2} \Delta\right)^{\gamma / 2} g\right)\right| \\
& \quad=\left|\operatorname{Im}\left(\left(-t^{2} \Delta\right)^{\gamma / 2} f g-f\left(-t^{2} \Delta\right)^{\gamma / 2} g,\left(-t^{2} \Delta\right)^{\gamma / 2} g\right)\right| \\
& \quad \leq C\|g\|_{2 n /(n-2 \gamma)}\left\|\left(-t^{2} \Delta\right)^{\gamma / 2} f\right\|_{n / \gamma}\left\|\left(-t^{2} \Delta\right)^{\gamma / 2} g\right\|,
\end{aligned}
$$

where we have used the fractional Leibniz rule which is proved in [17]. Since $f=$ $V *|u|^{2}=C(-\Delta)^{-(n-1) / 2}|g|^{2}$ with a certain constant $C$ (see [21]) we obtain by

Lemma 2.1, with $j=0, m=n-1-\gamma, p=\frac{n}{\gamma}, r=\frac{n}{n-1}, a=1$,

$$
\begin{aligned}
& \left|\operatorname{Im}\left(|x|^{\gamma} U(-t)\left(V *|u|^{2}\right) u,|x|^{\gamma} U(-t) u\right)\right| \\
& \quad \leq C|t|^{\gamma}\|g\|_{2 n /(n-2 \gamma)}\left\|(-\Delta)^{-(n-1-\gamma) / 2}|g|^{2}\right\|_{n / \gamma}\left\||x|^{\gamma} U(-t) u\right\| \\
& \quad \leq C|t|^{\gamma}\|g\|_{2 n /(n-2 \gamma)}\|u\|_{2 n /(n-1)}^{2}\left\||x|^{\gamma} U(-t) u\right\| \\
& \quad \leq C\|u\|_{2 n /(n-1)}^{2}\|U(-t) u\|_{\dot{H}^{0, \gamma}}^{2} .
\end{aligned}
$$

The second estimate of the lemma follows from the same argument as in the proof of the first one, so we omit it.
3. Proofs of Theorems 1.1 and 1.2. Below we follow the notation in the statement of Theorems 1.1 and 1.2 without further comments. To clarify the idea of the proof of the theorems we only show a priori estimates of local solutions to (1.1). For that purpose we use the following local existence theorem.

THEOREM 3.1. We assume that the initial data $u_{0} \in H^{\gamma, 0} \cap H^{0, \gamma}$, where $\frac{1}{2}<$ $\gamma<\frac{n}{2}$, are such that the norm $\epsilon=\left\|u_{0}\right\|_{\gamma, 0}+\left\|u_{0}\right\|_{0, \gamma}$ is sufficiently small. Then there exists a finite time interval $[-T, T]$ with $T>1$ such that there exists a unique solution $u \in C\left([-T, T] ; H^{\gamma, 0} \cap H^{0, \gamma}\right)$ of the Cauchy problem (1.1).

For the proof of Theorem 3.1, see, e.g., $[3,8,15]$.
Lemma 3.2. Let $u$ be the local solutions to (1.1) stated in Theorem 3.1. Then for all $t \in[-T, T]$ we have the following estimates:

$$
\begin{equation*}
(1+|t|)^{-\nu}\left(\|u(t)\|_{\gamma, 0}+\|U(-t) u(t)\|_{0, \gamma}\right)<2 \epsilon \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{\alpha \in\left[\frac{1}{2}, \sigma\right]}(1+|t|)^{\alpha}\|u(t)\|_{p(\alpha)}<\sqrt{\epsilon} \tag{3.2}
\end{equation*}
$$

where $\frac{1}{2}<\sigma<\gamma, p(\alpha)=\frac{2 n}{n-2 \alpha}$.
Proof. On the contrary, let at least one of the estimates (3.1) or (3.2) be violated in the whole time interval $[-T, T]$. Via the continuity of the norms in the left-hand sides of (3.1) and (3.2), we can find a maximal-time interval $\left[-T_{0}, T_{0}\right]$ such that

$$
\begin{array}{r}
(1+|t|)^{-\nu}\left(\|u(t)\|_{\gamma, 0}+\|U(-t) u(t)\|_{0, \gamma}\right) \leq 2 \epsilon \text { and }  \tag{3.3}\\
\sup _{\alpha \in\left[\frac{1}{2}, \sigma\right]}(1+|t|)^{\alpha}\|u(t)\|_{p(\alpha)} \leq \sqrt{\epsilon}
\end{array}
$$

for all $t \in\left[-T_{0}, T_{0}\right]$. By using the commutation relation $\left[L,|J|^{\gamma}\right]=0$, where $L=$ $i \partial_{t}+\frac{1}{2} \Delta$, we get from the Hartree equation (1.1) $L|J|^{\gamma} u=|J|^{\gamma} f\left(|u|^{2}\right) u$. Multiplying both sides of this equation by $\overline{|J|^{\gamma} u}$ and using Lemma 2.3, we obtain

$$
\left\||J|^{\gamma} u(t)\right\|^{2} \leq\left\||x|^{\gamma} u_{0}\right\|^{2}+C \int_{0}^{t}\|u(s)\|_{2 n /(n-1)}^{2}\left\||J|^{\gamma} u(s)\right\|^{2} d s
$$

We use the estimate $\|u(t)\|_{p\left(\frac{1}{2}\right)} \leq 2 \sqrt{\epsilon}(1+|t|)^{-\frac{1}{2}}$, which follows from (3.3), to get

$$
\left\||J|^{\gamma} u(t)\right\|^{2} \leq\left\||x|^{\gamma} u_{0}\right\|^{2}+C \epsilon \int_{0}^{t}(1+s)^{-1}\left\||J|^{\gamma} u(s)\right\|^{2} d s
$$

whence via Gronwall's inequality we find the estimate $\left\||J|^{\gamma} u(t)\right\| \leq\left\||x|^{\gamma} u_{0}\right\|(1+t)^{\nu}$, which implies

$$
\begin{equation*}
(1+t)^{-\nu}\left\||x|^{\gamma} U(-t) u(t)\right\| \leq\left\||x|^{\gamma} u_{0}\right\| \tag{3.4}
\end{equation*}
$$

Here $\nu$ is given explicitly by $\nu=C \epsilon$, where $C$ is the same as above and therefore dependent only on $n$ and $\gamma$. We may therefore take $\nu$ as small as we like by taking $\epsilon$ sufficiently small. In particular, we may always take $\nu$ in the range as in the statement of the theorem at the cost of taking $\epsilon$ accordingly small. In the same way as in the proof of (3.4), we have $(1+t)^{-\nu}\|u(t)\|_{\gamma, 0} \leq\left\|u_{0}\right\|_{\gamma, 0}$, whence the first estimate (3.1) of the lemma follows on the time interval $\left[-T_{0}, T_{0}\right]$. By Lemma 2.1 and estimate (3.3) we have

$$
\begin{equation*}
\sup _{\alpha \in\left[\frac{1}{2}, \sigma\right]} \sup _{t \in[-1,1]}(1+|t|)^{\alpha}\|u(t)\|_{p(\alpha)} \leq C \epsilon<\sqrt{\epsilon} \tag{3.5}
\end{equation*}
$$

Now let us consider $t \geq 1$. From Lemma 2.2 and estimate (3.3) it follows that

$$
\begin{equation*}
\|u(t)\|_{p(\alpha)} \leq C \epsilon t^{-\alpha-\beta+\nu}+C t^{-\alpha}\|\mathcal{F} U(-t) u(t)\|_{p(\alpha)} \tag{3.6}
\end{equation*}
$$

for any $\alpha \in\left[\frac{1}{2}, \sigma\right]$, where $\beta=\min \left(1, \frac{\gamma-\sigma}{2}\right), 0<\nu<\beta / 6$. Multiplying both sides of (1.1) by $U(-t)$, we obtain $i(U(-t) u(t))_{t}+U(-t) f\left(|u|^{2}\right) u=0$, whence in view of identity (1.4) we have

$$
\begin{equation*}
i \hat{v}_{t}-t^{-1} f\left(|\hat{v}|^{2}\right) \hat{v}=t^{-1}\left(I_{1}(t)+I_{2}(t)\right) \tag{3.7}
\end{equation*}
$$

where

$$
\begin{gathered}
I_{1}(t)=\mathcal{F}(M(-t)-1) \mathcal{F}^{-1} f\left(|\mathcal{F} M(t) v|^{2}\right) \mathcal{F} M(t) v \\
I_{2}(t)=f\left(|\mathcal{F} M(t) v|^{2}\right) \mathcal{F} M(t) v-f\left(|\hat{v}|^{2}\right) \hat{v}
\end{gathered}
$$

Introducing a new dependent variable $\hat{w}=\hat{v} B(t)$, where $B(t)=\exp \left(i \int_{1}^{t} f\left(|\hat{v}|^{2}\right) \frac{d \tau}{\tau}\right)$, we write (3.7) in the form $i \hat{w}_{t}=B(t) t^{-1}\left(I_{1}(t)+I_{2}(t)\right)$, whence, integrating with respect to $t$ from 1 to $t$, we get

$$
\begin{equation*}
\hat{w}(t)=\hat{w}(1)-i \int_{1}^{t} B(\tau)\left(I_{1}(\tau)+I_{2}(\tau)\right) \frac{d \tau}{\tau} \tag{3.8}
\end{equation*}
$$

In the same way as in the proof of Lemma 2.3, we have, with $\frac{1}{2}<\theta \leq \gamma$ (we now let $\gamma<1$ since the case $1 \leq \gamma<\frac{n}{2}$ is treated analogously),

$$
\begin{align*}
&\left\|f\left(h_{1} h_{2}\right) h_{3}\right\|_{\theta, 0} \leq C\left(\|f\|_{\infty}\left\|h_{3}\right\|+\left\|(-\Delta)^{\theta / 2}\left(f h_{3}\right)\right\|\right) \\
& \leq C\left(\|f\|_{\infty}\left\|h_{3}\right\|+\left\|(-\Delta)^{\theta / 2}\left(f h_{3}\right)-f(-\Delta)^{\theta / 2} h_{3}\right\|+\left\|f(-\Delta)^{\theta / 2} h_{3}\right\|\right) \\
& \quad \leq C\left(\|f\|_{\infty}\left\|h_{3}\right\|_{\theta, 0}+\left\|h_{3}\right\|_{p(\theta)}\left\|(-\Delta)^{\theta / 2} f\right\|_{n / \theta}\right) \\
& \quad \leq C\left(\|f\|_{\infty}\left\|h_{3}\right\|_{\theta, 0}+\left\|h_{3}\right\|_{p(\theta)}\left\|(-\Delta)^{-(n-1-\theta) / 2} h_{1} h_{2}\right\|_{n / \theta}\right) \\
& \quad \leq C\left\|h_{3}\right\|_{\theta, 0}\left(\|f\|_{\infty}+\left\|h_{1}\right\|_{p\left(\frac{1}{2}\right)}\left\|h_{2}\right\|_{p\left(\frac{1}{2}\right)}\right) \\
& \leq C\left\|h_{3}\right\|_{\theta, 0}\left(\left\|h_{1}\right\|_{q}\left\|h_{2}\right\|_{q}+\left\|h_{1}\right\|_{r}\left\|h_{2}\right\|_{r}+\left\|h_{1}\right\|_{\frac{1}{2}, 0}\left\|h_{2}\right\|_{\frac{1}{2}, 0}\right) \leq C \prod_{j=1}^{3}\left\|h_{j}\right\|_{\theta, 0} \tag{3.9}
\end{align*}
$$

where $q<p\left(\frac{1}{2}\right)<r<p(\theta)$. We use (3.9) and (2.3) to obtain, with $h=M(t) v$ and $0 \leq \theta \leq \sigma$,

$$
\begin{align*}
\left\|I_{1}(t)\right\|_{\theta, 0} & \leq C\left\|\mathcal{F}(M(-t)-1) \mathcal{F}^{-1} f\left(|\hat{h}|^{2}\right) \hat{h}\right\|_{\theta, 0} \leq C t^{-\omega}\left\|\mathcal{F}^{-1} f\left(|\hat{h}|^{2}\right) \hat{h}\right\|_{0, \gamma} \\
& \leq C t^{-\omega}\left\|f\left(|\hat{h}|^{2}\right) \hat{h}\right\|_{\gamma, 0} \leq C t^{-\omega}\|\hat{h}\|_{\gamma, 0}^{3} \leq C t^{-\omega}\|v\|_{0, \gamma}^{3} \tag{3.10}
\end{align*}
$$

where $\omega=\min \left(1, \frac{\gamma-\theta}{2}\right)$. We easily see that

$$
f\left(|\hat{h}|^{2}\right) \hat{h}-f\left(|\hat{v}|^{2}\right) \hat{v}=f\left(|\hat{h}|^{2}\right)(\hat{h}-\hat{v})+f((\hat{h}-\hat{v}) \hat{h}) \hat{v}+f((\overline{\hat{h}}-\overline{\hat{v}}) \hat{v}) \hat{v}
$$

whence, by virtue of (3.10) and using (2.3) and Lemma 2.1, we obtain

$$
\begin{align*}
\left\|I_{2}(t)\right\|_{\sigma, 0} & =\left\|f\left(|\hat{h}|^{2}\right) \hat{h}-f\left(|\hat{v}|^{2}\right) \hat{v}\right\|_{\sigma, 0} \leq C\|\hat{h}-\hat{v}\|_{\sigma, 0}\left(\|\hat{h}\|_{\sigma, 0}^{2}+\|\hat{v}\|_{\sigma, 0}^{2}\right) \\
& \leq C\|(M(t)-1) v\|_{0, \sigma}\|v\|_{0, \sigma}^{2} \leq C t^{-\beta}\|v\|_{0, \gamma}^{3} \tag{3.11}
\end{align*}
$$

where $\frac{1}{2}<\sigma<\gamma<\frac{n}{2}, \beta=\min \left(1, \frac{\gamma-\sigma}{2}\right)$. By (3.8), (3.10), (3.11), and estimate (3.3) we have

$$
\begin{align*}
& \|\mathcal{F} U(-t) u\|_{p(\alpha)}=\|\hat{v}\|_{p(\alpha)}=\|\hat{w}\|_{p(\alpha)} \leq C \epsilon+C \int_{1}^{t}\left(\left\|I_{1}(\tau)\right\|_{p(\alpha)}+\left\|I_{2}(\tau)\right\|_{p(\alpha)}\right) \frac{d \tau}{\tau} \\
& 3.12) \leq C \epsilon+C \int_{1}^{t}\left(\left\|I_{1}(\tau)\right\|_{\alpha, 0}+\left\|I_{2}(\tau)\right\|_{\alpha, 0}\right) \frac{d \tau}{\tau} \leq C \epsilon \int_{1}^{t} \tau^{-1-\beta+3 \nu} d \tau \leq C \epsilon \tag{3.12}
\end{align*}
$$

We apply (3.12) to (3.6) to get the estimate (3.2) on the interval $\left[-T_{0}, T_{0}\right]$. The contradiction obtained proves the estimates (3.1) and (3.2) on the whole-time interval $[-T, T]$ of the existence of solutions $u$ to the Cauchy problem (1.1). Lemma 3.2 is proved.

We are now in a position to prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. We have by Lemma 3.2

$$
\||u|\|_{X_{T}} \leq 2 \epsilon+\sqrt{\epsilon}
$$

Then the standard continuation argument yields the result.
Proof of Theorem 1.2. By (3.8), (3.10), (3.11), and Theorem 1.1 we have

$$
\begin{equation*}
\|\hat{w}(t)-\hat{w}(s)\|_{\sigma, 0} \leq C \epsilon s^{-\beta+3 \nu} \tag{3.13}
\end{equation*}
$$

for $t>s \geq 1$, where $\frac{1}{2}<\sigma<\gamma, \beta=\min \left(1, \frac{\gamma-\sigma}{2}\right), 0<\nu<\beta / 6$. Therefore we find that there exists a unique function $\hat{w}_{+} \in H^{\sigma, 0}$ such that

$$
\begin{equation*}
\left\|\hat{w}(t)-\hat{w}_{+}\right\|_{\sigma, 0} \leq C \epsilon t^{-\beta+3 \nu} \tag{3.14}
\end{equation*}
$$

In the same way as in the proof of (3.9) and (3.11) we have

$$
\begin{equation*}
\left\|I_{1}(t)\right\|_{0, \sigma}+\left\|I_{2}(t)\right\|_{0, \sigma} \leq C t^{-\beta}\left(\|v\|_{0, \gamma}+\|v\|_{\gamma, 0}\right)^{3} \leq C \epsilon t^{-\beta+3 \nu} \tag{3.15}
\end{equation*}
$$

Hence from (3.8) we see that $\hat{w}_{+} \in H^{0, \sigma}$ and

$$
\begin{equation*}
\left\|\hat{w}(t)-\hat{w}_{+}\right\|_{0, \sigma} \leq C \epsilon t^{-\beta+3 \nu} \tag{3.16}
\end{equation*}
$$

By Lemma 2.1, with $p=2 n, j=0, a=1, m=n-1, r=\frac{2 n}{2 n-1}$, we find that

$$
\begin{align*}
& \left\|f\left(h_{1} h_{2}\right)\right\|_{2 n}=C\left\|(-\Delta)^{-(n-1) / 2}\left(h_{1} h_{2}\right)\right\|_{2 n}  \tag{3.17}\\
& \leq C\left\|h_{1}\right\|\left\|h_{2}\right\|_{p\left(\frac{1}{2}\right)} \leq C\left\|h_{1}\right\|\left\|h_{2}\right\|_{\frac{1}{2}, 0}
\end{align*}
$$

Let us now consider the case $\frac{1}{2}<\sigma<1$. The other cases can be treated analogously. We use estimate (3.17) to get the following estimate with $\frac{1}{2}<\sigma<\gamma$ :

$$
\begin{align*}
\left\|f\left(h_{1} h_{2}\right)\right\|_{\dot{B}_{2 n, 2}^{\sigma}} & =\left(\int_{0}^{\infty} y^{-1-2 \sigma} \sup _{|z| \leq y}\left\|\left(f_{(z)}-f\right)\right\|_{2 n}^{2} d y\right)^{1 / 2} \\
& \leq C\left\|h_{2}\right\|_{\frac{1}{2}, 0}\left(\int_{0}^{\infty} y^{-1-2 \sigma} \sup _{|z| \leq y}\left\|\left(h_{1(z)}-h_{1}\right)\right\|^{2} d y\right)^{1 / 2} \\
& +C\left\|h_{1}\right\|_{\frac{1}{2}, 0}\left(\int_{0}^{\infty} y^{-1-2 \sigma} \sup _{|z| \leq y}\left\|\left(h_{2(z)}-h_{2}\right)\right\|^{2} d y\right)^{1 / 2} \\
& \leq C\left\|h_{1}\right\|_{\sigma, 0}\left\|h_{2}\right\|_{\sigma, 0}, \tag{3.18}
\end{align*}
$$

whence we obtain

$$
\begin{aligned}
& \left\|f\left(|\hat{w}(t)|^{2}\right)-f\left(|\hat{w}(s)|^{2}\right)\right\|_{\dot{B}_{2 n, 2}^{\sigma}}=\| f((\hat{w}(t)-\hat{w}(s)) \overline{\hat{w}(t)}) \\
& \quad+f((\overline{\hat{w}(t)}-\overline{\hat{w}(s)}) \hat{w}(s))\left\|_{\dot{B}_{2 n, 2}^{\sigma}} \leq C\right\| \hat{w}(t)-\hat{w}(s) \|_{\sigma, 0}\left(\|\hat{w}(t)\|_{\sigma, 0}+\|\hat{w}(s)\|_{\sigma, 0}\right)
\end{aligned}
$$

$$
(3.19) \leq C s^{-\beta+6 \nu}\left(\left\|u_{0}\right\|_{0, \gamma}+\left\|u_{0}\right\|_{\gamma, 0}\right)
$$

for all $1<s<t$, where $\beta=\min \left(1, \frac{\gamma-\sigma}{2}\right), 0<\nu<\beta / 6$.
We now let $\Psi(t)=\int_{1}^{t}\left(f\left(|\hat{w}(\tau)|^{2}\right)-f\left(|\hat{w}(t)|^{2}\right)\right) \frac{d \tau}{\tau}$. Then

$$
\begin{align*}
\Psi(t)-\Psi(s)= & \int_{s}^{t}\left(f\left(|\hat{w}(\tau)|^{2}\right)-f\left(|\hat{w}(t)|^{2}\right)\right) \frac{d \tau}{\tau}  \tag{3.20}\\
& -\left(f\left(|\hat{w}(t)|^{2}\right)-f\left(|\hat{w}(s)|^{2}\right)\right) \log s
\end{align*}
$$

where $1<s<\tau<t$. We apply (3.19) to (3.20) to get, for all $1<s<t$,

$$
\begin{equation*}
\|\Psi(t)-\Psi(s)\|_{\dot{B}_{2 n, 2}^{\sigma}} \leq C \epsilon s^{-\beta+6 \nu} \tag{3.21}
\end{equation*}
$$

This implies that there exists a unique real-valued function $\Phi \in \dot{B}_{2 n, 2}^{\sigma}$ such that $\lim _{t \rightarrow \infty} \Psi(t)=\Phi$ in $\dot{B}_{2 n, 2}^{\sigma}$. We let $t \rightarrow \infty$ in (3.21). Then

$$
\begin{equation*}
\|\Phi-\Psi(t)\|_{\dot{B}_{2 n, 2}^{\sigma}} \leq C \epsilon t^{-\beta+6 \nu} \tag{3.22}
\end{equation*}
$$

We note that $\hat{u}_{+}=\hat{w}_{+} \exp (-i \Phi)$. (For the function $\hat{u}_{-}$, analogously we have $\hat{u}_{-}=$ $\overline{\hat{w}_{+}} \exp (i \Phi)$.) By the facts that $\Phi \in \dot{B}_{2 n, 2}^{\sigma}, \hat{w}_{+} \in H^{\sigma, 0} \cap H^{0, \sigma}$, and Lemma 2.1, we see that $\hat{u}_{+} \in H^{\sigma, 0} \cap H^{0, \sigma}$, and we also have the following by Theorem 1.1, (3.14), (3.21), and (3.22):

$$
\begin{align*}
\left\|u_{+}\right\|_{0, \sigma} & =\left\|\hat{u}_{+}\right\|_{\sigma, 0}=\left\|\exp (i \Phi) \hat{w}_{+}\right\|_{\sigma, 0} \leq C\left(\left\|w_{+}\right\|+\left\|\hat{w}_{+} \exp (i \Phi)\right\|_{\dot{B}_{2,2}^{\sigma}}\right) \\
& \leq C \epsilon+C\left(\int_{0}^{\infty} y^{-1-2 \sigma} \sup _{|z| \leq y}\left\|\left(\hat{w}_{+(z)}-\hat{w}_{+}\right) \exp \left(i \Phi_{(z)}\right)\right\|^{2} d y\right)^{\frac{1}{2}} \\
& +C\left\|\hat{w}_{+}\right\|_{p\left(\frac{1}{2}\right)}\left(\int_{0}^{\infty} y^{-1-2 \sigma} \sup _{|z| \leq y}\left\|\Phi_{(z)}-\Phi\right\|_{2 n}^{2} d y\right)^{\frac{1}{2}} \\
& \leq C \epsilon+C\left\|\hat{w}_{+}\right\|_{\sigma, 0}+C\left\|\hat{w}_{+}\right\|_{\frac{1}{2}, 0}\|\Phi\|_{\dot{B}_{2 n, 2}^{\sigma}} \leq C \epsilon \tag{3.23}
\end{align*}
$$

We easily find that the following identity holds:

$$
\begin{align*}
\int_{1}^{t} f\left(|\hat{w}(\tau)|^{2}\right) \frac{d \tau}{\tau}= & f\left(\left|\hat{w}_{+}\right|^{2}\right) \log t+\Phi+(\Psi(t)-\Phi)  \tag{3.24}\\
& +\left(f\left(|\hat{w}(t)|^{2}\right)-f\left(\left|\hat{w}_{+}\right|^{2}\right)\right) \log t
\end{align*}
$$

In the same way as in the proof of $(3.11),(3.17)$, we have

$$
\begin{align*}
\left\|I_{2}(t)\right\| & =\left\|f\left(|\hat{h}|^{2}\right) \hat{h}-f\left(|\hat{v}|^{2}\right) \hat{v}\right\| \leq\|\hat{h}-\hat{v}\|\left\|f\left(|\hat{h}|^{2}\right)\right\|_{\infty} \\
& +\|\hat{v}\|_{p\left(\frac{1}{2}\right)}\left(\|f((\hat{h}-\hat{v}) \overline{\hat{h}})\|_{2 n}+\|f((\hat{h}-\overline{\hat{v}}) \hat{v})\|_{2 n}\right) \\
& \leq C\|\hat{h}-\hat{v}\|\left(\|\hat{h}\|_{\sigma, 0}^{2}+\|\hat{v}\|_{\sigma, 0}^{2}\right) \leq C\|(M(t)-1) v\|\|v\|_{0, \sigma}^{2} \\
& \leq C t^{-\mu}\|v\|_{0, \gamma}^{3} \leq C t^{-\mu+3 \nu}\left(\|v\|_{0, \gamma}+\|v\|_{\gamma, 0}\right)^{3} \leq C \epsilon t^{-\mu+3 \nu} \tag{3.25}
\end{align*}
$$

where $\mu=\min \left(1, \frac{\gamma}{2}\right)$. Hence by virtue of (3.10) with $\theta=0$ and (3.25) we see from (3.8) that

$$
\begin{equation*}
\left\|\hat{w}(t)-\hat{w}_{+}\right\| \leq C \epsilon t^{-\mu+3 \nu} \tag{3.26}
\end{equation*}
$$

Using (3.17) and (3.26), analogously to (3.19) we get

$$
\begin{aligned}
\| f\left(|\hat{w}(t)|^{2}\right) & -f\left(|\hat{w}(s)|^{2}\right)\left\|_{2 n}=\right\| f((\hat{w}(t)-\hat{w}(s)) \overline{\hat{w}(t)})+f((\overline{\hat{w}(t)}-\overline{\hat{w}(s)}) \hat{w}(s)) \|_{2 n} \\
& \leq C\|\hat{w}(t)-\hat{w}(s)\|\left(\|\hat{w}(t)\|_{p\left(\frac{1}{2}\right)}+\|\hat{w}(s)\|_{p\left(\frac{1}{2}\right)}\right) \\
& \leq C s^{-\mu+6 \nu}\left(\left\|u_{0}\right\|_{0, \gamma}+\left\|u_{0}\right\|_{\gamma, 0}\right)
\end{aligned}
$$

and therefore we obtain

$$
\begin{equation*}
\|\Phi-\Psi(t)\|_{2 n} \leq C \epsilon t^{-\mu+6 \nu} \tag{3.28}
\end{equation*}
$$

By (3.24), (3.27), and (3.28) we have

$$
\begin{equation*}
\left\|\int_{1}^{t} f\left(|\hat{w}(\tau)|^{2}\right) \frac{d \tau}{\tau}-f\left(\left|\hat{w}_{+}\right|^{2}\right) \log t-\Phi\right\|_{2 n} \leq C \epsilon t^{-\mu+7 \nu} \tag{3.29}
\end{equation*}
$$

Since $\hat{w}(t)=B(t) \mathcal{F} U(-t) u(t)=\exp \left(i \int_{1}^{t} f\left(|\hat{w}(\tau)|^{2}\right) \frac{d \tau}{\tau}\right) \mathcal{F} U(-t) u(t)$, we have, in view of (3.14), (3.26), and (3.29),

$$
\begin{align*}
& \left\|\mathcal{F} U(-t) u(t)-\hat{u}_{+} \exp \left(-i f\left(\left|\hat{u}_{+}\right|^{2}\right) \log t\right)\right\| \\
& \quad=\left\|\hat{w}(t) \exp \left(-i \int_{1}^{t} f\left(|\hat{w}(\tau)|^{2}\right) \frac{d \tau}{\tau}\right)-\hat{u}_{+} \exp \left(-i f\left(\left|\hat{u}_{+}\right|^{2}\right) \log t\right)\right\|^{\leq}\left\|\hat{w}(t)-\hat{w}_{+}\right\|+C\left\|\left(\int_{1}^{t} f\left(|\hat{w}(\tau)|^{2}\right) \frac{d \tau}{\tau}-f\left(\left|\hat{u}_{+}\right|^{2}\right) \log t-\Phi\right) \hat{w}_{+}\right\|^{\prime} \\
& \leq C \epsilon t^{3 \nu-\mu}+C\left\|\hat{w}_{+}\right\|_{p\left(\frac{1}{2}\right)}\left\|\int_{1}^{t} f\left(|\hat{w}(\tau)|^{2}\right) \frac{d \tau}{\tau}-f\left(\left|\hat{w}_{+}\right|^{2}\right) \log t-\Phi\right\|_{2 n} \\
& \leq C \epsilon t^{7 \nu-\mu}
\end{align*}
$$

By (2.3) and Theorem 1.1 we get

$$
\begin{align*}
\| u(t) & -M(t) D(t) \mathcal{F} U(-t) u(t)\|=\| M(t) D(t) \mathcal{F}(M(t)-1) U(-t) u(t) \| \\
& =\|(M(t)-1) U(-t) u(t)\| \leq C t^{-\mu}\|U(-t) u(t)\|_{0, \gamma} \leq C \epsilon t^{-\mu+\nu} \tag{3.31}
\end{align*}
$$

Via (3.23), (3.30), and (3.31) it follows that

$$
\begin{align*}
\| u(t) & -\exp \left(-i f\left(\left|\hat{u}_{+}\right|^{2}\right)\left(\frac{x}{t}\right) \log t\right) U(t) u_{+} \| \\
& =\left\|u(t)-M(t) D(t) \exp \left(-i f\left(\left|\hat{u}_{+}\right|^{2}\right) \log t\right) \mathcal{F} M(t) u_{+}\right\| \\
& \leq\|u(t)-M(t) D(t) \mathcal{F} U(-t) u(t)\| \\
& +\left\|M(t) D(t)\left(\mathcal{F} U(-t) u(t)-\hat{u}_{+} \exp \left(-i f\left(\left|\hat{u}_{+}\right|^{2}\right) \log t\right)\right)\right\| \\
& +\left\|M(t) D(t) \exp \left(-i f\left(\left|\hat{u}_{+}\right|^{2}\right) \log t\right) \mathcal{F}(M(t)-1) u_{+}\right\| \\
& \leq C \epsilon t^{7 \nu-\mu}+C t^{7 \nu-\mu}\left\|u_{+}\right\|_{0, \sigma} \leq C \epsilon t^{7 \nu-\mu} \tag{3.32}
\end{align*}
$$

From (3.32), Theorem 1.2 follows.
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#### Abstract

We study the approach to the steady state for the porous medium equation with absorption under positive, time-independent, Dirichlet boundary conditions. Special attention is given to the case where the solution of the steady-state problem vanishes in an interior region (known as a dead core.) The results are compared to those for the heat equation with absorption.


Key words. reaction-diffusion, porous medium, dead core
AMS subject classifications. 35K57, 76S05
PII. S0036141096311423

1. Introduction. We shall study the asymptotic behavior of the solution of the initial-boundary value problem for a generalization of the porous medium equation with absorption. The porous medium occupies a bounded domain $\Omega$ and the solution obeys Dirichlet boundary conditions independent of time. Our goal is to describe how the solution $u(x, t)$ of the evolution problem tends to its steady state $\phi(x)$. In applications, $u$ is either a concentration or a temperature required to be nonnegative; either physical interpretation will be used as is convenient.

Although we are mainly interested in the case of positive Dirichlet conditions, let us begin with some remarks for the case of zero boundary conditions. The steady state then vanishes identically and the possibility of extinction in finite time arises: is there a time $T$ such that $u(x, t) \equiv 0$ for all $x$ and $t \geq T$ ? It is known (see [13] and [16]; for the heat equation, see [11] and [15]) that extinction in finite time occurs when the absorption is strong or the diffusion is fast (see below for the definition of these terms).

By contrast, when the boundary values are positive, the steady state does not vanish identically and one can no longer expect $u(x, t)$ to coincide with $\phi(x)$ beyond some finite time. If, however, $\phi(x)$ vanishes in an interior region $D$, known as a dead core, then $u(x, t)$ may also vanish in a time-dependent dead core $D(t)$ whose relationship to $D$ is one of the objects of our study. For the heat equation with absorption, we showed in [3] that a dead core for the stationary problem can occur only if the absorption is strong, and then the corresponding evolution problem for large $t$ always has a dead core $D(t)$ which, for typical initial and boundary conditions, expands to $D$ as $t \rightarrow \infty$; whether or not there is a steady core, Ricci [18] proved that the supnorm $\|u(x, t)-\phi(x)\|$ decays exponentially in time when the absorption is of power-law type. For the porous medium equation with absorption, we shall show that the existence of a nonempty $D$ no longer guarantees that $D(t)$ is nonempty for large $t$, but if $D(t)$ is nonempty, then again $D(t) \rightarrow D$ as $t \rightarrow \infty$.

[^75]In the next section we formulate the problem more precisely and introduce the familiar model problem with power-law diffusion and absorption. We briefly discuss existence and uniqueness and define the notions of sub- and supersolution. In section 3 we state some monotonicity theorems and use the nondiffusive (lumped-parameter) problem and the steady-state problem to obtain the bounds needed in section 4 , where we prove the principal theorem relating the evolutionary and stationary dead cores. In section 5 we establish decay estimates and find that there are cases when $\| u(x, t)-$ $\phi(x) \|$ does not decay exponentially in time, in contrast with the one-dimensional treatment given by Ricci and Tarzia [19], where the assumptions made always led to exponential decay.
2. Formulation and model problem. We consider the following initial-boundary value problem for $u(x, t)$ :

$$
\begin{equation*}
u_{t}-\Delta(A(u))=-\lambda f(u) \quad \text { in } Q=\Omega \times R^{+} \tag{2.1}
\end{equation*}
$$

subject to the boundary condition

$$
\begin{equation*}
u(x, t)=\chi(x) \geq 0 \quad \text { on } \Gamma=\partial \Omega \times R^{+} \tag{2.2}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \text { in } \Omega, \quad \text { with } 0 \leq u_{0}(x) \leq 1 \tag{2.3}
\end{equation*}
$$

Here $\chi(x)$ is continuous on $\Gamma$ and $u_{0}(x)$ can be extended to a continuous function on $\bar{\Omega}$, satisfying the compatibility condition

$$
u_{0}(x)=\chi(x), x \in \partial \Omega
$$

The physical domain $\Omega$ is either an open interval in $R^{1}$ or a bounded, arcwise connected domain in $R^{N}(N>1)$ whose boundary is of class $C^{3} ; \lambda \in R^{+} ; \Delta$ denotes the $N$-dimensional Laplace operator.

The function $A \geq 0$ characterizes the diffusion and $f \geq 0$ characterizes the absorption. Writing

$$
\Delta(A(u))=\operatorname{div}\left(A^{\prime}(u) \operatorname{grad} u\right)
$$

we recognize the diffusion coefficient (or thermal conductivity) as $A^{\prime}(u)$. We shall choose $A$ and $f$ to generalize the model equation

$$
\begin{equation*}
u_{t}-\Delta\left(u^{m}\right)=-\lambda u^{p}, \quad m>0, \quad p>0 \tag{2.4}
\end{equation*}
$$

The following terminology for (2.4) is now fairly standard and stems from the behavior of the diffusion and absorption near $u=0$ :

$$
\begin{array}{ll}
m<1 & \text { fast-diffusion equation, } \\
m=1 & \text { heat equation, } \\
m>1 & \text { porous-medium equation, } \\
p<1 & \text { strong absorption, } \\
p \geq 1 & \text { weak absorption. }
\end{array}
$$

Note that if $p<1$, the absorption is non-Lipschitz at $u=0$; if $m<1$, the diffusion coefficient $m u^{m-1}$ is infinite at $u=0$. For (2.1) we make the following definitions
consistent with the model problem:

$$
\begin{align*}
\int_{0}^{\epsilon} \frac{1}{A(s)} d s<\infty & \Longleftrightarrow \text { fast diffusion }  \tag{2.5}\\
\int_{0}^{\epsilon} \frac{1}{f(s)} d s<\infty & \Longleftrightarrow \text { strong absorption. } \tag{2.6}
\end{align*}
$$

If the integrals are infinite, we speak, respectively, of slow diffusion and weak absorption. Thus, the heat equation would fall in the category of slow diffusion.

When $\chi(x) \equiv 0$ in (2.2), the steady state vanishes and $u(x, t)$ tends to zero as $t \rightarrow \infty$. Fast diffusion or strong absorption yields extinction in finite time (see [13] for a survey; the best necessary condition can be found in [16]). We can perhaps understand this phenomenon by the following qualitative argument. For small $u$, the absorption is still relatively large in the case of strong absorption and will tend to drive the solution more quickly to zero than in the case of weak absorption. Fast diffusion has the same effect: for small $u$, the diffusion is large and creates a large flux of concentration directed toward the lower concentration ( $=$ zero) on the boundary. If $\chi(x)$ is not identically zero in (2.2), the corresponding steady state $\phi(x)$ does not vanish identically, but it is still true that $u(x, t)$ tends to $\phi(x)$ as $t$ approaches infinity. We see that fast diffusion no longer tends to lower the interior concentration. Indeed, suppose $\chi(x) \equiv 1$; then diffusion will generate a flux from the boundary to the smaller interior concentration and fast diffusion will serve to counteract absorption rather than to reinforce it, as was the case when $\chi(x) \equiv 0$. We shall therefore be more interested in slow diffusion and we shall impose the following conditions on $A(u)$ that generalize the case $m \geq 1$ for the model problem:

$$
\left\{\begin{array}{c}
A(u) \in C^{1}[0, \infty) \cap C^{2}(0, \infty)  \tag{A}\\
A^{\prime}(u)>0, \quad A^{\prime \prime}(u) \geq 0 \quad(u>0) \\
A(0)=0, \quad A^{\prime}(0) \geq 0, \quad A(1)=1
\end{array}\right.
$$

Note that $A^{\prime}(0)$ is finite so that the integral in (2.5) is indeed infinite.
For the absorption $f$, we impose the following conditions, which generalize the model problem:

$$
\left\{\begin{array}{c}
f \in C[0, \infty) \cap C^{2}(0, \infty)  \tag{f}\\
f(0)=0, \quad f(1)=1, \quad f^{\prime}(s)>0 \quad(s>0)
\end{array}\right.
$$

The function

$$
\begin{equation*}
g(s)=f\left(A^{-1}(s)\right) \tag{2.7}
\end{equation*}
$$

plays a role in the analysis of the steady-state problem

$$
\begin{equation*}
-\Delta(A(\phi))=-\lambda f(\phi) \text { in } \Omega, \quad \phi(x)=\chi(x) \text { on } \partial \Omega \tag{2.8}
\end{equation*}
$$

Setting $\Phi=A(\phi),(2.8)$ reduces to

$$
\begin{equation*}
-\Delta \Phi=-\lambda g(\Phi) \text { in } \Omega, \quad \Phi=A^{-1}(\chi(x)) \text { on } \partial \Omega \tag{2.9}
\end{equation*}
$$

where $g$ is defined in (2.7). Thus, the steady-state problem depends only on the single combined function $g$ rather than on the individual functions $f$ and $A$. In the model
problem $g(\Phi)=\Phi^{p / m}$. In any event, (2.9) is the same type of steady-state problem that arises for the heat equation with absorption. This problem was analyzed in [2], [9], [12], and [21]. In [2], we found that (2.9) can have a dead core-for sufficiently large $\lambda$-only if

$$
\begin{equation*}
\int_{0}^{1} \frac{d s}{\sqrt{G(s)}}<\infty, \text { where } G(s)=\int_{0}^{s} g(\xi) d \xi \tag{*}
\end{equation*}
$$

For the model problem this reduces to $\frac{p}{m}<1$, which is then also sufficient (see [2]). The sufficiency of $(*)$ for more general $g$ satisfying
$\left(P_{g}\right) \quad\left\{\begin{array}{c}g \in C^{2}(0,1), g(0)=0, g(1)=1, g^{\prime}(s) \geq 0 \text { on }(0,1), \\ \text { either } g^{\prime \prime}(s) \geq 0 \text { on }(0,1) \text { or } g^{\prime \prime}(s) \leq 0 \text { on }(0,1),\end{array}\right.$
will be shown in section 3. Most of our results can be proved under the less restrictive assumption of $g$ being concave or convex only in some neighborhood of the origin, but for simplicity we have taken $g$ to be either convex or concave in $(0,1)$. The function $g$ can easily be extended to [0,2] without sacrificing smoothness, convexity, or concavity. Such an extension is needed in some proofs and will be used without further discussion.

Proofs of existence and uniqueness for problem (2.1)-(2.3) are based on a suitable notion of weak solution (see [5], and also [1], [6], [14]), which we include here for the sake of completeness.

Definition. Let $Q_{T}=\Omega \times(0, T)$ and let $n$ denote the outward unit normal to $\Omega$. A function $u \in C\left([0, T]: L^{1}(\Omega)\right) \cap L^{\infty}\left(Q_{T}\right)$ is called a weak solution of the problem (1.1)-(1.3) if it satisfies

$$
\begin{gather*}
\int_{\Omega} u(x, T) \sigma(x, T) d x-\int_{Q_{T}}\left[u \sigma_{t}+A(u) \triangle \sigma\right] d x d t+\int_{0}^{T} \int_{\partial \Omega} A(\chi) \frac{\partial \sigma}{\partial n} d s  \tag{2.10}\\
=\int_{\Omega} u_{0} \sigma(x, 0) d x+\int_{Q_{T}}-f(u) \sigma d x d t
\end{gather*}
$$

for all $\sigma \in C^{2}\left(\bar{Q}_{T}\right)$ with $\sigma=0$ on $\partial \Omega \times(0, T)$. Equation (2.10) is obtained easily by multiplying (2.1) by $\sigma$, integrating over $Q_{T}$, and using the divergence theorem. The proof of existence and uniqueness of a weak solution to (2.1)-(2.3) now follows the lines of Bertsch [5].

A weak supersolution of (2.1)-(2.3) is defined by replacing the equal sign in (2.10) by $\geq$ and restricting $\sigma$ to be nonnegative. Similarly, one can define a weak subsolution. For our purposes, it suffices to consider the usual super- and subsolutions (easily seen to be weak super- and subsolutions) defined as follows.

We say that $\bar{u} \geq 0$ is a supersolution of (2.1)-(2.3) if

$$
\begin{equation*}
\bar{u}_{t}-\Delta A(\bar{u})+\lambda f(\bar{u}) \geq 0, \quad \bar{u}(x, 0) \geq u_{0}(x),\left.\quad \bar{u}\right|_{\partial \Omega} \geq \chi(x) \tag{2.11}
\end{equation*}
$$

Similarly, $u \geq 0$ is a subsolution if all the inequalities in (2.11) are reversed. If $\underline{u} \leq \bar{u}$, then the unique weak solution $u$ of (2.1)-(2.3) satisfies (see [5])

$$
\underline{u} \leq u \leq \bar{u}, \text { almost everywhere (a.e.) in } Q_{T}
$$

Note that in general $u$ is not continuous in $Q_{T}$. However, if $\chi$ is smooth, say differentiable, then a bounded weak solution is also continuous. This follows from
the arguments of [17], together with the very general result of [7]. We, henceforth, assume that $u$ is continuous so that we shall write $\underline{u} \leq u$ or $u \leq \bar{u}$, dropping the a.e. qualification. Similar definitions apply to the steady-state problem (2.8) if $g$ satisfies $\left(P_{g}\right)$.

It follows from the maximum principle that the solutions of (2.1)-(2.3) and of (2.8) satisfy $u(x, t) \leq 1$ in $Q, \phi(x) \leq 1$ in $\Omega$.

To show monotonicity of $u(x, t)$ in time, we need to impose a natural condition on the initial value $u_{0}(x)$ :

$$
\begin{equation*}
\Delta\left(A\left(u_{0}\right)\right)-\lambda f\left(u_{0}\right) \leq a<0, \quad x \in \Omega . \tag{2.12}
\end{equation*}
$$

This condition holds automatically if $u_{0}(x)$ is a positive constant. If $u_{0}(x)$ satisfies (2.12), it is an upper solution to (2.1)-(2.3) so that $u(x, t) \leq u_{0}(x)$ for any $t$. Now let $v(x, t)=u(x, t+\tau)$; then $v(x, t)$ satisfies

$$
v_{t}-\Delta(A(v))=-\lambda f(v), \quad v(x, 0)=u(x, \tau), \quad v(\partial \Omega, t)=\chi(x)
$$

Since $u(x, \tau) \leq u_{0}(x), v$ is a subsolution of (2.1)-(2.3), and hence $u(x, t+\tau) \leq u(x, t)$. Hence, $u(\cdot, t)$ is monotonically decreasing. Standard theorems can be used to show that $u(x, t)$ tends to the steady state $\phi(x)$ as $t \rightarrow \infty$.
3. Monotonicity and other comparison theorems. Consider problem (2.1)(2.3) when only one part of the data is changed. We then have the following monotonicity properties:
(a) Let $u_{1}$ and $u_{2}$ be the solutions corresponding to $\lambda_{1}, \lambda_{2}$, respectively, with $\lambda_{1} \leq \lambda_{2}$; then $u_{2} \leq u_{1}$ in $Q$.
(b)If $f_{1} \leq f_{2}$ on $[0,1]$, then $u_{2} \leq u_{1}$ in $Q$.
(c) If the initial or the boundary value is decreased so is the solution.
(d) Let $u_{0}(x) \equiv 1, \chi(x) \equiv 1$ and consider two domains $\Omega_{1} \subset \Omega_{2}$. Then $u_{2} \leq u_{1}$ on $Q_{1}$.

These all are easy to prove using super- and subsolution techniques. Let us prove (d), for instance. Since $u_{2}$ satisfies the differential equation on $\Omega_{2}$, it also satisfies it on $\Omega_{1}$. Moreover, by the maximum principle, $u_{2} \leq 1$ in $Q_{2}$ and hence on $\partial \Omega_{1}$. Clearly $u_{2}(x, 0)=1$ on $\Omega_{1}$. Therefore $u_{2}(x, t)$ is a subsolution of (2.1)-(2.3) on $Q_{1}$ and $u_{2} \leq u_{1}$ on $Q_{1}$ as required.

## Remarks.

1. There is no straightforward comparison theorem with respect to $A(u)$ or $A^{\prime}(u)$. (See, however, [4] for some partial results when $f=0$.)
2. Similar results to (a)-(d) hold for the steady-state problem (see [2]).

Next we look at the "lumped-parameter" problem and the steady-state problem with a view to using them as comparison problems for (2.1)-(2.3). The lumped parameter problem has no diffusion term. It can be obtained as a special case of (2.1) with initial value $u_{0}(x) \equiv 1$ and boundary condition of vanishing normal derivative. We can then seek a solution $z(t)$ independent of $x$ :

$$
\begin{equation*}
z_{t}=-\lambda f(z), \quad t>0 ; \quad z(0)=1 \tag{3.1}
\end{equation*}
$$

As long as $z(t)>0$, we integrate (3.1) to obtain

$$
\begin{equation*}
\lambda t=\int_{z(t)}^{1} \frac{d s}{f(s)} \tag{3.2}
\end{equation*}
$$

Thus, if $\int_{0}^{1} \frac{d s}{f(s)}=\infty$ (weak absorption), (3.2) provides a solution $z(t)>0$ for all $t$, with $z$ tending to zero as $t \rightarrow \infty$. If, however,

$$
\begin{equation*}
\int_{0}^{1} \frac{d s}{f(s)}=I<\infty \quad(\text { strong absorption }) \tag{3.3}
\end{equation*}
$$

then $z(t)>0$ for $\lambda t<I$ and $z(t) \equiv 0$ for $\lambda t \geq I$. Strong absorption therefore leads to extinction in finite time. Note that the phenomenon is independent of $\lambda$, although the time of extinction does depend on $\lambda$. Similar results hold if the initial value for $z$ is any positive number.

In the model problem, the solution of (3.1) is given explicitly by

$$
z(t)= \begin{cases}{[1+\lambda(p-1) t]^{-\frac{1}{p-1}},} & p>1  \tag{3.4}\\ e^{-\lambda t}, & p=1 \\ {[1-\lambda(1-p) t]_{+}^{\frac{1}{1-p}},} & p<1\end{cases}
$$

Therefore, extinction occurs in finite time if and only if $p<1$. Then, $I=\frac{1}{1-p}$.
Comparison with (3.1) leads immediately to two results for (2.1)-(2.3).
ThEOREM 3.1. (a) If $\chi(x)=0$, then $z(t)$ is a supersolution of (2.1)-(2.3) so that $u(x, t) \leq z(t)$ and, if the absorption is strong, there is extinction in finite time for $u(x, t)$.
(b) If $\min _{\bar{\Omega}} u_{0}(x)=\theta>0$, then the solution $z(t, \theta)$ of (3.1) with initial value $\theta$ is a subsolution of (2.1)-(2.3) so that $u(x, t) \geq z(t, \theta)$. If the absorption is weak, then $z(t, \theta)>0$ for all $t$, and hence $u(x, t)>0$ in $Q$.

We also need information on the steady-state problem.
The following theorem shows that $(*)$ is necessary and sufficient for the existence of a dead core for sufficiently large $\lambda$. We are grateful to J. Ildefonso Diaz for pointing out the sufficiency (see also [8]).

Theorem 3.2 (see [2]). Let gatisfy $\left(P_{g}\right)$ and let $\chi(x)>0$. If $(*)$ is not satisfied, there is no dead core for any $\lambda$; if $(*)$ is satisfied, then a dead core exists for sufficiently large $\lambda$.

Proof. (a) Suppose $\int_{0}^{1} \frac{d s}{\sqrt{G(s)}}=\infty$. Then $w(x)$ defined implicitly by

$$
\begin{equation*}
\int_{w(x)}^{a} \frac{d s}{\sqrt{G(s)}}=\sqrt{2 \lambda} x \tag{3.5}
\end{equation*}
$$

is positive for all $x>0$, is a decreasing function of $x$, and satisfies the ordinary differential equation

$$
w^{\prime \prime}=\lambda g(w), x>0 ; w(0)=a
$$

Now let $\Omega$ be a bounded domain and consider problem (2.9) with $\Phi(\partial \Omega)=A^{-1}(\chi) \geq$ $a$. Then choosing the coordinate system so that $\Omega$ lies in the half-space $x>0$, we see that $w(x)$ is a lower solution and, since $w>0, \Phi>0$ and so is $\phi$. Thus, no dead core is possible for any $\lambda$.
(b) If $\int_{0}^{1} \frac{d s}{\sqrt{G(s)}}<\infty$, then $g^{\prime}(0)=\infty$ and hypothesis $\left(P_{g}\right)$ implies $g$ is concave. Hence, $g(v) \geq v g(1), 0 \leq v \leq 1$, and

$$
\begin{equation*}
G(v)=\int_{0}^{v} g(s) d s \leq v g(v) \leq \frac{1}{g(1)} g^{2}(v), \quad 0 \leq v \leq 1 \tag{3.6}
\end{equation*}
$$

We shall construct, for $\lambda$ sufficiently large, an upper solution $v(r)$ to (2.9) for a ball $B_{R}$, with $v \equiv 0,0<r<R / 2$. We begin by observing that on the positive real line, the function $w(x)$ defined implicitly by

$$
\begin{equation*}
\int_{0}^{w(x)} \frac{d s}{\sqrt{G(s)}}=\sqrt{2 \mu} x \tag{3.7}
\end{equation*}
$$

satisfies $w^{\prime \prime}=\mu g(w), x>0 ; w(0)=w^{\prime}(0)=0$. We note that $w$ is an increasing function of $x$ and $\mu$. Now choose $\mu$ so that $w\left(\frac{R}{2}\right)=1$ and consider the function

$$
v=w\left(r-\frac{R}{2}\right)
$$

in the ball $r \leq R$ in $R^{N}$ (having extended $v$ to be zero for $r<R / 2$ ). We then obtain

$$
\begin{aligned}
& \Delta v= v^{\prime \prime}+\frac{N-1}{r} v^{\prime}=\mu g(v)+\frac{N-1}{r} \sqrt{2 \mu G(v)} \quad \text { in }\left(\frac{R}{2}, R\right) \\
& \leq \mu g(v)+\frac{2(N-1)}{R} \sqrt{2 \mu} \sqrt{G(v)} \\
& \leq\left[\mu+\frac{2(N-1)}{R} \sqrt{\frac{2 \mu}{g(1)}}\right] g(v) \doteq \nu g(v) \quad(\text { by }(3.6)) .
\end{aligned}
$$

Since $v\left(\frac{R}{2}\right)=0, v^{\prime}\left(\frac{R}{2}\right)=0$, and $g(0)=0$, the last inequality can be extended to $(0, R)$. Furthermore, $v(R)=1$ so that $v(r)$ is an upper solution of the elliptic problem (2.9) for $\lambda \geq \nu$. Since $v$ vanishes for $r<\frac{R}{2}$, so do $\Phi$ and $\phi$. Now consider (2.9) on an arbitrary domain $\Omega$ with $\Phi(\partial \Omega)=A^{-1}(\chi) \leq 1$. Then $\Omega$ contains a ball $B_{R}$ on whose boundary $\Phi \leq 1$. Therefore, $\Phi \leq v$ and $\Omega$ contains a dead core for $\lambda \geq \nu$.

For any $x_{0} \in \Omega$, we can take $R=r_{0}=$ the distance from $x_{0}$ to the boundary; part (b) of Theorem 3.2 then shows that for $\lambda$ large enough, $x_{0}$ belongs to the dead core. This suggests making the following definition.

Definition 3.3. Let $x_{0} \in \Omega$ and let $g$ satisfy $(*)$ and $\left(P_{g}\right)$. Define

$$
\begin{equation*}
\lambda_{0}=\inf _{\lambda}\left\{\Phi\left(x_{0}, \lambda\right)=0\right\} ; \lambda^{*}=\inf _{x_{0}} \lambda_{0} . \tag{3.8}
\end{equation*}
$$

Remarks.
(a) Of course $\Phi\left(x_{0}, \lambda\right)$ and $\phi\left(x_{0}, \lambda\right)$ either both vanish or are both positive.
(b) Particularly simple estimates for $\lambda_{0}$ and $\lambda^{\star}$ are available in the model problem (see [13], [20]). In that case we are considering (2.9) with $g(s)=s^{\alpha}, \alpha<1$. We claim that

$$
\begin{equation*}
\lambda_{0} \leq \frac{P_{n, \alpha}}{r_{0}^{2}}, \quad \lambda^{\star} \leq \frac{P_{n, \alpha}}{\rho^{2}} \tag{3.9}
\end{equation*}
$$

where $P_{n, \alpha}=\frac{4+2(n-2)(1-\alpha)}{(1-\alpha)^{2}}, r_{0}=\operatorname{dist}\left(x_{0}, \partial \Omega\right) ; \rho=$ inradius of $\Omega$. The proof consists in noting that the function $w=\left(\frac{\left|x-x_{0}\right|}{r_{0}}\right)^{2 / 1-\alpha}$ satisfies $-\Delta w+\frac{P_{n, \alpha}}{r_{0}^{2}} w^{\alpha}=$ 0 in $\Omega$ and $w(\partial \Omega) \geq 1$. Thus, $w$ is a supersolution of (2.9) for any $\lambda \geq \frac{P_{n, \alpha}}{r_{0}^{2}}$. Since $w$ vanishes at $x_{0}$, so does $\Phi$, and hence $\phi$. This proves the first part of (3.9) and the second follows at once.
4. The evolution problem whose steady state has a dead core. Suppose $(*)$ is satisfied with $\lambda$ large enough for the steady state to have a dead core. Does the corresponding evolution problem have a dead core and, if so, how does it behave for large $t$ ? The answer is given by the following theorem.

THEOREM 4.1. Let $u(x, t)$ be the solution of (2.1)-(2.3) under properties $\left(P_{A}\right),\left(P_{f}\right),(*)$, and $\left(P_{g}\right)$. For fixed $x_{0} \in \Omega$, choose $\lambda>\lambda_{0}$, where $\lambda_{0}$ is defined in (3.8). Then
(a) if $f$ satisfies (3.3), $u\left(x_{0}, t\right)=0$ for

$$
t \geq t_{0} \doteq \frac{I}{\lambda-\lambda_{0}}
$$

(b) if the integral in (3.3) is infinite and $\min _{\bar{\Omega}} u_{0}(x)>0$, then $u\left(x_{0}, t\right)>0$ for all $t$.

Proof. Part (b) is equivalent to Theorem 3.1(b). To prove part (a), it suffices to exhibit a supersolution $w(x, t)$ such that $w\left(x_{0}, t\right)=0$ for $t \geq t_{0}$. Modifying the idea in [3] (see also [10]), we are led to try a function $w$ of the form

$$
\left.w=A^{-1}(A z+A \phi) \quad \text { i.e., } A w=A z+A \phi\right)
$$

where $z(t, \gamma)$ is the solution of (3.1) with a parameter $\gamma$ to be chosen and $\phi$ is the solution of (2.8) with $\lambda=\lambda_{0}$. Note that $w$ vanishes at $x_{0}$ for $\gamma t \geq I$. Since $w \geq z$ and $w \geq \phi$, it is clear that $w(x, 0) \geq u_{0}(x)$ and $w(\partial \Omega, t) \geq \chi(x)$; it remains only to choose $\gamma$ to satisfy the differential inequality for a supersolution. From the definition of $w$, we have

$$
(A w)_{t}=A^{\prime}(w) w_{t}=A^{\prime}(z) z_{t}
$$

so that

$$
w_{t}=\frac{A^{\prime}(z)}{A^{\prime}(w)} z_{t} \geq z_{t}=-\gamma f(z)
$$

where we have used the fact that $A^{\prime \prime} \geq 0$ and $z_{t} \leq 0$. It follows that

$$
\begin{aligned}
w_{t}-\Delta(A(w))+\lambda f(w) & \geq-\gamma f(z)-\Delta(A(\phi))+\lambda f(w) \\
& =-\gamma f(z)-\lambda_{0} f(\phi)+\lambda f(w) \\
& \geq\left(\lambda-\lambda_{0}-\gamma\right) f(w)
\end{aligned}
$$

By choosing $\gamma=\lambda-\lambda_{0}$ we obtain the desired result.
Remarks.

1. If $f$ satisfies (3.3) we may be interested in the time of onset of the dead core. Then, if $\lambda>\lambda^{*}$ (see (3.8)), a nonempty dead core $D(t)$ will exist for $t \geq I /\left(\lambda-\lambda^{*}\right)$.
2. In the model problem, condition $(*)$ means $p / m<1$, and then the steady state has a dead core for $\lambda>\lambda^{*}$. Suppose $\lambda>\lambda^{*}$. Then Theorem (4.1) states that if $p<1$ (so that (3.3) is satisfied), the evolution problem for large times contains a dead core which ultimately covers any interior point of the steady dead core; if, however, $p \geq 1$ (so that the integral in (3.3) is infinite), then $u(x, t)$ is positive for all $x \in \Omega, t>0$.
3. Often only an upper bound $\bar{\lambda}_{0}$ to $\lambda_{0}$ is known explicitly (see, for instance, (3.9)). Then, if $\lambda>\bar{\lambda}_{0}$ and $f$ satisfies (3.3), we have $u\left(x_{0}, t\right)=0$ for $t \geq$ $I /\left(\lambda-\bar{\lambda}_{0}\right)$.
4. Note that our proof does not go through if $A^{\prime \prime}<0$, which corresponds to $m<1$ in the model problem.
5. Decay estimates. We consider (2.1)-(2.3) with $u_{0}(x) \geq \phi(x)$, where $\phi(x)$ is the solution of the corresponding steady-state problem (2.8). It then follows, since $\phi$ is a lower solution, that $u(x, t) \geq \phi(x)$. If we assume in addition that $u_{0} \in L^{\infty}(\Omega)$, then $u$ is bounded a.e. in $Q_{\infty}$. From a result of [17] it then follows that $A(u(\cdot, t)) \rightarrow A(\phi)$ in $L^{2}(\Omega)$ as $t \rightarrow \infty$. Hence, $\lim _{t \rightarrow \infty}|u(x, t)-\phi(x)|_{\infty}=0$.

Our estimates hold for almost all $x \in \Omega$. If the data are smooth (cf. section 2 ), the solution is continuous and the estimates hold pointwise. We seek decay estimates for $\delta(x, t) \doteq u(x, t)-\phi(x)$ when conditions $\left(P_{A}\right),\left(P_{f}\right)$, and $\left(P_{g}\right)$ are satisfied. For the model problem (2.4) this would mean $m \geq 1, p>0$. Our principal results are contained in the following theorem.

Theorem 5.1.
(a) if $g$ is convex, then

$$
0 \leq \delta(x, t) \leq z(t)
$$

where $z(t)$ is the solution of (3.1).
(b) if $g$ is concave, then

$$
0 \leq \delta(x, t) \leq \zeta(t)
$$

where $\zeta(t)$ is the solution of

$$
\begin{equation*}
\zeta_{t}=-\gamma A(\zeta), \zeta(0)=1, \gamma=\lambda g^{\prime}(1) \tag{5.1}
\end{equation*}
$$

Proof. (a) As candidate for a supersolution to (2.1)-(2.3), choose $w(x, t)$ defined by

$$
A w=A z+A \phi \quad\left(w=A^{-1}(A z+A \phi)\right)
$$

where $z(t)$ satisfies (3.1) and $\phi$ satisfies (2.8). Then, as in the preceding section, we find

$$
(A w)_{t}=A^{\prime}(w) w_{t}=A^{\prime}(z) z_{t}, \quad w_{t} \geq z_{t}=-\lambda f(z)
$$

Thus,

$$
\begin{aligned}
w_{t}-\triangle(A(w))+\lambda f(w) & \geq \lambda[f(w)-f(z)-f(\phi)] \\
= & \lambda[g(A w)-g(A z)-g(A \phi)]
\end{aligned}
$$

and, since $A w=A z+A \phi$ and $g$ is convex, the right side is nonnegative. Because we also have $w \geq z$ and $w \geq \phi$, we see that $w$ is a supersolution to (2.1)-(2.3). The convexity of $A$ implies the concavity of $A^{-1}$ so that

$$
\delta=u-\phi \leq w-\phi=A^{-1} A w-A^{-1} A \phi \leq A^{-1} A z=z
$$

(b) As candidate for an upper solution we now choose

$$
v=A^{-1}(A \zeta+A \phi) \text { or } A v=A \zeta+A \phi
$$

where $\zeta$ satisfies (5.1) and $\phi$ satisfies (2.8). By a similar calculation, as in part (a) we find $v_{t} \geq \zeta_{t}$ so that

$$
\begin{equation*}
v_{t}-\triangle(A(v))+\lambda f(v) \geq \lambda[g(A v)-g(A \phi)]-\gamma A \zeta \tag{5.2}
\end{equation*}
$$

The concavity of $g$ yields

$$
g(A v)-g(A \phi) \geq g^{\prime}(A v)[A v-A \phi]=g^{\prime}(A v)[A \zeta]
$$

Since $A(1)=1$, we have $A v \leq 2$ and $g(A v)-g(A \phi) \geq g^{\prime}(2) A \zeta$. The values of $g$ in [1,2] being at our disposal (subject to preserving smoothness and concavity), we can take $g^{\prime}(2)$ as close to $g^{\prime}(1)$ as we please so that the last inequality is also valid with $g^{\prime}(1)$ replacing $g^{\prime}(2)$. Thus, if $\gamma=\lambda g^{\prime}(1)$, the right side of (5.2) is nonnegative, and, since the boundary and initial inequalities in (2.11) are clearly satisfied, $v(x, t)$ is an upper solution to (2.1)-(2.3). We therefore find, using the concavity of $A^{-1}$,

$$
\delta=u-\phi \leq v-\phi \leq A^{-1} A v-A^{-1} A \phi \leq A^{-1} A \zeta=\zeta
$$

thereby proving part (b) of our theorem.

## Remarks.

1. These results can be generalized to the case where $g$ is only convex or concave in a neighborhood of the origin.
2. For the model problem, $p \geq m$ corresponds to convex $g$ and $p \leq m$ corresponds to concave $g$. Thus, using the explicit form (3.4), our results take the form

$$
\begin{align*}
& 0 \leq u-\phi \leq \begin{cases}{[1+\lambda(p-1) t]^{-\frac{1}{p-1}},} & p \geq m \geq 1 \text { with } p>1 \\
e^{-\lambda t}, & p \geq m=1\end{cases}  \tag{5.3}\\
& 0 \leq u-\phi \leq \begin{cases}{[1+\gamma(m-1) t]^{-\frac{1}{m-1}},} & p \leq m \text { with } m>1 \\
e^{-\gamma t}, & p \leq m=1\end{cases} \tag{5.4}
\end{align*}
$$

Here $\gamma=\lambda g^{\prime}(1)=\frac{\lambda p}{m}$. Note that for $p=m=1$, the two estimates agree. For the heat operator $(m=1)$ and arbitrary $p$, Ricci [18] showed that $u(x, t)$ decays exponentially to $\phi(x)$, whereas our method gives this result only if $p \leq 1$. Of course if $m \neq 1$, we have new results for the porous medium equation with absorption. Even though our estimates are not optimal, they suggest the possibility of nonexponential decay to the steady state. We now exhibit such a case. Suppose $u_{0}(x) \equiv 1,1<p<m$, and $\lambda>\lambda^{*}$ (see (3.8)); then the stationary problem has a dead core $D$ and, by combining (5.4) with Theorem 3.1(b), we find for $x \in D$

$$
[1+\lambda(p-1) t]^{-\frac{1}{p-1}} \leq u(x, t) \leq[1+\gamma(m-1) t]^{-\frac{1}{m-1}}
$$

These two estimates are compatible and show that $u(x, t)$ does not decay exponentially to zero in the dead core.
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#### Abstract

We present optimal upper and lower bounds for the eigenvalues of the differential equations $y^{\prime \prime}-q(x) y+\lambda \rho(x) y=0$ and $\left(q(x) y^{\prime}\right)^{\prime}+\lambda \rho(x) y=0$ on a finite interval with Dirichlet boundary conditions when the coefficient functions $q(x)$ and $\rho(x)$ are nonnegative and are subjected to some kind of additional constraints. One of the basic ideas used in our work consists in reducing the problem of maximizing $\lambda(q, \rho)$ to an elementary problem of calculus of variations. This allows us to establish sufficient optimality conditions for our problems. We establish in the last part of this paper some comparison results for eigenvalues via symmetrization.
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1. Introduction. Let $\lambda(q, \rho)$ denote the first eigenvalue of the boundary-value problem

$$
\begin{gather*}
y^{\prime \prime}-q(x) y+\lambda \rho(x) y=0,  \tag{1.1}\\
y(0)=y(l)=0, \tag{1.2}
\end{gather*}
$$

with $l$ being a positive real number. Let also $H, A$, and $B$ be positive numbers such that $H l>B$ and define the sets

$$
U=\left\{q \in L^{1}(0, l) / q(x) \geq 0, \int_{0}^{l} q(x) d x=A\right\}
$$

and

$$
V=\left\{\rho \in L^{\infty}(0, l) / 0 \leq \rho(x) \leq H, \int_{0}^{l} \rho(x) d x=B\right\} .
$$

The first aim of this paper is to study the extremal eigenvalue problem

$$
\begin{equation*}
\text { maximize } \lambda(q, \rho) \text { subject to }(q, \rho) \in U \times V \text {. } \tag{1.3}
\end{equation*}
$$

If the function $q$ is identically zero, then the eigenvalues of the new system

$$
y^{\prime \prime}+\lambda \rho(x) y=0, \quad y(0)=y(l)=0,
$$

which will be denoted by $\lambda_{n}^{0}(\rho)$, characterize the frequencies of a string of density $\rho(x)$, fixed at its endpoints $x=0$ and $x=l$ and having a unit tension. Krein [16] determined the densities which maximize $\lambda_{n}^{0}(\rho)(n=1,2, \ldots)$ among all measurable

[^76]functions $\rho(x)$ from $V$. He has shown that the extremal functions are step periodic functions, having the period $l / n$ and taking only the values $h$ and $H$. The minimum (resp., maximum) of $\lambda_{n}^{0}$ occurs for the periodic step function which in each interval $[(k-1) l / n, k l / n], k=1, \ldots, n$, is symmetrically decreasing (resp., increasing) i.e., symmetric with respect to (w.r.t.) $(2 k-1) l /(2 n)$ and increasing (resp., decreasing) in $[(k-1) l / n,(2 k-1) l /(2 n)]$. He has also shown that unlike the minimal function, the maximal function is not unique in the case $n \geq 2$. We recall his sharp estimates
\[

$$
\begin{equation*}
\frac{4 n^{2} H}{B^{2}} X\left(\frac{B}{H l}\right) \leq \lambda_{n}^{0}(\rho) \leq \frac{n^{2} \pi^{2} H}{B^{2}} \tag{1.4}
\end{equation*}
$$

\]

where $X(t)$ is the smallest positive root of the equation $X^{1 / 2} \operatorname{tg} X^{1 / 2}=t(1-t)^{-1}$. However, Banks [3] has determined upper and lower bounds for the eigenvalues of the fourth-order differential equation

$$
\begin{gathered}
y^{(4)}+\lambda \rho(x) y=0 \\
y(0)=y^{\prime \prime}(0)=y(l)=y^{\prime \prime}(l)=0
\end{gathered}
$$

under the condition that $\rho \in V$.
The problem when $q$ is not zero and $\rho(x)=1$ has been solved in [20] and [12] by different methods. Later, the authors of [9] studied the same problem when $q(x)$ satisfies the condition $\int_{0}^{1} q(x)^{\alpha} d x=1, \alpha$ being a nonzero real. In [14] and [15], sharp estimates for the first eigenvalue of problem (1.1)-(1.2) are obtained when the coefficients $q(x)$ and $\rho(x)$ are subjected to a general kind of constraints. For other extremal problems concerning eigenvalues see [4], [5], [6], [7], [8], [11], [18], [19], and the references quoted there.

To solve our problem (1.3), we are led to study the following problem:

$$
\text { maximize } \mu(\rho) \quad \text { subject to } \rho \in V
$$

where $\mu(\rho)=\inf _{y} G[\rho, y]$ and

$$
G[\rho, y]=\frac{\int_{0}^{l} y^{\prime 2} d x+A \max |y|^{2}}{\int_{0}^{l} \rho y^{2} d x}
$$

The inf above is taken in the class of nonzero functions from $H_{0}^{1}(0, l)$. Thus, the major purpose of the first part of this work is to provide answers to the following problems. Problem I. Find a function $\rho_{0} \in V$ for which $\mu(\rho) \leq \mu\left(\rho_{0}\right) \quad \forall \rho \in V$.
Problem II. Find a pair of functions $\left(q_{0}, \rho_{0}\right) \in U \times V$ for which

$$
\lambda(q, \rho) \leq \lambda\left(q_{0}, \rho_{0}\right) \quad \forall(q, \rho) \in U \times V
$$

It is clear that standard compactness arguments do not enable us to establish the existence of solutions for Problem II. Before presenting our analysis, we give the following propositions

Proposition 1.1. (i) If $H=\infty$, then $\lambda(q, \rho)$ cannot be estimated from above.
(ii) If $H$ is finite, then $\lambda(q, \rho) \leq(1+A l) \pi^{2} H B^{-2}$ for all $(q, \rho) \in U \times V$.
(iii) If $q \in U$ and if $\rho$ is subjected to the constraints

$$
\int_{0}^{l} \rho(x) d x=B, \quad \rho(x) \geq h
$$

where $h$ is a positive number satisfying $h l<B$, then

$$
\lambda(q, \rho) \leq(1+A l) l^{-2} \pi^{2} / h^{3}
$$

Proof. Suppose that $H=\infty$ and put $q(x) \equiv A l^{-1}$ and $\rho(x)=\varepsilon^{-1} B \cdot \chi_{[0, \varepsilon]}(x)$. (Here and throughout the paper $\chi_{I}(x)$ denotes the characteristic function of the set $I \subset R$.) Then we have $q \in U, \rho \in V$, and

$$
\int_{0}^{l} \rho(x) y(x)^{2} d x=\varepsilon^{-1} B \int_{0}^{\varepsilon} y(x)^{2} d x \leq \varepsilon B \int_{0}^{\varepsilon} y^{\prime}(x)^{2} d x
$$

for all $y \in H_{0}^{1}(0, l)$. It follows that $\lambda(q, \rho) \geq \varepsilon^{-1} B^{-1}$, and therefore $\lambda(q, \rho)$ can be arbitrarily big. The second part of the proposition follows from (1.4) and from the fact that for every function $q \in U$,

$$
\int_{0}^{l} q(x) y(x)^{2} d x \leq A l \int_{0}^{l} y^{\prime}(x)^{2} d x
$$

for all $y \in H_{0}^{1}(0, l)$. Finally we establish (iii) by using the last inequalities and the fact that $\int_{0}^{l} \rho(x) y(x)^{2} d x \geq h \int_{0}^{l} y(x)^{2} d x$ for all $y \in H_{0}^{1}(0, l)$ since $\rho(x) \geq h$.

Proposition 1.2. Let $(q, \rho)$ be in $U \times V$. Then there exist two functions $\bar{q} \in U$ and $\bar{\rho} \in V$, even w.r.t. $x=l / 2$, such that $\lambda(q, \rho) \leq \lambda(\bar{q}, \bar{\rho})$.

Proof. For given admissible functions $q$ and $\rho$, let us define the functions $\bar{q}$ and $\bar{\rho}$ by

$$
\bar{q}(x)=\frac{1}{2}[q(x)+q(l-x)] \quad \text { and } \quad \bar{\rho}(x)=\frac{1}{2}[\rho(x)+\rho(l-x)]
$$

It is clear that $\bar{q} \in U$ and $\bar{\rho} \in V$. Let $\bar{y}$ denote the even first eigenfunction corresponding to $\lambda(\bar{q}, \bar{\rho})$. Then we have

$$
\int_{0}^{l} q(x) \bar{y}(x)^{2} d x=\int_{0}^{l} q(l-x) \bar{y}(x)^{2} d x=\int_{0}^{l} \bar{q}(x) \bar{y}(x)^{2} d x
$$

and, similarly, $\int_{0}^{l} \rho(x) \bar{y}(x)^{2} d x=\int_{0}^{l} \bar{\rho}(x) \bar{y}(x)^{2} d x$. Now suppose that $\int_{0}^{l} \rho(x) \bar{y}(x)^{2} d x=$ 1. Then we have

$$
\begin{aligned}
\lambda(q, \rho) & \leq \int_{0}^{l} \bar{y}^{\prime}(x)^{2} d x+\int_{0}^{l} q(x) \bar{y}(x)^{2} d x \\
& =\int_{0}^{l} \bar{y}^{\prime}(x)^{2} d x+\int_{0}^{l} \bar{q}(x) \bar{y}(x)^{2} d x \leq \lambda(\bar{q}, \bar{\rho}) .
\end{aligned}
$$

2. Sufficient optimality conditions. The book of Hestenes [13, p. 215], provides a theorem used for solving problems of the following type.
Problem III. Minimize $\int_{0}^{l} F_{0}(x, \rho(x)) d x$ subject to the constraints $h \leq \rho \leq H, 0 \leq$ $h<H$, and

$$
\int_{0}^{l} F_{i}(x, \rho(x)) d x=M_{i}, \quad i=1, \ldots, N
$$

where $F_{0}, F_{1}, \ldots, F_{N}$ are given functions, each continuous on $[0, l] \times[h, H]$, and $M_{1}, \ldots, M_{N}$ are given constants. There is a dual theorem used for maximizing the functional $\int_{0}^{l} F_{0}(x, \rho(x)) d x$, which we do not state here.

Theorem 2.1. If $\rho_{0}(x)$ is a solution of Problem III, then there exist constants (Lagrange multipliers) $\nu_{0} \geq 0, \nu_{1}, \nu_{2}, \ldots, \nu_{N}$, not all zero such that for every $x \in[0, l]$

$$
\begin{align*}
& \min _{h \leq \rho \leq H}\left[\nu_{0} F_{0}(x, \rho)+\nu_{1} F_{1}(x, \rho)+\cdots+\nu_{N} F_{N}(x, \rho)\right]  \tag{2.1}\\
= & \nu_{0} F_{0}\left(x, \rho_{0}(x)\right)+\nu_{1} F_{1}\left(x, \rho_{0}(x)\right)+\cdots+\nu_{N} F_{N}\left(x, \rho_{0}(x)\right) .
\end{align*}
$$

Conversely, if a function $\rho_{0}(x)$ and constants $\nu_{0}>0, \nu_{1}, \ldots, \nu_{N}$ exist which satisfy (2.1) and if the conditions

$$
\int_{0}^{l} F_{i}\left(x, \rho_{0}(x)\right) d x=M_{i}
$$

hold for $i=1, \ldots, N$, then $\rho_{0}(x)$ solves Problem III.
Owing to the sufficiency part of the theorem, once we have determined a function $\rho_{0}(x)$ satisfying the conditions of the theorem, we can affirm that this function is optimal. Our Problems I and II are clearly not of the form III. To see how Theorem 2.1 applies to them we need Propositions 2.2 and 2.3 below. These propositions give sufficient conditions for a function $\rho_{0}(x)$ (a couple of functions $(\tilde{q}(x), \tilde{\rho}(x))$ ) to be a solution of Problem I (II). Having these propositions and Theorem 2.1 at hand we can solve Problem I (II) by constructing a function (a couple of functions) satisfying the conditions of the propositions.

Proposition 2.2. Let $\rho_{0}(x)$ be a function of $V$ and $y_{0}(x)$ be a minimizer of functional $G\left[\rho_{0}, y\right]$ over $H_{0}^{1}(0, l)$. If

$$
\int_{0}^{l} \rho_{0}(x) y_{0}(x)^{2} d x \leq \int_{0}^{l} \rho(x) y_{0}(x)^{2} d x
$$

for every function $\rho(x) \in V$, then $\rho_{0}(x)$ is a solution of Problem I.
Proof. Let $\rho(x)$ be an arbitrary member in $V$. Then we have

$$
\begin{aligned}
\mu(\rho) & =\inf _{y \in H_{0}^{1}}\left[\int_{0}^{l} y^{\prime 2} d x+A \max |y|^{2}\right] / \int_{0}^{l} \rho y^{2} d x \\
& \leq\left[\int_{0}^{l} y_{0}^{\prime 2} d x+A \max \left|y_{0}\right|^{2}\right] / \int_{0}^{l} \rho y_{0}^{2} d x \\
& \leq\left[\int_{0}^{l} y_{0}^{\prime 2} d x+A \max \left|y_{0}\right|^{2}\right] / \int_{0}^{l} \rho_{0} y_{0}^{2} d x \\
& =\mu\left(\rho_{0}\right) .
\end{aligned}
$$

Therefore $\rho_{0}$ is a solution of Problem I.
Proposition 2.3. Let $(\tilde{q}, \tilde{\rho})$ be in $U \times V$ and $\tilde{y}$ be any first eigenfunction of the problem $y^{\prime \prime}-\tilde{q}(x) y+\lambda \tilde{\rho}(x) y=0, y(0)=y(l)=0$. If

$$
\begin{align*}
& \int_{0}^{l} \tilde{\rho}(x) \tilde{y}(x)^{2} d x \leq \int_{0}^{l} \rho(x) \tilde{y}(x)^{2} d x  \tag{2.2}\\
& \int_{0}^{l} q(x) \tilde{y}(x)^{2} d x \leq \int_{0}^{l} \tilde{q}(x) \tilde{y}(x)^{2} d x \tag{2.3}
\end{align*}
$$

for every couple $(q, \rho) \in U \times V$, then $(\tilde{q}, \tilde{\rho})$ solves Problem II.

Another way of stating Proposition 2.2 is to say that a sufficient condition for a function $\rho_{0}(x) \in V$ to be a solution of Problem I is that there exist constants $\nu_{0}>0$ and $\nu_{1}$ such that for every $x \in[0, l]$

$$
\min _{0 \leq \rho \leq H}\left[\nu_{0} y_{0}^{2}(x) \rho+\nu_{1} \rho\right]=\nu_{0} y_{0}^{2}(x) \rho_{0}(x)+\nu_{1} \rho_{0}(x)
$$

where $y_{0}$ is a minimizer of functional $G\left[\rho_{0}, y\right]$ over $H_{0}^{1}(0, l)$. This is in fact the reason for choosing the trial function given by (3.1) below. Of course, this remark may be applied to Proposition 2.3 and the couple ( $\tilde{q}, \tilde{\rho}$ ).

A similar approach was used by Barnes [6] to solve other kinds of extremal eigenvalue problems. For example, he studied the problem of determining the shape of the strongest column in the class of all columns of length $l$, volume $V$ and having similar cross-sectional areas $A(x)$ satisfying $a \leq A(x) \leq b$, where $a$ and $b$ are prescribed positive bounds.

Remark 2.4. Conditions (2.2) and (2.3) are necessary for any extremal couple. In fact, suppose that $(\tilde{q}, \tilde{\rho})$ is a solution of Problem II. Then $\tilde{q}$ maximizes the first eigenvalue of the problem $y^{\prime \prime}-q(x) y+\lambda \tilde{\rho}(x) y=0, y(0)=y(1)=0$ in the set $U$. Since $U$ is convex, a standard argument of calculus of variations yields

$$
\int_{0}^{l}[q(x)-\tilde{q}(x)] \tilde{y}(x)^{2} d x \leq 0
$$

for all functions $q$ in $U$. Similarly, since $\tilde{\rho}$ maximizes the first eigenvalue of the problem $y^{\prime \prime}-\tilde{q}(x) y+\lambda \rho(x) y=0, \quad y(0)=y(1)=0$ in the convex set $V$, we deduce as above that

$$
\int_{0}^{l}[\rho(x)-\tilde{\rho}(x)] \tilde{y}(x)^{2} d x \geq 0
$$

for all functions $\rho$ in $V$.
3. Optimal solutions. As shown above, Problem I (II) will be solved by finding a function $\rho_{0}$ (a couple of functions $\left.(\tilde{q}, \tilde{\rho})\right)$ and $y_{0}[\tilde{y}]$ satisfying the conditions of Proposition 2.2 (2.3). Let $\rho_{0}$ be the function defined by

$$
\rho_{0}(x)= \begin{cases}H & \text { if } 0 \leq x \leq a_{0}  \tag{3.1}\\ 0 & \text { if } a_{0}<x<l-a_{0} \\ H & \text { if } l-a_{0} \leq x \leq l\end{cases}
$$

The number $a_{0}$ is chosen so that $\rho_{0}(x) \in V$. This means that

$$
\begin{equation*}
a_{0}=(2 H)^{-1} B \tag{3.2}
\end{equation*}
$$

Lemma 3.1. Let $m_{0}=\inf _{y \in H_{0}^{1}} G[y]$, where

$$
\begin{equation*}
G[y]=\frac{\int_{0}^{l} y^{\prime 2} d x+A \max |y|^{2}}{\int_{0}^{l} \rho_{0} y^{2} d x} \tag{3.3}
\end{equation*}
$$

Then $m_{0}$ is attained on a nonnegative function $y_{0} \in H_{0}^{1}(0, l)$ and

$$
\begin{equation*}
m_{0}=\frac{\pi^{2} H}{B^{2}}\left[\frac{1}{2}+\sqrt{\frac{1}{4}+\frac{A B}{H \pi^{2}}}\right]^{2} \tag{3.4}
\end{equation*}
$$

Proof. A similar result when $\rho_{0} \equiv 1$ has been obtained by Talenti. Our proof will use some arguments of his paper [20].

Step 1. First, it is easily seen that $G$ has a nonnegative minimizer $y_{0}$ in $H_{0}^{1}(0, l)$, which is symmetric with respect to $l / 2$. Suppose now that $y_{0}$ is convex in an interval $\left(x_{1}, x_{2}\right)$, where $0 \leq x_{1}<x_{2} \leq l$. If $z$ is given by

$$
z(x)=y_{0}\left(x_{1}\right)+\delta\left(x-x_{1}\right), \text { where } \delta=\left[y_{0}\left(x_{2}\right)-y_{0}\left(x_{1}\right)\right] /\left(x_{2}-x_{1}\right)
$$

for $x \in\left(x_{1}, x_{2}\right)$ and coincides with $y_{0}$ out of $\left(x_{1}, x_{2}\right)$, then the value of $G\left[y_{0}\right]$ is greater than $G[z]$. Indeed we have $y_{0}\left(x_{1}\right)=z\left(x_{1}\right), y_{0}\left(x_{2}\right)=z\left(x_{2}\right)$, and

$$
\int_{x_{1}}^{x_{2}} \rho_{0}(x) y_{0}^{2}(x) d x \leq \int_{x_{1}}^{x_{2}} \rho_{0}(x) z^{2}(x) d x
$$

On the other hand, by Hölder's inequality

$$
\begin{gathered}
\int_{x_{1}}^{x_{2}} y_{0}^{\prime} d x \leq\left(\int_{x_{1}}^{x_{2}} y_{0}^{\prime 2} d x\right)^{1 / 2}\left(\int_{x_{1}}^{x_{2}} d x\right)^{1 / 2} \\
{\left[y_{0}\left(x_{2}\right)-y_{0}\left(x_{1}\right)\right]^{2} \leq\left(\int_{x_{1}}^{x_{2}} y_{0}^{\prime 2} d x\right)\left(x_{2}-x_{1}\right)} \\
\int_{x_{1}}^{x_{2}} z^{\prime 2} d x \leq \int_{x_{1}}^{x_{2}} y_{0}^{\prime 2} d x
\end{gathered}
$$

Since we can do the same for all other intervals where $y_{0}$ is convex, one deduces that the function $y_{0}$ is concave in the interval $[0, l]$. Now put

$$
z_{0}(x)= \begin{cases}y_{0}\left(a_{0}\right) & \text { if } x \in\left[a_{0}, l-a_{0}\right] \\ y_{0}(x) & \text { otherwise }\end{cases}
$$

Therefore, $z_{0} \in H_{0}^{1}(0, l), \max \left|z_{0}\right| \leq \max \left|y_{0}\right|, \int_{0}^{l} z_{0}^{\prime 2} d x \leq \int_{0}^{l} y_{0}^{\prime 2} d x$, and $\int_{0}^{l} \rho_{0} z_{0}^{2} d x=$ $\int_{0}^{l} \rho_{0} y_{0}^{2} d x$, which implies that $G\left[z_{0}\right] \leq G\left[y_{0}\right]$. Hence $y_{0}$ must be constant in the interval $\left[a_{0}, l-a_{0}\right]$.

Step 2. Now we shall show that $y_{0}^{\prime}$ is everywhere continuous in $] 0, l[$.
Let $E$ denote the set of all $x \in[0, l]$ such that $y_{0}(x)=\max \left|y_{0}\right|$. Since $y_{0}$ is concave and symmetric about $x=l / 2, E$ is exactly an interval of the form $\left[b_{0}, l-b_{0}\right]$, where $0<b_{0} \leq a_{0}$. Besides, the concavity of $y_{0}$ implies also that $y_{0}^{\prime}\left(\xi^{-}\right)$and $y_{0}^{\prime}\left(\xi^{+}\right)$ exist and are finite at every point $\xi$ from $] 0, l[$ and

$$
\begin{equation*}
y_{0}^{\prime}\left(\xi^{+}\right) \leq y_{0}^{\prime}\left(\xi^{-}\right) \tag{3.5}
\end{equation*}
$$

Let $z$ be a function of $H_{0}^{1}(0, l)$, achieving its maximum at $x=l / 2$. Then we have

$$
\max _{x}\left|y_{0}(x)+t z(x)\right|=y_{0}(l / 2)+t z(l / 2)
$$

for all $t>0$ small enough. Since $y_{0}$ minimizes $G$ over $H_{0}^{1}(0, l)$, the directional derivative $G^{\prime}\left[y_{0}, z\right]$ must be nonnegative. $G^{\prime}\left[y_{0}, z\right]$ is by definition the limit of

$$
\frac{1}{t}\left(G\left[y_{0}+t z\right]-G\left[y_{0}\right]\right)
$$

as $t$ approaches zero through positive values. Now pick $\left.\xi \in] 0, b_{0}\right]$ and choose

$$
z(x)= \begin{cases}1-n|x-\xi| & \text { for } x \in I_{n} \\ 0 & \text { otherwise }\end{cases}
$$

where $n>\xi^{-1}$ and $I_{n}=\{x \in[0, l],|x-\xi|<1 / n\}$. As mentioned above, we have $G^{\prime}\left[y_{0}, z\right] \geq 0$ for all $n>\xi^{-1}$, which yields

$$
-n \int_{\xi-1 / n}^{\xi} y_{0}^{\prime} d x+n \int_{\xi}^{\xi+1 / n} y_{0}^{\prime} d x \geq-H G\left[y_{0}\right] \int_{I_{n}} y_{0} d x
$$

for all $n>\xi^{-1}$. Letting $n \rightarrow \infty$ gives $y_{0}^{\prime}\left(\xi^{+}\right) \geq y_{0}^{\prime}\left(\xi^{-}\right)$. From (3.5) we deduce that $y_{0}^{\prime}\left(\xi^{+}\right)=y_{0}^{\prime}\left(\xi^{-}\right)$for all $\left.\left.\xi \in\right] 0, b_{0}\right]$ and therefore $y_{0}^{\prime}$ is everywhere continuous in $] 0, l[$. Thus we have in particular $y_{0}^{\prime}\left(b_{0}\right)=y_{0}^{\prime}\left(l-b_{0}\right)=0$.

Step 3. Let

$$
\mathcal{O}=\{x \in] 0, l\left[, y_{0}(x)<\max \left|y_{0}\right|\right\}
$$

Then as is shown in [20], $G$ is Gâteaux differentiable at $y_{0}$ and

$$
G^{\prime}\left[y_{0}\right][z]=2\left(\int_{0}^{l} \rho_{0} y_{0}^{2} d x\right)^{-1}\left(\int_{0}^{l} y_{0}^{\prime} z^{\prime} d x-G\left[y_{0}\right] \int_{0}^{l} \rho_{0} y_{0} z d x\right)
$$

for all test functions $z \in H_{0}^{1}(0, l)$ such that

$$
\text { support of } z \subset \mathcal{O}
$$

Hence it follows that $y_{0}$ satisfies the differential equation

$$
y_{0}^{\prime \prime}(x)+H G\left[y_{0}\right] y_{0}(x)=0 \text { in } \mathcal{O}
$$

Integrating this equation, we arrive at the following representation:

$$
y_{0}(x)= \begin{cases}C \sin \sqrt{m_{0} H} x & \text { for } x \in\left[0, b_{0}\right] \\ y_{0}\left(b_{0}\right) & \text { for } x \in] b_{0}, l-b_{0}[ \\ C \sin \sqrt{m_{0} H}(l-x) & \text { for } x \in\left[l-b_{0}, l\right]\end{cases}
$$

where $m_{0}=G\left[y_{0}\right]$. Since $y_{0}$ is concave and $y_{0}^{\prime}\left(b_{0}\right)=0$, we must have $\sqrt{m_{0} H} b_{0}=\pi / 2$ and hence

$$
\begin{equation*}
b_{0}=\frac{\pi}{2}\left(m_{0} H\right)^{-1 / 2} \tag{3.6}
\end{equation*}
$$

Now the constant $C$ is known. In fact, $C=y_{0}\left(b_{0}\right)$. On the other hand, plugging $y_{0}$ into (3.3) gives

$$
\begin{equation*}
m_{0}=\frac{m_{0} b_{0} H+A}{\left(2 a_{0}-b_{0}\right) H} \tag{3.7}
\end{equation*}
$$

which yields

$$
B m_{0}-\pi H^{1 / 2} m_{0}^{1 / 2}-A=0
$$

The unique solution of this equation is given by (3.4).

Theorem 3.2. The function $\rho_{0}$ defined by (3.1) is a solution of Problem I.
Proof. Let $\nu_{0}$ and $\nu_{1}$ be two numbers such that $\nu_{0}=1$ and $\nu_{1}=-y_{0}^{2}\left(b_{0}\right)$, where the function $y_{0}$ and the number $b_{0}$ are as above. Then $\rho_{0}$ satisfies condition (2.1) of Theorem 2.1. Indeed, for all $x \in[0, l]$,

$$
\min _{0 \leq \rho \leq H}\left[y_{0}^{2}(x) \rho-y_{0}^{2}\left(b_{0}\right) \rho\right]=\min _{0 \leq \rho \leq H}\left[y_{0}^{2}(x)-y_{0}^{2}\left(b_{0}\right)\right] \rho_{0}(x)
$$

which implies that $\int_{0}^{l} \rho_{0}(x) y_{0}(x)^{2} d x \leq \int_{0}^{l} \rho(x) y_{0}(x)^{2} d x$ for all $\rho \in V$. By Proposition $2.2, \rho_{0}$ is a solution of Problem I.

Theorem 3.3. Put $q_{0}(x)=\frac{1}{2} A\left(a_{0}-b_{0}\right)^{-1} \chi_{I}(x)$, where $a_{0}$ and $b_{0}$ are given by (3.2) and (3.6), respectively, and $I=\left[b_{0}, a_{0}\right] \cup\left[l-a_{0}, l-b_{0}\right]$. Then the pair $\left(q_{0}, \rho_{0}\right)$ is a solution of Problem II.

Proof. It is clear that $q_{0} \in U$. Moreover we have for all $q \in U$

$$
\int_{0}^{l} q(x) y_{0}^{2}(x) d x \leq A \max _{x}\left|y_{0}^{2}(x)\right|=\int_{0}^{l} q_{0}(x) y_{0}^{2}(x) d x
$$

since $y_{0}(x)=\max \left|y_{0}\right|$ for $x \in\left[b_{0}, l-b_{0}\right]$. In order to apply Proposition 2.3, it remains to show that $y_{0}$ satisfies

$$
\begin{equation*}
y^{\prime \prime}-\frac{1}{2} A\left(a_{0}-b_{0}\right)^{-1} \chi_{I} y+m_{0} H \chi_{J} y=0 \tag{3.8}
\end{equation*}
$$

everywhere in $] 0, l\left[\right.$, where $J=\left[0, a_{0}\right] \cup\left[l-a_{0}, l\right]$. From (3.7), we get

$$
\begin{equation*}
2 m_{0} H=A\left(a_{0}-b_{0}\right)^{-1} \tag{3.9}
\end{equation*}
$$

On the other hand, since the differential equation

$$
y_{0}^{\prime \prime}(x)+m_{0} H y_{0}(x)=0
$$

holds everywhere in $\mathcal{O}=] 0, b_{0}[\cup] l-b_{0}, l\left[\right.$, relation (3.9) implies that $y_{0}$ is a solution of (3.8). Hence $\left(q_{0}, \rho_{0}\right)$ satisfies the conditions of Proposition 2.3 and therefore is a solution of Problem II.

Remark 3.4. For a given function $f(x)$ defined on the interval $[0, l]$, we shall use the notation $f^{+}(x)$ and $f^{-}(x)$ to denote the symmetrically increasing rearrangement and the symmetrically decreasing rearrangement of $f$, respectively. We recall that the function $f^{+}$is characterized by the condition that $f^{+}$is symmetric about $x=l / 2$, decreasing on the interval $[0, l / 2]$ and equimeasurable to $f(x)$ on $[0, l]$; that is,

$$
\operatorname{meas}\left\{x / f^{+}(x) \geq t\right\}=\operatorname{meas}\{x / f(x) \geq t\}
$$

for all $t \geq 0$. The function $f^{-}$is symmetric about $x=l / 2$ and satisfies $f^{-}(x)=$ $f^{+}(l / 2+x)$ for all $x$ in $[0, l / 2]$. Theorem 3.3 shows that an estimate from above of $\lambda(q, \rho)$ of either the form

$$
\lambda(q, \rho) \leq \lambda\left(q^{-}, \rho^{+}\right)
$$

or the form

$$
\lambda(q, \rho) \leq \lambda\left(q^{+}, \rho^{+}\right)
$$

is in general impossible. In fact, suppose for instance that $\lambda\left(q_{0}, \rho_{0}\right) \leq \lambda\left(q_{0}^{-}, \rho_{0}\right)$; i.e., the couple $\left(q_{0}^{-}, \rho_{0}\right)$ is also a solution of Problem II. Then Remark 2.4 tells us
that $\int_{0}^{l} q_{0}^{-}(x) \bar{y}(x)^{2} d x \geq \int_{0}^{l} q(x) \bar{y}(x)^{2} d x$ for all functions $q$ in $U$, where $\bar{y}$ is the first eigenfunction of the problem $y^{\prime \prime}-q_{0}^{-}(x) y+\lambda \rho_{0}(x) y=0, y(0)=y(l)=0$. Since $q_{0}^{-}$ is symmetrically decreasing and takes only the values 0 and $m_{0} \cdot H$, the function $\bar{y}$ is concave in a neighborhood of $l / 2$. Consequently, one can construct a function $q$ belonging to $U$, taking only the values 0 and $m_{0} \cdot H$ and such that $\int_{0}^{l} q(x) \bar{y}(x)^{2} d x>$ $\int_{0}^{l} q_{0}^{-}(x) \bar{y}(x)^{2} d x$. This, however, implies that $\lambda\left(q_{0}^{-}, \rho_{0}\right)<\lambda\left(q_{0}, \rho_{0}\right)$. Besides, one can easily check that $\lambda\left(q_{0}^{+}, \rho_{0}\right)<\lambda\left(q_{0}, \rho_{0}\right)$.

Remark 3.5. We have

$$
\begin{equation*}
\inf _{U \times V} \lambda(q, \rho)=4 H B^{-2} X\left(\frac{B}{H l}\right), \tag{3.10}
\end{equation*}
$$

where $X(t)$ is the smallest positive root of the equation $X^{1 / 2} \operatorname{tg} X^{1 / 2}=t(1-t)^{-1}$. Moreover the inf in (3.10) is not attained. In fact, from [16] we deduce that for every $(q, \rho) \in U \times V$

$$
4 H B^{-2} X\left(\frac{B}{H l}\right)=\mu(\bar{\rho}) \leq \mu(\rho) \leq \lambda(q, \rho)
$$

where $\bar{\rho}=H . \chi_{[a, l-a]}, a=(H-B) /(2 H)$, and $\mu(\rho)$ is the first eigenvalue of

$$
\left\{\begin{array}{l}
y^{\prime \prime}+\mu \rho(x) y=0 \\
y(0)=y(1)=0
\end{array}\right.
$$

Let $y_{0}$ be a first eigenfunction of this problem when $\rho=\bar{\rho}$. Let $\left\{y_{n}\right\}$ be a sequence of $C_{0}^{\infty}[0, l]$ converging to $y_{0}$. Then it is possible to find a sequence of nonnegative functions $\left\{q_{n}\right\}$ such that

$$
\int_{0}^{l} q_{n} d x=1, \quad \int_{0}^{1} q_{n} y_{n}^{2} d x=0
$$

Hence equality (3.10) follows since $\lambda\left(q_{n}, \bar{\rho}\right) \rightarrow \mu(\bar{\rho})$ as $n \rightarrow \infty$. On the other hand, if there exists a couple $(\tilde{q}, \tilde{\rho})$ in $U \times V$ such that $\mu(\bar{\rho})=\lambda(\tilde{q}, \tilde{\rho})$, then we must have $\tilde{q} \equiv 0$. This function is of course not admissible. Therefore the infimum in (3.10) is not achieved in $U \times V$.
4. Generalization of the preceding results. Results analogous to the preceding ones may be obtained in the more general situation in which the function $\rho$ is subjected to the constraints

$$
\begin{equation*}
\int_{0}^{l} \rho(x) d x=B, \quad 0<h \leq \rho(x) \leq H \tag{4.1}
\end{equation*}
$$

where $h l<B<H l$. Suppose now that $H$ is a given positive constant and consider the function $\rho_{h}$ defined by

$$
\rho_{h}(x)= \begin{cases}H & \text { if } 0 \leq x \leq a \\ h & \text { if } a<x<l-a \\ H & \text { if } l-a \leq x \leq l\end{cases}
$$

where $a=\frac{1}{2}(B-l h) /(H-h)$. Then we have the following lemma.

Lemma 4.1. Let $\delta=\left(B \sqrt{m_{0} H}-\pi H\right) /\left(h l \sqrt{m_{0} H}-\pi\right), 0 \leq \delta<H$, and $m_{h}=$ $\inf _{y \in H_{0}^{1}} G_{h}[y]$, where

$$
G_{h}[y]=\frac{\int_{0}^{l} y^{\prime 2} d x+A \max |y|^{2}}{\int_{0}^{l} \rho_{h} y^{2} d x}
$$

Then $m_{h}$ is attained on a nonnegative function $y_{h} \in C_{0}^{1}[0, l]$ and there exists a positive constant $b<l / 2$ depending on $h$ such that $y_{h}(x)=\max \left|y_{h}\right|$ for $x \in[b, l-b]$. Moreover if $h \leq \delta$, then $m_{h}=m_{0}$, and if $h>\delta$, then $m_{h}$ is strictly less than $m_{0}$ and equals the least positive root of the equation

$$
\frac{\cot (\sqrt{m h} a)+\sqrt{h / H} \tan (\sqrt{m H} a)}{\sqrt{h / H} \cot (\sqrt{m h} a) \tan (\sqrt{m H} a)-1}=\tan \frac{1}{2}\left(\sqrt{m h}-\frac{A}{\sqrt{m h}}\right)
$$

The proof of this lemma is similar to that of Lemma 3.1. First of all it is easily verified that for each positive $h<H, y_{h}$ is symmetrically decreasing and concave and belongs to $C_{0}^{1}[0, l]$. On the other hand, the set $E_{h}=\left\{x \in[0, l], y_{h}(x)=\max \left|y_{h}\right|\right\}$ must have a nonzero measure; otherwise $y_{h}$ will satisfy the Euler-Lagrange equation $y_{h}^{\prime \prime}+m_{h} \rho_{h} y_{h}=0$ on the whole interval $(0, l)$ and minimize the functional $y \longrightarrow$ $\int_{0}^{l} y^{\prime 2} d x / \int_{0}^{l} \rho_{h} y^{2} d x$ over $H_{0}^{1}(0, l)$, which is impossible. The remainder of the lemma is proved by exploiting the differential equation above, which holds outside $E_{h}$, and by taking into account the relation $m_{h}=G_{h}\left[y_{h}\right]$.

Theorem 4.2. For all $q \in U$ and for all $\rho$ satisfying (4.1),

$$
\begin{equation*}
\lambda(q, \rho) \leq m_{h} \tag{4.2}
\end{equation*}
$$

If $h<\delta$, then the equality is attained if $\rho=\rho_{h}$ and if $q$ is defined by

$$
q(x)= \begin{cases}m_{0} H & \text { if } b_{0} \leq x \leq a \text { or } \\ & l-a \leq x \leq l-b_{0} \\ m_{0} h & \text { if } a<x<l-a \\ 0 & \text { otherwise }\end{cases}
$$

If $h=\delta$, then (4.2) becomes equality if $\rho=\rho_{h}$ and if $q(x)=m_{0} h \chi_{\left[b_{0}, l-b_{0}\right]}$. If $h>\delta$, then (4.2) becomes equality if $\rho=\rho_{h}$ and if $q(x)=m_{h} h \chi_{[b, l-b]}$. Here $\delta$ is as in Lemma $4.1, b_{0}$ is given by (3.6),

$$
a=\frac{B-l h}{2(H-h)}, \quad b=\frac{1}{2}\left(l-\frac{A}{h m_{h}}\right) .
$$

To prove this theorem it is sufficient to verify that for each $h$ such that $0<h<H$, the pair $(q, \rho)$ constructed above and the function $y_{h}$ found in Lemma 4.1 satisfy the conditions of Proposition 2.3. Notice that Theorem 4.2 implies that for $h<\delta$ (in particular for $h=0$ ) Problem II possesses infinitely many solutions.

It should also be mentioned that our method applies to the case when the function $\rho$ satisfies the conditions

$$
\begin{equation*}
\left(\int_{0}^{l} \rho(x)^{s} d x\right)^{1 / s}=B, \quad 0 \leq \rho(x) \leq H \tag{4.3}
\end{equation*}
$$

where $s$ is a number $>1$. In this case the upper bound for the first eigenvalue $\lambda(q, \rho)$ is

$$
\Lambda_{s}=\frac{\pi^{2} H^{2 s-1}}{B^{2 s}}\left[\frac{1}{2}+\sqrt{\frac{1}{4}+\frac{A B^{s}}{H^{s} \pi^{2}}}\right]^{2}
$$

which is achieved when

$$
\rho(x)= \begin{cases}H & \text { if } 0 \leq x \leq a_{s} \\ 0 & \text { if } a_{s}<x<l-a_{s} \\ H & \text { if } l-a_{s} \leq x \leq l\end{cases}
$$

$a_{s}=B^{s}\left(2 H^{s}\right)^{-1}$, and when $q(x)=\Lambda_{s} H \chi_{I_{s}}$, where $I_{s}=\left[b_{s}, a_{s}\right] \cup\left[l-a_{s}, b-b_{s}\right]$ and $b_{s}=\left(\Lambda_{s} H\right)^{-1 / 2} \pi / 2$.
5. Another eigenvalue problem. Now we shall be concerned with an eigenvalue problem of the form

$$
\begin{gather*}
\left(q(x) y^{\prime}\right)^{\prime}+\lambda \rho(x) y=0  \tag{5.1}\\
y(0)=y(l)=0 \tag{5.2}
\end{gather*}
$$

As before we would like to find sharp upper bound for the first eigenvalue $\lambda(q, \rho)$ of problem (5.1)-(5.2) under the conditions that $\rho \in V$ and $q \in U_{\alpha}$, where

$$
U_{\alpha}=\left\{q \in L^{\alpha}(0, l) / q \geq 0, \int_{0}^{l} q^{\alpha}(x) d x=A^{\alpha}\right\}
$$

and $\alpha \geq 1$. Estimates of $\lambda(q, \rho)$ are obtained in [10] when $q(x)$ and $\rho(x)$ are nonnegative and are subjected to the constraints

$$
\int_{0}^{l} q^{\alpha}(x) d x=1, \quad \int_{0}^{l} \rho^{\beta}(x) d x=1
$$

where $\alpha$ and $\beta$ are nonzero real numbers. It has been shown that $\lambda(q, \rho)$ cannot be estimated from above in the case $\alpha \geq 1$ and $\beta \geq 1$. Another problem has been considered by Bandle [2], who has given upper bounds for the eigenvalues of the problem

$$
\left(q(x) y^{\prime}\right)^{\prime}+\lambda y=0, \quad\left(q y^{\prime}\right)(0)=\left(q y^{\prime}\right)(l)=0
$$

when $q \in U_{\alpha}$ and $0<q(x)<\sigma$ for $x \in(0, l)$. $\sigma$ is a given positive constant. In [11], Egorov and Kondratiev have studied the problem of determining the shape of the column clamped at both of its extremities and having the largest buckling load among all columns of length $l$ and volume $V$. This problem is equivalent to that of finding a nonnegative function (cross-sectional area) $q(x)$ which maximizes the first eigenvalue of the following problem:

$$
\begin{gathered}
\left(q(x) y^{\prime \prime}\right)^{\prime \prime}+\lambda y^{\prime \prime}=0 \\
y(0)=y^{\prime}(0)=0, \quad y(l)=y^{\prime}(l)=0
\end{gathered}
$$

under the condition that

$$
\int_{0}^{l} q^{\beta}(x) d x=V
$$

where $\beta>-1 / 2$ and $V>0$. Now let us consider the following problem.
Problem IV. Find a pair of functions $(\tilde{q}, \tilde{\rho}) \in U_{\alpha} \times V$ for which

$$
\lambda(q, \rho) \leq \lambda(\tilde{q}, \tilde{\rho}) \quad \forall(q, \rho) \in U_{\alpha} \times V
$$

The variational principle holds, which says

$$
\lambda(q, \rho)=\inf _{y} R[q, \rho, y],
$$

where

$$
R[q, \rho, y]=\frac{\int_{0}^{l} q y^{\prime 2} d x}{\int_{0}^{l} \rho y^{2} d x}
$$

and the inf is taken over all nonzero functions $y$ from $C_{0}^{1}[0, l]$. Put now

$$
M_{\alpha}=\sup _{q, \rho} \lambda(q, \rho)
$$

where the supremum is taken in the class of all pairs $(q, \rho) \in U_{\alpha} \times V$.
Proposition 5.1. For any couple $(q, \rho)$ in $U_{\alpha} \times V$, there exist two functions $\hat{q} \in U$ and $\hat{\rho} \in V$, both symmetric w.r.t. l/2 such that $\lambda(q, \rho) \leq \lambda(\hat{q}, \hat{\rho})$.

Proof. For given admissible functions $q$ and $\rho$, consider the functions

$$
\bar{q}(x)=\frac{1}{2}[q(x)+q(l-x)] \quad \text { and } \quad \bar{\rho}(x)=\frac{1}{2}[\rho(x)+\rho(l-x)] .
$$

Arguing as in the proof of Proposition 1.2 gives $\lambda(q, \rho) \leq \lambda(\bar{q}, \bar{\rho})$. Besides,

$$
\begin{aligned}
\int_{0}^{l} \bar{q}^{\alpha}(x) d x & =\int_{0}^{l}\left[\frac{q(x)+q(l-x)}{2}\right]^{\alpha} d x \\
& \leq \frac{1}{2}\left[\int_{0}^{l} q^{\alpha}(x) d x+\int_{0}^{l} q^{\alpha}(l-x) d x\right]=A^{\alpha}
\end{aligned}
$$

since $\alpha \geq 1$. Therefore one can choose $\hat{q}(x)=A\left(\int_{0}^{l} \bar{q}^{\alpha}(x) d x\right)^{-1 / \alpha} \bar{q}(x)$ and $\hat{\rho}(x)=\bar{\rho}(x)$.

The main result of this section is the following theorem.
Theorem 5.2. Let $\alpha>1$ and $p=2 \alpha /(\alpha-1)$. Let $\tilde{y}$ be the first eigenfunction of the nonlinear problem

$$
\left(A\left\|y^{\prime}\right\|_{p}^{2-p}\left|y^{\prime}\right|^{p-2} y^{\prime}\right)^{\prime}+\lambda \tilde{\rho} y=0, \quad y(0)=y(l)=0
$$

where $\tilde{\rho}\left(=\rho_{0}\right)$ is given by (3.1). Put $\tilde{q}=A\left\|y^{\prime}\right\|_{p}^{2-p}\left|y^{\prime}\right|^{p-2}$. Then the couple $(\tilde{q}, \tilde{\rho})$ is a solution of Problem IV. Moreover we have

$$
\begin{equation*}
M_{\alpha}=2 A \frac{H^{1+1 / \alpha}}{B^{2+1 / \alpha}}\left(\frac{\alpha+1}{\alpha}\right)^{1 / \alpha-1}\left(\frac{5 \alpha+1}{4 \alpha}\right)^{1 / \alpha} \mathcal{B}^{2}\left(\frac{1}{2}, \frac{1}{2}+\frac{1}{2 \alpha}\right) \tag{5.3}
\end{equation*}
$$

where $\mathcal{B}$ is Euler's beta function.

To prove this theorem, we will use three lemmas. The first one is analogous to Proposition 2.3.

Lemma 5.3. Let $(\tilde{q}, \tilde{\rho})$ be a couple from $U_{\alpha} \times V$ and $\tilde{y}$ be any first eigenfunction of the problem

$$
\left(\tilde{q}(x) y^{\prime}\right)^{\prime}+\lambda \tilde{\rho}(x) y=0, \quad y(0)=y(l)=0
$$

If

$$
\begin{aligned}
& \int_{0}^{l} \tilde{\rho}(x) \tilde{y}(x)^{2} d x \leq \int_{0}^{l} \rho(x) \tilde{y}(x)^{2} d x \\
& \int_{0}^{l} q(x) \tilde{y}^{\prime}(x)^{2} d x \leq \int_{0}^{l} \tilde{q}(x) \tilde{y}^{\prime}(x)^{2} d x
\end{aligned}
$$

for every couple $(q, \rho) \in U_{\alpha} \times V$, then $(\tilde{q}, \tilde{\rho})$ is a solution of Problem IV.
Lemma 5.4. Let $p$ be a number $>1$. Let $m=\inf _{y} G[y]$, where

$$
G[y]=\frac{\left(\int_{0}^{l}\left|y^{\prime}\right|^{p} d x\right)^{2 / p}}{\int_{0}^{l} \tilde{\rho} y^{2} d x}
$$

and $\tilde{\rho}$ is given by (3.1). The infimum above is taken in the class of all nonzero functions $y$ from $W_{0}^{1, p}(0, l)$. Then $G$ has a nonnegative minimizer $\tilde{y}$ in $W_{0}^{1, p}(0, l)$ with the following properties:
(i) $\tilde{y}$ is concave and symmetric about $x=l / 2$.
(ii) $I=\{x \in[0, l], \tilde{y}(x)=\max |\tilde{y}|\}$ is exactly the interval $[a, l-a] ; a=(2 H)^{-1} B$.
(iii) $\tilde{y}^{\prime}$ is everywhere continuous and $\tilde{y}$ satisfies the equation

$$
\left(\left\|y^{\prime}\right\|_{p}^{2-p}\left|y^{\prime}\right|^{p-2} y^{\prime}\right)^{\prime}+m \tilde{\rho} y=0
$$

at every point of the interval $] 0, l[$.
(iv)

$$
m=2 \frac{H^{2-2 / p}}{B^{3-2 / p}}\left(\frac{p-1}{p}\right)^{-2 / p}\left(\frac{3 p-1}{2 p}\right)^{1-2 / p} \mathcal{B}^{2}\left(\frac{1}{2}, 1-\frac{1}{p}\right)
$$

(v) We have

$$
\begin{gathered}
\tilde{y}(x)=\tilde{y}(a)+c_{1}(a-x)^{p /(p-1)}[1+o(1)] \text { as } x \rightarrow a^{-} \\
\tilde{y}^{\prime}(x)=c_{2}(a-x)^{1 /(p-1)}[1+o(1)] \text { as } x \rightarrow a^{-} \\
\tilde{y}(x)=c_{3} x[1+o(1)] \text { as } x \rightarrow 0^{+}
\end{gathered}
$$

where $c_{1}, c_{2}$, and $c_{3}$ are nonzero numbers.
The proof of this lemma is similar to that of Lemma 3.1 and will therefore be omitted.

Lemma 5.5. Let $p>2$ and let the functions $\tilde{\rho}$ and $\tilde{y}$ be as in Lemma 5.4. Put $\tilde{q}(x)=\left\|\tilde{y}^{\prime}\right\|_{p}^{2-p}\left|\tilde{y}^{\prime}(x)\right|^{p-2}$. Let

$$
\mu=\inf _{y \in H_{0}^{1}(0, l)} \frac{\int_{0}^{l} \tilde{q} y^{\prime 2} d x}{\int_{0}^{l} \tilde{\rho} y^{2} d x}
$$

Then $\mu$ is attained at $\tilde{y}$ and $\mu=m$.

Proof. Let $\left\{y_{k}\right\} \subset H_{0}^{1}(0, l)$ be a minimizing sequence normalized so that $\int_{0}^{l} \tilde{\rho} y_{k}^{2} d x=$ 1. Then the integrals $\int_{0}^{a-\varepsilon} y_{k}^{\prime 2} d x$ and $\int_{l-a+\varepsilon}^{l} y_{k}^{\prime 2} d x$ are bounded and so there exists a subsequence converging uniformly in $[0, a-\varepsilon]$ and in $[l-a+\varepsilon, l]$ and weakly in $H^{1}(0, a-\varepsilon)$ and in $H^{1}(l-a+\varepsilon, l)$. Using a diagonalization one can find a subsequence converging almost everywhere in $(0, a)$ and in $(l-a, l)$ to a function $\bar{y}(x)$. We shall reason only in the interval $(0, a)$. We shall show that $\int_{a-\varepsilon}^{a} y_{k}^{2} d x \leq C_{0} \varepsilon^{\beta}$, where $C_{0}$ and $\beta$ are positive numbers independent of $k$. Taking into account the fact that

$$
\tilde{q}(x)=c(a-x)^{\gamma}[1+o(1)] \text { as } x \rightarrow a^{-}
$$

where $\gamma=(p-2) /(p-1), 0<\gamma<1$, we deduce from the equality $y_{k}(a-\varepsilon)=$ $\int_{0}^{a-\varepsilon} y_{k}^{\prime}(t) d t$ that

$$
y_{k}^{2}(a-\varepsilon) \leq \int_{0}^{a-\varepsilon} \tilde{q}(x) y_{k}^{\prime 2}(x) d x \int_{0}^{a-\varepsilon} \tilde{q}^{-1}(x) d x \leq C \varepsilon^{1-\gamma}
$$

Similarly, for every $x$ in $(a-\varepsilon, a)$, we have $y_{k}(x)=y_{k}(a-\varepsilon)+\int_{a-\varepsilon}^{x} y_{k}^{\prime}(t) d t$ and therefore

$$
\begin{aligned}
y_{k}^{2}(x) & \leq 2 y_{k}^{2}(a-\varepsilon)+2\left(\int_{a-\varepsilon}^{x} y_{k}^{\prime}(t) d t\right)^{2} \\
& \leq 2 C \varepsilon^{1-\gamma}+\frac{2 C}{1-\gamma} \varepsilon^{1-\gamma} \leq 4 C \varepsilon^{1-\gamma}
\end{aligned}
$$

for $\varepsilon$ small enough. It follows that $\int_{a-\varepsilon}^{a} y_{k}^{2} d x \leq 4 C \varepsilon^{2-\gamma}$. Repeating the same argument in the interval $(l-a, a)$ we obtain that $\int_{l-a}^{l-a+\varepsilon} y_{k}^{2}(x) d x \leq 4 C \varepsilon^{2-\gamma}$. If we extend the function $\bar{y}$ to the whole interval $(0, l)$ by a smooth function (the obtained function will also be denoted by $\bar{y}$ ), we obtain

$$
\int_{0}^{l} \tilde{\rho}(x) \bar{y}^{2}(x) d x=1 \text { and } \int_{0}^{l} \tilde{q}(x) \bar{y}^{\prime 2}(x) d x \leq \mu
$$

This implies that $\int_{0}^{l} \tilde{q}(x) \bar{y}^{\prime 2}(x) d x=\mu$. Since $\bar{y}$ is a minimizer in $H_{0}^{1}(0, l)$, it satisfies the equation

$$
\begin{equation*}
\left(\tilde{q}(x) \bar{y}^{\prime}\right)^{\prime}+\mu \tilde{\rho} \bar{y}=0 \tag{5.4}
\end{equation*}
$$

and the boundary conditions $\bar{y}(0)=\bar{y}(l)=0$. Similarly, $\tilde{y}$ satisfies

$$
\begin{equation*}
\left(\tilde{q}(x) \tilde{y}^{\prime}\right)^{\prime}+m \tilde{\rho} \tilde{y}=0 \tag{5.5}
\end{equation*}
$$

and $\tilde{y}(0)=\tilde{y}(l)=0$. Multiplying (5.4) (resp., (5.5)) by $\tilde{y}$ (resp., $\bar{y}$ ), integrating, and taking the difference, we obtain that

$$
(m-\mu) \int_{0}^{l} \tilde{y}(x) \bar{y}(x) d x=\tilde{q}(x) \tilde{y}(x) \bar{y}^{\prime}(x)-\left.\tilde{q}(x) \tilde{y}^{\prime}(x) \bar{y}(x)\right|_{x=0} ^{x=l}=0
$$

Since we can assume that $\tilde{y}$ and $\bar{y}$ take positive values in $(0, l)$, we deduce that $m=\mu$ and that $\tilde{y}=c \bar{y}$ in $(0, a) \cup(l-a, l)$.

Note that the spectrum of (5.4) subject to Dirichlet boundary conditions is equal to that of the problem

$$
\begin{equation*}
\left(\bar{q}(x) y^{\prime}\right)^{\prime}+\lambda H y=0, \quad y(0)=y(a)=0 \tag{5.6}
\end{equation*}
$$

where the function $\bar{q}$ is the restriction of $\tilde{q}$ to the interval $(0, a)$. But unlike (5.6), the eigenvalues of (5.4) all have multiplicity of infinite order.

Proof of Theorem 5.2. Let $\alpha>1$ and $p=2 \alpha /(\alpha-1)$. Put $\tilde{q}(x)=A\left\|\tilde{y}^{\prime}\right\|_{p}^{2-p}\left|\tilde{y}^{\prime}(x)\right|^{p-2}$, where $\tilde{y}$ is given in Lemma 5.4. We have $\int_{0}^{l} \tilde{q}(x)^{\alpha} d x=A^{\alpha}$, which implies that $\tilde{q} \in U_{\alpha}$. Hölder's inequality implies

$$
\begin{aligned}
\int_{0}^{l} q(x) \tilde{y}^{\prime}(x)^{2} d x & \leq\left(\int_{0}^{l}\left|\tilde{y}^{\prime}(x)\right|^{p} d x\right)^{2 / p}\left(\int_{0}^{l} q(x)^{\alpha} d x\right)^{1 / \alpha} \\
& =A\left(\int_{0}^{l}\left|\tilde{y}^{\prime}(x)\right|^{p} d x\right)^{2 / p}=\int_{0}^{l} \tilde{q}(x) \tilde{y}^{\prime}(x)^{2} d x
\end{aligned}
$$

for all $q \in U_{\alpha}$. On the other hand, since for each $x \in[0, l]$

$$
\min _{0 \leq \rho \leq H}\left[\tilde{y}^{2}(x) \rho-\tilde{y}^{2}\left(a_{0}\right) \rho\right]=\tilde{y}^{2}(x) \tilde{\rho}(x)-\tilde{y}^{2}\left(a_{0}\right) \tilde{\rho}(x),
$$

Theorem 2.1 shows that $\int_{0}^{l} \tilde{\rho}(x) \tilde{y}(x)^{2} d x \leq \int_{0}^{l} \rho(x) \tilde{y}(x)^{2} d x$ for every function $\rho \in$ $V$. Furthermore, since the differential equation $\left(\left|\left|\tilde{y}^{\prime} \|_{p}^{2-p}\right| \tilde{y}^{\prime}\right|^{p-2} \tilde{y}^{\prime}\right)^{\prime}+m \tilde{\rho} \tilde{y}=0$ holds everywhere in $(0, l)$, Lemma 5.3 and Lemma 5.5 imply that $(\tilde{q}, \tilde{\rho})$ is a solution of Problem IV, and hence Theorem 5.2 is proved.

Corollary 5.6. Let $q$ and $\rho$ be two functions not identically zero such that $q \in L^{\alpha}(0, l)$ and $\rho \in L^{\infty}(0, l)$, where $\alpha>1$. Then

$$
\begin{equation*}
\lambda(q, \rho) \leq C(\alpha) \frac{\|q\|_{\alpha}\|\rho\|_{\infty}^{1+1 / \alpha}}{\|\rho\|_{1}^{2+1 / \alpha}}, \tag{5.7}
\end{equation*}
$$

where $C(\alpha)$ is a constant depending only on $\alpha$.
Proof. To prove (5.7), it is sufficient to take

$$
A=\|q\|_{\alpha}, \quad B=\|\rho\|_{1}, \quad H=\|\rho\|_{\infty}
$$

and use (5.3). Thus one obtains that

$$
\begin{equation*}
C(\alpha)=2\left(\frac{\alpha+1}{\alpha}\right)^{1 / \alpha-1}\left(\frac{5 \alpha+1}{4 \alpha}\right)^{1 / \alpha} \mathcal{B}^{2}\left(\frac{1}{2}, \frac{1}{2}+\frac{1}{2 \alpha}\right) . \tag{5.8}
\end{equation*}
$$

Theorem 5.7. If $\alpha=1$, then for all $(q, \rho) \in U_{1} \times V$

$$
\lambda(q, \rho) \leq 12 A H^{2} B^{-3} .
$$

The equality is attained if $\rho$ equals the function $\tilde{\rho}$ defined by (3.1) and

$$
\tilde{q}(x)= \begin{cases}M_{1} H\left(a^{2}-x^{2}\right) / 2 & \text { if } 0 \leq x \leq a, \\ 0 & \text { if } a<x \leq l / 2, \\ \tilde{q}(l-x) & \text { if } l / 2 \leq x \leq l,\end{cases}
$$

where $M_{1}=12 A H^{2} B^{-3}$ and $a=(2 H)^{-1} B$.
Proof. The key to the proof is choosing a test function $\tilde{y}$ defined by

$$
\tilde{y}(x)= \begin{cases}a x & \text { if } 0 \leq x \leq a, \\ a^{2} & \text { if } a<x \leq l / 2, \\ \tilde{y}(l-x) & \text { if } l / 2 \leq x \leq l,\end{cases}
$$

for which we have for all $(q, \rho) \in U_{1} \times V$

$$
\begin{equation*}
\lambda(q, \rho) \leq \frac{\int_{0}^{l} q \tilde{y}^{\prime 2} d x}{\int_{0}^{l} \rho \tilde{y}^{2} d x} \leq \frac{a^{2} A}{\int_{0}^{l} \rho \tilde{y}^{2} d x} \tag{5.9}
\end{equation*}
$$

By using the same argument as in the proof of Theorem 5.2, we obtain that

$$
\int_{0}^{l} \tilde{\rho}(x) \tilde{y}(x)^{2} d x \leq \int_{0}^{l} \rho(x) \tilde{y}(x)^{2} d x
$$

for all $\rho \in V$. Hence from (5.9) we get

$$
\lambda(q, \rho) \leq a^{2} A\left(\int_{0}^{l} \tilde{\rho}(x) \tilde{y}(x)^{2} d x\right)^{-1}=M_{1}
$$

Now we shall construct a function $\tilde{q}$ such that $\tilde{y}$ satisfies the equation

$$
\begin{equation*}
\left(\tilde{q} \tilde{y}^{\prime}\right)^{\prime}+M_{1} \tilde{\rho} \tilde{y}=0 \tag{5.10}
\end{equation*}
$$

To do this we solve at first the differential equation

$$
q^{\prime}+M_{1} H x=0, \quad 0 \leq x \leq a
$$

with the boundary condition $q(a)=0$. This gives

$$
q(x)=M_{1} H\left(a^{2}-x^{2}\right) / 2, \quad 0 \leq x \leq a
$$

Then we construct the function $\tilde{q}$ on the whole interval $[0, l]$ in the following way: $\tilde{q}(x)=q(x)$ for $0 \leq x \leq a, \tilde{q}(x)=0$ for $a \leq x \leq l / 2$, and $\tilde{q}(x)=\tilde{q}(l-x)$ for $l / 2 \leq x \leq l$. Thus $\tilde{q} \in U_{1}$ and the differential equation (5.10) holds everywhere in $] 0, l\left[\right.$, which implies that $\lambda(\tilde{q}, \tilde{\rho})=M_{1}$ (by means of a result analogous to Lemma 5.5). Therefore the couple ( $\tilde{q}, \tilde{\rho})$ is extremal.

Observe that Theorem 5.7 can be seen as a limiting case of Theorem 5.2 as $\alpha \rightarrow 1$. In fact, we have

$$
M_{1}=\lim _{\alpha \rightarrow 1} M_{\alpha}
$$

Above we have not discussed the uniqueness of the obtained solutions. However, it can be proved that for each $\alpha \geq 1$ the extremal couple $(\tilde{q}, \tilde{\rho})$, solution of Problem IV, is unique. Finally, we mention that, as for Problems I and II, our method applies to Problem IV when $\rho$ satisfies conditions (4.1) or (4.3).
6. Estimates of all the eigenvalues. We now give an upper bound for the $n$th eigenvalue of problem (5.1)-(5.2) considered in the last section. The main result presented here is the following theorem.

ThEOREM 6.1. Let $\lambda_{n}(q, \rho)$ be the $n$th eigenvalue of problem (5.1)-(5.2). Suppose that the coefficients $q$ and $\rho$ are not identically zero and satisfy $q \in L^{\alpha}(0, l)$ and $\rho \in L^{\infty}(0, l)$, where $\alpha$ is a number $\geq 1$. Then

$$
\lambda_{n}(q, \rho) \leq n^{2} \bar{C}(\alpha)\|q\|_{\alpha}\|\rho\|_{\infty}^{1+1 / \alpha}\|\rho\|_{1}^{-(2+1 / \alpha)}
$$

where $\bar{C}(\alpha)$ is given by (5.8) if $\alpha>1$ and $\bar{C}(1)=12$. Moreover the equality is attained by two periodic functions $q$ and $\rho$ with period $l / n$ and such that $q(x)=$
$\tilde{q}(n x), \rho(x)=\tilde{\rho}(n x)$ for all $x \in(0, l / n)$, where $\tilde{q}$ and $\tilde{\rho}$ are the optimal functions indicated in Theorems 5.1 and 5.2.

To prove this theorem, we shall use the following lemma.
Lemma 6.2. Let $r$, $s$ be two real numbers such that $r s<0$ and $r+s \geq 1$. Denote by $E$ the set of all vectors $X=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in(] 0,1[)^{n}$ satisfying $\sum_{i=1}^{n} x_{i}<1$ and define the function $F: E \times E \longrightarrow R$ by

$$
\begin{gathered}
F(X, Y)=x_{1}^{r} y_{1}^{s}+x_{2}^{r} y_{2}^{s}+\cdots+x_{n}^{r} y_{n}^{s} \\
+\left(1-x_{1}-x_{2}-\cdots-x_{n}\right)^{r}\left(1-y_{1}-y_{2}-\cdots-y_{n}\right)^{s} .
\end{gathered}
$$

Then the function $F$ attains its minimum value $F_{\text {min }}=(n+1)^{1-(r+s)}$ when $X=Y=$ $(n+1)^{-1}(1,1, \ldots, 1)$. Moreover the minimum point is unique in the case $r+s>1$.

This lemma generalizes a result in [11], regarding the minimal value of the function

$$
G(x, y)=x^{2 / p} y^{3-2 / p}+(1-x)^{2 / p}(1-y)^{3-2 / p}
$$

defined on the square $0<x<1,0<y<1$, where $p$ is a real number satisfying $p<2 / 3$ and $p \neq 0$. We refer to [11] for the proof. We note that the minimum point in Lemma 6.2 is not unique in general. Indeed, for the case $r+s=1$, one can easily verify that the function $F$ achieves its minimum $F_{\text {min }}=1$ at every couple $(X, Y) \in E \times E$ satisfying $x_{i}=y_{i}$ for $i=1, \ldots, n$. If $r s<0$ and $r+s<1$, then the function $F$ can take arbitrary small positive values.

Proof of Theorem 6.1. We begin with the case $n=2$. The general case follows from similar arguments. Let $q$ and $\rho$ be two measurable functions such that $\|q\|_{\alpha}=$ $1, \alpha \geq 1,\|\rho\|_{1}=1$ and $0 \leq \rho(x) \leq H$ for all $x \in[0, l]$. Let $y_{2}\left(\right.$ resp., $\left.\lambda_{2}(q, \rho)\right)$ be the second eigenfunction (resp., eigenvalue) of the problem

$$
\left(q(x) y^{\prime}\right)^{\prime}+\lambda \rho(x) y=0, \quad y(0)=y(l)=0
$$

As is well known, the function $y_{2}$ admits precisely one zero (call it $x_{1}$ ) in the interval $(0, l)$. The number $\lambda_{2}(q, \rho)$ is the first eigenvalue of the two problems

$$
\begin{aligned}
& \left(q(x) y^{\prime}\right)^{\prime}+\lambda \rho(x) y=0, \quad y(0)=y\left(x_{1}\right)=0 \\
& \left(q(x) y^{\prime}\right)^{\prime}+\lambda \rho(x) y=0, \quad y\left(x_{1}\right)=y(l)=0
\end{aligned}
$$

According to Corollary 5.6 and Theorem 5.7, we have

$$
\begin{equation*}
\lambda_{2}(q, \rho) \leq \bar{C}(\alpha) H^{1+1 / \alpha}\left(\int_{0}^{x_{1}} q(x)^{\alpha} d x\right)^{1 / \alpha}\left(\int_{0}^{x_{1}} \rho(x) d x\right)^{-(2+1 / \alpha)} \tag{6.1}
\end{equation*}
$$

where $\bar{C}(\alpha)$ is given by (5.8) if $\alpha>1$ and $\bar{C}(1)=12$. Inequality (6.1) can be written as

$$
\begin{equation*}
\left(\int_{0}^{x_{1}} q(x)^{\alpha} d x\right)^{-1 / \alpha}\left(\int_{0}^{x_{1}} \rho(x) d x\right)^{2+1 / \alpha} \leq \bar{C}(\alpha) H^{1+1 / \alpha}\left[\lambda_{2}(q, \rho)\right]^{-1} \tag{6.2}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left(\int_{x_{1}}^{l} q(x)^{\alpha} d x\right)^{-1 / \alpha}\left(\int_{x_{1}}^{l} \rho(x) d x\right)^{2+1 / \alpha} \leq \bar{C}(\alpha) H^{1+1 / \alpha}\left[\lambda_{2}(q, \rho)\right]^{-1} \tag{6.3}
\end{equation*}
$$

Put $a=\int_{0}^{x_{1}} q(x)^{\alpha} d x$ and $b=\int_{0}^{x_{1}} \rho(x) d x$. By summing (6.2) and (6.3), we obtain

$$
\begin{equation*}
a^{-1 / \alpha} b^{2+1 / \alpha}+(1-a)^{-1 / \alpha}(1-b)^{2+1 / \alpha} \leq \bar{C}(\alpha) H^{1+1 / \alpha}\left[\lambda_{2}(q, \rho)\right]^{-1} \tag{6.4}
\end{equation*}
$$

By Lemma 6.2 (applied for $n=1$ ), the left side of (6.4) is not less than $2^{-1}$ since $a$ and $b$ are both in the interval $(0,1)$. Therefore

$$
1 / 2 \leq 2 \bar{C}(\alpha) H^{1+1 / \alpha}\left[\lambda_{2}(q, \rho)\right]^{-1}
$$

which shows that $\lambda_{2}(q, \rho) \leq 4 \bar{C}(\alpha) H^{1+1 / \alpha}$. If $\|q\|_{\alpha}=A$ and $\|\rho\|_{1}=B$, we obtain

$$
\lambda_{2}(q, \rho) \leq 4 \bar{C}(\alpha) H^{1+1 / \alpha} A B^{-(2+1 / \alpha)} .
$$

To prove the general case $n \geq 2$, we argue as above and take into account the fact that the $n$th eigenfunction of (5.1)-(5.2) has exactly $(n-1)$ zeros between 0 and $l$.
7. Some isoperimetric inequalities. For a given function $f$ defined on the interval $[0, l]$, we denote by $f_{n}^{+}$(resp., $f_{n}^{-}$) the symmetrically increasing (resp., decreasing) rearrangement of $f$ of degree $n$. We recall that the function $f_{n}^{+}$is uniquely defined by the following conditions (see [17]):
(i) $f_{n}^{+}$and $f$ are equimeasurable on $[0, l]$. That is, for all $t \geq 0$

$$
\operatorname{meas}\left\{x / f_{n}^{+}(x) \geq t\right\}=\operatorname{meas}\{x / f(x) \geq t\}
$$

(ii) $f_{n}^{+}$is periodic on $[0, l]$ with a period equal to $l / n$.
(iii) $f_{n}^{+}$is symmetric in $[0, l / n]$ about $x=l /(2 n)$.
(iv) $f_{n}^{+}$is decreasing in the interval $[0, l /(2 n)]$.

Similarly, $f_{n}^{-}$is (uniquely) defined by (i)-(iii) and (iv)': $f_{n}^{-}$is increasing in the interval $[0, l /(2 n)]$. We will use throughout the notation $f^{+}$and $f^{-}$to denote $f_{1}^{+}$and $f_{1}^{-}$, respectively. For more information on rearrangements see [1] and [17].

We now return to problem (1.1)-(1.2). Let $q$ and $\rho$ be arbitrary measurable and nonnegative functions. We have already seen in Remark 3.4 that in general we cannot have an estimate for the first eigenvalue $\lambda(q, \rho)$ of problem (1.1)-(1.2) of the form $\lambda(q, \rho) \leq \lambda\left(q^{-}, \rho^{+}\right)$, neither of the form $\lambda(q, \rho) \leq \lambda\left(q^{+}, \rho^{+}\right)$. In this section we shall derive some conditions on $q$ and on $\rho$ so that the inequality $\lambda(q, \rho) \leq \lambda\left(q^{-}, \rho^{+}\right)$ holds. For rearrangements of higher degree we shall prove the inequality $\lambda_{n}(q, \rho) \geq$ $\lambda_{n}\left(q_{n}^{+}, \rho_{n}^{-}\right)$for all integers $n$, where here and throughout $\lambda_{n}(q, \rho)$ is the $n$th eigenvalue of problem (1.1)-(1.2); $\left[\lambda_{1}(q, \rho)=\lambda(q, \rho)\right]$.

Some results concerning other differential equations have been obtained by Barnes [5]. He determined lower bounds for the first eigenvalues of the equations $\left(p(x) y^{\prime}\right)^{\prime}+$ $q(x) y+\lambda \rho(x) y=0$ and $\left(p(x) y^{\prime \prime}\right)^{\prime \prime} q(x) y \mu \rho(x) y=0$, subject to Dirichlet boundary conditions. He found that if $\lambda_{1}(p, q, \rho)$ (resp., $\mu_{1}(p, q, \rho)$ ) is positive, then

$$
\lambda_{n}(p, q, \rho) \geq \lambda_{n}\left(p_{n}^{-}, q_{n}^{-}, \rho_{n}^{-}\right), \quad \text { resp., } \quad \mu_{n}(p, q, \rho) \geq \mu_{n}\left(p_{n}^{+}, q_{n}^{-}, \rho_{n}^{-}\right)
$$

These inequalities do not require additional conditions aside from some regularity assumptions on the coefficients $p, q$, and $\rho$ and the positivity of the eigenvalues $\lambda_{1}(p, q, \rho)$ and $\mu_{1}(p, q, \rho)$. In what follows we suppose that the function $\rho$ satisfies $h \leq \rho(x) \leq H$ for all $x \in[0, l]$, where $h$ and $H$ are two positive numbers.

Lemma 7.1. Let $I(\rho)$ denote the Lebesgue integral of $\rho(x)$ over $[0, l]$. If

$$
\begin{equation*}
H \max _{x} q(x)-h \min _{x} q(x) \leq \max \left\{h \pi^{2} l^{-2}, 4 h H l^{-1} I(\rho)^{-1}\right\} \tag{7.1}
\end{equation*}
$$

then $q(x)-\lambda_{1}(q, \rho) \rho(x) \leq 0$ for all $x \in[0, l]$. Consequently, if $y_{1}(x)$ is a positive
first eigenfunction of problem (1.1)-(1.2) and if condition (7.1) holds, then $y_{1}(x)$ is concave.

Proof. A variational principle implies that

$$
\lambda(q, \rho)=\inf _{y} \frac{\int_{0}^{l} y^{\prime 2} d x+\int_{0}^{l} q y^{2} d x}{\int_{0}^{l} \rho y^{2} d x}
$$

where the infimum is taken in the class of all nonzero functions $y$ from $C_{0}^{1}[0, l]$. By taking into account the inequality (see, for example, [11])

$$
\max _{x \in[0, l]}|y(x)|^{2} \leq \frac{l}{4} \int_{0}^{l} y^{\prime 2} d x
$$

valid for all $y \in H_{0}^{1}(0, l)$, we obtain

$$
\begin{aligned}
\lambda(q, \rho) & \geq \inf _{y}\left[\int_{0}^{l} y^{\prime 2} d x / \int_{0}^{l} \rho y^{2} d x\right]+\min _{x} q(x) / H \\
& \geq \max \left\{H^{-1}(\pi / l)^{2}, 4 l^{-1} I(\rho)^{-1}\right\}+\min _{x} q(x) / H
\end{aligned}
$$

If (7.1) holds, from the last inequality we get $\lambda(q, \rho) \geq \max _{x} q(x) / h$, which implies that $\lambda(q, \rho) \rho(x)-q(x) \geq 0$ for all $x$ in $[0, l]$. If $y_{1}(x)$ is a positive first eigenfunction of problem (1.1)-(1.2) corresponding to $\lambda(q, \rho)$, then $y_{1}^{\prime \prime}(x)=\left[q(x)-\lambda_{1}(q, \rho) \rho(x)\right] y_{1}(x) \leq$ 0 in $[0, l]$. This means that $y_{1}(x)$ is a concave function.

The following result generalizes a theorem of Schwarz [17].
Theorem 7.2. If condition (7.1) holds, then

$$
\begin{equation*}
\lambda(q, \rho) \leq \lambda\left(q^{-}, \rho^{+}\right) \tag{7.2}
\end{equation*}
$$

Moreover if $q=q^{-}$(resp., $\rho=\rho^{+}$) and equality holds in (7.2), then $\rho=\rho^{+}$(resp., $q=q^{-}$).

Proof. Suppose that (7.1) is fulfilled, and let $y_{1}(x)$ be a positive first eigenfunction of problem (1.1)-(1.2) corresponding to $q^{-}$and $\rho^{+}$. Since $q^{-}$and $\rho^{+}$satisfies condition (7.1), Lemma 7.1 shows that $y_{1}(x)$ is a concave function. In view of the symmetry of $q^{-}$and $\rho^{+}, y_{1}(x)$ is also symmetric and symmetrically decreasing. Thus using the inequality

$$
\int_{0}^{l} f^{-} g^{+} d x \leq \int_{0}^{l} f g d x \leq \int_{0}^{l} f^{-} g^{-} d x
$$

where $f$ and $g$ are two measurable nonnegative functions defined on $[0, l]$, we see that

$$
\int_{0}^{l} q y_{1}^{2} d x \leq \int_{0}^{l} q^{-} y_{1}^{2} d x \text { and } \int_{0}^{l} \rho^{+} y_{1}^{2} d x \leq \int_{0}^{l} \rho y_{1}^{2} d x
$$

Hence it follows that

$$
\begin{aligned}
\lambda\left(q^{-}, \rho^{+}\right) & \geq \frac{\int_{0}^{l} y_{1}^{\prime 2} d x+\int_{0}^{l} q y_{1}^{2} d x}{\int_{0}^{l} \rho y_{1}^{2} d x} \\
& \geq \lambda(q, \rho)
\end{aligned}
$$

Suppose now that equality holds in (7.2) for a couple $(q, \rho)$ satisfying (7.1) and such that $q=q^{-}$. Then $\lambda\left(q, \rho^{+}\right)=\lambda(q, \rho)$ and the reasoning above implies that $\lambda\left(q, \rho^{+}\right)$ and $\lambda(q, \rho)$ have the same first eigenfunction. This means that $\rho=\rho^{+}$.

Remark. Suppose that $\rho$ vanishes at some $x \in[0, l]$. To simplify this remark we suppose that $q$ and $\rho$ are both continuous and not identically zero. Then $q^{-}(l / 2)>0$ and $\rho^{+}$vanishes at the point $x=l / 2$. Let $y_{1}$ be a positive first eigenfunction of problem (1.1)-(1.2) corresponding to $q^{-}$and $\rho^{+}$. Since $y_{1}^{\prime \prime}$ is continuous and $y_{1}^{\prime \prime}(l / 2)>$ $0, y_{1}^{\prime \prime}$ takes positive values in a neighborhood of $l / 2$. Therefore $y_{1}$ is not a concave function. Thus in the case where $\rho$ has zeros in $[0, l]$ there are no conditions assuring the concavity of the first eigenfunction. This interpretation leads us to the question of whether the concavity of the first eigenfunction corresponding to $q^{-}$and $\rho^{+}$is necessary for estimate (7.2) to hold.

Corollary 7.3. Let $\lambda(q)$ denote the first eigenvalue of the problem

$$
y^{\prime \prime}-q(x) y+\lambda y=0, \quad y(0)=y(l)=0
$$

If $\max _{x} q(x)-\min _{x} q(x) \leq \pi^{2} / l^{2}$, then

$$
\lambda(q) \leq \lambda\left(q^{-}\right)
$$

Moreover equality holds only if $q=q^{-}$.
Theorem 7.4. For any nonzero integer $n$, we have

$$
\begin{equation*}
\lambda_{n}(q, \rho) \geq \lambda_{n}\left(q_{n}^{+}, \rho_{n}^{-}\right) \tag{7.3}
\end{equation*}
$$

Proof. Unlike (7.2), inequality (7.3) does not require condition (7.1). In fact, for $n=1$ we have

$$
\begin{aligned}
\lambda(q, \rho) & \geq \frac{\int_{0}^{l}\left(y_{1}^{-}\right)^{\prime 2} d x+\int_{0}^{l} q^{+}\left(y_{1}^{-}\right)^{2} d x}{\int_{0}^{l} \rho^{-}\left(y_{1}^{-}\right)^{2} d x} \\
& \geq \lambda\left(q^{+}, \rho^{-}\right)
\end{aligned}
$$

where $y_{1}(x)$ is a first eigenfunction of (1.1) and (1.2) corresponding to $\lambda(q, \rho)$. Let us prove the case $n=2$. For this we shall need some concepts from [17]. The general case may be obtained via similar arguments. Let $a$ be the zero in $(0, l)$ of the second eigenfunction of problem (1.1)-(1.2) (it is well known that $a$ is unique for such a eigenfunction). Put $I_{1}=[0, a]$ and $I_{2}=[a, l]$. We consider the restriction of $\rho(x)$ and $q(x)$ in each of those intervals and we denote by $\rho^{-(i)}$ (resp., $q^{+(i)}$ ) the symmetrically decreasing (resp., increasing) rearrangement of first degree of the restriction of $\rho(x)$ (resp., $q(x)$ ) to $I_{i}, i=1,2$. Let $\lambda^{(1)}$ and $\lambda^{(2)}$ be the first eigenvalues to the problems

$$
\begin{equation*}
y^{\prime \prime}-q^{+(1)}(x) y+\lambda \rho^{-(1)}(x) y=0, \quad y(0)=y(a)=0 \tag{7.4}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{\prime \prime}-q^{+(2)}(x) y+\lambda \rho^{-(2)}(x) y=0, \quad y(a)=y(l)=0 \tag{7.5}
\end{equation*}
$$

respectively. By the first part of the proof we obtain

$$
\lambda_{2}(q, \rho) \geq \max \left\{\lambda^{(1)}, \lambda^{(2)}\right\}
$$

Without loss of generality we assume that $\lambda^{(1)} \geq \lambda^{(2)}$ and define two functions $P$ and $Q$ as follows:

$$
P(x)=\rho^{-(1)}(x) \text { in } I_{1}, \quad P(x)=\rho^{-(2)}(x) \text { in } I_{2},
$$

and

$$
Q(x)= \begin{cases}q^{+(1)}(x) & \text { for } x \in I_{1}, \\ q^{+(2)}(x)+\left(\lambda^{(1)}-\lambda^{(2)}\right) \rho^{-(2)}(x) & \text { for } x \in I_{2} .\end{cases}
$$

Let $y_{(1)}(x)$ (resp., $\left.y_{(2)}(x)\right)$ be the first eigenfunction of problem (7.4) (resp., (7.5)). Define the function $Y(x)$ by $Y(x)=y_{(1)}(x)$ in $I_{1}$ and $Y(x)=\xi y_{(2)}(x)$ in $I_{2}$. The real $\xi$ is chosen such that $Y^{\prime}(x)$ is continuous at $x=a$. Thus $\lambda^{(1)}$ (resp., $Y(x)$ ) is the second eigenvalue (resp., eigenfunction) of the eigenvalue problem

$$
Y^{\prime \prime}-Q Y+\lambda P Y=0, \quad Y(0)=Y(l)=0
$$

Let $\alpha$ be the midpoint of $I_{1}$. We may assume that $Y(x)>0$ in the interior of $I_{1}$, and we define the new functions $\tilde{P}, \tilde{Q}$, and $\tilde{Y}$ in the interval $[0, l / 2]$ as follows:

$$
\begin{aligned}
& \tilde{P}(x)= \begin{cases}P(x) & \text { for } x \in[0, \alpha], \\
P(x+l / 2) & \text { for } x \in[\alpha, l / 2],\end{cases} \\
& \tilde{Q}(x)= \begin{cases}Q(x) & \text { for } x \in[0, \alpha], \\
Q(x+l / 2) & \text { for } x \in[\alpha, l / 2],\end{cases}
\end{aligned}
$$

and

$$
\tilde{Y}(x)= \begin{cases}Y(x) & \text { for } x \in[0, \alpha] \\ \zeta Y(x+l / 2) & \text { for } x \in[\alpha, l / 2] .\end{cases}
$$

The nonpositive real $\zeta$ is chosen such that $\tilde{Y}$ is continuous at $x=\alpha$. Thus $\tilde{Y}$ is the first eigenfunction of the problem

$$
\begin{equation*}
Y^{\prime \prime}-\tilde{Q} Y+\lambda \tilde{P} Y=0, \quad Y(0)=Y(l / 2)=0 \tag{7.6}
\end{equation*}
$$

and $\lambda^{(1)}$ is the first eigenvalue of (7.6). Now denote by $\tilde{P}^{-}$(resp., $\tilde{Q}^{+}$) the symmetrically decreasing (resp., increasing) rearrangement of $\tilde{P}$ (resp., $\tilde{Q}$ ) of first degree in $[0, l / 2]$. Then, the beginning of the proof shows that

$$
\begin{equation*}
\lambda^{(1)} \geq \lambda_{1}\left(\tilde{Q}^{+}, \tilde{P}^{-}\right) . \tag{7.7}
\end{equation*}
$$

On the other hand, it is easy to see that the extension of $\tilde{P}^{-}$(resp., $\tilde{Q}^{+}$) to the whole interval $[0, l]$ with a period equal to $l / 2$ is exactly the symmetrically decreasing (resp., increasing) rearrangement of second degree of $P$ (resp., $Q$ ) in $[0, l]$. Hence (7.7) and the equality $\lambda_{1}\left(\tilde{Q}^{+}, \tilde{P}^{-}\right)=\lambda_{2}\left(Q_{2}^{+}, P_{2}^{-}\right)$yield

$$
\lambda^{(1)} \geq \lambda_{2}\left(Q_{2}^{+}, P_{2}^{-}\right)
$$

On the other hand, as $Q_{2}^{+}(x) \geq q_{2}^{+}(x)$ and $P_{2}^{-}(x)=\rho_{2}^{-}(x)$ in $[0, l]$, Sturm comparison theorem implies that

$$
\lambda_{2}\left(Q_{2}^{+}, P_{2}^{-}\right) \geq \lambda_{2}\left(q_{2}^{+}, \rho_{2}^{-}\right) .
$$

Hence inequality (7.3) holds for $n=2$ since $\lambda_{2}(q, \rho) \geq \lambda^{(1)}$.

We finally mention that, unlike (7.3), it is not clear whether the inequality $\lambda_{n}(q, \rho) \leq \lambda_{n}\left(q_{n}^{-}, \rho_{n}^{+}\right)$holds for $n>1$, even when $q$ and $\rho$ satisfy condition (7.1). However, by modifying the proof of Theorem 7.2, we can prove the inequality

$$
\lambda_{n}(q, \rho) \leq \frac{n^{2} \pi^{2} H}{B^{2}}\left[\frac{1}{2}+\sqrt{\frac{1}{4}+\frac{A B}{n^{2} H \pi^{2}}}\right]^{2}
$$

for all $(q, \rho) \in U \times V$, where the sets $U$ and $V$ are as in section 1. The equality is reached by two periodic functions $q$ and $\rho$ having period $l / n$ and such that $q(x)=$ $q_{0}(n x), \rho(x)=\rho_{0}(n x)$ for all $x \in(0, l / n)$, where $q_{0}$ and $\rho_{0}$ are the optimal functions found in Theorem 3.3.
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#### Abstract

We present new blow-up results for reaction-diffusion equations with nonlocal nonlinearities. The nonlocal source terms we consider are of several types, and are relevant to various models in physics and engineering. They may involve an integral of the unknown function, either in space, in time, or both in space and time, or they may depend on localized values of the solution. For each type of problems, we give finite time blow-up results which significantly improve or extend previous results of several authors. In some cases, when the nonlocal source term is in competition with a local dissipative or convective term, optimal conditions on the parameters for finite time blow-up or global existence are obtained.

Our proofs rely on comparison techniques and on a variant of the eigenfunction method combined with new properties on systems of differential inequalities. Moreover, a unified local existence theory for general nonlocal semilinear parabolic equations is developed.
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1. Introduction and examples. The purpose of this paper is to study the blow-up behavior of nonnegative solutions for some classes of reaction-diffusion equations, where the reaction term may have a nonlocal, functional dependence either in space or in time (or possibly in both space and time). Given a (smoothly) bounded domain $\Omega$ in $\mathbb{R}^{N}$, such an equation may be written in the following general form:

$$
\begin{equation*}
u_{t}-\Delta u=F^{t}\left(R^{t} u\right)(x), \quad t>0, \quad x \in \Omega \tag{NLRD}
\end{equation*}
$$

where, for each $t>0, F^{t}: C([0, t] \times \bar{\Omega}) \rightarrow C(\bar{\Omega})$, and the past time restriction operator $R^{t}$ is defined by $R^{t} u=u_{\mid[0, t] \times \bar{\Omega}}$. We here consider the initial-boundary value problem associated with (NLRD), with homogeneous Dirichlet boundary conditions. The structure of the right hand of equation (NLRD) means that the "heat source" at a point $(t, x)$ may possibly depend on the whole past history of the temperature in the whole domain $\Omega$.

A very large literature has been devoted to the study of more "classical" diffusion equations with local reaction terms:

$$
u_{t}-\Delta u=f(t, x, u(t, x)), \quad t>0, \quad x \in \Omega
$$

subject to appropriate initial and boundary conditions. However, numerous problems, which fall into the form of (NLRD), have been studied, and many of them arise in applications. (Note that nonlocal partial integrodifferential equations not of parabolic type are also widely encountered in applications; see, e.g., [G], [MR].)

To motivate our study, we first give a short review of examples of such parabolic equations studied in the literature, for which existence of nonglobal solutions may

[^77]occur. (For other properties of nonlocal equations, see the references in the appendix and in the cited works.) One can distinguish, at least, four types of problems of the form (NLRD).
1.1. Problems with nonlocal reaction terms in space. They take the form
\[

$$
\begin{equation*}
u_{t}-\Delta u=F((t, x, u(t, .)), \quad t>0, \quad x \in \Omega \tag{NLS}
\end{equation*}
$$

\]

We distinguish two types within this category. In the first one, the functional $F$ involves an integral of some function of $u(t,$.$) over \Omega$.
1.1.1. Nonlocal terms induced by an integral over $\Omega$. For instance, Bebernes and Bressan $[\mathrm{BB}]$ (see also [BE], [P2]) consider the equation

$$
\begin{equation*}
u_{t}-\Delta u=f(t, u(t, x))+\int_{\Omega} g(t, u(t, y)) d y, \quad t>0, \quad x \in \Omega \tag{1.1}
\end{equation*}
$$

These authors pay special attention to the case $f(t, u)=e^{u}, g(t, u)=k e^{u}(k>0)$, for which (1.1) represents an ignition model for a compressible reactive gas, and prove that solutions blow up in the whole domain. Wang and Wang [WW] study the blow up behavior of solutions of the equation

$$
\begin{equation*}
u_{t}-\Delta u=\int_{\Omega} u^{p}(t, y) d y-k u^{q}(t, x), \quad t>0, \quad x \in \Omega \tag{1.2}
\end{equation*}
$$

with $p, q>1$, while Budd, Dold, and Stuart [BDS] and Hu and Yin [HY] consider the symmetric of problem (1.2) in the case $q=p$,

$$
u_{t}-\Delta u=u^{p}-\frac{1}{|\Omega|} \int_{\Omega} u^{p}(t, y) d y, \quad t>0, \quad x \in \Omega
$$

for which the $L^{1}$ energy of the solutions is conserved (under Neumann boundary conditions).

A nonlocal problem where the nonlinearity also involves spatial derivatives of $u$ has been considered by Deng, Kwang, and Levine [DKL]. They investigate the blowup/global existence properties of the following one-dimensional convection-reactiondiffusion equation:

$$
\begin{equation*}
u_{t}-\Delta u=f\left(u(t, x),\|u(t, .)\|_{k}\right)+u u_{x}, \quad t>0, \quad x \in \Omega \tag{1.3}
\end{equation*}
$$

where

$$
\|u(t, .)\|_{k}=\left(\int_{\Omega}|u|^{k}(t, y) d y\right)^{1 / k} \quad \text { and } \quad f\left(u,\|u\|_{k}\right)=\left(a\|u\|_{k}^{p-1}+b\right) u
$$

with $p>1,1 \leq k<\infty, a>0$, and $b \in \mathbb{R}$. This problem is related to a turbulence model proposed by Burgers (see the references in [DKL]). On the other hand, Deng [D] and Y. Yin [Yi] recently studied related equations with singular nonlocal nonlinearities, typically

$$
u_{t}-\Delta u=\frac{1}{1-\|u(t, .)\|_{k}}, \quad t>0, \quad x \in \Omega
$$

with zero initial and boundary conditions. For this problem, the quenching of the solution is proved [Yi]; i.e., $\|u(t, .)\|_{k}$ reaches 1 and $u_{t}$ blows up in finite time.

Problems of the form

$$
u_{t}-\Delta u=\frac{f(u(t, x))}{\left(\int_{\Omega} g(u(t, y)) d y\right)^{p}}, \quad t>0, \quad x \in \Omega
$$

with $p>0$, and, e.g., $f(u)=g(u)=e^{u}$, arise in the modelization of shear banding in metals (see [BT], [F], and the references therein). Similar problems arise in a simplified model for Ohmic heating in a thermistor (see [L]; the full model is a coupled system of a parabolic and an elliptic equation - see [AC1], [AC2], and the references therein).
1.1.2. Localized reaction terms. Another kind of nonlocal problems in space occurs when the intensity of the source at the point $x$ depends on the value of $u$ at a single point $x_{0}$, different from $x$. Physical phenomena where the reaction is driven by the temperature at a single site can be described by equations of the type

$$
\begin{equation*}
u_{t}-\Delta u=f\left(u\left(t, x_{0}(t)\right)\right), \quad t>0, \quad x \in \Omega \tag{LRT}
\end{equation*}
$$

Cannon and Yin [CaY] study the local solvability of (LRT), and Chadam, Peirce, and Yin [CPY] investigate the blow-up property for equation (LRT) with superlinear convex nonlinearities $f$, in the case when $x_{0}(t)$ is a constant point $x_{0}$.

Problem (LRT) is also related to some local equations with a singular source term, of the form

$$
u_{t}-\Delta u=\delta\left(x-x_{0}(t)\right) f(u(t, x)), \quad t>0, \quad x \in \Omega
$$

where $\delta$ is the Dirac delta distribution, studied by Olmstead and Roberts (see, e.g., [OR], [O]).
1.2. Problems with nonlocal reaction terms in time. The source term here involves an integral over $[0, t]$ of some function of the solution and of the independent variables:

$$
\begin{equation*}
u_{t}-\Delta u=f\left(u(t, x), \int_{0}^{t} g(t, x, s, u(s, x)) d s\right), \quad t>0, \quad x \in \Omega \tag{NLT}
\end{equation*}
$$

Such equations model diffusion phenomena with memory effects. A special case widely encountered in population dynamics are Volterra diffusion equations, where the nonlocal "hereditary" term takes the form of a convolution with a kernel:

$$
g(t, x, s, u(s, x))=k(t-s) h(u(s, x))
$$

See [Y1], [Y2], and the references therein for the study of global solutions and their stability properties in the case

$$
f \equiv(a-b u(t, x)) u(t, x)-\int_{0}^{t} k(t-s) u(s, x) d s
$$

$a, b>0, k(t-s) \geq 0$. See also [BG] for some examples relevant to the thermodynamics of phase transition.

Some blow-up results were obtained for equations of the type (NLT) with "explosive" nonlinearities, of the form

$$
u_{t}-\Delta u=\int_{0}^{t} k(t, x, s) g(u(s, x)) d s-f(u(t, x)), \quad t>0, \quad x \in \Omega
$$

in the case $g(u) \sim u^{p}(p>1), f(u)=\lambda u$ and, e.g., $k(t, s, u) \geq k>0$ (see [Be], [Ko], and [So]).
1.3. Problems with nonlocal reaction terms in space and time. They usually take the form
(NLST)

$$
u_{t}-\Delta u=f\left(t, x, u(t, x), \int_{0}^{t} \int_{\Omega} k(t, x, s, y) g(u(s, y)) d y d s\right), \quad t>0, \quad x \in \Omega
$$

Let us mention the special example

$$
\begin{equation*}
u_{t}-\Delta u=\mu(x)\left\{p \exp \left[\int_{0}^{t} \int_{\Omega} \beta(y) u(s, y) d y d s\right]-1\right\}, \quad t>0, \quad x \in \Omega \tag{1.4}
\end{equation*}
$$

which plays an important role in the theory of nuclear reactor dynamics (see the numerous references in [P1] for physical motivation). The blow up behavior was studied by Pao [P1], who proved the finite-time blow-up for large positive initial data when $\mu \equiv$ Const. $>0, \beta \geq 0, \beta \not \equiv 0$, and $p>1$. His result was later improved by Guo and Su [GS], who proved the blow-up of all nonnegative solutions when $\mu \geq 0, \mu \neq 0$, $\beta \geq 0, \beta \not \equiv 0$, and $p>1$.
2. Main results. The purpose of this paper is to present new blow-up results, which, for each type of problems, significantly improve and/or generalize several of the above cited results on blow-up for nonlocal parabolic equations. In many of the equations under consideration, the nonlinearity involves both local and nonlocal terms. In particular, the competition between nonlocal source terms and local dissipative or convective terms will be rather extensively investigated, and we will determine some sharp critical exponents for blow-up or global existence. Let us illustrate our results by some typical examples of each type. (Further results will be stated in the following sections. Local existence-uniqueness and comparison theorems are given in the appendix.)

First consider the following class of nonlocal problems with integral term in space.

$$
\begin{align*}
& u_{t}-\Delta u=u^{m}(t, x)\|u(t, .)\|_{k}^{p}-a u^{q}(t, x)-b . \nabla u^{r}(t, x), \quad t>0, \quad x \in \Omega  \tag{2.1}\\
& u(t, x)=0, \quad t>0, \quad x \in \partial \Omega  \tag{2.2}\\
& u(0, x)=u_{0}(x), \quad x \in \Omega \tag{2.3}
\end{align*}
$$

We have the following theorem.
THEOREM A. Assume that $p, q, r \geq 1$, $m=0$ or $m \geq 1,1 \leq k \leq \infty, a \in \mathbb{R}$, and $b \in \mathbb{R}^{N}$. Let $\phi \in C(\bar{\Omega})$, with $\phi \geq 0, \phi \not \equiv 0, \phi_{\mid \partial \Omega}=0, u_{0}=\lambda \phi, \lambda>0$, and let $u(\geq 0)$ be the solution of (2.1)-(2.3).
(i) If $m+p>\max (q, r)$, then there exists $\Lambda(\phi)>0$, such that $u$ blows up in finite time in $L^{\infty}$ norm if $\lambda>\Lambda(\phi)$.
(ii) If $m+p \leq q$ and $a>0$ (with a large enough in case of equality), or if $m+p \leq r$ and $b \neq 0$ (with $|b|$ large enough in case of equality), then $u$ is global and bounded.

Theorem A extends the results of Deng, Kwang, and Levine [DKL] and Wang and Wang [WW], who proved the possibility of blow up, in the cases $m=q=1$, $r=2$, and $m=0, b=0, p=k$, respectively. The authors of [DKL] also proved that $p=1$ is the critical blow-up exponent in the case $m=1, r=2$ (if $q=1$ ). Theorem A shows that, more generally, the critical blow-up exponents are given by $r=m+p$ and $q=m+p$. Let us point out that the methods used in [DKL] and [WW] do not seem applicable to the present case. The argument in [DKL] is a comparison with a subsolution of separated form, $z(t) w(x)$, with $z(t)$ growing unbounded in finite time,
and one easily checks that $m \leq 1$ is a necessary condition for a function of this form to be a subsolution. The authors of [WW] use an eigenfunction argument which does not apply for a more complicated nonlocal term such as in (2.1).

Next, we turn to nonlocal problems with moving localized source:

$$
\begin{equation*}
u_{t}-\Delta u=f\left(u\left(t, x_{0}(t)\right)\right), \quad t>0, \quad x \in \Omega . \tag{LST}
\end{equation*}
$$

THEOREM B. Assume that $x_{0}: \mathbb{R}^{+} \rightarrow \Omega$ is Hölder continuous, and let $f: \mathbb{R} \rightarrow \mathbb{R}$, locally Lipschitz, be such that

$$
\begin{equation*}
\lim _{s \rightarrow \infty} f(s) / s=\infty, \quad f \text { nondecreasing }, \quad \int^{\infty} \frac{d s}{f(s)}<\infty, \quad \text { and } \quad f(0) \geq 0 \tag{2.4}
\end{equation*}
$$

Let $\phi \in C(\bar{\Omega})$, with $\phi \geq 0, \phi \not \equiv 0, \phi_{\mid \partial \Omega}=0, u_{0}=\lambda \phi, \lambda>0$, and let $u(\geq 0)$ be the solution of (LST), (2.2), (2.3). Then there exists $\Lambda(\phi)>0$, such that $u$ blows up in finite time in $L^{\infty}$ norm if $\lambda>\Lambda(\phi)$.

Theorem B improves the result of Chadam, Peirce, and Yin [CPY] by allowing the localization point $x_{0}(t)$ to describe an arbitrary curve in the domain $\Omega$, instead of being fixed. Moreover, the authors of [CPY] need the additional assumptions that $f$ is convex, and that the initial data is large in the neighborhood of $x_{0}$, which we do not require. Here again, the previous argument - a comparison with the solution of the corresponding local, radially symmetric problem-does not seem to apply under the weakened assumptions of Theorem B, and some different approach is necessary.

We then consider the following nonlocal equations in time and in space and time:

$$
\begin{equation*}
u_{t}-\Delta u=\mu(x) \int_{0}^{t} u^{p}(s, x) d s-a u^{q}(t, x) \quad t>0, \quad x \in \Omega \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}-\Delta u=\mu(x) \int_{0}^{t} \int_{\Omega} \beta(y) u^{p}(s, y) d y d s-a u^{q}(t, x), \quad t>0, \quad x \in \Omega \tag{2.6}
\end{equation*}
$$

where $p, q \geq 1, a>0, \mu$ is Hölder continuous in $\bar{\Omega}, \mu \geq 0, \mu \not \equiv 0$ and (in case of (2.6)) $\beta \in C(\bar{\Omega}), \beta \geq 0, \beta \not \equiv 0$. We obtain the following theorem.

THEOREM C. Let $u_{0} \in C^{1}(\bar{\Omega})$, with $u_{0} \geq 0, u_{0} \not \equiv 0, u_{0 \mid \partial \Omega}=0$, and let $u(\geq 0)$ be the solution of (2.5) or (2.6), with conditions (2.2), (2.3). In case of (2.6), also assume that $\mu \beta \not \equiv 0$.
(i) If $p>q$, then $u$ blows up in finite time in $L^{\infty}$ norm.
(ii) If $p \leq q$, then $u$ is global and unbounded, that is, $\lim _{\sup _{t \rightarrow \infty}}|u(t)|_{\infty}=\infty$.

Theorem C improves the results of Bellout [Be], Kozhanov [Ko], and Souplet [So]. In these papers (which were concerned only with the case of (2.5)), blow-up was obtained only for sufficiently large initial data $u_{0}$ and under the strong restriction that the local dissipative term grow at most linearly. Here we prove that blow up occurs whenever $p>q$ and for all nonnegative nontrivial $u_{0}$. Moreover, $p=q$ is proved to be the critical blow up exponent, so that the result is optimal. Interestingly, no matter how large $q$ is, the problems (2.5) (or (2.6)), (2.2), (2.3) admit no bounded positive solutions at all.

Concerning the nonlocal equation in space and time (1.4), with $\mu$ and $\beta$ as above, we also obtain the following result.

THEOREM D. Let $p \geq 1$ and assume that $\mu \beta \not \equiv 0$. Let $u_{0} \in C^{1}(\bar{\Omega})$, with $u_{0} \geq 0$, $u_{0} \not \equiv 0, u_{0 \mid \partial \Omega}=0$, and let $u(\geq 0)$ be the solution of (1.4), (2.2), (2.3). Then $u$ blows up in finite time in $L^{\infty}$ norm.

Theorem D partially improves the results of Pao [P1] and Guo and Su [GS], who obtained the same conclusion for $p>1$ (without assuming $\mu \beta \not \equiv 0$ in the case of [GS]). The case $p=1$ is more difficult, in particular because the nonlinearity vanishes for $u=0$, so that the equation admits the trivial solution. Moreover, the comparison arguments with a subsolution of separated form in [P1] and [GS] do not apply when $p=1$.

Our results rely on three different methods. The first one is an extension of the method of self-similar subsolutions, used extensively in a recent work of Souplet and Weissler [SW1], in order to handle general parabolic equations with local, gradient-dependent nonlinearity. Since this is a comparison method, it applies under the restriction that the functional in the nonlocal reaction term be monotonically nondecreasing with respect to the unknown function, so that the comparison principle apply (see the appendix). Although this method can work also for nonlocal problems in time (see Theorem 5.4), the best results are obtained for nonlocal problems in space, either of integral type (Theorems A and 3.1) or of localized type (Theorem 4.1), yielding the optimal critical exponents.

For Theorem B, we use a comparison with a subsolution of separated form, along with some strong maximum principle arguments.

The third method is a variant of the eigenfunction method, introduced by Kaplan [Ka], combined with some new properties on systems of differential inequalities. This approach turns out to be especially powerful for nonlocal problems in time or in space and time (Theorems C, D, 5.1, and 5.2), also leading to critical exponents and to the proof of blow up of all nonnegative nontrivial solutions. Let us recall that the usual eigenfunction method introduces a single auxiliary function (namely, the first generalized Fourier coefficient of $u(t,$.$) ) and reduces the problem to proving global$ nonexistence for a differential inequality. The main difference in our approach is that we introduce two independent auxiliary functions (see formula (5.5)), leading to a system of two coupled differential inequalities, whose analysis is more delicate (Lemma 5.3). The classical approach with a single function, which was used in $[\mathrm{Be}$, $\mathrm{Kh}, \mathrm{So}$ ], seems to enable one to obtain blow up only for large initial data.

Sections 3 and 4 treat nonlocal problems in space, respectively of integral and localized types. Section 5 is concerned with nonlocal problems in time or in space and time. The necessary local existence-uniqueness and comparison theorems are given in the appendix, where we construct in some detail a unified local theory for the general equation (NLRD).
3. Nonlocal reaction in space: Integral source terms. The blow up part of Theorem A is a consequence of the following more general result, concerning equations of the form

$$
\begin{equation*}
u_{t}-\Delta u=u^{m}(t, x)\|u(t, .)\|_{k}^{p}-F(u(t, x), \nabla u(t, x)), \quad t>0, \quad x \in \Omega . \tag{3.1}
\end{equation*}
$$

Theorem 3.1. Let $p, q \geq 1, m=0$ or $m \geq 1,1 \leq k \leq \infty, a>0$. Assume that $F: \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is locally Lipschitz continuous, with $F(0,0) \leq 0$, and satisfies

$$
\begin{equation*}
F(u, U) \leq a\left(|u|^{q}+|u|+|U|^{q}+|U|\right), \quad u \in \mathbb{R}, \quad U \in \mathbb{R}^{N}, \tag{3.2}
\end{equation*}
$$

and that

$$
m+p>q .
$$

Let $\phi \in C^{1}(\bar{\Omega}), \phi \geq 0, \phi \not \equiv 0, \phi_{\mid \partial \Omega}=0$, and let $u(\geq 0)$ be the solution of (3.1), (2.2), (2.3). Then there exists $\Lambda(\phi)>0$, such that $u$ blows up in finite time in $C^{1}$ norm if $\lambda>\Lambda(\phi)$.

Our arguments rely on a comparison with a self-similar subsolution which blows up in finite time. This method was used in a previous work [SW1] in order to solve the general problem of the critical blow up exponent for nonlinear parabolic equations with local gradient-dependent nonlinearity, of the form

$$
u_{t}-\Delta u=F(u, \nabla u)
$$

One of the main results of [SW1] was, in rough terms, that blow up is possible whenever $F$ grows positively with respect to $u$ faster than its negative growth with respect to $\nabla u$. This principle can be illustrated on the simple model equation

$$
u_{t}-\Delta u=u^{p}-\mu|\nabla u|^{q}
$$

(with $\mu>0$, in a bounded domain) for which (i) blow-up occurs for large initial data if $p>q$; (ii) all solutions are global and bounded if $p \leq q$. (See also [SW2], [STW], and the references therein, for related results.)

The method of self-similar subsolutions here confirms its ability to handle a wide variety of blow up problems (see also the case of spatially localized or time-integral source terms in the next sections). Let us point out that this method can be extended to handle degenerate parabolic problems (replacing the Laplacian in equation (2.1) with any nonnegative, semidefinite, possibly nonlinear, elliptic operator, e.g., the porous medium operator; see [SW1]). However, for simplicity, we have here restricted ourselves to the semilinear case.

Proof of Theorem 3.1. Since (3.1) does not a priori make sense for negative values of $u$, we actually consider the equation

$$
\begin{equation*}
P u(t, x) \equiv u_{t}-\Delta u-u_{+}^{m}(t, x)\left\|u_{+}(t, .)\right\|_{k}^{p}+F(u(t, x), \nabla u(t, x))=0 \tag{3.3}
\end{equation*}
$$

Existence-uniqueness of a maximal in time solution, with blow-up alternative in $C^{1}$ norm, and the validity of the comparison principle, then follow from Theorem A.12. In particular, since $F(0,0) \leq 0, u \geq 0$ as long as it exists.

By translation, one may assume without loss of generality that $0 \in \Omega$ and $\phi(0)>$ 0 . We seek a blowing up subsolution in the self-similar form

$$
v(t, x)=\frac{1}{(T-t)^{\gamma}} V\left[\frac{|x|}{(T-t)^{\sigma}}\right]
$$

with

$$
\begin{equation*}
V(y)=1+\frac{A}{2}-\frac{y^{2}}{2 A}, \quad y \geq 0 \tag{3.4}
\end{equation*}
$$

where $\gamma, \sigma>0, A>1$, and $0<T<1$ are to be determined. First note that, for $T$ small enough,

$$
\begin{equation*}
\operatorname{Supp}\left(v_{+}(t, .)\right)=\bar{B}\left(0, R(T-t)^{\sigma}\right) \subset \bar{B}\left(0, R T^{\sigma}\right) \subset \Omega, \quad 0 \leq t<T \tag{3.5}
\end{equation*}
$$

with $R=(A(2+A))^{1 / 2}$.
Next, we estimate the different terms from $\operatorname{Pv}(t, x)$. We have

$$
-\Delta v(t, x)=\frac{N / A}{(T-t)^{\gamma+2 \sigma}}
$$

For all $(t, x) \in(0, T) \times \Omega$, we find

$$
|v|(t, x) \leq \frac{1+A+\operatorname{diam}^{2}(\Omega)}{(T-t)^{\gamma+2 \sigma}}
$$

and

$$
|\nabla v|(t, x) \leq \frac{\operatorname{diam}(\Omega)}{(T-t)^{\gamma+2 \sigma}}
$$

The remaining terms are estimated in two different ways according to the size of $y=|x| /(T-t)^{\sigma}$. If $0 \leq y \leq A$, we have $1 \leq V(y) \leq 1+A / 2$ and $V^{\prime}(y) \leq 0$, hence

$$
v_{t}(t, x)=\frac{\left(\gamma V(y)+\sigma y V^{\prime}(y)\right)}{(T-t)^{\gamma+1}} \leq \frac{\gamma(1+A)}{(T-t)^{\gamma+1}}
$$

In the case $k<\infty$, setting $M=\int_{B(0, R)} V^{p}(|\xi|) d \xi>0$ and $\alpha=p / k$, we have, after a change of variable and using (3.5),

$$
\begin{aligned}
v_{+}^{m}(t, x)\left\|v_{+}(t, .)\right\|_{k}^{p} & =\frac{V_{+}^{m}(y)}{(T-t)^{\gamma(m+p)}}\left(\int_{B\left(0, R(T-t)^{\sigma}\right)} V^{k}\left[\frac{|z|}{(T-t)^{\sigma}}\right] d z\right)^{\alpha} \\
& =\frac{M^{\alpha} V_{+}^{m}(y)}{(T-t)^{\gamma(m+p)-N \sigma \alpha}} \\
& \geq \frac{M^{\alpha}}{(T-t)^{\gamma(m+p)-N \sigma \alpha}} .
\end{aligned}
$$

(This formula remains valid for $k=\infty$ with $\alpha=0$.) Combining these estimates and using (3.2) yield, for all $(t, x) \in(0, T) \times \Omega$ such that $0 \leq y \leq A$,

$$
\begin{align*}
P v(t, x) \leq \frac{\gamma(1+A)}{(T-t)^{\gamma+1}} & +\frac{N}{(T-t)^{\gamma+2 \sigma}}-\frac{M^{\alpha}}{(T-t)^{\gamma(m+p)-N \sigma \alpha}} \\
& +a \frac{2\left[1+A+\operatorname{diam}^{2}(\Omega)\right]^{q}+2 \operatorname{diam}^{q}(\Omega)+1}{(T-t)^{(\gamma+2 \sigma) q}} \tag{3.6}
\end{align*}
$$

On the other hand, if $y \geq A$, we have $V(y) \leq 1$ and $V^{\prime}(y) \leq-1$, so that

$$
v_{t}(t, x) \leq \frac{\gamma-\sigma A}{(T-t)^{\gamma+1}}
$$

Therefore, for all $(t, x) \in[0, T) \times \Omega$ such that $y \geq A$, we obtain

$$
\begin{equation*}
P v(t, x) \leq \frac{\gamma-\sigma A}{(T-t)^{\gamma+1}}+\frac{N}{(T-t)^{\gamma+2 \sigma}}+a \frac{2\left[1+A+\operatorname{diam}^{2}(\Omega)\right]^{q}+2 \operatorname{diam}^{q}(\Omega)+1}{(T-t)^{(\gamma+2 \sigma) q}} \tag{3.7}
\end{equation*}
$$

Now the assumptions allow one to choose

$$
\frac{1}{m+p-1}<\gamma<\frac{1}{q-1} \quad(\infty \text { if } q=1)
$$

Next, we may choose $\sigma>0$ so small that

$$
\gamma(m+p)-N \sigma \alpha>\gamma+1>(\gamma+2 \sigma) q
$$

and last we take

$$
A>\max (1, \gamma / \sigma)
$$

Then, for $T>0$ sufficiently small, (3.6), (3.7) imply that $P v \leq 0$ in $(0, T) \times \Omega$.
Since $\phi(0)>0$ and $\phi$ is continuous, there exist two real numbers $\rho$ and $\epsilon>0$, such that $\phi(x) \geq \epsilon$ for all $x \in B(0, \rho) \subset \Omega$. Taking smaller $T$ if necessary, we have $B\left(0, R T^{\sigma}\right) \subset B(0, \rho) \subset \Omega$ and hence $v \leq 0$ on $(0, T) \times \partial \Omega$, and from (3.5) it follows that $v(0, x) \leq \lambda \phi(x)$ in $\bar{\Omega}$ for all sufficiently large $\lambda$. The comparison principle then implies that the solution $u$ can exist no later than $t=T$, and the proof is complete.

Remark 3.1. A careful reading of the above proof yields the following upper estimate on the blow up time:

$$
T^{*}(\lambda \phi) \leq C_{\epsilon}\left[\lambda|\phi|_{\infty}\right]^{-(m+p-1)+\epsilon} \quad \text { as } \lambda \rightarrow \infty \quad \text { for all } \epsilon>0
$$

On the other hand, by comparing with a homogeneous supersolution obtained as a solution of the ODE $u^{\prime}=u^{m+p}$, one obtains the lower bound

$$
T^{*}(\lambda \phi) \geq C^{\prime}\left(\lambda|\phi|_{\infty}\right)^{-(m+p-1)}, \quad \lambda>0
$$

Proof of Theorem A. (i) The nonlinearity $f(u, \nabla u)=(b . \nabla u) r u^{r-1}=b . \nabla\left(u^{r}\right)$ is not locally Lipschitz continuous if $1<r<2$, so that the uniqueness theorem A. 4 does not apply immediately. However, using the special conservative form of the gradient term, local existence and uniqueness of classical, nonnegative solutions of (2.1)-(2.3), with blow-up alternative in $L^{\infty}$ norm, is proved in [DKL, p. 195] for all $\phi \in C(\bar{\Omega}), \phi \geq 0, \phi_{\mid \partial \Omega}=0$, in dimension $N=1$, and the arguments there extend without difficulty to any dimension $N \geq 1$. On the other hand, since $\left|(b . \nabla u) r u^{r-1}\right| \leq$ $C\left(|u|^{r}+|\nabla u|^{r}\right)$, finite-time blow-up for large $\lambda>0$ is a consequence of Theorem 3.1 and of the maximum principle.
(ii) Let $e_{1}$ be the first unit vector and $x_{1}$ be the first coordinate. If $m+p \leq r$, by rotation, we may assume without loss of generality that $a=|a| e_{1}$. A straightforward calculation then shows that $v(x)=C e^{x_{1}}$ is a (bounded, stationary) supersolution for all sufficiently large $C>0$ if $m+p \leq q$ (with $k$ large in case of equality), or if $m+p \leq r$ (with $|a|$ large in case of equality).

Remark 3.2. Under the assumptions of Theorem A, with $m+p>1$ and $r>1$, the solution of $(2.1)-(2.3)$ is global and bounded if the initial data is small in $L^{\infty}$ norm. Indeed, the function $v(x)=\epsilon\left(K-|x|^{2}\right)$ is a bounded stationary supersolution for $K=1+\sup _{\Omega}|x|^{2}$ and $\epsilon>0$ sufficiently small.
4. Nonlocal reaction in space: Localized source terms. Before proving Theorem B, we state another result for a different equation, which is a localized analogue of equations (1.3) and (3.1) (studied in [DKL] and in Theorem A). The nonlocal (localized) term is involved in a product with a local one, and the source term may in addition be in competition with a local damping term. Namely, we consider the equation

$$
\begin{equation*}
u_{t}-\Delta u=u^{m}(t, x) u^{p}\left(t, x_{0}(t)\right)-\mu u^{q}(t, x), \quad t>0, \quad x \in \Omega \tag{4.1}
\end{equation*}
$$

For this equation, we obtain a sharp critical blow-up exponent.
ThEOREM 4.1. Let $p, q \geq 1, m=0$ or $m \geq 1, \mu>0$, and assume that $x_{0}: \mathbb{R}^{+} \rightarrow \Omega$ is a function of class $C^{1}$. Let $\phi \in C(\bar{\Omega}), \phi \geq 0, \phi \not \equiv 0, \phi_{\mid \partial \Omega}=0$, $u_{0}=\lambda \phi, \lambda>0$, and let $u(\geq 0)$ be the solution of (4.1), (2.2), (2.3).
(i) If $m+p>q$ or $m+p=q>1$ and $\mu<1$, then there exists $\Lambda(\phi)>0$, such that $u$ blows up in finite time in $L^{\infty}$ norm if $\lambda>\Lambda(\phi)$.
(ii) If $m+p<q$ or $m+p=q$ and $\mu \geq 1$, then $u$ is global and bounded.

As in (1.3) and (3.1), a convective or dissipative gradient term may be added, which, for simplicity, we have not considered in the above statement (see Remark 4.3).

Proof of Theorem B. The existence and uniqueness of a maximal in time solution, with blow-up alternative in $L^{\infty}$ norm, and the validity of the comparison principle follow from Example A. 2 in section A. 5 of the appendix. In particular, since $f(0) \geq 0$, $u \geq 0$ as long as it exists.

Let $T>1, \phi$ as in the hypotheses, $\lambda>1$, and assume that $T^{*}(\lambda \phi)>T$. Denote by $v$ the solution of the linear heat equation

$$
\begin{aligned}
& v_{t}-\Delta v=0, \quad t>0, \quad x \in \Omega \\
& v(t, x)=0, \quad t>0, \quad x \in \partial \Omega \\
& v(0, x)=\phi(x), \quad x \in \bar{\Omega}
\end{aligned}
$$

By the strong maximum principle, we have $V(x)=v(1, x)>0$ in $\Omega$. Since $x_{0}$ is continuous into $\Omega$, we have

$$
d=\operatorname{dist}\left(x_{0}\langle[0, T]\rangle, \Omega^{C}\right)>0
$$

Since $K=\left\{x \in \Omega ; \operatorname{dist}\left(x, \Omega^{C}\right) \geq d\right\}$ is compact, there exists a constant $\epsilon>0$, such that

$$
\begin{equation*}
V(x) \geq \epsilon, \quad x \in K \tag{4.2}
\end{equation*}
$$

On the other hand, since $f \geq 0$ on $\mathbb{R}^{+}$, the maximum principle implies that

$$
u(1, x) \geq \lambda V(x), \quad x \in \Omega
$$

We now seek an unbounded subsolution of the form

$$
w(t, x)=\lambda z(t) V(x), \quad 1 \leq t<T_{1}<T, \quad x \in \Omega
$$

with $z \in C^{1}\left(\left[1, T_{1}\right) ; \mathbb{R}^{+}\right)$to be determined, such that $z(1)=1$ and $z$ is nondecreasing. We have

$$
\begin{aligned}
P w(t, x) & =w_{t}-\Delta w-f\left(w\left(t, x_{0}(t)\right)\right) \\
& =\lambda z^{\prime}(t) V(x)-\lambda z(t) \Delta V(x)-f\left[\lambda z(t) V\left(x_{0}(t)\right)\right]
\end{aligned}
$$

Using (4.2) and the fact that $f$ is nondecreasing, we get $f\left[\lambda z(t) V\left(x_{0}(t)\right)\right] \geq f(\lambda \epsilon z(t))$ on $\left[1, T_{1}\right)$. Let $A=\max \left(|V|_{\infty},|\Delta V|_{\infty}\right)>0$. Using $(2.4)_{1}$, since $z(t) \geq 1$, we obtain

$$
\begin{aligned}
P w(t, x) & \leq \lambda A\left(z^{\prime}(t)+z(t)\right)-f[\lambda \epsilon z(t)] \\
& \leq \lambda A z^{\prime}(t)-\frac{1}{2} f[\lambda \epsilon z(t)]
\end{aligned}
$$

if one takes $\lambda$ sufficiently large. Now choose $z$ to be the solution of the ODE

$$
z^{\prime}(t)=\frac{1}{2 \lambda A} f[\lambda \epsilon z(t)], \quad t>1, \quad \text { with } z(1)=1
$$

Using $(2.4)_{3}$, we find that $\lim _{t \rightarrow T_{1}} z(t)=+\infty$, with

$$
\begin{aligned}
T_{1} & =1+2 \lambda A \int_{1}^{\infty} \frac{z^{\prime}(t)}{f[\lambda \epsilon z(t)]} d t \\
& =1+\frac{2 A}{\epsilon} \int_{\lambda \epsilon}^{\infty} \frac{d s}{f(s)}
\end{aligned}
$$

and $T_{1}<T$ if $\lambda$ is large enough. But clearly, $w$ is a subsolution of (LRT), (2.2), (2.3), and the comparison principle implies that $u(t, x) \geq w(t, x)$ as long as $u$ and $w$ exist. Therefore $u$ can exist no later than $t=T_{1}<T$, which is a contradiction. The result follows.

The method of proof of Theorem 4.1 is different from that of Theorem B. The blow up part relies on a method of self-similar subsolutions with moving center.

Proof of Theorem 4.1. Similarly as in the proof of Theorem 3.1, instead of (4.1), we actually consider the equation

$$
\begin{equation*}
P u \equiv u_{t}-\Delta u-u_{+}^{m}(t, x) u_{+}^{p}\left(t, x_{0}(t)\right)+\mu u_{+}^{q}(t, x)=0 . \tag{4.3}
\end{equation*}
$$

The properties of local solutions are then the same as in the proof of Theorem B.
(i) We construct a blowing up self-similar subsolution, whose support is centered at the point $x_{0}(t)$. Namely, we set

$$
\begin{equation*}
v(t, x)=\frac{C}{(T-t)^{\gamma}} V\left[\frac{\left|x-x_{0}(t)\right|}{(T-t)^{\sigma}}\right] \tag{4.4}
\end{equation*}
$$

where $V$ is given by (3.4), and $C>0, A>1$, and $0<T<1$ are to be determined. We set

$$
d=\operatorname{dist}\left(x_{0}\langle[0,1]\rangle, \Omega^{C}\right)>0
$$

and

$$
K=\sup _{t \in[0,1]}\left|x_{0}^{\prime}(t)\right|<\infty
$$

We now set $y=\left|x-x_{0}(t)\right| /(T-t)^{\sigma}$, and we compute

$$
\begin{align*}
\operatorname{Pv}(t, x)= & \frac{C\left(\gamma V(y)+\sigma y V^{\prime}(y)\right)}{(T-t)^{\gamma+1}}+\frac{C\left(x-x_{0}(t)\right) \cdot x_{0}^{\prime}(t) V^{\prime}(y)}{(T-t)^{\gamma+\sigma}} \\
& +\frac{N C}{(T-t)^{\gamma+2 \sigma}}-\frac{C^{p+m} V_{+}^{m}(y) V_{+}^{p}(0)}{(T-t)^{\gamma(m+p)}}+\mu \frac{C^{q} V_{+}^{q}(y)}{(T-t)^{\gamma q}} \tag{4.5}
\end{align*}
$$

This time, we choose

$$
\gamma=\frac{1}{m+p-1}<\frac{1}{q-1}
$$

so that $\gamma+1=\gamma(m+p)$, and we take $0<\sigma<1 / 2$ and $A>\max (1, \gamma / \sigma)$.
First consider the case $m+p>q$; hence $\gamma q<\gamma+1$. By taking $C$ so large that $C^{p+m}>\gamma C(1+A)$, and then $T>0$ suitably small, we get

$$
P v(t, x) \leq \frac{\gamma C(1+A)}{(T-t)^{\gamma+1}}+\frac{K C \operatorname{diam}^{2}(\Omega)}{(T-t)^{\gamma+\sigma}}+\frac{N C}{(T-t)^{\gamma+2 \sigma}}-\frac{C^{p+m}}{(T-t)^{\gamma+1}}+\mu \frac{C^{q}(1+A)^{q}}{(T-t)^{\gamma q}} \leq 0
$$

if $0 \leq y \leq A$ and

$$
P v(t, x) \leq \frac{C(\gamma-\sigma A)}{(T-t)^{\gamma+1}}+\frac{K C \operatorname{diam}^{2}(\Omega)}{(T-t)^{\gamma+\sigma}}+\frac{N C}{(T-t)^{\gamma+2 \sigma}}+\mu \frac{C^{q}(1+A)^{q}}{(T-t)^{\gamma q}} \leq 0
$$

if $y \geq A$.
Now suppose that $m+p=q$ and $\mu<1$. We rewrite the last two terms in (4.5) as

$$
-\frac{C^{m+p} V_{+}^{m}(y) V_{+}^{p}(0)}{(T-t)^{\gamma(m+p)}}+\mu \frac{C^{q} V_{+}^{q}(y)}{(T-t)^{\gamma q}}=-\frac{C^{m+p} V_{+}^{m}(y)\left(1-\mu V_{+}^{p}(y)\right)}{(T-t)^{\gamma+1}},
$$

so that

$$
-\frac{C^{m+p} V_{+}^{m}(y) V_{+}^{p}(0)}{(T-t)^{\gamma(m+p)}}+\mu \frac{C^{q} V_{+}^{q}(y)}{(T-t)^{\gamma q}} \leq\left\{\begin{array}{l}
\frac{-(1-\mu) C^{m+p}}{(T-t)^{\gamma+1}}, \quad 0 \leq y \leq A \\
0, \quad y \geq A
\end{array}\right.
$$

We then easily find again that

$$
P v(t, x) \leq 0, \quad 0<t<T, \quad x \in \Omega
$$

On the other hand, thanks to the strong maximum principle ( $q \geq 1$ ), by starting from some $t=t_{0}>0$, we may reduce to the case when $\phi(x)>0$ in $\Omega$. In particular, we may assume that $\phi(x) \geq \epsilon>0$ in some neighborhood of $x(0)$. The end of the proof is then identical to that of Theorem 3.1.
(ii) It suffices to notice that $v \equiv C>0$ is a supersolution (with $C$ large in the case $m+p<q$ ).

Remark 4.1. Similarly as in Remark 3.1, one can derive the following estimate on the blow-up time:

$$
c_{1}\left(\lambda|\phi|_{\infty}\right)^{-(p-1)} \leq T^{*}(\lambda \phi) \leq c_{2}\left(\lambda|\phi|_{\infty}\right)^{-(p-1)} \quad \text { as } \lambda \rightarrow \infty
$$

Remark 4.2. As for (2.1) (see Remark 3.2), the solution of (4.1), (2.2), (2.3) is global and bounded if the initial data is small and $m+p>1$.

Remark 4.3. The result of Theorem 4.1 (i) remains valid if a local term $-F(u, \nabla u)$ is added to the right-hand side of equation (4.1), where $F$ satisfies the assumptions of Theorem 3.1 (the exponent $r$ in (3.2) being replaced with some $q \in[1, m+p)$ ).
5. Nonlocal reaction terms in time and in space and time. The blowup part in Theorem C will be a special case of the following results. Consider the parabolic inequalities

$$
\begin{equation*}
u_{t}-\Delta u \geq \mu(x)\left(\int_{0}^{t} u^{p}(s, x) d s\right)^{\alpha}-a u^{q}(t, x), \quad t>0, \quad x \in \Omega \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}-\Delta u \geq \mu(x)\left(\int_{0}^{t} \int_{\Omega} \beta(y) u^{p}(s, y) d y d s\right)^{\alpha}-a u^{q}(t, x), \quad t>0, \quad x \in \Omega \tag{5.2}
\end{equation*}
$$

where $p, \alpha \geq 1, q>0, a \geq 0, \mu \in C^{\gamma}(\bar{\Omega})$ for some $\gamma>0, \mu \geq 0, \mu \not \equiv 0$ and (in case of (5.2)) $\beta \in C(\bar{\Omega}), \beta \geq 0, \beta \not \equiv 0$.

Theorem 5.1. Assume that either

$$
\begin{equation*}
\alpha=1, \quad p>\max (q, 1) \tag{5.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\alpha>1, \quad p \geq \max (q, 1) \tag{5.4}
\end{equation*}
$$

Let $u \in C([0, T) \times \bar{\Omega}) \cap C^{1,2}((0, T) \times \bar{\Omega}), u \geq 0$, satisfy (5.1), with $u(0, x) \not \equiv 0$. If $0<q<1$, also assume that either $u(0, x)>0$ in $\Omega$ or $\mu(x) \geq \mu_{0}>0$ in $\bar{\Omega}$. Then $T<\infty$.

ThEOREM 5.2. Assume that $\mu \beta \not \equiv 0$ and that either (5.3) or (5.4) holds. Let $u \in C([0, T) \times \bar{\Omega}) \cap C^{1,2}((0, T) \times \bar{\Omega}), u \geq 0$, satisfy (5.2), with $u(0, x) \not \equiv 0$. If $0<q<1$, also assume that either $u(0, x)>0$ in $\Omega$ or $\beta(x) \geq \beta_{0}>0$ in $\bar{\Omega}$. Then $T<\infty$.

Our argument is a variant of the eigenfunction technique, combined with some new properties on systems of differential inequalities. (Note that we do not require $q \geq 1$ : since we do not rely on a comparison argument, no Lipschitz assumption is necessary. Theorems 5.1 and 5.2 give an a priori information on any solution, which does not suppose uniqueness of local solutions.)

Proof of Theorem 5.1. There exists some $\delta>0$, such that $\mu(x) \geq \delta$ in some open subset $\omega \subset \subset \Omega$ (for instance a ball). Let $\lambda>0$ be the first eigenvalue of $-\Delta$ in $\omega$ with Dirichlet boundary conditions, and $\psi$ be the corresponding normalized positive eigenfunction, that is: $-\Delta \psi=\lambda \psi$ and $\psi>0$ in $\omega, \int_{\omega} \psi(x) d x=1$, and $\psi=0$ on $\partial \omega$. We also have $\partial \psi / \partial \nu \leq 0$ on $\partial \omega$ (with $\nu$ the outward normal of $\partial \omega$ ). Define the functions

$$
\begin{equation*}
y(t)=\int_{\omega} u(t, x) \psi(x) d x \quad \text { and } \quad z(t)=\int_{0}^{t} \int_{\omega} u^{p}(s, x) \psi(x) d x d s, \quad 0 \leq t<T \tag{5.5}
\end{equation*}
$$

Multiplying (5.1) by $\psi$, integrating over $\omega$, and applying Green's formula, we get the following (denoting ${ }^{\prime}=d / d t$ ):

$$
\begin{aligned}
y^{\prime}=\int_{\omega} u \Delta \psi d x+ & \int_{\partial \omega}\left(\psi \frac{\partial u}{\partial \nu}-\nu \frac{\partial \psi}{\partial \nu}\right) d \sigma \\
& +\int_{\omega}\left(\int_{0}^{t} u^{p}(s, x) d s\right)^{\alpha} \mu(x) \psi(x) d x-a \int_{\omega} u^{q}(t, x) \psi(x) d x
\end{aligned}
$$

for all $0<t<T$. Hence, by the properties of $\psi$,

$$
y^{\prime}+\lambda y \geq \delta \int_{\omega}\left(\int_{0}^{t} u^{p}(s, x) d s\right)^{\alpha} \psi(x) d x-a \int_{\omega} u^{q}(t, x) \psi(x) d x
$$

By Jensen's inequality ( $\alpha \geq 1$ ) and Fubini's theorem, it follows that

$$
y^{\prime}+\lambda y \geq \delta z^{\alpha}-a \int_{\omega} u^{q}(t, x) \psi(x) d x
$$

Since $p \geq q$, letting $r=q / p \leq 1$, another application of Jensen's inequality yields the differential inequality

$$
\begin{equation*}
y^{\prime}+\lambda y+a z^{\prime r} \geq z^{\alpha} \tag{5.6}
\end{equation*}
$$

where the parameter $\delta>0$ has been scaled out.
If $q \geq 1$, the strong maximum principle implies that $u(t, x)>0$ for all $t \in(0, T)$, $x \in \Omega$, so that

$$
\begin{equation*}
z(t)>0, \quad 0<t<T \tag{5.7}
\end{equation*}
$$

If $0<q<1$ and $u_{0}(x)>0$ in $\Omega$, then (5.7) is obviously also valid. If $0<q<1$ and $\mu(x) \geq \mu_{0}$ in $\bar{\Omega}$, we replace $\omega$ with $\Omega$ and $\delta$ with $\mu_{0}$ in the above argument, which yields inequality (5.6) again, and we also have (5.7) since $u(0, x) \not \equiv 0$.

Let us first handle the easier case $p=1$ (hence $\alpha>1$ and $q \leq 1$ ). We have $z^{\prime}=y$, and $z$ satisfies

$$
z^{\prime \prime}+\lambda z^{\prime}+a z^{\prime r} \geq z^{\alpha}, \quad 0<t<T
$$

Pick $t_{0} \in(0, T)$. Since $r \leq 1$, there exists a constant $C>0$, such that $a z^{\prime r} \leq$ $C z^{\prime}+(1 / 2) z^{\alpha}\left(t_{0}\right)$, so that

$$
z^{\prime \prime}+(C+\lambda) z^{\prime} \geq(1 / 2) z^{\alpha}, \quad t_{0} \leq t<T,
$$

and [So, Theorem 1.1] enables one to conclude that $T<\infty$.
To treat the case $p>1$, we first note that, by Jensen's inequality again,

$$
z^{\prime} \geq y^{p}
$$

The result then follows from the following lemma on systems of differential inequalities, which is of independent interest.

Lemma 5.3. Assume $p>1, r>0, a \in \mathbb{R}$, and

$$
\begin{equation*}
\alpha=1>r \quad \text { or } \quad \alpha>1 \geq r . \tag{5.8}
\end{equation*}
$$

Let $y$, $z$ be some functions in $C^{1}(0, T)$, with $y \geq 0$ and $z>0$ on $(0, T)$, such that

$$
\left\{\begin{array}{l}
z^{\prime} \geq y^{p},  \tag{5.9}\\
y^{\prime}+\lambda y+a z^{\prime r} \geq z^{\alpha},
\end{array} \quad 0<t<T\right.
$$

Then $T<\infty$.
Proof of Lemma 5.3. By translating the origin of time, we may assume that actually $y, z \in C^{1}([0, T))$ and $z(0)>0$. Choose $\gamma=1$ if $r=1$, and $\max (r, 1 / p)<$ $\gamma<1$ if $0<r<1$. It follows from (5.9) that, for all $\epsilon>0$, there exists a constant $C_{\epsilon}>0$, such that

$$
C_{\epsilon} z^{\prime \gamma} \geq y^{p \gamma}+(3 \lambda+1) y-\epsilon \quad \text { and } \quad C_{\epsilon} z^{\prime \gamma} \geq 3 a z^{\prime r}-\epsilon
$$

hence

$$
2 C_{\epsilon} z^{\prime \gamma}+3 y^{\prime} \geq 3\left[\lambda y+a z^{\prime r}+y^{\prime}\right]+y^{p \gamma}+y-2 \epsilon
$$

so that

$$
\begin{equation*}
2 C_{\epsilon} z^{\prime \gamma}+3 y^{\prime} \geq 3 z^{\alpha}+y^{p \gamma}+y-2 \epsilon \tag{5.10}
\end{equation*}
$$

We then consider two cases.

Case 1. $r=1$ (hence $\gamma=1$ and $\alpha>1$ ). Choosing $\epsilon<z^{\alpha}(0)$ and setting $\nu=\min (\alpha, p)>1$, it follows that

$$
\left(2 C_{\epsilon}+3\right)[z+y]^{\prime} \geq z^{\alpha}+y^{p}+y \geq[z(0)]^{\alpha-\nu} z^{\nu}+y^{\nu}, \quad 0 \leq t<T
$$

where we have used the fact that $z$ is nondecreasing. Using the inequality

$$
\begin{equation*}
a^{\nu}+b^{\nu} \geq C(\nu)(a+b)^{\nu}, \quad a, b \geq 0 \tag{5.11}
\end{equation*}
$$

it then follows that

$$
[z+y]^{\prime} \geq C[z+y]^{\nu}, \quad 0 \leq t<T
$$

for some $C>0$, so that $T<\infty$.
Case 2. $r<1$ (hence $0<\gamma<1$ and $\alpha \geq 1$ ). Picking $m \in(0, \gamma)$, by Young's inequality, we have, for some large constant $C_{\epsilon}^{\prime \prime}>3$,

$$
2 C_{\epsilon} z^{\prime \gamma}=2 C_{\epsilon} \frac{z^{\prime \gamma}}{z^{m}} z^{m} \leq \epsilon z^{m /(1-\gamma)}+C_{\epsilon}^{\prime} \frac{z^{\prime}}{z^{m / \gamma}}=\epsilon z^{m /(1-\gamma)}+C_{\epsilon}^{\prime \prime}\left[z^{1-(m / \gamma)}\right]^{\prime}
$$

One may assume $m$ to be so small that $m /(1-\gamma)<1$ and put $\theta=1-m / \gamma \in(0,1)$. By substituting into (5.10), with $\epsilon<1$, we get

$$
C_{\epsilon}^{\prime \prime}\left[z^{\theta}+y\right]^{\prime} \geq 3 z^{\alpha}+y^{p \gamma}+y-2 \epsilon-\epsilon z^{m /(1-\gamma)} \geq 2 z^{\alpha}+y^{p \gamma}+y-3 \epsilon, \quad 0 \leq t<T
$$

Choosing $\epsilon<z^{\alpha}(0) / 3$ and setting $\nu=\min (p \gamma, 1 / \theta)>1$, it follows that

$$
C_{\epsilon}^{\prime \prime}\left[z^{\theta}+y\right]^{\prime} \geq z^{\alpha}+y^{p \gamma}+y \geq[z(0)]^{\alpha-\theta \nu} z^{\theta \nu}+y^{\nu}, \quad 0 \leq t<T
$$

where we have used the fact that $z$ is nondecreasing. Using (5.11), it then follows that

$$
\left[z^{\theta}+y\right]^{\prime} \geq C\left[z^{\theta}+y\right]^{\nu}, \quad 0 \leq t<T
$$

for some $C>0$, so that $T<\infty$.
Remark 5.1. The assumption (5.8) in Lemma 5.3 is essential (at least if $a>0$ ). Indeed, if $\alpha=r>0$, then $z(t)=C e^{t}, y(t)=C^{p} e^{p t}$ is a global positive solution of (5.9) if $C>0$ is large.

Proof of Theorem 5.2. The proof is almost identical to that of Theorem 5.1, up to the following changes. Since $\mu \beta \not \equiv 0$, we may assume $\beta(x) \geq \delta$ in $\omega$. Proceeding as before, it follows that

$$
y^{\prime}+\lambda y \geq \int_{\omega} \mu(x) \psi(x) d x\left(\int_{0}^{t} \int_{\Omega} \beta(y) u^{p}(s, y) d y d s\right)^{\alpha}-a \int_{\omega} u^{q}(t, x) \psi(x) d x
$$

We then obtain the differential inequality (5.6), where $\delta$ is replaced with

$$
\delta^{\prime}=\left(\delta /|\psi|_{\infty}\right)^{\alpha} \int_{\omega} \mu(x) \psi(x) d x>0
$$

and the hypotheses again imply that $z(t)>0$ for $t \in(0, T)$. The rest then is unchanged.

Proof of Theorem C. By replacing $u$ with $u_{+}$in the right-hand side of equations (5.1) and (5.2), the existence and uniqueness of a maximal in time solution, with
blow-up alternative in $L^{\infty}$ norm, and the validity of the comparison principle, follow from Theorem A.13. In particular, $u \geq 0$ as long as it exists.
(i) This is a special case of Theorems 5.1 and 5.2 .
(ii) If $p<q$, a simple calculation shows that $v(t, x)=C(1+t)^{1 /(q-p)}$ is a supersolution for all large $C>0$. If $p=q$, the same holds with $v(t, x)=C e^{C t}$. Taking $C>\left|u_{0}\right|_{\infty}$, it follows from the comparison principle that $u$ must exist globally.

Last, if $q \geq p \geq 1$, assume for contradiction that $u$ is globally bounded by a constant $M>0$. Then $u$ satisfies

$$
u_{t}-\Delta u \geq \mu(x) \int_{0}^{t} u^{p}(s, x) d s-a M^{q-1} u(t, x), \quad t>0, \quad x \in \Omega
$$

(in the case of (5.1), and an analogous inequality in the case of (5.2)). If $p>1$, this immediately implies finite-time blow-up by Theorems 5.1 and 5.2: a contradiction. In the case $p=1$, by arguing as in the beginning of the proof of Theorem 5.1, one is reduced to the differential inequality

$$
z^{\prime \prime}+2 k z^{\prime} \geq z, \quad t>0, \quad \text { with } z(0)=0 \text { and } z^{\prime}>0
$$

for some $k>0$. By setting $w(t)=z(t) \exp (k t)$, we see that

$$
w^{\prime \prime} \geq\left(1+k^{2}\right) w, \quad t>0, \quad \text { with } w(0)=0 \text { and } w^{\prime}>0
$$

so that $w^{\prime} \geq\left(1+k^{2}\right)^{1 / 2} w$. It follows that $z(t) \geq C \exp \left[\left(\left(1+k^{2}\right)^{1 / 2}-k\right) t\right]$, for all $t \geq 1$ and some $C>0$, and we obtain again a contradiction. We conclude that $u$ must be global and unbounded if $q \geq p \geq 1$.

Proof of Theorem D. Since $e^{z}-1 \geq z^{2} / 2, z \geq 0$, the result follows from Theorem 5.2 (with $p=1, \alpha=2, a=0$ in (5.2)), in view of the maximum principle.

Some blow up results can also be stated for the nonlocal in time analogue of (3.1) (or (1.3)) and (4.1):

$$
\begin{equation*}
u_{t}-\Delta u=u^{m}(t, x)\|u(., x)\|_{L^{k}(0, t)}^{p}-F(u(t, x), \nabla u(t, x)), \quad t>0, \quad x \in \Omega \tag{5.12}
\end{equation*}
$$

where $\|u(., x)\|_{L^{k}(0, t)}=\left(\int_{0}^{t}|u|^{k}(s, x) d s\right)^{1 / k}$.
The structure of the nonlocal term now does not allow the application of the previous eigenfunction technique. However, the method of self-similar subsolutions, suitably adapted, can still be used. Although the result is probably not optimal, we give it also as an illustration of this method, which seems to be the only applicable one here (if $m>1$ ). We mention that similar results can be obtained along the same lines for analogous nonlocal nonlinearities in space and time.

ThEOREM 5.4. Let $p, q \geq 1$, $m=0$ or $m \geq 1,1 \leq k \leq \infty$, $a>0$. Assume that $F: \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is locally Lipschitz continuous, with $F(0,0) \leq 0$, and satisfies

$$
\begin{equation*}
F(u, U) \leq a\left(|u|^{q}+|u|+|U|^{q}+|U|\right) \tag{5.13}
\end{equation*}
$$

and that

$$
\begin{equation*}
m+p>q+\frac{p}{k}(q-1) \tag{5.14}
\end{equation*}
$$

Assume that $\phi \in C^{2+\alpha}(\bar{\Omega}), \phi \geq 0, \phi \not \equiv 0$ satisfies $\phi_{\mid \partial \Omega}=0$ and $\Delta \phi+F(0, \nabla \phi)=0$ on $\partial \Omega$. Let $u_{0}=\lambda \phi, \lambda>0$, and let $u(\geq 0)$ be the solution of (5.12), (2.2), (2.3). Then there exists $\Lambda(\phi)>0$, such that $u$ blows up in finite time in $C^{1}$ norm if $\lambda>\Lambda(\phi)$.

Proof of Theorem 5.4. Again, we modify (5.12) into

$$
P u(t, x) \equiv u_{t}-\Delta u-u_{+}^{m}(t, x)\left\|u_{+}(., x)\right\|_{L^{k}(0, t)}^{p}+F(u(t, x), \nabla u(t, x))=0
$$

The existence and uniqueness of a maximal in time solution, with blow-up alternative in $C^{1}$ norm, and the validity of the comparison principle follow from Theorems A.1, A.2, A.3, and A. 13 (ii).

Assume, without loss of generality, that $B(0, \rho) \subset \Omega$, and that $\phi(x) \geq \epsilon>0$ in $B(0, \rho)$. The blowing up subsolution is sought under the form

$$
\begin{equation*}
v(t, x)=\frac{1}{(T-t)^{\gamma}} V\left[\frac{|x|}{(T-t)^{\sigma}}\right]+w(t, x) \tag{5.15}
\end{equation*}
$$

with

$$
w(t, x)=\frac{M}{T^{\gamma}}\left(3-\frac{3|x|^{2}}{\rho^{2}}-2 \frac{t}{T}\right)
$$

where $V$ is given by (3.4), and $A, M>1, \gamma, \sigma>0$, and $0<T<1$ are to be fixed later.

Since the source term involves an integral over $[0, t]$, its effect for small $t$ is not strong enough to compensate the action of the dissipative terms at the early stage of the time evolution. This is the reason for the adjunction of the polynomial part $w(t, x)$, in addition to the self-similar one. This additional term is designed to provide a negative contribution under the action of the linear part of the parabolic operator $P$. Namely, assuming $T<\rho^{2} / 6 N$, we have

$$
w_{t}-\Delta w=\frac{M}{T^{\gamma+1}}\left(-2+6 N T / \rho^{2}\right) \leq-\frac{M}{T^{\gamma+1}}
$$

On the other hand, to estimate the gradient term, we compute, for $0<t<T$,

$$
\nabla v(t, x)=\frac{-x}{A(T-t)^{\gamma+2 \sigma}}-\frac{6 M x}{\rho^{2} T^{\gamma}}
$$

hence, since $T<1$ and $A, M>1$,

$$
|\nabla v|(t, x) \leq \frac{\operatorname{diam}(\Omega)\left(1+6 M / \rho^{2}\right)}{(T-t)^{\gamma+2 \sigma}} \leq \frac{C M}{(T-t)^{\gamma+2 \sigma}}
$$

(Here and in the rest of the proof, $C$ denotes a generic constant which depends only on $\Omega$ and $\rho$.)

Setting $y=|x| /(T-t)^{\sigma}$, we have to distinguish three cases.

- First case: $0 \leq t \leq T / 2$. We find

$$
|v|(t, x) \leq \frac{C+A}{(T-t)^{\gamma+2 \sigma}}+\frac{C M}{T^{\gamma}} \quad \text { and } \quad v_{t}(t, x) \leq \frac{\gamma(1+A)}{(T-t)^{\gamma+1}}
$$

Assuming that

$$
\begin{equation*}
\sigma<1 / 2 \quad \text { and } \quad \gamma+1>(\gamma+2 \sigma) q \tag{5.16}
\end{equation*}
$$

letting

$$
\delta=\gamma+1-(\gamma+2 \sigma) q>0
$$

and using (5.13), we obtain, after some computations similar to those in the proof of Theorem 3.1, that

$$
\begin{equation*}
P v(t, x) \leq \frac{-M+2^{\gamma+1}\left[\gamma(1+A)+N+4 a(C M+A)^{q} T^{\delta}\right]}{T^{\gamma+1}} \tag{5.17}
\end{equation*}
$$

- Second case: $T / 2 \leq t<T$ and $y \geq A$. We have

$$
|v|(t, x) \leq \frac{C}{(T-t)^{\gamma+2 \sigma}}+\frac{C M}{T^{\gamma}} \quad \text { and } \quad v_{t}(t, x) \leq \frac{\gamma-\sigma A}{(T-t)^{\gamma+1}}
$$

Thus we find

$$
\begin{equation*}
P v(t, x) \leq \frac{\gamma-\sigma A+N+4 a(C M)^{q} T^{\delta}}{(T-t)^{\gamma+1}} \tag{5.18}
\end{equation*}
$$

(Note that in cases 1 and 2, we did not use the growth of the nonlocal term, only its nonnegativeness.)

- Third case: $T / 2 \leq t<T$ and $0 \leq y \leq A$. Assuming that $T^{\sigma} A<\rho / 2$, hence $|x| \leq(T-t)^{\sigma} A \leq \rho / 2$, it follows that

$$
\frac{1}{(T-s)^{\gamma}} \leq v(s, x) \leq \frac{3 M}{T^{\gamma}}+\frac{1+A}{(T-s)^{\gamma}}, \quad 0 \leq s \leq t
$$

Denote by $B v$ the nonlocal term in $P v$. In the case $k<\infty$, assuming that $\gamma k \neq 1$, and setting $\alpha=p / k$, we then have

$$
\begin{aligned}
B v(t, x) & \geq \frac{1}{(T-t)^{\gamma m}}\left(\int_{0}^{t} \frac{d s}{(T-s)^{\gamma k}}\right)^{\alpha}=\frac{1}{(T-t)^{\gamma m}}\left(\frac{(T-t)^{1-\gamma k}-T^{1-\gamma k}}{\gamma k-1}\right)^{\alpha} \\
& \geq(T-t)^{(1-\gamma k) \alpha}\left(\frac{1-2^{1-\gamma k}}{\gamma k-1}\right)^{\alpha} \frac{1}{(T-t)^{\gamma m}} \\
& \geq \frac{C(\gamma, p, k)}{(T-t)^{\gamma(m+p)-\alpha}}
\end{aligned}
$$

for some $C(\gamma, p, k)>0$, where we have used the fact that $T>2(T-t)$ (consider separately the cases $\gamma k>1$ and $\gamma k<1$ ). This formula remains valid for $k=\infty$ with $\alpha=0$. It follows that

$$
\begin{equation*}
P v(t, x) \leq \frac{\gamma(1+A)+N+4 a(C M+A)^{q}}{(T-t)^{\gamma+1}}-\frac{C(\gamma, p, k)}{(T-t)^{\gamma(m+p)-\alpha}} \tag{5.19}
\end{equation*}
$$

By the hypothesis (5.14), it is possible to choose $\gamma \neq 1 / k$, such that

$$
\frac{\alpha+1}{m+p-1}<\gamma<\frac{1}{q-1}
$$

so that in particular

$$
\gamma(m+p)-\alpha>\gamma+1
$$

and next to take $\sigma>0$ so small that (5.16) holds. Now, by choosing

$$
A>(\gamma+N) / \sigma
$$

$$
M>2^{\gamma+1}(\gamma(1+A)+N)
$$

and then $T$ sufficiently close to 0 , it follows from formulas (5.17), (5.18), and (5.19), that $P v(t, x) \leq 0$ in the three cases, that is, for all $t \in[0, T), x \in \Omega$.

Taking still smaller $T$ if necessary, we have $v(t, x) \leq 0$ for $x$ outside of $B(0, \rho)$, hence on $[0, T) \times \partial \Omega$, and $\lambda \phi(x) \geq \lambda \epsilon \geq v(0, x)$ in $\Omega$ for all sufficiently large $\lambda$. The comparison principle then implies that the solution $u$ can exist no later than $t=T$, and the Theorem is proved.

Appendix A. Local theory for general nonlocal semilinear parabolic equations. The local solvability for various classes of functional parabolic equations has been studied in many articles. See, e.g., [A], [BB], [CaY] for nonlocal problems in space. For nonlocal problems in time, see, e.g., [Y1], [Y2], and the references therein. Also, fully nonlinear equations with integral terms have been investigated (see, e.g., [LS], [CP], [Sf] for time-integrals and [CY] for space-integrals), and semilinear parabolic equations with constant delay have been treated in [TW], both subject matters which are out of the scope of the present article.

However, as far as we know, there does not seem to be in the literature a local theory that would apply to the nonlocal semilinear parabolic equation (NLRD) in general form. We wish to construct such a local theory. In the same time, since many (though not all) of the proofs of our blow up and global existence results rely on comparison arguments, we need a version of the comparison principle adapted to the case of nonlocal problems. Such results are proved in many of the cited works, for the specific types of nonlocal equations they consider. We here prove a general comparison principle for the equation (NLRD) in abstract form, which recovers most of these specific results. (Since we consider nonlocal problems, some care is needed. In addition to the usual Lipschitz condition, we have to require a certain assumption of nondecreasing monotonicity on the nonlocal term; see section A. 4 and Example A. 5 in section A.5.)

Our results enable one to handle in a same formalism all of the four types of problems described in the introduction (and actually much more general ones). On the other hand, we want to allow the nonlinearity to depend on $u$ and $\nabla u$ as well. For these reasons, the formalism developed in this Appendix needs to be a bit abstract, although the arguments of the proofs will be rather standard, relying on Schauder a priori estimates and fixed point theorem. Let us point out that what is going to be said remains valid, as usual, if the Laplacian in (NLRD) is replaced with a strongly elliptic operator with sufficiently smooth coefficients. Moreover, other kinds of (linear) boundary conditions may be treated similarly, under suitable assumptions.

The outline of the appendix is as follows. Section A. 1 contains some preliminaries and notations for the precise formulation of general nonlocal problems. The abstract existence, uniqueness, and continuation results are stated in section A. 2 and proved in section A.3. Section A. 4 is devoted to the comparison principle. Finally, in section A.5, the abstract results are illustrated by examples which include, in particular, the specific cases considered in the main text of the article.
A.1. Preliminaries and notations. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}$. In what follows, we fix some $\alpha \in(0,1)$. We will assume that

$$
\begin{equation*}
\partial \Omega \text { is of class } C^{2+\alpha} \tag{A1}
\end{equation*}
$$

or, in some cases, that

We set $Q_{T}=(0, T] \times \Omega, S_{T}=(0, T] \times \partial \Omega$, and $Q_{t_{0}, T}=\left(t_{0}, T\right] \times \Omega, 0 \leq t_{0}<T<\infty$.
Let us set some notations concerning the needed function spaces. By $C(\bar{\Omega})$ (resp., $C^{1}(\bar{\Omega})$ ), we denote the space of real valued continuous (resp., continuously differentiable) functions on $\bar{\Omega}$, endowed with the norm

$$
|\phi|_{L^{\infty}(\Omega)}=\sup _{x \in \bar{\Omega}}|\phi(x)| \quad\left(\text { resp. }, \quad|\phi|_{C^{1}(\bar{\Omega})}=|\phi|_{L^{\infty}(\Omega)}+\sum_{i=1}^{N}\left|\partial_{x_{i}} \phi\right|_{L^{\infty}(\Omega)}\right) .
$$

For each $T>0, C\left(\overline{Q_{T}}\right)$ is the space of real valued continuous functions on $\overline{Q_{T}}$, endowed with the norm

$$
|u|_{L^{\infty}\left(Q_{T}\right)}=\sup _{(t, x) \in \overline{Q_{T}}}|u(t, x)|
$$

$C^{0,1}\left(\overline{Q_{T}}\right)$ is the space of functions $u$ of $\overline{Q_{T}}$, such that $\partial_{x_{i}} u, i=1, \ldots, N$, belong to $C\left(\overline{Q_{T}}\right)$, endowed with the norm

$$
|u|_{C^{0,1}\left(\overline{Q_{T}}\right)}=|u|_{L^{\infty}\left(Q_{T}\right)}+\sum_{i=1}^{N}\left|\partial_{x_{i}} u\right|_{L^{\infty}\left(Q_{T}\right)}
$$

$C^{1,2}\left(Q_{T}\right)$ is the space of functions $u$ on $Q_{T}$, such that $u, \partial_{t} u, \partial_{x_{i}} u, \partial_{x_{i} x_{j}}^{2} u, i, j=$ $1, \ldots, N$, are continuous in $Q_{T}$.

In addition, we will use some Hölder spaces of functions of $t$ and $x$, whose definition we recall for convenience. $C^{\alpha}\left(\overline{Q_{t_{0}, T}}\right)$ is the space of functions $u$ which are uniformly Hölder continuous on $\overline{Q_{t_{0}, T}}$, with exponents $\alpha / 2$ in $t$ and $\alpha$ in $x$, endowed with the norm

$$
|u|_{C^{\alpha}\left(\overline{Q_{t_{0}}, T}\right)}=|u|_{L^{\infty}\left(Q_{t_{0}, T}\right)}+\sup _{(t, x) \neq(s, y) \in Q_{t_{0}, T}} \frac{|u(t, x)-u(s, y)|}{\left(|t-s|+|x-y|^{2}\right)^{\alpha / 2}} .
$$

$C^{1+\alpha}\left(\overline{Q_{t_{0}, T}}\right)$ (resp., $\left.C^{2+\alpha}\left(\overline{Q_{t_{0}, T}}\right)\right)$ is the space of those $u$ such that $u, \partial_{x_{i}} u, i=$ $1, \ldots, N$ (resp., $u, \partial_{t} u, \partial_{x_{i}} u, \partial_{x_{i} x_{j}}^{2} u, i, j=1, \ldots, N$ ) belong to $C^{\alpha}\left(\overline{Q_{t_{0}, T}}\right)$, the norms being defined by the sum of the $C^{\alpha}$ norms of $u$ and of the corresponding derivatives.

Next we define the nonlocal operators making up the equation. For all $t \geq 0$, we define the past time restriction operator $R^{t}$ by setting, for all $T \geq t$ and $u \in \bar{C}\left(\overline{Q_{T}}\right)$,

$$
R^{t} u=u_{\mid[0, t] \times \bar{\Omega}} \in C\left(\overline{Q_{t}}\right)
$$

We take a collection of functionals $\left\{F^{t}\right\}_{t \geq 0}$, with $F^{t}: C\left(\overline{Q_{t}}\right) \rightarrow C(\bar{\Omega})$, or $F^{t}:$ $C^{0,1}\left(\overline{Q_{t}}\right) \rightarrow C(\bar{\Omega})$. (By convention, we identify $C\left(\overline{Q_{0}}\right)$ with $C(\bar{\Omega})$ and $C^{0,1}\left(\overline{Q_{0}}\right)$ with $C^{1}(\bar{\Omega})$.) We then consider a general nonlocal problem in the form

$$
\left\{\begin{array}{l}
u_{t}-\Delta u=F^{t}\left(R^{t} u\right)(x), \quad(t, x) \in Q_{T},  \tag{A2}\\
u(t, x)=0, \quad(t, x) \in S_{T} \\
u(0, x)=u_{0}(x), \quad x \in \bar{\Omega}
\end{array}\right.
$$

For convenience, when $T$ is implicitly understood, we will use the operator $F: u \mapsto$ $F u$, where

$$
F u(t, x)=F^{t}\left(R^{t} u\right)(x) .
$$

A.2. Local existence, uniqueness, and continuation results. We first give a result of local existence of classical solutions up to $t=0$ for smooth initial data (with first order compatibility conditions). Let $\gamma>0$ be fixed. We will assume that, for all $T>0, F$ possesses the following properties:

$$
\begin{align*}
& \forall u \in C^{1+\gamma}\left(\overline{Q_{T}}\right), F u \in C^{\alpha}\left(\overline{Q_{T}}\right) ;  \tag{A3}\\
& F \text { is continuous from } C^{1+\gamma}\left(\overline{Q_{T}}\right) \text { to } C\left(\overline{Q_{T}}\right) . \tag{A4}
\end{align*}
$$

Theorem A.1. Assume (A1), (A3), (A4), and let $u_{0} \in C^{2+\alpha}(\bar{\Omega})$ satisfy the compatiblity conditions

$$
\begin{equation*}
\left.u_{0}\right|_{\partial \Omega}=0 \quad \text { and } \quad \Delta u_{0}+F^{0} u_{0}=0 \text { on } \partial \Omega \tag{A5}
\end{equation*}
$$

Then there exists a (nonnecessarily unique) maximal in time function $u$, defined on $\left[0, T^{*}\right) \times \bar{\Omega}$ for some $T^{*} \in(0, \infty]$, such that for all $T \in\left(0, T^{*}\right), u \in C^{2+\alpha}\left(\overline{Q_{T}}\right)$ and $u$ is a (classical) solution of (A2).

We next give a continuation result, which states that any nonglobal solution must blow up in finite time in $C^{1}$ norm. Instead of (A3), we will assume the stronger condition that, for all $T>0$,

$$
\begin{equation*}
F \text { is bounded on bounded sets from } C^{1+\gamma}\left(\overline{Q_{T}}\right) \text { to } C^{\alpha}\left(\overline{Q_{T}}\right), \tag{A6}
\end{equation*}
$$

and in addition to (A4), we will suppose that, for all $T>0$,

$$
\begin{equation*}
F \text { is bounded on bounded sets from } C^{0,1}\left(\overline{Q_{T}}\right) \text { to } C\left(\overline{Q_{T}}\right) \text {. } \tag{A7}
\end{equation*}
$$

On the other hand, as in classical problems with local nonlinearities, if one is concerned with nonlocal problems where the nonlinearity "does not depend on the (spatial) gradient of $u$," it is possible to prove blow up in $L^{\infty}$ norm instead of $C^{1}$ norm. To express the fact that the nonlocal functionals $F^{t}$ do not depend on the gradient of $u$, we consider, instead of (A7), the stronger assumption
$(\mathrm{A} 7)^{\prime} \quad F$ is bounded on bounded sets from $C\left(\overline{Q_{T}}\right)$ to $C\left(\overline{Q_{T}}\right)$
for all $T>0$.
Theorem A.2. Assume (A1), (A4), (A6), and (A7) (resp., (A7)'), and let u be any solution of (A2) as in Theorem A.1. If $T^{*}<\infty$, then $u$ blows up in finite time in $C^{1}$ norm (resp., in $L^{\infty}$ norm) in the sense that

$$
\begin{equation*}
\limsup _{t \rightarrow T^{*}}|u(t)|_{C^{1}(\bar{\Omega})}=\infty \quad\left(\text { resp., } \lim \sup _{t \rightarrow T^{*}}|u(t)|_{L^{\infty}(\Omega)}=\infty\right) \tag{A8}
\end{equation*}
$$

Now, assume one of the following Lipschitz conditions, for all $T>0$ :

$$
\begin{equation*}
F \text { is Lipschitz continuous on bounded sets from } C^{0,1}\left(\overline{Q_{T}}\right) \text { to } C\left(\overline{Q_{T}}\right) \tag{A9}
\end{equation*}
$$

or, alternatively,
$(\mathrm{A} 9)^{\prime} \quad F$ is Lipschitz continuous on bounded sets from $C\left(\overline{Q_{T}}\right)$ to $C\left(\overline{Q_{T}}\right)$.
Then one obtains a local uniqueness result.

Theorem A.3. Assume (A1), and (A9) (resp., (A9)'). Then, for all $T>0$, there exists at most one (classical) solution of (A2) in the class $C^{0,1}\left(\overline{Q_{T}}\right) \cap C^{1,2}\left(Q_{T}\right)$ (resp., in the class $\left.C\left(\overline{Q_{T}}\right) \cap C^{1,2}\left(Q_{T}\right)\right)$.

Next, we wish to prove the local solvability of (A2) for less smooth initial data. For this purpose, we need reinforced assumptions on $F$. Namely, we may consider $C^{1}$ data (with zero order compatibility conditions) if we assume that, for all $T>0$,
(A10) $\quad F$ is continuous from $C^{0,1}\left(\overline{Q_{T}}\right)$ to $C\left(\overline{Q_{T}}\right)$ and bounded on bounded sets, for all sequence $\left(u_{n}\right) \in C^{0,1}\left(\overline{Q_{T}}\right)$ such that the sequence $\left|u_{n}\right|_{C^{1+\gamma}\left(\overline{Q_{\epsilon, T}}\right)}$ is bounded for all $\epsilon \in(0, T)$, then the sequence $\left|F u_{n}\right|_{C^{\alpha}\left(\overline{Q_{\epsilon, T}}\right)}$ is bounded for all $\epsilon \in(0, T)$.

In the same way, we may consider merely continuous data, under the analogous "gradient-independent" assumptions, i.e.,
(A10) $\quad F$ is continuous from $C\left(\overline{Q_{T}}\right)$ to $C\left(\overline{Q_{T}}\right)$ and bounded on bounded sets, for all sequence $\left(u_{n}\right) \in C\left(\overline{Q_{T}}\right)$ such that the sequence $\left|u_{n}\right|_{C^{\gamma}\left(\overline{Q_{\epsilon, T}}\right)}$
$(\text { A11 })^{\prime} \quad$ is bounded for all $\epsilon \in(0, T)$, then the sequence $\left|F u_{n}\right|_{C^{\alpha}\left(\overline{Q_{\epsilon, T}}\right)}$ is
bounded for all $\epsilon \in(0, T)$.
Theorem A.4. Assume (A1)', (A10), (A11), and let

$$
u_{0} \in C^{1}(\bar{\Omega}), \quad \text { with }\left.u_{0}\right|_{\partial \Omega}=0
$$

(i) Then there exists a (nonnecessarily unique) maximal in time function $u$, defined on $\left[0, T^{*}\right) \times \bar{\Omega}$ for some $T^{*} \in(0, \infty]$, such that for all $0<\epsilon<T<T^{*}$, $u \in C^{0,1}\left(\overline{Q_{T}}\right) \cap C^{2+\alpha}\left(\overline{Q_{\epsilon, T}}\right)$, and $u$ is a (classical) solution of (A2). (ii) If $T^{*}<\infty$, then $u$ blows up in finite time in $C^{1}$ norm in the sense of (A8).

Theorem A. $4^{\prime}$. Assume (A1), (A10) ${ }^{\prime}$, (A11)', and let

$$
u_{0} \in C(\bar{\Omega}), \quad \text { with }\left.u_{0}\right|_{\partial \Omega}=0
$$

(i) Then there exists a (nonnecessarily unique) maximal in time function $u$, defined on $\left[0, T^{*}\right) \times \bar{\Omega}$ for some $T^{*} \in(0, \infty]$, such that for all $0<\epsilon<T<T^{*}$, $u \in C\left(\overline{Q_{T}}\right) \cap C^{2+\alpha}\left(\overline{Q_{\epsilon, T}}\right)$, and $u$ is a (classical) solution of (A2).
(ii) If $T^{*}<\infty$, then $u$ blows up in finite time in $L^{\infty}$ norm in the sense of (A8).

The assumptions (A11) or (A11)' hold if the nonlinearity does not depend on the past (nonlocal problems in space) or, more generally, if it does not involve the past up to $t=0$, e.g., for $F^{t}\left(R^{t} u\right)(x)=\int_{t / 2}^{t} f(u(s, x)) d s$. On the contrary, if the nonlinearity involves the whole past, for instance for $F^{t}\left(R^{t} u\right)(x)=\int_{0}^{t} f(u(s, x)) d s$, then these assumptions will not be satisfied a priori. However, thanks to the regularizing effect of the time integral, for this type of nonlocal terms, with no dependence on the gradient, it is still possible to prove local existence for $C^{1}$ data and to get a blow up alternative in $L^{\infty}$ norm. The kind of general assumption satisfied by such $F$ is the following:
(A12) $\quad F$ is continuous from $C^{0,1}\left(\overline{Q_{T}}\right)$ to $C^{\alpha}\left(\overline{Q_{T}}\right)$ and bounded on bounded sets
for all $T>0$. We then have the following theorem.
Theorem A.5. Assume (A1)', (A12), and let

$$
u_{0} \in C^{1}(\bar{\Omega}), \quad \text { with }\left.u_{0}\right|_{\partial \Omega}=0
$$

(i) Then there exists a (nonnecessarily unique) maximal in time function $u$, defined on $\left[0, T^{*}\right) \times \bar{\Omega}$ for some $T^{*} \in(0, \infty]$, such that for all $0<\epsilon<T<T^{*}$, $u \in C^{0,1}\left(\overline{Q_{T}}\right) \cap C^{2+\alpha}\left(\overline{Q_{\epsilon, T}}\right)$, and $u$ is a (classical) solution of (A2).
(ii) If $T^{*}<\infty$, then u blows up in finite time in $C^{1}$ norm in the sense of (A8). If, in addition (A10)' holds, then the blow up occurs in $L^{\infty}$ norm.

In the special case when the nonlocal operator $F$ does not depend on the past, that is, if $F^{t}$ is of the form

$$
\begin{equation*}
F^{t}\left(R^{t} u\right) \equiv f(t, u(t, .)), \quad \text { with } f: \mathbb{R}^{+} \times C(\bar{\Omega}) \rightarrow C(\bar{\Omega}), \tag{A13}
\end{equation*}
$$

and under a Lipschitz condition, then the blow up alternative can be made more precise, with the "lim sup" becoming a limit. (See Remark A. 1 at the end of section A. 3 for a variant without Lipschitz condition.)

Proposition A.6. Let $\left\{F^{t}\right\}_{t \geq 0}$ be of the form (A13), and assume (A1), (A3), and (A9) (resp., (A9)'). Assume that $u \in C^{0,1}\left(\overline{Q_{T}}\right) \cap C^{2+\alpha}\left(\overline{Q_{\epsilon, T}}\right)\left(\right.$ resp., $u \in C\left(\overline{Q_{T}}\right) \cap$ $\left.C^{2+\alpha}\left(\overline{Q_{\epsilon}, T}\right)\right), 0<\epsilon<T<T^{*}$, is a maximal, classical solution of (A2) (which is necessarily unique by Theorem A.3). If $T^{*}<\infty$, then

$$
\begin{equation*}
\lim _{t \rightarrow T^{*}}|u(t)|_{C^{1}(\bar{\Omega})}=\infty \quad\left(\text { resp., } \lim _{t \rightarrow T^{*}}|u(t)|_{L^{\infty}(\Omega)}=\infty\right) \tag{A14}
\end{equation*}
$$

A.3. Proofs of the local results. We first state two preliminary results on the heat equation that we will use repeatedly. The first one is the $C^{1+\delta}$ estimate for the heat equation (see [Fr, Theorem 4, p. 191, and formula (3.23), p. 200]).

Lemma A.7. Assume (A1) and let $W \in C\left(\overline{Q_{T}}\right) \cap C^{1,2}\left(Q_{T}\right)$. Let $g \in C\left(\overline{Q_{T}}\right)$ satisfy $g(0, x)=0$ on $\partial \Omega$, and assume that

$$
\begin{gathered}
W_{t}-\Delta W=g(t, x), \quad(t, x) \in Q_{T}, \\
W(t, x)=0, \quad(t, x) \in S_{T}, \\
W(0, x)=0, \quad x \in \bar{\Omega} .
\end{gathered}
$$

Then

$$
|W|_{C^{1+\delta}\left(\overline{Q_{T}}\right)} \leq K T^{\sigma}|g|_{L^{\infty}\left(Q_{T}\right)}
$$

for all $0<\delta<1$, where $\sigma>0$ depends only on $\delta$, and $K$ depends only on $\Omega$ and $\delta$ for bounded $T$.

The second one gives an estimate on the heat semigroup in $C^{1}$ spaces and requires higher $\left(C^{3+\alpha}\right)$ regularity on $\partial \Omega$ (see [M, Theorem 2.3, p. 39, and formula (2.39), p. 40] and also [Bel]).

Lemma A.8. Assume (A1)' and denote by $e^{t \Delta}$ the heat semigroup on $C_{0}(\bar{\Omega})$. Then, for all functions $\phi$ in $C^{1}(\bar{\Omega})$ which vanish on $\partial \Omega$, we have

$$
\left|e^{t \Delta} \phi\right|_{C^{0,1}\left(\overline{Q_{T}}\right)} \leq C_{1}|\phi|_{C^{1}(\bar{\Omega})},
$$

where $C_{1}$ depends only on $\Omega$ for bounded $T$.

Proof of Theorem A.1. It can be proved in much the same way as in [Fr, Theorem 8, p. 204 and Theorem 10, p. 206]. However, the result there is proved for local nonlinearities. Therefore, we give the proof for sake of completeness. Let $0<T<1$ and $M>0$ (to be fixed later), and consider the set $C_{M}$ of functions $v \in C^{1+\gamma}\left(\overline{Q_{T}}\right)$, satisfying

$$
|v|_{C^{1+\gamma}\left(\overline{Q_{T}}\right)} \leq M, \quad v(0, .)=u_{0}, \quad v_{\mid 0, T] \times \partial \Omega}=0 .
$$

We define a transformation $Z$ on $C_{M}$ as follows. $w=Z v$ is the unique solution of the linear problem

$$
\begin{gathered}
w_{t}-\Delta w=F v, \quad(t, x) \in Q_{T} \\
w(t, x)=0, \quad(t, x) \in S_{T} \\
w(0, x)=u_{0}(x), \quad x \in \bar{\Omega}
\end{gathered}
$$

(Using (A3), the existence and uniqueness of $w$ follows from [Fr, Theorem 7, p. 65], and $w \in C^{2+\alpha}\left(\overline{Q_{T}}\right)$.) We prove that $Z$ admits a fixed point, if $T<1$ is sufficiently small, by employing the Schauder fixed point theorem (see, e.g., [Fr, Theorem 2, p. 189]).

We first claim that $Z$ maps $C_{M}$ into itself if $T$ is small. Thanks to (A5), we may take $W(t, x) \equiv w(t, x)-u_{0}(x)$, hence $g=F v+\Delta u_{0}$, in Lemma A.7, which yields

$$
\begin{equation*}
|w|_{C^{1+\delta}\left(\overline{Q_{T}}\right)} \leq\left|u_{0}\right|_{C^{1+\delta}(\bar{\Omega})}+K T^{\sigma}\left(k_{M}+\left|\Delta u_{0}\right|_{L^{\infty}\left(Q_{T}\right)}\right) \tag{A15}
\end{equation*}
$$

where $k_{M}=\sup \left\{|F v|_{L^{\infty}\left(Q_{1}\right)} ;|v|_{C^{1+\gamma}\left(\overline{Q_{1}}\right)} \leq M\right\}$, which is finite by (A4). Now, choosing

$$
M=1+\left|u_{0}\right|_{C^{1+\gamma}(\bar{\Omega})}, \quad T<\max \left[1,\left[K\left(k_{M}+\left|\Delta u_{0}\right|_{L^{\infty}\left(Q_{T}\right)}\right)\right]^{-1 / \sigma}\right]
$$

with $\delta=\gamma$ in formula (A15), it follows that $w \in C_{M}$.
Applying formula (A15) for some $\delta \in(\gamma, 1)$, by the compactness of the injection $C^{1+\delta}\left(\overline{Q_{T}}\right) \subset C^{1+\gamma}\left(\overline{Q_{T}}\right)$, it follows that $Z\left(C_{M}\right)$ is a compact subset of $C_{M}$.

To check the continuity of $Z$, assume that $v, v_{m} \in C_{M}$ are such that $v_{m} \rightarrow v$ in $C^{1+\gamma}\left(\overline{Q_{T}}\right)$, as $m$ goes to $\infty$. Then $z_{m}=Z v_{m}-Z v$ satisfies

$$
z_{m t}-\Delta z_{m}=F v_{m}-F v, \quad(t, x) \in Q_{T}
$$

with null initial and boundary conditions. Thus, by Lemma A. 7 and assumption (A4), we obtain

$$
\left|z_{m}\right|_{C^{1+\gamma}\left(\overline{Q_{T}}\right)} \leq K T^{\sigma}\left|F v_{m}-F v\right|_{L^{\infty}\left(Q_{T}\right)} \rightarrow 0, \text { as } m \rightarrow \infty
$$

that is, $Z v_{m} \rightarrow Z v$ in $C^{1+\gamma}\left(\overline{Q_{T}}\right)$.
Since $C_{M}$ is a closed convex set of the Banach space $C^{1+\gamma}\left(\overline{Q_{T}}\right)$, by the previous properties and Schauder's fixed point theorem, there exists a fixed point $u$ of the map $Z$, which is a solution of the problem (A2).

Finally, by Zorn's lemma, follows as usual the existence of a solution (still denoted by $u$ ), which extends $u$ and is maximal in time (i.e., which cannot be extended to a solution on a larger time interval).

Proof of Theorem A.2. (i) Under hypothesis (A7), assume that, for some $T_{0} \in$ $(0, \infty)$ and all $T \in\left(0, T_{0}\right), u \in C^{2+\alpha}\left(\overline{Q_{T}}\right), u$ is a solution of $(\mathrm{A} 2)$, and $u$ is such that

$$
\sup _{0 \leq t<T_{0}}|u(t)|_{C^{1}(\bar{\Omega})}<\infty
$$

(A7) then implies

$$
|F u|_{L^{\infty}\left(Q_{T}\right)} \leq M_{1}, \quad 0<T<T_{0}
$$

By Lemma A.7, with $W(t, x)=u(t, x)-u_{0}(x)$ and $g=F u+\Delta u_{0}$, it follows that

$$
|u|_{C^{1+\gamma}\left(\overline{Q_{T}}\right)} \leq\left|u_{0}\right|_{C^{1+\gamma}(\bar{\Omega})}+K T^{\sigma}\left(M_{1}+\left|\Delta u_{0}\right|_{L^{\infty}(\Omega)}\right)=M_{2}, \quad 0<T<T_{0}
$$

From (A6), we infer that

$$
|F u|_{C^{\alpha}\left(\overline{Q_{T}}\right)} \leq M_{3}, \quad 0<T<T_{0}
$$

By the $C^{2+\alpha}$ parabolic estimate [Fr, Theorem 6 p. 65], we get

$$
|u|_{C^{2+\alpha}\left(\overline{Q_{T}}\right)} \leq K^{\prime}\left(M_{3}+\left|u_{0}\right|_{C^{2+\alpha}(\bar{\Omega})}\right)=M_{4}, \quad 0<T<T_{0}
$$

(The constant $K^{\prime}$ depends only on $\Omega$ and $\alpha$ for bounded $T$; see [Fr, p. 123].) From this estimate, it is easily seen that $u$ can be (uniquely) extended to a function $\tilde{u} \in$ $C^{2+\alpha}\left(\overline{Q_{T_{0}}}\right)$. To prove that $u$ may be extended to a solution of (A2) for some $T>T_{0}$, it then suffices to show the existence for small $\tau$ of a solution $w$ of the problem

$$
\begin{gathered}
w_{t}-\Delta w=G^{t}\left(R^{t} w\right)(x), \quad(t, x) \in Q_{\tau} \\
w(t, x)=0, \quad(t, x) \in S_{\tau} \\
w(0, x)=\tilde{u}\left(T_{0}, x\right), \quad x \in \bar{\Omega}
\end{gathered}
$$

where $G^{t}$ is defined as

$$
\forall z \in C^{0,1}\left(\overline{Q_{t}}\right), G^{t}(z)=F^{T_{0}+t}\left(z_{1}\right), \quad \text { with } z_{1}(s, .)=\left\{\begin{array}{l}
u(s, .), 0 \leq s<T_{0} \\
z\left(s-T_{0}, .\right), T_{0} \leq s \leq T_{0}+t
\end{array}\right.
$$

The existence of such $w$ follows from Theorem A.1, since, as is readily verified, the functionals $G^{t}$ satisfy the assumptions (A3) and (A4) for all $z$ such that $z(0,)=.\tilde{u}\left(T_{0}\right)$, and since $\tilde{u}\left(T_{0}\right)$ satisfies the corresponding compatibility conditions. From the above, we deduce that (A8) ${ }_{1}$ holds whenever $T^{*}(u)<\infty$.
(ii) Under assumption $(\mathrm{A} 7)^{\prime}$, the proof of $(\mathrm{A} 8)_{2}$ is exactly similar.

Proof of Theorem A.3. We just need to prove the result under assumption (A9), the other case being similar. Let $T>0$ and assume that $u$ and $v$ are two solutions of
 chosen, and $D_{n}=\overline{Q_{n h,(n+1) h}}$ for $n=0, \cdots, p-1$. By Lemma A. 7 with $W=u-v$ (noting that $g(0,)=.F^{0} u(0,)-.F^{0} v(0,)=$.0 ), and using (A9), we obtain

$$
\begin{aligned}
|W|_{C^{0,1}\left(D_{n}\right)} & \leq K h^{\sigma}\left(|F u-F v|_{L^{\infty}\left(D_{n}\right)}+|\Delta W(n h, .)|_{L^{\infty}(\Omega)}\right) \\
& \leq K h^{\sigma}\left(L_{M, T}|W|_{C^{0,1}\left(\overline{Q_{(n+1) h}}\right)}+|\Delta W(n h, .)|_{L^{\infty}(\Omega)}\right)
\end{aligned}
$$

Choosing $p$ so large that $K h^{\sigma} L_{M, T}<1$, since $W(0,)=$.0 , it follows easily by induction that $|W|_{C^{0,1}\left(D_{p-1}\right)}=0$, that is $u=v$ on $\overline{Q_{T}}$.

Proof of Theorem A.4. (i) Assume $u_{0} \in C^{1}(\bar{\Omega}),\left.u_{0}\right|_{\partial \Omega}=0$. From [M, Theorem 3.1, p. 49], $\partial \Omega$ being of class $C^{3+\alpha}$, we know that there exists a sequence $u_{0}^{n} \in C^{2+\alpha}(\bar{\Omega})$, with $\left.u_{0}\right|_{\partial \Omega}=0$ and $\left.\Delta u_{0}\right|_{\partial \Omega}=0$, such that $u_{0}^{n} \rightarrow u_{0}$ in $C^{1}(\bar{\Omega})$, as $n \rightarrow \infty$. Let $\xi \in C^{\infty}(\mathbb{R})$, with $\xi(t)=0, t \leq 1 / 2, \xi(t)=1, t \geq 1$, and $0 \leq \xi \leq 1$. Let $\xi_{n}(t)=\xi(n t)$, and consider the approximating problems

$$
\left\{\begin{array}{l}
u_{t}^{n}-\Delta u^{n}=\xi_{n}(t) F^{t}\left(R^{t} u^{n}\right)(x) \equiv F_{n} u^{n}, \quad(t, x) \in Q_{T}  \tag{A16}\\
u^{n}(t, x)=0, \quad(t, x) \in S_{T} \\
u^{n}(0, x)=u_{0}^{n}(x), \quad x \in \bar{\Omega}
\end{array}\right.
$$

The assumptions (A10) and (A11) imply that the map $u^{n} \mapsto F_{n} u^{n}$ satisfies (A3) and (A4). Since the compatibility conditions (A5) are verified by $u_{0}^{n}$, that is,

$$
u_{0}^{n}{ }_{\partial \Omega}=0 \quad \text { and } \quad-\Delta u_{0}^{n}(x)+F_{n} u^{n}(0, x)=0 \quad \text { on } \partial \Omega,
$$

by Theorem A.1, there exists a (maximal) solution $u^{n}$ of (A16), of existence time $T_{n}^{*} \in(0, \infty]$, with $u^{n} \in C^{2+\alpha}\left(\overline{Q_{T}}\right)$ for all $0<T<T_{n}^{*}$. We then have the following lemma.

Lemma A.9. With the notation above, there exists $T_{0} \in(0,1]$ and $C_{0}>0$ such that

$$
T_{n}^{*}>T_{0} \quad \text { and } \quad\left|u^{n}\right|_{C^{0,1}\left(\overline{Q_{T_{0}}}\right)} \leq C_{0}
$$

for all $n$.
Proof of Lemma A.9. Let $M=\sup _{n \geq 1}\left|u_{0}^{n}\right|_{C^{1}(\bar{\Omega})}<\infty$. For each $n$ and for each $T \in\left(0, T_{n}^{*}\right), T \leq 1$, we may write $u^{n}$ under the form $u^{n}=e^{t \Delta} u_{0}^{n}+w^{n}$, where $w^{n} \in C^{2+\alpha}\left(\overline{Q_{T}}\right)$ is the solution of the linear problem

$$
\begin{equation*}
w_{t}^{n}-\Delta w^{n}=F_{n} u^{n}, \quad(t, x) \in Q_{T} \tag{A17}
\end{equation*}
$$

with null initial and boundary conditions. Since $\partial \Omega$ is of class $C^{3+\alpha}$, from Lemma A. 8 it follows that

$$
\begin{equation*}
\left|e^{t \Delta} u_{0}^{n}\right|_{C^{0,1}\left(\overline{Q_{T}}\right)} \leq C_{1}\left|u_{0}^{n}\right|_{C^{1}(\bar{\Omega})} \leq C_{1} M \tag{A18}
\end{equation*}
$$

Set

$$
k_{M}^{\prime}=\sup \left\{|F v|_{L^{\infty}\left(Q_{1}\right)} ;|v|_{C^{0,1}\left(\overline{Q_{1}}\right)} \leq\left(1+C_{1}\right) M\right\}
$$

which is finite by (A10). (By an easy extension argument, it can be seen that $k_{M}^{\prime}$ stands also for an upper bound of the sets $\left\{|F v|_{L^{\infty}\left(Q_{\tau}\right)} ;|v|_{C^{0,1}\left(\overline{Q_{\tau}}\right)} \leq\left(1+C_{1}\right) M\right\}$, for all $\tau \in(0,1)$.) Suppose that $T_{n}^{*} \leq 1$, or that $T_{n}^{*}>1$ and $\left|u^{n}\right|_{C^{0,1}\left(\overline{Q_{1}}\right)}^{\left(Q_{\tau}\right)}>\left(1+C_{1}\right) M$. Then one can set $T_{n}^{\prime}=\min \left\{t \in\left(0, T_{n}^{*}\right) ;\left|u^{n}(t, .)\right|_{C^{1}(\bar{\Omega})} \geq\left(1+C_{1}\right) M\right\}$, and we have $0<T_{n}^{\prime}<T_{n}^{*}, T_{n}^{\prime}<1$. On the other hand, by Lemma A.7, we get

$$
\left|w^{n}\right|_{C^{0,1}\left(\overline{Q_{T_{n}^{\prime}}}\right)} \leq\left|w^{n}\right|_{C^{1+\gamma}\left(\overline{Q_{T_{n}^{\prime}}}\right)} \leq K{T_{n}^{\prime}}^{\sigma} k_{M}^{\prime}
$$

hence, by (A18),

$$
\left(1+C_{1}\right) M=\left|v^{n}\right|_{C^{0,1}\left(\overline{Q_{T_{n}^{\prime}}}\right)} \leq C_{1} M+K T_{n}^{\prime \sigma} k_{M}^{\prime}
$$

so that

$$
T_{n}^{\prime} \geq\left(M /\left(K k_{M}^{\prime}\right)\right)^{1 / \sigma}
$$

The lemma follows, with $T_{0}=\min \left[1,\left(M /\left(K k_{M}^{\prime}\right)\right)^{1 / \sigma}\right]$ and $C_{0}=\left(1+C_{1}\right) M . \quad \square$
Proof of Theorem A. 4 (i) (continued). From Lemma A. 9 and (A10), we deduce the uniform bound

$$
\begin{equation*}
\left|F_{n} u^{n}\right|_{L^{\infty}\left(\overline{Q_{T_{0}}}\right)} \leq M_{1} \tag{A19}
\end{equation*}
$$

But (A17) and Lemma A. 7 then imply that $\left|w^{n}\right|_{C^{1+\delta}\left(\overline{Q_{T_{0}}}\right)} \leq K M_{1} T_{0}^{\sigma}$ so that, by Ascoli-Arzelà's theorem, (some subsequence of) $w^{n}$ converges in $C^{0,1}\left(\overline{Q_{T_{0}}}\right)$ to some $w \in C^{0,1}\left(\overline{Q_{T_{0}}}\right)$. Moreover, by Lemma A. 8 applied to $u_{0}^{n}-u_{0}$, it follows that $e^{t \Delta} u_{0}^{n}$ converges to $e^{t \Delta} u_{0}$ in $C^{0,1}\left(\overline{Q_{T_{0}}}\right)$; hence

$$
u^{n} \rightarrow u=e^{t \Delta} u_{0}+w \quad \text { in } C^{0,1}\left(\overline{Q_{T_{0}}}\right) \quad \text { as } n \rightarrow \infty
$$

By assumption (A10), this implies that $F u^{n} \rightarrow F u$ in $C\left(\overline{Q_{T_{0}}}\right)$, and in particular

$$
\begin{equation*}
F_{n} u^{n} \rightarrow F u \quad \text { everywhere in }\left(0, T_{0}\right] \times \bar{\Omega} \tag{A20}
\end{equation*}
$$

On the other hand, picking $\epsilon \in\left(0, T_{0}\right)$, the function $z^{n}=\xi(t / \epsilon) u^{n}$ now solves

$$
z_{t}^{n}-\Delta z^{n}=\xi(t / \epsilon) F_{n} u^{n}+(1 / \epsilon) \xi^{\prime}(t / \epsilon) u^{n} \equiv h_{n}, \quad(t, x) \in Q_{T_{0}}
$$

with null initial and boundary conditions, so that, applying Lemma A.9, (A19), and Lemma A. 7 again, one obtains

$$
\left|u^{n}\right|_{C^{1+\delta}\left(\overline{Q_{\epsilon, T_{0}}}\right)} \leq\left|z^{n}\right|_{C^{1+\delta}\left(\overline{Q_{T_{0}}}\right)} \leq C(\epsilon)
$$

By assumption (A11), we deduce the bound

$$
\left|F_{n} u^{n}\right|_{C^{\alpha}\left(\overline{Q_{\epsilon, T_{0}}}\right)} \leq C_{1}(\epsilon), \quad 0<\epsilon<T_{0}
$$

and then, by the $C^{2+\alpha}$-parabolic estimate (see [Fr, Theorem 6, p. 65]) and the definition of $\xi$,

$$
\begin{align*}
\left|u^{n}\right|_{C^{2+\alpha}\left(\overline{Q_{\epsilon, T_{0}}}\right)} & \leq\left|z^{n}\right|_{C^{2+\alpha}\left(\overline{Q_{T_{0}}}\right)} \leq C\left|h_{n}\right|_{C^{\alpha}\left(\overline{Q_{T_{0}}}\right)}  \tag{A21}\\
& \leq C\left|F_{n} u^{n}\right|_{C^{\alpha}\left(\overline{Q_{\epsilon / 2, T_{0}}}\right)}+C_{2}(\epsilon)\left|u^{n}\right|_{C^{\alpha}\left(\overline{Q_{\epsilon / 2, T_{0}}}\right)} \leq C_{3}(\epsilon)
\end{align*}
$$

By Ascoli-Arzelà's theorem and a diagonal procedure, (some subsequence of) $u^{n}$ must converge to $v$ in $C^{1,2}\left(\overline{Q_{\epsilon, T_{0}}}\right)$ for all $0<\epsilon<T_{0}$, which, along with (A20), implies that

$$
u_{t}-\Delta u=F u, \quad(t, x) \in Q_{T_{0}}
$$

Moreover, from the bound (A21), it follows that $u \in C^{2+\alpha}\left(\overline{Q_{\epsilon, T_{0}}}\right)$ for all $0<\epsilon<T_{0}$. The existence of a maximal solution follows as in Theorem A.1.
(ii) Assume that, for some $T_{0} \in(0, \infty)$ and all $0<\epsilon<T<T_{0}, u \in C^{2+\alpha}\left(\overline{Q_{\epsilon, T}}\right)$, $u \in C^{0,1}\left(\overline{Q_{T}}\right), u$ is a solution of (A2), and $u$ is such that

$$
\sup _{0 \leq t<T_{0}}|u(t)|_{C^{1}(\bar{\Omega})}<\infty .
$$

(A10) then implies

$$
|F u|_{L^{\infty}\left(Q_{T}\right)} \leq M_{1}, \quad 0<T<T_{0} .
$$

By Lemma A.7, with $W(t, x)=u(t, x)-u(\epsilon, x)$ and $g=F u+\Delta u(\epsilon,$.$) , it follows that$

$$
\begin{aligned}
& |u|_{C^{1+\gamma}\left(\overline{Q_{\epsilon, T}}\right)} \leq|u(\epsilon, .)|_{C^{1+\gamma}(\bar{\Omega})} \\
& \quad+K T^{\sigma}\left(M_{1}+|\Delta u(\epsilon, .)|_{L^{\infty}(\Omega)}\right)=M_{2}(\epsilon), \quad 0<\epsilon<T<T_{0} .
\end{aligned}
$$

From (A11), we infer that

$$
|F u|_{C^{\alpha}\left(\overline{Q_{T_{0} / 2, T}}\right)} \leq M_{2}, \quad T_{0} / 2<T<T_{0}
$$

By the $C^{2+\alpha}$ parabolic estimate, we get

$$
|u|_{C^{2+\alpha}\left(\overline{Q_{T_{0} / 2, T}}\right)} \leq K^{\prime}\left(M_{3}+\left|u\left(T_{0} / 2, .\right)\right|_{C^{2+\alpha}(\bar{\Omega})}\right)=M_{4}, \quad T_{0} / 2<T<T_{0}
$$

so that $u$ can be (uniquely) extended to a function $\tilde{u} \in C^{2+\alpha}\left(\overline{Q_{T_{0} / 2, T_{0}}}\right)$. The end of the proof is then identical to that of Theorem A. 2 (i) (the fact that the functionals $G^{t}$ satisfy the assumptions (A3) and (A4) for all $z$ such that $z(0,)=.\tilde{u}\left(T_{0}\right)$ being now a consequence of (A10) and (A11)).

Proof of Theorem A. $4^{\prime}$. (i) The result can be proved along the lines of Theorem A.4, up to some natural changes. In particular, we need only approximate $u_{0}$ by a sequence $u_{0}^{n} \in C^{2+\alpha}(\bar{\Omega})$ in $L^{\infty}$ norm. From [M, Theorem 3.1 p. 49], this can be done, assuming only $\partial \Omega$ of class $C^{2+\alpha}$. On the other hand, instead of Lemma A.8, we simply use the estimate

$$
\left|e^{t \Delta} u_{0}^{n}\right|_{C\left(\overline{Q_{T}}\right)} \leq\left|u_{0}^{n}\right|_{C(\bar{\Omega})}
$$

which is a consequence of the maximum principle (and hence does not require the $C^{3+\alpha}$ regularity).
(ii) The proof is exactly similar to that of Theorem A. 4 (ii).

Proof of Theorem A.5. The proof is similar to that of Theorem A.4. The main difference is that (A12) implies that $F_{n} u^{n} \rightarrow F u$ in $C^{\alpha}\left(\overline{Q_{T}}\right)$, instead of (A20). One can then obtain (A21) directly.

Proof of Proposition A.6. We just need to prove the result under assumption (A9), the other case being similar. Suppose that (A14) is false. Then there exists $M>0$ such that for all $\epsilon>0,\left|u\left(t_{1}, .\right)\right|_{C^{1}(\bar{\Omega})} \leq M$, for some $t_{1} \in\left(T^{*}-\epsilon, T^{*}\right)$. Taking $t_{1}$ as a new origin of time, since $u\left(t_{1},.\right) \in C^{2+\alpha}(\bar{\Omega})$ and satisfies the compatiblity conditions (A5), there exists a local solution $v$ with initial data $u\left(t_{1},.\right)$ by Theorem A.1. But since $F^{t}$ is independent of the past (that is, of the form (A13)), it is easily seen from the proof of Lemma A. 9 that the existence time of $v$ is bounded from below by a positive constant which depends only on $M$. Moreover, the solution obtained by extending $u$ by $v$ after $t=t_{1}$ has the same regularity as $u$. This contradicts the maximality of $u$ and the local uniqueness property of Theorem A.3, if one chooses $\epsilon$ small enough.

Remark A.1. In the "gradient-independent" case, Proposition A. 6 remains valid without Lipschitz assumption, supposing only (A4), (A7)' instead of (A9)'. This can be proved in a similar way as in [B, Theorem 3.1, p. 477, and Remark, p. 478], by estimating $|u(t+\epsilon, .)|_{L^{\infty}(\Omega)}$ from $|u(t, .)|_{L^{\infty}(\Omega)}$ for small $\epsilon>0$. In particular, (A14) ${ }_{2}$ holds even if local uniqueness is not assured.

However, we do not know whether the analogue is true in the gradient-dependent case (replacing (A9) by (A4), (A7)). Indeed, $|u(t+\epsilon, .)|_{C^{1}(\bar{\Omega})}$ can be estimated from $|u(t, .)|_{C^{1}(\bar{\Omega})}$ via the $C_{0}-C^{1}$ estimates of the heat semigroup (see $[\mathrm{M}]$ ), but this requires that the nonlocal nonlinear term $f(t, u(t,)$.$) vanish on \partial \Omega$, which has no reason to be satisfied, especially if $f$ is nonlocal in space and depends on the gradient of $u$.
A.4. Comparison principle. We present a general version of the comparison principle, which is valid for a large class of problems of the form (A2). The nonlinearity may depend on the (local) values of $u(t, x)$ and $\nabla u(t, x)$ in any (locally Lipschitz) way, and may functionally depend on $R^{t} u=u(s, y), 0 \leq s \leq t, y \in \bar{\Omega}$, in a "Lipschitzmonotone" way, with respect to the $L^{\infty}$ norm. To be more precise, we consider the operator

$$
\begin{equation*}
P u \equiv P u(t, x)=u_{t}-\Delta u-F^{t}\left(R^{t} u\right)(x), \quad(t, x) \in \overline{Q_{T}}, \tag{A22}
\end{equation*}
$$

where $F^{t}$ is of the form
$F^{t}\left(R^{t} u\right)(x)=G^{t}\left(u(t, x), \nabla u(t, x), R^{t} u\right)(x), \quad G^{t}: \mathbb{R} \times \mathbb{R}^{N} \times C\left(\overline{Q_{t}}\right) \rightarrow C(\bar{\Omega}), \quad t \geq 0$,
and we assume that, for all $M, T>0$, there exists $L_{M, T}>0$ such that for all $p, \bar{p} \in \mathbb{R}$, $q, \bar{q} \in \mathbb{R}^{N}, u \in C\left(\overline{Q_{T}}\right)$, with $|p|,|\bar{p}|,|q|,|\bar{q}|,|u|_{L^{\infty}\left(Q_{T}\right)} \leq M$,

$$
\begin{equation*}
\left|G^{t}\left(p, q, R^{t} u\right)-G^{t}\left(\bar{p}, \bar{q}, R^{t} u\right)\right|_{L^{\infty}(\Omega)} \leq L_{M, T}(|p-\bar{p}|+|q-\bar{q}|), \tag{A23}
\end{equation*}
$$

and for all $p \in \mathbb{R}, q \in \mathbb{R}^{N}, u, \bar{u} \in C\left(\overline{Q_{T}}\right)$, with $|p|,|q|,|u|_{L^{\infty}\left(Q_{T}\right)},|\bar{u}|_{L^{\infty}\left(Q_{T}\right)} \leq M$,

$$
\begin{equation*}
\left|\left(G^{t}\left(p, q, R^{t} u\right)-G^{t}\left(p, q, R^{t} \bar{u}\right)\right)_{+}\right|_{L^{\infty}(\Omega)} \leq L_{M, T}\left|(u-\bar{u})_{+}\right|_{L^{\infty}\left(Q_{T}\right)}, \quad 0 \leq t \leq T . \tag{A24}
\end{equation*}
$$

Theorem A.10. Let $P$ be defined by (A22) and assume that (A23)-(A24) are fulfilled. Let $u, v \in C\left(\overline{Q_{T}}\right) \cap C^{1,2}\left(Q_{T}\right)$ satisfy

$$
\begin{gathered}
P u(t, x) \leq P v(t, x), \quad(t, x) \in Q_{T}, \\
u(t, x) \leq v(t, x), \quad(t, x) \in S_{T} \cup(\{0\} \times \bar{\Omega}) .
\end{gathered}
$$

Then $u \leq v$ in $\overline{Q_{T}}$.
Proof. Let $M=\max \left(|u|_{L^{\infty}\left(Q_{T}\right)},|v|_{L^{\infty}\left(Q_{T}\right)}\right)$. By (A23)-(A24), the function $w=$ $u-v$ satisfies

$$
\begin{aligned}
w_{t}-\Delta w= & F^{t}\left(u(t, x), \nabla u(t, x), R^{t} u\right)(x)-F^{t}\left(v(t, x), \nabla v(t, x), R^{t} v\right)(x) \\
= & \left(F^{t}\left(u(t, x), \nabla u(t, x), R^{t} u\right)(x)-F^{t}\left(v(t, x), \nabla v(t, x), R^{t} u\right)(x)\right) \\
& \quad+\left(F^{t}\left(v(t, x), \nabla v(t, x), R^{t} u\right)(x)-F^{t}\left(v(t, x), \nabla v(t, x), R^{t}(v)\right)(x)\right) \\
\leq & L_{M, T}\left(|w(t, x)|+|\nabla w(t, x)|+\frac{\sup }{Q_{T}} w\right) .
\end{aligned}
$$

Take $\alpha>2 L_{M, T}$. The function $z(t, x)=w(t, x) e^{-\alpha t}$ satisfies

$$
z_{t}-\Delta z \leq L_{M, T}\left(|z(t, x)|+|\nabla z(t, x)|+\frac{\sup }{\overline{Q_{T}} z}\right)-\alpha z(t, x) .
$$

It follows that $z$ cannot attain a positive maximum at a point $(\tau, c) \in Q_{T}$, since otherwise

$$
0 \leq z_{t}(\tau, c)-\Delta z(\tau, c) \leq\left(2 L_{M, T}-\alpha\right) z(\tau, c)<0
$$

which is a contradiction. The result follows.
We will see in section A. 5 that the assumption (A24) is verified for many nonlocal nonlinearities induced by integral norms, in space, time or space-time as well. This will be essentially a consequence of the following lemma.

Lemma A.11. Let $\Omega$ be a bounded open set of $\mathbb{R}^{N}, 1 \leq k \leq \infty$, and $\phi, \psi \in L^{\infty}(\Omega)$. Then

$$
\begin{equation*}
\left|\phi_{+}\right|_{k}-\left|\psi_{+}\right|_{k} \leq C(k,|\Omega|)\left|(\phi-\psi)_{+}\right|_{\infty} . \tag{A25}
\end{equation*}
$$

Proof of Lemma A.11. Since $\phi_{+}-\psi_{+} \leq(\phi-\psi)_{+}$, we may assume $\phi$ and $\psi \geq 0$ a.e., without loss of generality. We may also restrict ourselves to $1<k<\infty$, the other cases being trivial. We start from the elementary inequality

$$
\begin{equation*}
x^{\alpha}-y^{\alpha} \leq C(\alpha)(x+y)^{\alpha-1}(x-y), \quad x, y>0, \quad \alpha>0 \tag{A26}
\end{equation*}
$$

(By homogeneity, one may assume $y=1$, and (A26) then follows from the fact that the function $x \mapsto\left(x^{\alpha}-1\right)\left[(x+1)^{\alpha-1}(x-1)\right]^{-1}$ is continuous positive on $[0, \infty) \backslash\{1\}$ and has finite, positive limits at $x=1$ and $\infty$.) Thus, applying (A26) for $\alpha=1 / k$ and $\alpha=k$ and Hölder's inequality yields

$$
\begin{aligned}
&|\phi|_{k}-|\psi|_{k} \leq C(1 / k)\left(\int \phi^{k}(x) d x+\int \psi^{k}(x) d x\right)^{(1 / k)-1} \int\left[\phi^{k}-\psi^{k}\right](x) d x \\
& \leq C(1 / k) C(k)\left(\int \phi^{k}(x) d x+\int \psi^{k}(x) d x\right)^{(1 / k)-1} \\
& \times \int(\phi+\psi)^{k-1}(x) d x\left|(\phi-\psi)_{+}\right|_{\infty} \\
& \leq C(1 / k) C(k)\left(\int \phi^{k}(x) d x+\int \psi^{k}(x) d x\right)^{-\frac{k-1}{k}}|\Omega|^{1 / k} \\
& \times\left(\int(\phi+\psi)^{k}(x) d x\right)^{\frac{k-1}{k}}\left|(\phi-\psi)_{+}\right|_{\infty}
\end{aligned}
$$

Then, by the inequality $(x+y)^{k} \leq 2^{k-1}\left(x^{k}+y^{k}\right), x, y \geq 0$, we finally conclude that

$$
|\phi|_{k}-|\psi|_{k} \leq C(1 / k) C(k) 2^{(k-1)^{2} / k}|\Omega|^{1 / k}\left|(\phi-\psi)_{+}\right|_{\infty}
$$

A.5. Examples and applications. We illustrate the previous abstract results by examples which include the specific cases under consideration in the main text of the article.

Example A.1. Consider spatially nonlocal problems of integral type, defined by

$$
\begin{equation*}
F^{t}\left(R^{t} u\right)(x)=f\left(t, x, u(t, x), \nabla u(t, x),\left|u_{+}(t, .)\right|_{k}\right) \tag{A27}
\end{equation*}
$$

where $|\cdot|_{k}=\|\cdot\|_{L^{k}(\Omega)}, 1 \leq k \leq \infty$, and $f: \mathbb{R}^{+} \times \bar{\Omega} \times \mathbb{R} \times \mathbb{R}^{N} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$. We have the following theorem.

Theorem A.12. Assume (A1)' and let $F^{t}$ be defined by (A27), where $f$ is locally Lipschitz continuous.
(i) Let

$$
u_{0} \in C^{1}(\bar{\Omega}), \quad \text { with }\left.u_{0}\right|_{\partial \Omega}=0
$$

Then there exists a unique, maximal in time function $u$, defined on $\left[0, T^{*}\right) \times \bar{\Omega}$ for some $T^{*}=T^{*}\left(u_{0}\right) \in(0, \infty]$, such that for all $0<\epsilon<T<T^{*}, u \in C^{0,1}\left(\overline{Q_{T}}\right) \cap C^{2+\alpha}\left(\overline{Q_{\epsilon, T}}\right)$, is a (classical) solution of (A2). Moreover, if $T^{*}<\infty$, then

$$
\lim _{t \rightarrow T^{*}}|u(t, .)|_{C^{1}(\bar{\Omega})}=\infty
$$

(ii) If $f$ is nondecreasing with respect to its last argument, then the comparison principle (Theorem A.10) is valid.

Remark A.2. If $f$ does not depend on $\nabla u(t, x)$, the previous result holds (under the weaker assumption (A1)), for all $u_{0} \in C(\bar{\Omega}),\left.u_{0}\right|_{\partial \Omega}=0$, with blow up alternative in $L^{\infty}$ norm (but $u \in C\left(\overline{Q_{T}}\right)$ instead of $C^{0,1}\left(\overline{Q_{T}}\right)$ ).

Part (i) of Theorem A. 12 is a corollary of Theorems A. 4 (i) and A. 3 and Proposition A.6. To prove part (ii), we just need to check the validity of property (A24). To do this, we note that

$$
f\left(t, x, p, q,\left|\phi_{+}\right|_{k}\right)-f\left(t, x, p, q,\left|\psi_{+}\right|_{k}\right) \leq\left\{\begin{array}{l}
0 \quad \text { if }\left|\phi_{+}\right|_{k} \leq\left|\psi_{+}\right|_{k} \\
L_{M, T}\left(\left|\phi_{+}\right|_{k}-\left|\psi_{+}\right|_{k}\right) \quad \text { otherwise }
\end{array}\right.
$$

where $L_{M, T}$ stands for a local Lipschitz constant of $f$. Property (A24) then follows from Lemma A. 11.

Example A.2. The results of Theorem A. 12 and of Remark A. 2 remain valid without change for spatially nonlocal problems of localized type, defined by

$$
F^{t}\left(R^{t} u\right)(x)=f\left(t, x, u(t, x), \nabla u(t, x), u\left(t, x_{0}(t)\right)\right),
$$

where $f: \mathbb{R}^{+} \times \bar{\Omega} \times \mathbb{R} \times \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is locally Lipschitz continuous and $x_{0}:[0, \infty) \rightarrow \bar{\Omega}$ is locally Hölder continuous.

Example A.3. Consider time nonlocal problems defined by

$$
\begin{equation*}
F^{t}\left(R^{t} u\right)(x)=f\left(t, x, u(t, x),\left|u_{+}(., x)\right|_{L^{k}(0, t)}\right) \tag{A28}
\end{equation*}
$$

where $1 \leq k \leq \infty$ and $f: \mathbb{R}^{+} \times \bar{\Omega} \times \mathbb{R} \times \mathbb{R}^{N} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ is locally Lipschitz continuous. We may also consider space-time nonlocal problems defined by

$$
\begin{equation*}
F^{t}\left(R^{t} u\right)(x)=f(t, x, u(t, x), I(t, u)) \tag{A29}
\end{equation*}
$$

where

$$
I(t, u)=\left(\int_{0}^{t} \int_{\Omega} \beta(y) u_{+}^{k}(s, y) d y d s\right)^{1 / k}, \quad 1 \leq k<\infty, \quad \beta \in C(\bar{\Omega})
$$

or

$$
I(t, u)=\left|u_{+}\right|_{L^{\infty}((0, t) \times \Omega)} .
$$

We have the following theorem.
Theorem A.13. Assume (A1)' and let $F^{t}$ be defined by (A28) or (A29), with $f$ as above.
(i) Let

$$
u_{0} \in C^{1}(\bar{\Omega}), \quad \text { with }\left.u_{0}\right|_{\partial \Omega}=0
$$

Then there exists a unique, maximal in time function $u$, defined on $\left[0, T^{*}\right) \times \bar{\Omega}$ for some $T^{*}=T^{*}\left(u_{0}\right) \in(0, \infty]$, such that for all $0<\epsilon<T<T^{*}, u \in C^{0,1}\left(\overline{Q_{T}}\right) \cap$ $C^{2+\alpha}\left(\overline{Q_{\epsilon, T}}\right)$, and $u$ is a (classical) solution of (A2). Moreover, if $T^{*}<\infty$, then $\lim \sup _{t \rightarrow T^{*}}|u(t, .)|_{L^{\infty}(\Omega)}=\infty$.
(ii) If $f$ is nondecreasing with respect to its last argument, then the comparison principle (Theorem A.10) is valid. (This is still true if $f$ depends also on $\nabla u(t, x)$.)

Part (i) is a corollary of Theorems A. 5 and A.3. Part (ii) follows from Lemma A. 11 with $(0, T)$ or $(0, T) \times \Omega$ instead of $\Omega$.

Of course, if $F^{t}$ is a more general, gradient-dependent, time or space-time nonlocal operator, then local existence of solutions is valid for smoother $\left(C^{2+\alpha}\right)$ initial data by Theorem A.1. (Observe that, even for (1.4), which falls within the range of Theorem A.13, local existence is proved in [P1] and [GS] only for $C^{2+\alpha}$ data.)

On the other hand, Theorem A. 13 remains valid for problems with localization in time, defined by

$$
F^{t}\left(R^{t}\right)(x)=f\left(t, x, u\left(t_{0}(t, x), x\right)\right)
$$

with $t_{0}$ locally Hölder continuous $[0, \infty) \times \bar{\Omega} \rightarrow[0, \infty)$, and $0 \leq t_{0}(t, x) \leq t$. Still further, there would be no obstruction to localizing both in space and time.

Remark A.3. In the case of equation (1.4), it is proved in [GS] that the blowing up solutions actually satisfy $\lim _{t \rightarrow T^{*}}|u(t, .)|_{L^{\infty}(\Omega)}=\infty$, and an estimate on the blow-up rate is also given.

Example A.4. In Examples A. 1 and A.3, it is also possible to replace the $L^{k}$-norm with an expression of the form $\left[\int_{\Omega} K(t, x, y) u_{+}^{k}(t, y) d x\right]^{1 / k}$ or $\int_{0}^{t} K(t, x, s) u_{+}^{k}(s, x) d s$ under suitable assumptions on the weight function $K \geq 0$. Nonlocal terms of the form $\int_{t / 2}^{t} u_{+}^{k}(s, x) d s$, for instance, can be treated in this way.

Example A.5. To see that an assumption of nondecreasing monotonicity on the nonlocal term cannot be avoided for the comparison principle to hold, let us recall the following counterexample [WW, p. 1143]: $N=1, \Omega=(-1,1), F^{t}\left(R^{t} u\right)=$ $-18 \int_{-1}^{1} u(t, y) d y$, and $w(t, x)=x^{2}-t$, which satisfies

$$
\begin{gathered}
w_{t}-\Delta w=-3 \geq-18 \int_{-1}^{1} w(t, y) d y, \quad 0<t<1 / 4, \quad-1<x<1 \\
w(t, \pm 1)=1-t>0, \quad 0<t<1 / 4 \\
w(0, x)=x^{2} \geq 0, \quad-1<x<1
\end{gathered}
$$

but $w(t, 0)=-t<0$. In the same direction, see the example from [CaY, p. 287], which shows that the maximum principle can be false if the gradient of $u$ is involved in a nonlocal way in the equation.
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#### Abstract

The linear oscillator equation with a frequency slowly dependent on time is used to test a method to compute exponentially small quantities. This work presents the matching method in the complex plane as a tool to obtain rigorously the asymptotic variation of the action of the associated Hamiltonian beyond all orders.

The solution in the complex plane is approximated by a series in which all terms present a singularity at the same point. Following matching techniques near this singularity one is led to an equation which does not depend on any parameter, the so-called inner equation, of a Riccati-type. This equation is studied by resurgence methods.
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1. Introduction. We consider one degree of freedom Hamiltonian system depending on a parameter that changes slowly with time modelled by a Hamiltonian of the form (see [1])

$$
H(I, \varphi, \varepsilon t)=H_{0}(I, \lambda(\varepsilon t))+\varepsilon \lambda^{\prime}(\varepsilon t) H_{1}(I, \varphi, \varepsilon t)
$$

where $\lambda(\varepsilon t)$ is a function with definite limits at $\pm \infty$ and such that $\lambda^{k}(\tilde{t}) \rightarrow 0$ when $\tilde{t} \rightarrow \pm \infty$, for all $k \in \mathbf{N}$. The equations of the motion are given by

$$
\left\{\begin{align*}
\dot{I} & =-\varepsilon \lambda^{\prime} \frac{\partial H_{1}}{\partial \varphi}  \tag{1.1}\\
\dot{\varphi} & =\frac{\partial H_{0}}{\partial I}+\varepsilon \lambda^{\prime} \frac{\partial H_{1}}{\partial I}
\end{align*}\right.
$$

This is a quasi-integrable system in the sense that we can apply the classical averaging procedure looking for a change of variables, close to the identity in powers of $\varepsilon$,

$$
\left\{\begin{align*}
I & =J+\varepsilon u_{1}(J, \psi, t)+\varepsilon^{2} u_{2}(J, \psi, t)+\cdots  \tag{1.2}\\
\varphi & =\psi+\varepsilon v_{1}(J, \psi, t)+\varepsilon^{2} v_{2}(J, \psi, t)+\cdots
\end{align*}\right.
$$

in order to eliminate the angle variables of the Hamiltonian.
If we truncate the formal series (1.2) at order $n$, the system obtained is of the form

$$
\left\{\begin{align*}
\dot{J} & =\varepsilon^{n} \lambda^{\prime}(\varepsilon t) \ldots  \tag{1.3}\\
\dot{\psi} & =\frac{\partial \mathcal{H}}{\partial I}(I, \varepsilon)+\varepsilon^{n} \ldots
\end{align*}\right.
$$

[^78]Poincaré proved that even though the series (1.2) are divergent they are asymptotic. In our case that means that the actions of systems (1.1) and (1.3) satisfy

$$
\left|I(t)-J(t)-\varepsilon u_{1}(J(t), \psi(t), t)-\cdots-\varepsilon^{n-1} u_{n-1}(J(t), \psi(t), t)\right| \leq K \varepsilon^{n}
$$

for all $t \in \mathbf{R}$. As a consequence, $I(t)$ is an adiabatic invariant for system (1.1), in the sense that its variation is small for a long time interval. Moreover, due to the asymptotic properties of $\lambda$ it happens that $u_{n}(J, \psi, t) \rightarrow 0$ and $v_{n}(J, \psi, t) \rightarrow 0$, as $t \rightarrow \pm \infty$. Then, one can see that $I$ and $J$ have limits at $\pm \infty$ verifying $I( \pm \infty, \varepsilon)=$ $J( \pm \infty, \varepsilon)+O\left(\varepsilon^{n}\right)$, for all $n \in \mathbf{N}$. Moreover, from (1.3) and taking into account that $\lambda(\varepsilon t)$ is bounded, one has that $J(+\infty, \varepsilon)=J(-\infty, \varepsilon)+O\left(\varepsilon^{n}\right), \forall n \in \mathbf{N}$. Hence, it follows that

$$
\begin{equation*}
\Delta I(\varepsilon):=I(+\infty, \varepsilon)-I(-\infty, \varepsilon)=O\left(\varepsilon^{n}\right), \quad \forall n \in \mathbf{N} \tag{1.4}
\end{equation*}
$$

That is, $I(t, \varepsilon)$ is a perpetual adiabatic invariant at all orders.
Nevertheless, this discrepancy is nonzero (otherwise, system (1.1) would be integrable) but it cannot be viewed directly from the asymptotic series (1.2). The goal of this paper is to present a method to compute the asymptotic expansion of the adiabatic invariant "beyond all orders."
1.1. Matching and resurgence. In fact, we have an asymptotic development of $I$ uniformly valid for all $t \in \mathbf{R}$ and the problem is to catch the part of $I$ invisible in the series (1.2). Matching theory principle says that in order to see the hidden properties of a function defined by an asymptotic series we must go to the regions, called boundary layers, where these series are no longer asymptotic. Boundary layers can be found by two fundamental methods: the first one is an a priori knowledge of its location provided by heuristic arguments and the second one is to look for the singularities of the series terms.

If we follow the second method for (1.2), we see that the terms of these series do not have singularities in $\mathbf{R}$ (due to the asymptotic properties of $\lambda$ ) and therefore, we are led to look for the boundary layers in $\mathbf{C}$. This is the principal reason why these problems are formulated using complex numbers and why the equation requires analyticity properties. Furthermore, working with analytic functions and complex asymptotic theory gives us more chances to obtain refined results.

Among others, we use as a basic tool in this paper resurgence theory for understanding the nature of the divergence of the series. But instead of analyzing the outer expansion (1.2), we apply resurgence theory to the inner expansion (the series near the boundary layer) to compute $\Delta I(\varepsilon)$ given in (1.4). These techniques have been used by V. Hakim and K. Mallick in [7] to compute formally the separatrix splitting of the standard map.

In the present paper we use their aproach to compute the behavior of the adiabatic invariant for a simple oscillator

$$
\begin{equation*}
\ddot{x}+\phi^{2}(\varepsilon \tau) x=0 \tag{1.5}
\end{equation*}
$$

obtaining rigorously an asymptotic expression for the adiabatic invariant $\Delta I(\varepsilon)$ beyond all orders. This problem is quite well understood [3] but we think useful and clarifying to treat it joining matching techniques and the resurgence theory. We have followed closely Wasow [18] and Meyer [12] formulation reducing (1.5) to a Riccati equation.
1.2. Wasow formulation and reduction to a Riccati equation. Following [18] and taking $t=\varepsilon \tau$ in (1.5), let us consider the equation

$$
\begin{equation*}
\varepsilon^{2} \ddot{u}+\phi^{2}(t) u=0, \quad t \in \mathbf{R} \tag{1.6}
\end{equation*}
$$

where $\phi(t)$ satisfies
$\mathbf{H 1} \phi(t)>0, \forall t \in \mathbf{R}$,
H2 $\lim _{t \rightarrow \pm \infty} \phi(t)=\phi_{ \pm}>0$,
H3 $\phi \in \mathcal{C}^{\infty}(\mathbf{R})$ and $\phi^{\bar{k})} \in L_{1}((-\infty,+\infty)), k \in \mathbf{N}$, (i.e., $\dot{\phi}$ is a gentle function).
Now, given any solution $u(t, \varepsilon)$ of (1.6), let us denote by $I(t, \varepsilon)$ the function

$$
I^{2}(t, \varepsilon):=\phi(t) u^{2}(t, \varepsilon)+\varepsilon^{2} \frac{\dot{u}^{2}(t, \varepsilon)}{\phi(t)}
$$

(when $\phi$ is a constant, $I(t, \varepsilon)$ is the action variable of the integrable Hamiltonian system associated to (1.6)). Littlewood proved in [9] that for any solution $u(t, \varepsilon)$ the limits $I( \pm \infty, \varepsilon)$ exist, and

$$
\Delta I^{2}(\varepsilon)=I^{2}(+\infty, \varepsilon)-I^{2}(-\infty, \varepsilon)=O\left(\varepsilon^{n}\right), \quad \forall n \in \mathbf{N}
$$

Moreover, Wasow proved that $\Delta I^{2}$ satisfies

$$
\begin{equation*}
\Delta I^{2}(\varepsilon)=2 \varepsilon \operatorname{Re}\left[\left(\sqrt{\phi(0)} u_{0}+i \frac{\varepsilon}{\sqrt{\phi(0)}} \dot{u}_{0}\right)^{2} \hat{p}(+\infty, \varepsilon)\right](1+O(\varepsilon)) \tag{1.7}
\end{equation*}
$$

where $\left(u_{0}, \dot{u}_{0}\right)$ are the initial conditions of $u(t, \varepsilon)$, and $\hat{p}(t, \varepsilon)=e^{-(2 i / \varepsilon) \int_{0}^{t} \phi(s) d s} p(t, \varepsilon)$, with $p(t, \varepsilon)$ being the solution of the Riccati equation

$$
\left\{\begin{array}{l}
\varepsilon \dot{p}=2 i \phi(t) p+\frac{\dot{\phi}(t)}{2 \phi(t)}\left(1-\varepsilon p^{2}\right)  \tag{1.8}\\
p(-\infty, \varepsilon)=0
\end{array}\right.
$$

for all $\varepsilon>0$. Looking for the solution as a power series in $\varepsilon$, one can prove Littlewood's results, but in order to obtain more acurate estimates for $\Delta I^{2}(\varepsilon)$ we will need to extend our problem to the complex domain for the variable $t$.

By the change of variable $x=\int_{0}^{t} \phi(s) d s(1.8)$ becomes

$$
\begin{equation*}
\varepsilon w^{\prime}=2 i w+f(x)\left(1-\varepsilon^{2} w^{2}\right) \tag{1.9}
\end{equation*}
$$

where $f(x)=\frac{\dot{\phi}(t)}{2 \phi^{2}(t)}$. Now, due to hypotheses H1, H2, H3, on $\phi$, it is clear that $f(x)$ is a real function with gentle properties. But in order to study the problem on $\mathbf{C}$, let us make the following extra hypotheses on $f$ :
$\mathbf{H 4} f$ is real analytic in $\bar{\Gamma}-\left\{x_{0}\right\}$, where $x_{0} \in \mathbf{C}$, such that $\operatorname{Im}\left(x_{0}\right)<0$ and $\Gamma=\left\{x \in \mathbf{C}: \operatorname{Im}\left(x_{0}\right)<\operatorname{Im}(x) \leq 0\right\}$, and for $\left|x-x_{0}\right| \leq 1$ one has

$$
f(x)=\frac{1}{6\left(x-x_{0}\right)}\left[1+\tilde{f}\left(\left(x-x_{0}\right)^{2 / 3}\right)\right]
$$

with $\tilde{f}(u)$ being an holomorphic function such that $\tilde{f}(0)=0$.
H5 $f$ is C-gentle in the sense that for all $x \in \bar{\Gamma}-\left\{x_{0}\right\}$ one has

$$
\lim _{x \rightarrow \pm \infty} \int_{C_{ \pm}(x)}\left|f^{k)}(s)\right| d s=0, \quad k \in \mathbf{N}
$$

uniformly on $x$, where

$$
C_{+}(x)=\{t \in \mathbf{C}: \operatorname{Im}(t)=\operatorname{Im}(x), \quad \operatorname{Re}(t) \geq \operatorname{Re}(x)\}
$$

and

$$
C_{-}(x)=\{t \in \mathbf{C}: \operatorname{Im}(t)=\operatorname{Im}(x), \quad \operatorname{Re}(t) \leq \operatorname{Re}(x)\}
$$

Although our hypotheses $\mathbf{H} 4$ and $\mathbf{H 5}$ of $f$ can seem capricious, they are deduced from the more natural hypotheses on $\phi$ made by Wasow in [19], namely, $\phi^{2}$ has an analytic continuation to the complex domain and has a simple zero in $\mathbf{C}$ noted $t_{0}$, with $\operatorname{Im}\left(t_{0}\right)<0$, such that $x_{0}=\int_{0}^{t_{0}} \phi(s) d s$ (the case $\operatorname{Im}\left(t_{0}\right)>0$ can be studied in an analogous way).

The aim of this paper is to compute $w(+\infty, \varepsilon)$, where $w(x, \varepsilon)$ is the solution of the Riccati equation (1.9) such that $w(-\infty, \varepsilon)=0$. The rest of this paper is structured as follows: First of all, in section 2 we seek for $w(x, \varepsilon)$ as a power series in $\varepsilon$, for complex values of $x$. We will study its asymptotic validity until some neighborhood of the singularity $x_{0}$ which is called the inner region. As is usual in matching methods, in the inner region a change of variables will be needed in order to enlarge the validity of the solution. This is done in section 3, obtaining as a first approximation in this region the solution of the so-called inner equation. This inner equation is studied by the help of resurgence theory in a self-contained way in section 5 . In the inner region we can catch some terms of our solution hidden in the power series, and in section 4 we prove that they are going to be exponentially small on $\varepsilon$ (but not zero!) at $+\infty$. Finally, in section 6 we make some remarks for more general nonlinear inner equations. We defer for another paper the general study of (1.1) in a Hamiltonian form (see [16]). Recently, Ramis and Schäfke [14] have obtained upper bounds for $\Delta I(\varepsilon)$ showing the Gevrey-1 character (see footnote 1 in section 5) of the series (1.2) in the general case.

All of this is summarized in the following theorem.
THEOREM 1.1 (main theorem). Let $w(x, \varepsilon)$ be the solution of the Riccati equation (1.9) such that $\lim w(x, \varepsilon)=0$ when $x \rightarrow-\infty$. Then, if hypotheses $\mathbf{H} 1, \ldots, \mathbf{H} 5$ are satisfied one has

$$
\lim _{x \rightarrow+\infty} \hat{w}(x, \varepsilon)=-\frac{i}{\varepsilon} e^{-2 i x_{0} / \varepsilon}\left(1+O\left(\varepsilon^{2 \gamma / 3}\right)\right)
$$

where $\hat{w}(x, \varepsilon):=e^{-2 i x / \varepsilon} w(x, \varepsilon)$ and $\gamma$ is any number verifying $0<\gamma<1 / 2$. Moreover, the variation of the action of the Hamiltonian system associated to (1.6) is given by

$$
\Delta I^{2}(\varepsilon)=-2 \phi(0) u_{0}^{2} e^{\frac{2 \operatorname{Im}\left(x_{0}\right)}{\varepsilon}} \sin \left(\frac{2 \operatorname{Re}\left(x_{0}\right)}{\varepsilon}\right)\left(1+O\left(\varepsilon^{2 \gamma / 3}\right)\right)
$$

therefore, it is a quantity exponentially small in $\varepsilon$.
2. The solution in the outer left domain. In this section we prove the existence of the solution $w(x, \varepsilon)$ of the Riccati equation (1.9),

$$
\varepsilon w^{\prime}=2 i w+f(x)\left(1-\varepsilon^{2} w^{2}\right)
$$

such that $\lim w(x, \varepsilon)=0$, for $\operatorname{Re}(x) \rightarrow-\infty$ and $x \in \Gamma$ (where $\Gamma$ is defined in hypothesis $\mathbf{H 4}$ ), and we give an asymptotic expression of the solution in a suitable subdomain of $\Gamma$.

First of all, we look for a formal solution of (1.9) in the following proposition.
Proposition 2.1. There exists a series $\sum_{n \geq 0} \varepsilon^{n} w_{n}(x)$ that formally satisfies the Riccati equation (1.9). The functions $w_{n}(x)$,
i. verify the recurrence

$$
\left\{\begin{array}{l}
w_{0}(x)=\frac{-f(x)}{2 i}  \tag{2.1}\\
w_{1}(x)=\frac{w_{0}^{\prime}(x)}{2 i} \\
w_{n}(x)=\frac{w_{n-1}^{\prime}(x)}{2 i}+\frac{f(x)}{2 i} \sum_{i+j=n-2} w_{i}(x) w_{j}(x), \quad n>1
\end{array}\right.
$$

ii. are $\mathbf{C}-$ gentle functions (see hypothesis $\mathbf{H 5}$ );
iii. are analytic functions in $\bar{\Gamma}-\left\{x_{0}\right\}$ with a singularity at $x=x_{0}$ such that

$$
\begin{equation*}
\left|w_{n}^{k)}(x)\right| \leq C_{n, k}\left|x-x_{0}\right|^{-(n+k+1)}, \quad i f\left|x-x_{0}\right| \leq 1, k \in \mathbf{N} \tag{2.2}
\end{equation*}
$$

Remark. Due to the fact that $w_{n}(x)$ are $\mathbf{C}$-gentle functions uniformly bounded for $\left|x-x_{0}\right| \geq 1$, we can choose the constants $C_{n, k}$ such that

$$
\begin{equation*}
\left|w_{n}^{k)}(x)\right| \leq C_{n, k}, \quad \text { if }\left|x-x_{0}\right| \geq 1, k \in \mathbf{N} \tag{2.3}
\end{equation*}
$$

Proof. The recurrence is obtained directly by the substitution of the series into (1.9) and the properties of $w_{n}(x)$ follow from hypotheses $\mathbf{H 4}$ and $\mathbf{H 5}$ on $f(x)$.

Now we will prove that if we are not close to the singularity $x_{0}$, the formal series of Proposition 2.1 is asymptotic to a C-gentle function $\hat{w}(x, \varepsilon)$. Unfortunately, $\hat{w}(x, \varepsilon)$ will not be a solution of (1.9) but, nevertheless, it will help us to prove the existence of the solution of (1.9) and its asymptoticity to the formal series.

Let $\Gamma_{\varepsilon^{\gamma}}$ be the following subdomain of $\Gamma$ for a suitable $\gamma>0$.
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Proposition 2.2. Let $w_{n}(x), n \geq 0$, be functions defined in $\Gamma$ verifying ii) and iii) of Proposition 2.1. Then, for $0 \leq \gamma<1$ and $\varepsilon>0$ sufficiently small, there exists an analytic function $\hat{w}(x, \varepsilon)$ defined for $x \in \Gamma_{\varepsilon^{\gamma}}$, such that
i. for any $\delta>0$ and $k \in \mathbf{N}$,

$$
\left|\hat{w}^{k)}(x, \varepsilon)-\sum_{n=0}^{N} \varepsilon^{n} w_{n}^{k)}(x)\right| \leq \hat{C}_{N, k} \varepsilon^{-(\gamma+\delta)} \varepsilon^{(N+1)(1-\gamma)-\gamma k}
$$

for all $x \in \Gamma_{\varepsilon^{\gamma}}$, where $\hat{C}_{N, k}$ are constants independent of $\varepsilon$ and $\delta$,
ii. $\hat{w}(x, \varepsilon)$ is a C-gentle function for $\operatorname{Im}(x) \geq \operatorname{Im}\left(x_{0}\right)-\varepsilon^{\gamma}$.

Remark. Let us note that if $\gamma=0$ (this means that we are far away from the singularity) this proposition says that the series $\sum_{n>0} \varepsilon^{n} w_{n}(x)$ is asymptotic to the function $\hat{w}(x, \varepsilon)$ on $\Gamma_{1}$. In this sense we can look at $\left.\overline{\mathrm{i}}\right)$ as a weak form of asymptotic expansion near the singularity.

Proof. First of all, let us define

$$
K_{n}(\varepsilon):=\max _{0 \leq k \leq n}\left\{\sup _{\Gamma_{\varepsilon \gamma}}\left|w_{n}^{k)}(x)\right|, \sup _{\Gamma_{\varepsilon \gamma}} \int_{C_{ \pm}(x)}\left|w_{n}^{k)}(s) d s\right|\right\}
$$

From bounds (2.2) and (2.3), as $x \in \Gamma_{\varepsilon^{\gamma}}$ it follows that

$$
K_{n}(\varepsilon) \leq C_{n} \varepsilon^{-\gamma(2 n+1)}
$$

where $C_{n}:=\max \left\{C_{n, k}: 0 \leq k \leq n\right\}$ are independent of $\varepsilon$. Secondly, let us define, for any $\delta>0$,

$$
\alpha_{n}(\varepsilon):=1-e^{-1 /\left(\varepsilon^{\delta} C_{n}\right)}
$$

and note that $\alpha_{n}(\varepsilon)<\frac{1}{\varepsilon^{\delta} C_{n}}$.
Then, let us consider

$$
\hat{\omega}^{k)}(x, \varepsilon)=\sum_{n \geq 0} \alpha_{n}(\varepsilon) w_{n}^{k)}(x) \varepsilon^{n}
$$

and let us define

$$
L_{k}:=\max \left\{1 ; \frac{C_{0, k}}{C_{0}} ; \ldots ; \frac{C_{k-1, k}}{C_{k-1}} ; C_{0} ; \ldots ; C_{k} ; C_{0, k} ; \ldots ; C_{k, k}\right\}
$$

Using bounds (2.2) and (2.3) it follows that

$$
\left|\alpha_{n}(\varepsilon) w_{n}^{k)}(x)\right| \leq \frac{C_{n, k}}{C_{n}} \varepsilon^{-(\delta+\gamma)} \varepsilon^{-\gamma(n+k)}
$$

Thus, for any $k \geq 0$ and $n \geq 0$, we have that

$$
\begin{equation*}
\left|\alpha_{n}(\varepsilon) w_{n}^{k)}(x)\right| \leq L_{k} \varepsilon^{-(\gamma+\delta)} \varepsilon^{-\gamma(n+k)} \tag{2.4}
\end{equation*}
$$

So, from (2.4) and taking $\varepsilon$ small enough, we obtain that

$$
\begin{equation*}
\left|\hat{w}^{k)}(x, \varepsilon)\right| \leq \sum_{n=0}^{\infty}\left|\alpha_{n}(\varepsilon) w_{n}^{k)}(x) \varepsilon^{n}\right| \leq 2 L_{k} \varepsilon^{-\gamma-\delta} \varepsilon^{-k \gamma} \tag{2.5}
\end{equation*}
$$

and thus, that $\hat{w}^{k)}(x, \varepsilon)$ converges uniformly in $\Gamma_{\varepsilon^{\gamma}}$, for $0 \leq \gamma<1, k \in \mathbf{N}$, and $\varepsilon$ sufficiently small. Furthermore, if we define $\hat{w}(x, \varepsilon):=\hat{w}^{0)}(x, \varepsilon)$, we have that $\hat{w}^{k)}(x, \varepsilon)$ are the $k$-derivatives of $\hat{w}(x, \varepsilon)$.

Now, in order to see i) let us take $N>0$ and let us again use the bounds (2.2), (2.3), and (2.4). It follows
$\left|\hat{w}^{k)}(x, \varepsilon)-\sum_{n=0}^{N} w_{n}^{k)}(x) \varepsilon^{n}\right|=\left|\hat{w}^{k}(x, \varepsilon)-\sum_{n=0}^{N} \alpha_{n}(\varepsilon) w_{n}^{k)}(x) \varepsilon^{n}+\sum_{n=0}^{N}\left(\alpha_{n}(\varepsilon)-1\right) w_{n}^{k)}(x) \varepsilon^{n}\right|$

$$
\begin{aligned}
& \leq \sum_{n=N+1}^{\infty}\left|\alpha_{n}(\varepsilon) w_{n}^{k)}(x) \varepsilon^{n}\right|+\sum_{n=0}^{N}\left|\left(\alpha_{n}(\varepsilon)-1\right) w_{n}^{k)}(x) \varepsilon^{n}\right| \\
& \leq L_{k} \sum_{n=N+1}^{\infty} \varepsilon^{n-\gamma(n+k+1)-\delta}+e^{-1 /\left(L_{N} \varepsilon^{\delta}\right)} L_{N} \sum_{n=0}^{N} \varepsilon^{n-\gamma(n+k+1)} \\
& \leq \hat{C}_{N, k} \varepsilon^{-(\delta+\gamma)} \varepsilon^{(N+1)(1-\gamma)-\gamma k}
\end{aligned}
$$

(we have used that $e^{-1 /\left(L_{N} \varepsilon^{\delta}\right)}$ is exponentially small in $\varepsilon$ ).
By an analogous argument, using the integrals of $\hat{w}(x, \varepsilon)$ on $C_{ \pm}(x)$, we can prove ii). $\quad \square$

Finally, the following theorem proves the existence of the solution $w(x, \varepsilon)$ and give us estimates on its domain of definition. In this domain we will also prove that the series of Proposition 2.1 is weakly asymptotic to $w(x, \varepsilon)$.

ThEOREM 2.3. Let us take $0<\delta<1$ and $0 \leq \gamma<1-\delta$. Then, if $\varepsilon>0$ is small enough, the Riccati equation (1.9) defined for $x \in \Gamma_{\varepsilon^{\gamma}}$, has a unique solution $w(x, \varepsilon)$ such that $\lim w(x, \varepsilon)=0$, when $\operatorname{Re}(x) \rightarrow-\infty$. Furthermore, the solution $w(x, \varepsilon)$ satisfies that

$$
\begin{equation*}
\left|w^{k)}(x, \varepsilon)-\sum_{n=0}^{N} \varepsilon^{n} w_{n}^{k)}(x)\right| \leq K_{N, k} \varepsilon^{-(\gamma+\delta)} \varepsilon^{(N+1)(1-\gamma)-\gamma k} \tag{2.6}
\end{equation*}
$$

for all $x \in \Gamma_{\varepsilon^{\gamma}}$ and $k, N \in \mathbf{N}$, where the $K_{N, k}$ are constants independent of $\varepsilon$ and $\delta$.
Proof. Let us take $w(x, \varepsilon)=\hat{w}(x, \varepsilon)+Q(x, \varepsilon)$, where $\hat{w}(x, \varepsilon)$ is the gentle function obtained in Proposition 2.2. Then, $w(x, \varepsilon)$ will be the solution of (1.9) if $Q(x, \varepsilon)$ is the solution of the equation

$$
\begin{equation*}
\varepsilon Q^{\prime}=2 i Q-f(x) \varepsilon^{2}\left(\hat{w} Q-Q^{2}\right)+q(x, \varepsilon) \tag{2.7}
\end{equation*}
$$

where $q(x, \varepsilon):=2 i \hat{w}+f(x)\left(1-\varepsilon^{2} \hat{w}^{2}\right)-\varepsilon \hat{w}^{\prime}$ is an analytic $\mathbf{C}$-gentle function in $\Gamma_{\varepsilon^{\gamma}}$ such that $q(x, \varepsilon)=O\left(\varepsilon^{n}\right)$, for all $n \in \mathbf{N}$ and for all $x \in \Gamma_{\varepsilon^{\gamma}}$. Let us note that this implies that $q$ verifies that, for any $n \in \mathbf{N}$

$$
\begin{equation*}
\int_{C_{-}(x)}\left|\frac{q(s, \varepsilon)}{\varepsilon}\right| \leq K_{n} \varepsilon^{n} \tag{2.8}
\end{equation*}
$$

for some constant $K_{n}$.
Let us now consider the operator

$$
T(Q)=\int_{C_{-}(x)} e^{2 i(x-s) / \varepsilon}\left(\frac{q(s, \varepsilon)}{\varepsilon}-f(s) \varepsilon\left[\hat{w}(s, \varepsilon) Q(s, \varepsilon)-Q^{2}(s, \varepsilon)\right]\right) d s
$$

defined in the Banach space of continuous bounded functions, with the supremum norm. Then, using bounds (2.5) and (2.8), and hypothesis $\mathbf{H} 4$ we have, for $\varepsilon$ small enough, that

1) if $\|Q\| \leq 1$,

$$
\|T(Q)\| \leq K_{n} \varepsilon^{n}+\varepsilon \ln \varepsilon^{\gamma}\left(2 L_{0} \varepsilon^{-(\gamma+\delta)}+1\right) \leq 1
$$

$2)$ if $\left\|Q_{i}\right\| \leq 1$, for $i=1,2$,

$$
\begin{aligned}
\left\|T\left(Q_{1}\right)-T\left(Q_{2}\right)\right\| & \leq\left\|Q_{1}-Q_{2}\right\| \varepsilon(\|\hat{w}\|+2) \int_{C_{-}(x)}|f(s)| d s \\
& \leq\left\|Q_{1}-Q_{2}\right\| \varepsilon\left(2 L_{0} \varepsilon^{-(\gamma+\delta)}+2\right)\left|\ln \varepsilon^{\gamma}\right| \leq \frac{1}{2}\left\|Q_{1}-Q_{2}\right\|
\end{aligned}
$$

So, by the fixed-point theorem the integral equation $T(Q)=Q$, and thus the differential equation (2.7) have a unique solution $Q$. Moreover, using again (2.8), one has, for any $n \in \mathbf{N}$

$$
\|Q\|=\|T(Q)\| \leq 2\|T(0)\| \leq 2 \int_{C_{-}(x)}\left|\frac{q(s, \varepsilon)}{\varepsilon}\right| d s \leq 2 K_{n} \varepsilon^{n}
$$

Finally, using that $Q(x, \varepsilon)=w(x, \varepsilon)-\hat{w}(x, \varepsilon)$ and the bound of $\hat{w}(x, \varepsilon)$ given in Proposition 2.2 we obtain the desired result. To obtain the bounds for the derivatives $w^{k)}(x, \varepsilon)$ we only have to use (2.7) to see that all the derivatives of $Q$ are asymptotic to zero.

Unfortunately, with Theorem 2.3 we have proved that $\lim w(x, \varepsilon)=O\left(\varepsilon^{n}\right)$ when $\operatorname{Re}(x) \rightarrow+\infty$, for all $n \in \mathbf{N}$, but we cannot obtain a more refined description of it at infinity. So, if we want to obtain an asymptotic expression for this limit, we will need to study the solution near the singularity $x=x_{0}$ of $w_{n}(x)$. In order to simplify the exposition, we will assume from now on $0<\gamma<1 / 2$.
3. The solution in the inner domain. The goal of this section is to obtain an asymptotic representation of $w(x, \varepsilon)$ near the singularity $x=x_{0}$ of $w_{n}(x)$. Of course, we cannot obtain it at $x=x_{0}$ but as we will see in section 4 it will be sufficient to work at a distance of order $\varepsilon$ of this singularity. So, we will extend $w(x, \varepsilon)$ of Theorem 2.3 from a point $x^{*}$ such that $\left|x-x^{*}\right|=\varepsilon^{\gamma}, \operatorname{Im}\left(x^{*}\right) \geq \operatorname{Im}\left(x_{0}\right)+\varepsilon$, and $\operatorname{Re}\left(x^{*}\right) \leq \operatorname{Re}\left(x_{0}\right)$ (i.e., $x^{*}$ belongs to the boundary of the left domain) up to the point $\tilde{x}^{*}$ symmetric of $x^{*}$ with respect to the line $\left\{\operatorname{Re}(x)=\operatorname{Re}\left(x_{0}\right)\right\}$. From $\tilde{x}^{*}$ we will continue the solution in the next section.
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Note that, taking into account the bound (2.6), for $N=0$, the asymptotic expression of $f$ given by hypothesis $\mathbf{H 4}$ and that $0<\gamma<1 / 2$, the initial condition of $w(x, \varepsilon)$ in the inner domain verifies

$$
\left|w\left(x^{*}, \varepsilon\right)-\frac{1}{12 i\left(x^{*}-x_{0}\right)}\right| \leq \bar{K} \varepsilon^{-\gamma}\left(\varepsilon^{2 / 3 \gamma}+\varepsilon^{1-\gamma-\delta}\right) \leq K^{*} \varepsilon^{-\gamma / 3}
$$

where $\bar{K}$ and $K^{*}$ are constants independent of $\varepsilon$.

Then, if we consider the change of variable and function

$$
\tau=\frac{x-x_{0}}{\varepsilon} \quad p(\tau, \varepsilon)=\varepsilon w\left(x_{0}+\varepsilon \tau, \varepsilon\right)
$$

(1.9) is transformed into

$$
\begin{equation*}
p^{\prime}=2 i p+\varepsilon f\left(x_{0}+\varepsilon \tau\right)\left(1-p^{2}\right) \tag{3.1}
\end{equation*}
$$

and defining $\tau^{*}=\frac{x^{*}-x_{0}}{\varepsilon}$, the initial condition for $p(\tau, \varepsilon)$ in the inner domain must verify

$$
\begin{equation*}
\left|p\left(\tau^{*}, \varepsilon\right)-\frac{1}{12 i \tau^{*}}\right| \leq K^{*} \varepsilon^{1-\gamma / 3} \tag{3.2}
\end{equation*}
$$

So, we have to study the solution of (3.1) verifying (3.2) for $\tau \in \mathbf{C}$ such that $\operatorname{Im} \tau \geq 1$ and $\operatorname{Re}\left(\tau^{*}\right)<\operatorname{Re}(\tau)<\operatorname{Re}\left(\tilde{\tau}^{*}\right)$, where $\tilde{\tau}^{*}=\frac{\tilde{x}^{*}-x_{0}}{\varepsilon}$ (we will establish in Theorem 3.2 the unicity of such a solution). In order to do this, we will compare $p(\tau, \varepsilon)$ with the solution of

$$
\begin{equation*}
p_{0}^{\prime}=2 i p_{0}+\frac{1}{6 \tau}\left(1-p_{0}^{2}\right) \tag{3.3}
\end{equation*}
$$

such that $\lim p_{0}(\tau)=0$ when $\operatorname{Re}(\tau) \rightarrow-\infty$. This equation is obtained from (3.1) when $\varepsilon$ tends to 0 where the initial condition is obtained "matching" the inner solution with the outer solution at $\tau^{*}$.

It is easy to see, as in Proposition 2.1, that there exists a formal solution $\sum_{n \geq 0} a_{n} \tau^{-n-1}$ of (3.3). Moreover, looking at (2.1) and the behavior of $f$ assumed in hypothesis $\mathbf{H 4}$ one can see that the $a_{n}$ are the principal parts of the terms of the outer series near the singularity, that is

$$
w_{n}(x)=\frac{a_{n}}{\left(x-x_{0}\right)^{n+1}}\left(1+O\left(\left(x-x_{0}\right)^{2 / 3}\right)\right)
$$

In the next theorem existence, analytic properties, and asymptoticity of $p_{0}(\tau)$ are described. The proof, done with resurgence theory methods, is given in section 5 .

THEOREM 3.1. i. Equation (3.3) admits a unique solution $p_{0}(\tau)$ analytic in a sectorial neighborhood of $-\infty$ such that

$$
\lim _{\tau \rightarrow-\infty} p_{0}(\tau)=0
$$

Moreover, this function is analytic in $\mathbf{C}-\mathbf{R}^{+}$, and is asymptotic to the formal solution of (3.3) in every proper subsector of this set.
ii. Equation (3.3) admits a unique solution $\tilde{p}_{0}(\tau)$ analytic in a sectorial neighborhood of $+\infty$ such that

$$
\lim _{\tau \rightarrow+\infty} \tilde{p}_{0}(\tau)=0
$$

Moreover, this function is analytic in $\mathbf{C}-\mathbf{R}^{-}$, and is asymptotic to the formal solution of (3.3) in every proper subsector of this set.
iii. If $\operatorname{Re} \tau>0$ and $\operatorname{Im} \tau>0$,

$$
\begin{equation*}
p_{0}(\tau)-\tilde{p}_{0}(\tau)=-i e^{2 i \tau}\left(1+O\left(\tau^{-1}\right)\right) \tag{3.4}
\end{equation*}
$$

Now, if we compare $p(\tau, \varepsilon)$ with $p_{0}(\tau)$ we have the following theorem.
Theorem 3.2. The problem (3.1), (3.2) has a unique solution $p(\tau, \varepsilon)$ defined for $D_{\tau^{*}}=\left\{\tau \in \mathbf{C}: \operatorname{Re}\left(\tau^{*}\right) \leq \operatorname{Re}(\tau) \leq \operatorname{Re}\left(\tilde{\tau}^{*}\right), \operatorname{Im} \tau \geq 1\right\}$. Moreover, $p(\tau, \varepsilon)$ satisfies that

$$
\left|p(\tau, \varepsilon)-p_{0}(\tau)\right| \leq L \varepsilon^{(2 / 3) \gamma}
$$

for all $\tau \in D_{\tau^{*}}$, where $L$ is independent of $\varepsilon$.
For the proof of this theorem we will need the following lemma.
Lemma 3.3. There exists a constant $B$, independent of $\varepsilon$, such that for $\tau, \tau_{1}$, and $\tau_{2} \in D_{\tau^{*}}$ :
i. $\left|p_{0}(\tau)\right| \leq B$,
ii. $\left|\int_{\tau_{1}}^{\tau_{2}} \frac{p_{0}(s)}{s} d s\right| \leq B$,
iii. $\int_{\tau_{1}}^{\tau_{2}}\left|\frac{\tilde{f}\left((\varepsilon s)^{2 / 3}\right)}{s}\right| d s \leq B \varepsilon^{(2 / 3) \gamma}$, where $\tilde{f}$ is defined in hypothesis $\mathbf{H 4}$.

Proof. Let us take $p_{0}(\tau)$ the unique solution of Theorem 3.1, and $0<\alpha<\pi / 2$ some fixed angle. Then there exists some constant $C_{\alpha}$ such that for $\tau \in \mathbf{C}$,
a. if $|\arg (\tau)|>\alpha$,

$$
\begin{equation*}
\left|p_{0}(\tau)+\frac{1}{12 i \tau}\right| \leq C_{\alpha} \frac{1}{\tau^{2}} \tag{3.5}
\end{equation*}
$$

(use that $p_{0}(\tau)$ is asymptotic to the series $\sum_{n \geq 0} a_{n} \tau^{-n-1}$, where $a_{0}=-\frac{1}{12 i}$ );
b. if $-\pi+\alpha \leq \arg (\tau) \leq \pi-\alpha$,

$$
\left|\tilde{p}_{0}(\tau)+\frac{1}{12 i \tau}\right| \leq C_{\alpha} \frac{1}{\tau^{2}}
$$

(use the same argument as before for $\tilde{p}_{0}(\tau)$ );
c. if $|\arg (\tau)|<\alpha$,

$$
\left|p_{0}(\tau)+i e^{2 i \tau}-\tilde{p}_{0}(\tau)\right| \leq C_{\alpha} \frac{1}{\tau}
$$

(use (3.4)).
From these inequalities i) follows inmediately. In order to prove ii) we only need to integrate by parts and show that $\int_{\tau_{1}}^{\tau_{2}} \frac{e^{2 i s} d s}{s}$ is bounded for any $\tau_{1}, \tau_{2}$ in $D_{\tau^{*}}$. Finally, iii) follows from hypothesis $\mathbf{H 4}$ taking into account that $\left|\tau_{i}\right| \leq \varepsilon^{\gamma-1}$.

Proof (of Theorem 3.2). If we consider $v:=p-p_{0}$, the problem that we have to study is

$$
\left\{\begin{align*}
v^{\prime}= & {\left.\left[2 i-\frac{p_{0}(\tau)}{3 \tau}\left(1+\tilde{f}\left((\varepsilon \tau)^{2 / 3}\right)\right)\right] v-\frac{1}{6 \tau}\left[1+\tilde{f}\left((\varepsilon \tau)^{2 / 3}\right)\right)\right] v^{2} }  \tag{3.6}\\
& -\frac{1}{6 \tau} \tilde{f}\left((\varepsilon \tau)^{2 / 3}\right)\left(1-p_{0}^{2}\right) \\
v\left(\tau^{*}, \varepsilon\right)= & p\left(\tau^{*}, \varepsilon\right)-p_{0}\left(\tau^{*}\right)
\end{align*}\right.
$$

Taking into account (3.2) and (3.5) (note that $\left|\arg \tau^{*}\right|>\alpha$ ) we have that

$$
\begin{equation*}
\left|v\left(\tau^{*}, \varepsilon\right)\right| \leq K^{*} \varepsilon^{1-\gamma / 3}+C_{\alpha} \varepsilon^{2(1-\gamma)} \leq 2 K^{*} \varepsilon^{1-\gamma / 3} \tag{3.7}
\end{equation*}
$$

Now, let us consider the operator

$$
\begin{aligned}
T(v) & =e^{2 i\left(\tau-\tau^{*}\right)} e^{-\int_{\tau^{*}}^{\tau}\left(p_{0}(r) / 3 r\right)(1+\tilde{f}) d r} v\left(\tau^{*}, \varepsilon\right) \\
& -\int_{\tau^{*}}^{\tau} e^{2 i(\tau-s)} e^{-\int_{s}^{\tau}\left(p_{0}(r) / 3 r\right)(1+\tilde{f}) d r} \frac{1}{6 s} v^{2}(s, \varepsilon) d s \\
& +\int_{\tau^{*}}^{\tau} e^{2 i(\tau-s)} e^{-\int_{s}^{\tau}\left(p_{0}(r) / 3 r\right)(1+\tilde{f}) d r} \frac{1}{6 s} \tilde{f}\left(1-p_{0}^{2}(s)\right) d s
\end{aligned}
$$

defined in the Banach space of continuous functions on $D_{\tau^{*}}$ with the supremum norm, such that $\|v\| \leq L \varepsilon^{2 / 3 \gamma}$ with $L=\frac{1}{2} e^{2 B / 3} B\left(1+B^{2}\right)$. Taking into account the bounds (3.7), (3.3), (3.3), and (3.3) of Lemma 3.3, for $\varepsilon$ small enough, we have that

1) if $\|v\| \leq L \varepsilon^{2 / 3 \gamma}$,

$$
\|T(v)\| \leq \frac{1}{6} e^{2 B / 3}\left(12 K^{*} \varepsilon^{1-\gamma}+2 L^{2} \varepsilon^{(2 / 3) \gamma} \ln \varepsilon^{\gamma-1}+B\left(1+B^{2}\right)\right) \varepsilon^{(2 / 3) \gamma} \leq L \varepsilon^{(2 / 3) \gamma}
$$

2) if $\left\|v_{i}\right\| \leq L \varepsilon^{(2 / 3) \gamma}$, for $i=1,2$,

$$
\left\|T\left(v_{1}\right)-T\left(v_{2}\right)\right\| \leq 2 e^{2 B / 3} L \varepsilon^{(1 / 3) \gamma} \ln \varepsilon^{\gamma-1}\left\|v_{1}-v_{2}\right\| \leq \frac{1}{2}\left\|v_{1}-v_{2}\right\|
$$

So, by the fixed-point theorem, the integral equation $T(v)=v$ and thus the differential equation (3.6) has a unique solution. Moreover, this solution can be bounded by

$$
|v(\tau, \varepsilon)| \leq L \varepsilon^{(2 / 3) \gamma}
$$

for $\tau \in D_{\tau^{*}}$.
Finally, using that $v=p-p_{0}$ we finish the proof of the theorem.
As we have seen, Theorem 3.2 gives us a bound of the function $w(x, \varepsilon)$ on the right side of the inner domain. In fact, at the point $\tilde{x}^{*}$ symmetric of $x^{*}$, we have

$$
\begin{equation*}
\left|w\left(\tilde{x}^{*}, \varepsilon\right)-\frac{1}{\varepsilon} p_{0}\left(\frac{\tilde{x}^{*}-x_{0}}{\varepsilon}\right)\right| \leq L \varepsilon^{(2 / 3) \gamma-1} \tag{3.8}
\end{equation*}
$$

which will be used in the next section.
4. The solution in the outer right domain. In this section, we will extend the solution $w(x, \varepsilon)$ from the end point $\tilde{x}^{*}$ of the inner domain up to $+\infty$. We will do this comparing $w(x, \varepsilon)$ with the solution $\tilde{w}(x, \varepsilon)$ of (1.9) such that $\lim \tilde{w}(x, \varepsilon)=0$, for $\operatorname{Re}(x) \rightarrow+\infty$. The existence and the properties of $\tilde{w}(x, \varepsilon)$ are analogous to $w(x, \varepsilon)$ now considering $x$ belonging to the outer right domain $\tilde{\Gamma}_{\varepsilon^{\gamma}}$.

All of this is summarized in the following theorem.
TheOrem 4.1. Let us take $\delta>0$. The Riccati equation (1.9) defined for $x \in \tilde{\Gamma}_{\varepsilon^{\gamma}}$, $0<\gamma<1-\delta$, and $\varepsilon>0$ sufficiently small has a unique solution $\tilde{w}(x, \varepsilon)$ such that $\lim \tilde{w}(x, \varepsilon)=0$ when $\operatorname{Re}(x) \rightarrow+\infty$. Furthermore, the solution $\tilde{w}(x, \varepsilon)$ satisfies that

$$
\left|\tilde{w}^{k)}(x, \varepsilon)-\sum_{n=0}^{N} \varepsilon^{n} w_{n}^{k)}(x)\right| \leq K_{N, k} \varepsilon^{-(\gamma+\delta)} \varepsilon^{(N+1)(1-\gamma)-\gamma k}, \quad k \in \mathbf{N}
$$

for all $x \in \tilde{\Gamma}_{\varepsilon^{\gamma}}$, where $K_{N, k}$ are constants independent of $\varepsilon$ and of $\delta$, and $w_{n}(x)$ are the functions given in Proposition 2.1.

Proof. It is analogous to the proof of Theorem 2.3.
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Remark. As in the previous section, in order to simplify the exposition, we will take from now on $0<\gamma<1 / 2$.

Now, let us take again $\tilde{x}^{*}=x_{0}+\varepsilon \tilde{\tau}^{*}$. We want to have an estimate of $w\left(\tilde{x}^{*}, \varepsilon\right)$ in order to consider it as an initial condition to extend $w(x, \varepsilon)$. As we have seen in (3.8),

$$
\left|w\left(\tilde{x}^{*}, \varepsilon\right)-\frac{1}{\varepsilon} p_{0}\left(\frac{\tilde{x}^{*}-x_{0}}{\varepsilon}\right)\right| \leq L \varepsilon^{(2 / 3) \gamma-1}
$$

and from (3.4) with $\tau=\tilde{\tau}^{*}$ it follows that

$$
\left|p_{0}\left(\frac{\tilde{x}^{*}-x_{0}}{\varepsilon}\right)+i e^{2 i\left(\tilde{x}^{*}-x_{0}\right) / \varepsilon}-\tilde{p}_{0}\left(\frac{\tilde{x}^{*}-x_{0}}{\varepsilon}\right)\right| \leq C_{\alpha} \varepsilon^{1-\gamma}
$$

On the other hand, using Theorem 3.1 and 4.1, the asymptotic expression of $f$, and that $0<\gamma<1 / 2$ we obtain an analogous formula to (3.7), i.e.,

$$
\left|\tilde{w}\left(\tilde{x}^{*}, \varepsilon\right)-\frac{1}{\varepsilon} \tilde{p}_{0}\left(\frac{\tilde{x}^{*}-x_{0}}{\varepsilon}\right)\right| \leq 2 \tilde{K}^{*} \varepsilon^{-\gamma / 3}
$$

Considering this altogether, one can obtain that

$$
\begin{equation*}
\left|w\left(\tilde{x}^{*}, \varepsilon\right)-\tilde{w}\left(\tilde{x}^{*}, \varepsilon\right)+\frac{i}{\varepsilon} e^{2 i\left(\tilde{x}^{*}-x_{0}\right) / \varepsilon}\right| \leq 3 L \varepsilon^{(2 / 3) \gamma-1} \tag{4.1}
\end{equation*}
$$

Now we are willing to prove the following theorem.
Theorem 4.2. The solution $w(x, \varepsilon)$ of (1.9) exists for $x \in \mathbf{C}$ such that $\operatorname{Re}\left(\tilde{x}^{*}\right) \leq$ $\operatorname{Re}(x)$ and $\operatorname{Im}\left(x_{0}\right)+\varepsilon \leq \operatorname{Im}(x) \leq 0$ and verifies

$$
\begin{equation*}
\left|w(x, \varepsilon)-\tilde{w}(x, \varepsilon)+\frac{i}{\varepsilon} e^{(2 i / \varepsilon)\left(x-x_{0}\right)}\right| \leq C e^{-2 / \varepsilon \operatorname{Im}\left(x-x_{0}\right)} \varepsilon^{(2 / 3) \gamma-1} \tag{4.2}
\end{equation*}
$$

In order to prove this theorem we need the following lemma.
Lemma 4.3. For $x \in \mathbf{C}$ such that $\operatorname{Re}(x) \geq \operatorname{Re}\left(\tilde{x}^{*}\right)$ and $\operatorname{Im}(x) \geq \operatorname{Im}\left(x_{0}+\varepsilon\right)$ the following bounds hold:
i. $\left|\int_{\tilde{x}^{*}}^{x} \varepsilon f(t) \tilde{w}(t, \varepsilon) d t\right| \leq C \varepsilon^{1-\gamma}$,
ii. $\left|\int_{\tilde{x}^{*}}^{x} e^{-(2 i / \varepsilon)\left(\tilde{x}^{*}-s\right)+\int_{s}^{\tilde{x}^{*}}} 2 \varepsilon f(t) \tilde{w}(t, \varepsilon) d t \varepsilon f(s) d s\right| \leq \varepsilon^{2-\gamma}$, where $C$ is a constant independent of $\varepsilon$.

Proof. The first bound follows inmediately from hypothesis $\mathbf{H 4}$ and the asymptoticity of $\tilde{w}$ given in Theorem 4.1. For the second one it is sufficient to integrate by parts.

Proof (of Theorem 4.2). Let us define $z(x, \varepsilon):=w(x, \varepsilon)-\tilde{w}(x, \varepsilon)$. From (1.9) and (4.1), $z(x, \varepsilon)$ verifies

$$
\varepsilon z^{\prime}(x, \varepsilon)=\left(2 i-2 \varepsilon^{2} f(x) \tilde{w}(x, \varepsilon)\right) z(x, \varepsilon)-\varepsilon^{2} f(x) z^{2}
$$

and

$$
\left|z\left(\tilde{x}^{*}, \varepsilon\right)+\frac{i}{\varepsilon} e^{2 i\left(\tilde{x}^{*}-x_{0}\right) / \varepsilon}\right| \leq 3 L \varepsilon^{2 / 3 \gamma-1}
$$

Thus, noting that $z$ is the solution of a Bernoulli equation one can obtain the following integral expression for $z$ :

$$
\begin{equation*}
z(x, \varepsilon)=\frac{e^{(2 i / \varepsilon)\left(x-\tilde{x}^{*}\right)-\int_{\tilde{x}^{*}}^{x} 2 \varepsilon f(t) \tilde{w}(t, \varepsilon) d t} z\left(\tilde{x}^{*}, \varepsilon\right)}{1+z\left(\tilde{x}^{*}\right) \int_{\tilde{x}^{*}}^{x} e^{-(2 i / \varepsilon)\left(\tilde{x}^{*}-s\right)+\int_{s}^{\tilde{x}^{*}}} 2 \varepsilon f(t) \tilde{w}(t, \varepsilon) d t} \varepsilon f(s) d s \tag{4.3}
\end{equation*}
$$

Now, using the bounds given by Lemma 4.3 and (4.3), there exist some constants $\tilde{C}_{i}$, $i=1,2,3$, independent of $\varepsilon$ such that

$$
\left|z(x, \varepsilon)-e^{(2 i / \varepsilon)\left(x-\tilde{x}^{*}\right)} z\left(\tilde{x}^{*}, \varepsilon\right)\right| \leq \tilde{C}_{1} \varepsilon^{-\gamma}\left|e^{(2 i / \varepsilon)\left(x-\tilde{x}^{*}\right)}\right|
$$

and then

$$
\left|z(x, \varepsilon)+\frac{i}{\varepsilon} e^{(2 i / \varepsilon)\left(x-x_{0}\right)}\right| \leq \tilde{C}_{2} \varepsilon^{2 / 3 \gamma-1}\left|e^{(2 i / \varepsilon)\left(x-\tilde{x}^{*}\right)}\right|
$$

Now, using that $\operatorname{Im}\left(\tilde{x}^{*}\right)=\operatorname{Im}\left(x_{0}\right)+\varepsilon$, we obtain

$$
\left|z(x, \varepsilon)+\frac{i}{\varepsilon} e^{(2 i / \varepsilon)\left(x-x_{0}\right)}\right| \leq \tilde{C}_{3} \varepsilon^{2 / 3 \gamma-1}\left|e^{(2 i / \varepsilon)\left(x-x_{0}\right)}\right|=\tilde{C}_{3} \varepsilon^{2 / 3 \gamma-1} e^{-2 / \varepsilon \operatorname{Im}\left(x-x_{0}\right)}
$$

Finally, taking into account that $z(x, \varepsilon)=w(x, \varepsilon)-\tilde{w}(x, \varepsilon)$ we obtain the theorem.

Now we are in a position to prove the main Theorem 1.1 by taking the limit as $\operatorname{Re}(x) \rightarrow+\infty$ in inequality (4.2):

$$
\left|\lim _{\operatorname{Re}(x) \rightarrow+\infty} e^{-(2 i / \varepsilon) x} w(x, \varepsilon)+\frac{i}{\varepsilon} e^{-(2 i / \varepsilon) x_{0}}\right| \leq e^{2 \operatorname{Im}\left(x_{0}\right) / \varepsilon} \varepsilon^{(2 / 3) \gamma-1}
$$

5. Resurgence of the solutions of the inner equation - Proof of Theorem 3.1.
5.1. Introduction. In this part of the article we provide a self-contained introduction to Écalle's theory of resurgent functions, and we show how our inner problem (3.3) fits within this framework.

We already know a formal solution to it:

$$
\sum_{n \geq 0} a_{n} \tau^{-n-1}
$$

and it is easy to see that there is no other formal solution. Our goal is to prove Theorem 3.1.

After the change of variable

$$
z=2 i \tau
$$

(3.3) may be viewed as a particular case of singular Riccati equation of the type

$$
\begin{equation*}
\frac{d Y}{d z}=Y+H^{-}(z)+H^{+}(z) Y^{2} \tag{5.1}
\end{equation*}
$$

where $H^{ \pm} \in z^{-1} \mathbf{C}\left\{z^{-1}\right\}$ (analytic germs at infinity, vanishing at infinity); in our case, $H^{-}(z)=-H^{+}(z)=1 / 6 z$.

Now, resurgence is a good tool for analyzing all the equations of this kind; in fact, Écalle's theory allows the analytic classification of local equations in far more general contexts [4, 5, 2] (Of course, resurgence is not the only possible approach; see $[10,11]$ for another method of classifying singular local equations.), but the study of (5.1) provides a nice elementary introduction to some aspects of Écalle's work, even if many simplifications arise in the case of Riccati equations.

### 5.2. Singular Riccati equations and resurgence.

5.2.1. Resurgence of the formal solution. In the sequel, $H^{+}$and $H^{-}$are two fixed analytic germs, vanishing at infinity. As (3.3), (5.1) admits a unique solution among formal expansions in negative powers of the variable; let's denote $Y_{-} \in z^{-1} \mathbf{C}\left[\left[z^{-1}\right]\right]$ this unique formal solution. We shall show that it is generically divergent using formal Borel transform $\mathcal{B}$.

The linear mapping $\mathcal{B}$ is defined by

$$
\left\{\begin{array}{ccc}
z^{-1} \mathbf{C}\left[\left[z^{-1}\right]\right] & \rightarrow & \mathbf{C}[[\zeta]] \\
z^{-n-1} & \mapsto & \zeta^{n} / n!
\end{array}\right.
$$

and it induces an isomorphism between the multiplicative algebra of Gevrey- $1^{1}$ formal series (without constant term) and the convolutive algebra of analytic germs at the origin $\mathbf{C}\{\zeta\}$, that is,

$$
\begin{aligned}
\varphi_{1}(z) & \mapsto \hat{\varphi}_{1}(\zeta) \\
\varphi_{2}(z) & \mapsto \hat{\varphi}_{2}(\zeta) \\
\varphi_{1}(z) \varphi_{2}(z) & \mapsto \hat{\varphi}_{1} * \hat{\varphi}_{2}(\zeta)=\int_{0}^{\zeta} \varphi_{1}\left(\zeta_{1}\right) \varphi_{2}\left(\zeta-\zeta_{1}\right) d \zeta_{1}
\end{aligned}
$$

Moreover, a formal series $\varphi(z)$ converges for $|z|>\rho$ if and only if its Borel transform is an entire function of exponential type at most $\rho:|\hat{\varphi}(\zeta)| \leq$ const $e^{\rho|\zeta|}$. Hence, finite radius of convergence for $\hat{\varphi}$ (i.e., existence of singularities in $\zeta$-plane) means divergence for $\varphi$.

We shall call resurgent function a Gevrey- 1 formal series $\varphi$ whose Borel transform has the following property: on any broken line issuing from the origin, there is a finite set of points such that $\hat{\varphi}$ may be continued analytically along any path that closely follows the broken line in the forward direction, while circumventing (to the right or to the left) those singular points. A nontrivial fact is the stability under convolution of this property. Indeed, resurgent functions form an algebra which can be considered either as a subalgebra of $\mathbf{C}\left[\left[z^{-1}\right]\right]$ (formal model) or, via $\mathcal{B}$, as a subalgebra of $\mathbf{C}\{\zeta\}$

[^79](convolutive model). The Borel transform of a given resurgent function is often called its minor.

Proposition 5.1. The formal solution of (5.1) is a resurgent function, with singularities in the convolutive model over the negative integers only.

Proof. We start by performing Borel transform on (5.1) itself; differentiation with respect to $z$ yields multiplication by $-\zeta$ and we obtain an equation for $\hat{Y}_{-}$:

$$
\begin{equation*}
-(\zeta+1) \hat{Y}(\zeta)=\hat{H}^{-}+\hat{H}^{+} * \hat{Y}^{* 2} \tag{5.2}
\end{equation*}
$$

where $\hat{H}^{+}$and $\hat{H}^{-}$are some entire series with infinite radius of convergence.
Let's define inductively a sequence of $\mathbf{C}[[\zeta]]$ by

- $\hat{Y}_{0}(\zeta)=-\hat{H}^{-}(\zeta) /(\zeta+1)$,
- $\forall n \geq 1$,

$$
\hat{Y}_{n}(\zeta)=\frac{-1}{\zeta+1}\left(\hat{H}^{+} * \sum_{n_{1}+n_{2}=n-1} \hat{Y}_{n_{1}} * \hat{Y}_{n_{2}}\right)
$$

The valuation of $\hat{Y}_{n}$ being at least $2 n$, the series $\sum_{n>0} \hat{Y}_{n}$ converges formally in $\mathbf{C}[[\zeta]]$ towards the unique solution $\hat{Y}_{-}$of (5.2). Now we observe that $\hat{H}^{+}$and $\hat{H}^{-}$define entire functions of at most exponential growth in any direction; $\hat{Y}_{0}$ defines thus a meromorphic function with a simple pole at -1 , and, by successive convolutions, we only get for the $\hat{Y}_{n}$ 's other simple poles at the negative integers together with ramification (logarithmic singularities).

In particular, for each integer $n, \hat{Y}_{n}$ is analytic in the universal covering of $\mathbf{C} \backslash$ $\left(-\mathbf{N}^{*}\right)$; with some technical but easy work, one can prove that the series of holomorphic functions $\sum \hat{Y}_{n}$ is uniformly convergent in every compact subset of this universal covering. Therefore, $\hat{Y}_{-}$is convergent at the origin and satisfies the required property of Borel transforms of resurgent functions.

Remark 1. The definition of a general resurgent function doesn't impose anything on the nature of singularities one may encounter in following the analytic continuation of its minor and visiting the various leaves of its Riemann surface. We shall call simple resurgent function a resurgent function $\varphi(z)$ whose minor $\hat{\varphi}(\zeta)$ has only singularities of the form

$$
\hat{\varphi}(\omega+\zeta)=\frac{c}{2 \pi i \zeta}+\hat{\psi}(\zeta) \frac{\log \zeta}{2 \pi i}+\hat{R}(\zeta)
$$

with $c \in \mathbf{C}$ and $\hat{\psi}, \hat{R} \in \mathbf{C}\{\zeta\}$. Simple resurgent functions form a subalgebra, which contains $Y_{-}$and all the other resurgent functions that appear in the sequel.

Remark 2. When writing in details the proof of Proposition 5.1, one obtains, in fact, exponential bounds in any sector $S_{\alpha}^{+}=\left\{\zeta \in \mathbf{C}^{*} /-\pi+\alpha \leq \arg \zeta \leq \pi-\alpha\right\}(\alpha$ being a small positive angle):

$$
\forall \zeta \in S_{\alpha}^{+},\left|\hat{Y}_{-}(\zeta)\right| \leq \text { const } e^{\rho|\zeta|}
$$

where the positive number $\rho$ depends on the radii of convergence of $H^{+}$and $H^{-}$and on $\alpha$. This allows us to apply Laplace transform in any direction different from the direction of $\mathbf{R}^{-}$.

Laplace transform in a direction $\theta$ is defined by

$$
\mathcal{L}^{\theta}: \hat{\varphi}(\zeta) \mapsto \varphi^{\theta}(z)=\int_{0}^{e^{i \theta} \infty} \hat{\varphi}(\zeta) e^{-z \zeta} d \zeta
$$

When applied to an analytic function of exponential type at most $\rho$ in direction $\theta$, it yields a function $\varphi^{\theta}$ analytic in a half-plane bisected by the conjugate direction: $\operatorname{Re}\left(z e^{i \theta}\right)>\rho$. If $\hat{\varphi}$ has at most exponential growth and no singularity in a sector of aperture $\alpha$ (in $\zeta$-plane), by moving the direction of integration and using Cauchy theorem, we get a function analytic in a sectorial neighborhood of infinity of aperture $\pi+\alpha$ (in $z$-plane) $)^{2}$; moreover, in this neighborhood, $\varphi^{\theta}(z)$ is asymptotic in Gevrey- 1 sense ${ }^{3}$ to the formal series $\varphi=\mathcal{B}^{-1} \hat{\varphi}$ (a series which is the result of termwise application of Laplace transform to the Taylor series of $\hat{\varphi}: \mathcal{B}^{-1}$ is, in fact, the formal Laplace transform).

So, by choosing different values for $\theta$, it is possible to associate to the formal series $\varphi(z)$ a family of sectorial germs $\left\{\varphi^{\theta}(z)\right\}$. When the series $\varphi$ is convergent, the different $\varphi^{\theta}$,s yield the same analytic germ at infinity: the sum of $\varphi$. In general, the passage from $\varphi$ to $\varphi^{\theta}$ through $\mathcal{L}^{\theta} \circ \mathcal{B}$ may be considered as a resummation process, since multiplication of formal series is taken to multiplication of sectorial germs, and differentiation w.r.t. $z$ is respected too. We sum up this Borel-Laplace process in the following diagram.
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Applying Laplace transform $\mathcal{L}^{\theta}$ to $\hat{Y}_{-}$with $\left.\theta \in\right]-\pi, \pi[$, we get an analytic function defined in a sectorial neighborhood of infinity of aperture $3 \pi$ in $z$-plane, which is a solution of (5.1). In particular, we have two possible summations of the formal solution $Y_{-}$in the half-plane $\{\operatorname{Re} z<0\}$ near infinity: $Y_{-}^{\theta}$ with $\theta$ close to $\pi$, and $Y_{-}^{\theta^{\prime}}$ with $\theta^{\prime}$ close to $-\pi$. These functions correspond respectively to the solutions $p_{0}(\tau)$ and $\tilde{p}_{0}(\tau)$ Theorem 3.1 refers to.

The question now is to compute the difference $Y_{-}^{\theta^{\prime}}-Y_{-}^{\theta}$; we shall do it by analyzing the singularities of the minor $\hat{Y}_{-}$.
5.2.2. Formal integral. Before that, we will study a formal object, more general than the formal solution $Y_{-}$, which solves (5.1) too: the formal integral. We shall see that $Y_{-}$is the first term of a sequence $\left(\phi_{n}(z)\right)$ of simple resurgent functions such that

$$
Y(z, u)=\sum_{n \geq 0} u^{n} e^{n z} \phi_{n}(z) \in \mathbf{C}\left[\left[z^{-1}, u e^{z}\right]\right]
$$

[^80]$$
\forall N \geq 1, \forall z \in \bar{S},|z|^{N+1}\left|\varphi^{\theta}(z)-\sum_{n=0}^{N-1} \varphi_{n} z^{-n-1}\right| \leq C K^{N} N!
$$
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formally satisfies the equation. This means that (5.1) is formally conjugated to

$$
\begin{equation*}
\frac{d X}{d z}=X \tag{5.3}
\end{equation*}
$$

through the formal diffeomorphism

$$
Y=\Phi(z, X)=\sum_{n \geq 0} X^{n} \phi_{n}(z) \in \mathbf{C}\left[\left[z^{-1}, X\right]\right]
$$

Due to the fact that we deal with a Riccati equation, the formal integral admits a simple expression.

Proposition 5.2. There are formal series $Y_{+} \in z^{-1} \mathbf{C}\left[\left[z^{-1}\right]\right]$ and $Y_{0}(z) \in 1+$ $z^{-1} \mathbf{C}\left[\left[z^{-1}\right]\right]$ such that

$$
Y(z, u)=\frac{u e^{z} Y_{0}(z)+Y_{-}(z)}{u e^{z} Y_{0}(z) Y_{+}(z)+1}
$$

formally solves (5.1). Like $Y_{-}$, these formal series are simple resurgent functions; ${ }^{4}$ their Borel transforms have singularities over $\mathbf{Z}$ only, and at most exponential growth at infinity.

Proof. First we observe that our equation is equivalent to

$$
\begin{equation*}
-\frac{d}{d z}(1 / Y)=1 / Y+H^{+}(z)+H^{-}(z)(1 / Y)^{2} \tag{5.4}
\end{equation*}
$$

Thus, using the same arguments that we used for proving Proposition 5.1, we see that there is a unique formal series $Y_{+} \in z^{-1} \mathbf{C}\left[\left[z^{-1}\right]\right]$ whose inverse solves (5.1), and that it is a simple resurgent function whose Borel transform has singularities over the positive integers only and at most exponential growth.

Expecting a linear fractional dependence on the free parameter, we perform the change of unknown function

$$
Y=\frac{a+Y_{-}(z)}{a Y_{+}(z)+1}
$$

[^81]It yields the equation $d a / d z=a\left(1+H^{+} Y_{-}+H^{-} Y_{+}\right)$: the general solution is $a=$ $u e^{z+\alpha(z)}$, where $\alpha$ is the unique formal series without constant term of derivative $H^{+} Y_{-}+$ $H^{-} Y_{+}$. The series $\alpha$ is a simple resurgent function; its Borel transform

$$
\hat{\alpha}(\zeta)=-\frac{1}{\zeta}\left(\hat{H}^{+} * \hat{Y}_{-}+\hat{H}^{-} * \hat{Y}_{+}\right)
$$

has singularities over $\mathbf{Z}^{*}$ only and at most exponential growth. Its exponential $Y_{0}=e^{\alpha}$ inherits this property, by general properties of exponentiation of resurgent functions ([4, 2] : $Y_{0}$ has constant term 1 and its minor $\hat{Y}_{0}(\zeta)=\sum_{n \geq 1} \hat{\alpha}^{* n} / n$ ! is analytic in the universal covering of $\mathbf{C} \backslash \mathbf{Z}$, with no singularity at the origin on the main sheet).

So, we have $Y(z, u)=\sum_{n \geq 0} u^{n} e^{n z} \phi_{n}(z)$ with $\phi_{0}=Y_{-}$, and for positive $n$,

$$
\phi_{n}=(-1)^{n-1} Y_{0}^{n} Y_{+}^{n-1}\left(1-Y_{-} Y_{+}\right)
$$

If we apply Laplace transform in a nonsingular direction $\theta$, we obtain a one-parameter family of analytic solutions of (5.1):

$$
Y^{\theta}(z, u)=\sum_{n \geq 0} u^{n} e^{n z} \mathcal{L}^{\theta} \hat{\phi}_{n}=\frac{u e^{z} Y_{0}^{\theta}(z)+Y_{-}^{\theta}(z)}{u e^{z} Y_{0}^{\theta}(z) Y_{+}^{\theta}(z)+1}
$$

defined for $\operatorname{Re}\left(z e^{i \theta}\right)-\rho>$ const. $\left|u e^{z}\right|$ (a condition meant to ensure that the Laplace transforms of $\hat{Y}_{0}, \hat{Y}_{-}, \hat{Y}_{+}$are defined and that the denominator in $Y^{\theta}(z, u)$ does not vanish).

In the convolutive model, we can apply Cauchy theorem and move the direction of integration in the upper or lower half-plane (depending on the value of $\theta$ ). This provides an analytic continuation of $Y^{\theta}(z, u)$ allowing $z$ to vary in a sectorial neighborhood of infinity of aperture $2 \pi$, that we call $Y^{+}(z, u)$ or $Y^{-}(z, u)$ as illustrated in the following diagram.
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Thus, we essentially have two one-parameter families of analytic solutions of (5.1), characterized by their asymptotic behavior in the above-mentioned domains in $z$ plane. There must be some connection between them: a member $Y^{+}(., u)$ of the first family has to coincide with some member $Y^{-}\left(., u^{\prime}\right)$ of the other family for values of $z$ with negative real part, and with some solution $Y^{-}\left(., u^{\prime \prime}\right)$ for values of $z$ with positive real part. These connection formulae will be computed in the following sections.

We are especially concerned with the functions $Y^{+}(z, 0)$ and $Y^{-}(z, 0)$ which correspond respectively to $p_{0}(\tau)$ and $\tilde{p}_{0}(\tau)$. At this stage, the first two statements of Theorem 3.1 are proved; the unicity assertion for the second one, for instance, is a consequence of the following easy lemma.

Lemma 5.3. If $u \in \mathbf{C}^{*}, Y^{-}(z, u)$ is defined for $\operatorname{Re} z \leq 0$, $\operatorname{Im} z \geq 0$, and $|z|$ big enough, and

$$
Y^{-}(z, u)-Y^{-}(z, 0)=u e^{z}\left(1+O\left(z^{-1}\right)\right)
$$

Indeed any solution of (5.1) analytic in a neighborhood of $i . \infty$ on the imaginary axis has to coincide with some function $Y^{-}(z, u)$; only one tends to 0 as $\operatorname{Im} z$ tends to infinity, and it corresponds to $u=0$.

And now we see that in order to prove the last statement of the theorem, we simply need to compute the value $u_{0}$ of the parameter such that $Y^{+}(z, 0)=Y^{-}\left(z, u_{0}\right)$ for $\operatorname{Re} z<0$ and to apply the lemma.
5.2.3. Alien calculus. It is essential to be able to analyze the singularities that appear in the convolutive model, for they are responsible for the divergence in the formal model. This is done by means of alien calculus, one of the main features of Écalle's theory, which relies on a new family of derivations: the alien derivations. Let's introduce them in the case of simple resurgent functions.

Let $\omega$ be in $\mathbf{C}^{*}$. We define an operator $\Delta_{\omega}$ in the following way: given a simple resurgent function $\varphi(z)$, let's try to follow the analytic continuation of its minor $\hat{\varphi}(\zeta)$ along the half-line issuing from the origin and passing by $\omega$ (the minor is defined by the Borel transform of $\varphi$ without taking into account the constant term if there is any); on this line, there is an ordered sequence $\left(\omega_{1}, \omega_{2}, \ldots\right)$ of singular points to be circumvented. If $r \geq 1$, we obtain in this way $2^{r-1}$ determinations of the minor in the segment $] \omega_{r-1}, \omega_{r}\left[\right.$ (with the convention $\omega_{0}=0$ if $r=1$ - in this case, there is only one determination), and we denote them by

$$
\hat{\varphi}_{\omega_{1}, \ldots, \omega_{r-1}}^{\varepsilon_{1}, \ldots, \varepsilon_{r-1}}
$$

each $\varepsilon_{i}$ being a plus or minus sign indicating whether $\omega_{i}$ is circumvented to the right or to the left:
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- If $\omega \notin\left\{\omega_{1}, \omega_{2}, \ldots\right\}$, we set

$$
\Delta_{\omega} \varphi=0
$$

- If $\omega=\omega_{r}$ for $r \geq 1$, each of the above-mentioned determinations may have a singularity at $\omega$ :

$$
\hat{\varphi}_{\omega_{1}, \ldots, \omega_{r-1}}^{\varepsilon_{1}, \ldots, \varepsilon_{r-1}}(\omega+\zeta)=\frac{c_{\omega_{1}, \ldots, \varepsilon_{r-1}}^{\varepsilon_{1}, \ldots, \omega_{r-1}}}{2 \pi i \zeta}+\hat{\psi}_{\omega_{1}, \ldots, \omega_{r-1}}^{\varepsilon_{1}, \ldots, \varepsilon_{r-1}}(\zeta) \frac{\log \zeta}{2 \pi i}+\text { regular function }
$$

and we set

$$
\begin{equation*}
\Delta_{\omega_{r}} \varphi=\sum_{\varepsilon_{1}, \ldots, \varepsilon_{r-1}} \frac{p(\varepsilon)!q(\varepsilon)!}{r!}\left(c_{\omega_{1}, \ldots, \omega_{r-1}}^{\varepsilon_{1}, \ldots, \varepsilon_{r-1}}+\mathcal{B}^{-1} \hat{\psi}_{\omega_{1}, \ldots, \omega_{r-1}}^{\varepsilon_{1}, \ldots, \varepsilon_{r-1}}\right) \tag{5.5}
\end{equation*}
$$

where the integers $p$ and $q=r-1-p$ are the numbers of plus signs and of minus signs in the sequence $\left(\varepsilon_{1}, \ldots, \varepsilon_{r-1}\right)$.
It is easy to check the consistency of this definition. In some sense, $\Delta_{\omega} \varphi$ is a wellbalanced average of the singularities of the determinations of the minor over $\omega$; adding or removing false singularities in the list $\left(\omega_{1}, \omega_{2}, \ldots\right)$ would not affect the result, which
is a simple resurgent function (the definitions of section 5.2.1 were formulated exactly for this purpose).

The definition of operators $\Delta_{\omega}$ for more general algebras of resurgence is given in $[4,5,6]$. In fact, these operators encode the whole singular behavior of the minor; given a sequence of points $\left(\omega_{1}, \ldots, \omega_{n}\right)$ in $\mathbf{C}^{*}$, not necessarily on the same line, the composed operator $\Delta_{\omega_{n}} \cdots \Delta_{\omega_{1}}$ measures singularities over the point $\omega_{1}+\cdots+\omega_{n}$.

The main property that makes these operators very useful in practice is the following: the $\Delta_{\omega}$ are derivations of the algebra of resurgent functions, i.e.,

$$
\forall \omega \in \mathbf{C}^{*}, \forall \varphi_{1}, \varphi_{2} \text { resurgent functions, } \Delta_{\omega}\left(\varphi_{1} \varphi_{2}\right)=\left(\Delta_{\omega} \varphi_{1}\right) \varphi_{2}+\varphi_{1}\left(\Delta_{\omega} \varphi_{2}\right)
$$

By contrast with the natural derivation $\frac{d}{d z}$, they are called alien derivations.
Alien derivations interact with natural derivations according to the rule

$$
\frac{d}{d z} \Delta_{\omega} \varphi=\Delta_{\omega} \frac{d \varphi}{d z}+\omega \Delta_{\omega} \varphi
$$

which reads

$$
\begin{equation*}
\frac{d}{d z} \dot{\Delta}_{\omega} \varphi=\dot{\Delta}_{\omega} \frac{d \varphi}{d z} \tag{5.6}
\end{equation*}
$$

when one introduces the symbol $\dot{\Delta}_{\omega}=e^{-\omega z} \Delta_{\omega}$ (pointed alien derivation). But the $\left(\Delta_{\omega}\right)_{\omega \in \mathbf{C}^{*}}$ generate a free Lie algebra.

Finally, let's state the other property that we shall use: suppose that all the singularities of the minor of $\varphi$ in a sector $\left\{\theta<\arg \zeta<\theta^{\prime}\right\}$ form an ordered sequence $\left(\omega_{1}, \omega_{2}, \ldots\right)$ on a half-line inside the sector
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and that we can apply Borel-Laplace summation process, then
$\varphi^{\theta}=\varphi^{\theta^{\prime}}+\sum_{r \geq 1 ; i_{1}, \ldots, i_{r} \geq 1} \frac{1}{r!} e^{-\left(\omega_{i_{1}}+\ldots+\omega_{i_{r}}\right) z}\left(\Delta_{\omega_{i_{1}}} \cdots \Delta_{\omega_{i_{r}}} \varphi\right)^{\theta^{\prime}}=\left[\left(\exp \sum_{i \geq 1} \dot{\Delta}_{\omega_{i}}\right) \cdot \varphi\right]^{\theta^{\prime}}$
if we systematically use the notation $\psi^{\theta}$ for $\mathcal{L}^{\theta} \mathcal{B} \psi$, and $\left(e^{-\omega z} \psi\right)^{\theta}$ for $e^{-\omega z} \psi^{\theta}$.
5.2.4. Bridge equation. Coming back to our Riccati equation (5.1), let's try to compute the alien derivatives of the various simple resurgent functions that appear in the formal integral of Proposition 5.2. We shall use the generating series

$$
Y(z, u)=\sum_{n \geq 0} u^{n} e^{n z} \phi_{n}(z), \Delta_{\omega} Y=\sum_{n \geq 0} u^{n} e^{n z} \Delta_{\omega} \phi_{n}
$$

and we shall assume $\omega \in \mathbf{Z}^{*}$, since we already know that $\Delta_{\omega} Y$ vanishes if it is not the case.

Of course, it is equivalent to look for $\dot{\Delta}_{\omega} Y$, and it turns out that one can easily derive from (5.1) a deep relation, simply by applying $\dot{\Delta}_{\omega}$ to the equation itself. One obtains a linear equation for $\dot{\Delta}_{\omega} Y$

$$
\frac{d}{d z}\left(\dot{\Delta}_{\omega} Y\right)=\left(1+2 H^{+} Y\right) \dot{\Delta}_{\omega} Y
$$

(because pointed alien derivations commute with natural derivation, vanish on convergent series like $H^{ \pm}$, and satisfy Leibniz rule), which admits $\partial Y / \partial u$ as a nontrivial solution, so that there must be some proportionality relationship

$$
\dot{\Delta}_{\omega} Y=A_{\omega}(u) \frac{\partial Y}{\partial u}
$$

Simple arguments show that the coefficient $A_{\omega}(u)$ must be zero if $\omega \leq-2$ (because $\phi_{1} \neq 0$, so the valuation of $\partial Y / \partial u$ w.r.t. $e^{z}$ is exactly 1 ), that it is of the form $A_{\omega}(u)=A_{\omega} u^{\omega+1}$ (for homogeneity reasons), and finally that it is zero if $\omega \geq 2$ (Because one can repeat everything with (5.4); it's only here that we use the fact that (5.1) is a Riccati equation and not a more general nonlinear equation). We end up with the following proposition.

Proposition 5.4. There exist $A^{-}, A^{+} \in \mathbf{C}$ such that

$$
\begin{aligned}
\dot{\Delta}_{-1} Y & =A^{-} \partial \frac{Y}{\partial u} \\
\dot{\Delta}_{+1} Y & =-A^{+} u^{2} \partial \frac{Y}{\partial u} \\
\dot{\Delta}_{\omega} Y & =0 \text { if } \omega \notin\{-1,+1\}
\end{aligned}
$$

So, the action of alien derivations on the formal integral is equivalent to the action of some differential operator: this important and very general result was called bridge equation by Écalle, since it throws a bridge between alien and ordinary calculus. When interpreted in the convolutive model, it expresses a strong link between an analytic germ at the origin and its singularities: in some ways, the germ reproduces itself at singular points, and this was the reason for naming "resurgent" such an object. Of course, with our definitions, not all resurgent functions have this property, but Écalle observed that it holds for all resurgent functions that arise "naturally" (as solutions of some analytic problem).

For instance, bridge equation holds for more general nonlinear equations, but in contrast with Riccati case, there can then be an infinity of numbers $A_{\omega}, \omega \in$ $\{-1,1,2, \ldots\}$; they are called analytic invariants of the equation, because it can be proven that two such equations are analytically (not only formally) conjugated if and only if they have the same set of $A_{\omega}$ 's.

Thus, in our problem, inside the class of formally conjugated equations (5.1) (they are all conjugated to (5.3)), analytic classes are parametrized by a pair of two numbers.

Alien derivatives can be computed explicitly in terms of the two analytic invariants $A^{-}$and $A^{+}$:

$$
\begin{array}{ll}
\Delta_{-1} Y_{-}=A^{-} Y_{0}\left(1-Y_{-} Y_{+}\right), & \Delta_{+1} Y_{-}=0 \\
\Delta_{-1} Y_{+}=0, & \Delta_{+1} Y_{+}=A^{+} Y_{0}^{-1}\left(1-Y_{-} Y_{+}\right) \\
\Delta_{-1} Y_{0}=-A^{-} Y_{0}^{2} Y_{+}, & \Delta_{+1} Y_{0}=A^{+} Y_{-}
\end{array}
$$

In particular, $\Delta_{ \pm 1} Y_{ \pm}=A^{ \pm}+O\left(z^{-1}\right)$, which means that $A^{ \pm}$is the residuum of $\hat{Y}_{ \pm}(\zeta)$ at the point $\pm 1$. These two numbers are transcendent functions of the convergent germs $H^{+}$and $H^{-}$; we shall see later how to compute them in special cases. The vanishing of alien derivatives at integer points other than $\pm 1$ does not mean that there is no singularity at those points: these other singularities can be detected by iterating bridge equation.

Bridge equation may be used for other purposes than analytic classification: formula (5.7) can be justified with $\varphi=Y(., u)$, and we are now in a position to compare $Y^{-}(z, u)$ and $Y^{+}(z, u)$, the two families of solutions of (5.1) we obtained by resummation at the end of section 5.2.2. In the sequel, we shall take various values of $z$ with big enough modulus and appropriated values of $u$ in order to have $Y^{ \pm}(z, u)$ defined.

If Re $z<0$, applying formula (5.7) with $\theta<\pi<\theta^{\prime}$ (and these angles both close to $\pi$ ) yields

$$
Y^{\theta}(z, u)=\left[\exp \dot{\Delta}_{-1}\right]^{\theta^{\prime}}(z, u)=\left[\exp \left(A^{-} \frac{\partial}{\partial u}\right)\right]^{\theta^{\prime}}(z, u)=Y^{\theta^{\prime}}\left(z, u+A^{-}\right)
$$

that is

$$
\begin{equation*}
Y^{+}(z, u)=Y^{-}\left(z, u+A^{-}\right) \tag{5.8}
\end{equation*}
$$

and similarly, if $\operatorname{Re} z>0$, choosing $\theta<0<\theta^{\prime}$,

$$
\begin{equation*}
Y^{-}(z, u)=Y^{+}\left(z, \frac{u}{1+A^{+} u}\right) \tag{5.9}
\end{equation*}
$$

Let's take $u=0$ : we already knew that $Y^{+}(z, 0)$ and $Y^{-}(z, 0)$ coincide for $\operatorname{Re} z>$ 0 (as was noticed at the end of section 5.2.1), but now, formula (5.8) and Lemma 5.3 show that, for $\operatorname{Re} z<0$ and $\operatorname{Im} z>0$,

$$
Y^{+}(z, 0)-Y^{-}(z, 0)=A^{-} e^{z}\left(1+O\left(z^{-1}\right)\right)
$$

Finally, when the original variable $\tau=-i z / 2$ has positive real and imaginary parts,

$$
\begin{equation*}
p_{0}(\tau)-\tilde{p}_{0}(\tau)=A^{-} e^{2 i \tau}\left(1+O\left(\tau^{-1}\right)\right) \tag{5.10}
\end{equation*}
$$

5.3. Computation of analytic invariants. To complete the proof of Theorem 3.1, we only need to compute the coefficient $A^{-}$associated with an equation

$$
\begin{equation*}
\frac{d Y}{d z}=Y+\frac{1}{6 z}\left(1-Y^{2}\right) \tag{5.11}
\end{equation*}
$$

deduced from (3.3) by the change of variable $z=2 i \tau$, and to put it inside formula (5.10).

We shall, in fact, compute the pair of analytic invariants for all equations

$$
\begin{equation*}
\frac{d Y}{d z}=Y-\frac{1}{2 \pi i z}\left(B^{-}+B^{+} Y^{2}\right) \tag{5.12}
\end{equation*}
$$

where $B^{ \pm} \in \mathbf{C}$. The result is proved in the second volume of [4], but we present here an alternative method.

Proposition 5.5. The analytic invariants of (5.12) are given by

$$
A^{-}=B^{-} \sigma\left(B^{-} B^{+}\right), A^{+}=-B^{+} \sigma\left(B^{-} B^{+}\right)
$$

where $\sigma(b)=\frac{2}{b^{1 / 2}} \sin \frac{b^{1 / 2}}{2}$. Note that this implies $A^{-}=-i$ in the case of (5.11), as required for ending the proof of the theorem.

Proof. Let's begin with a few simple remarks. The coefficient $A^{ \pm}$is the residuum at $\pm 1$ of the Borel transform of $Y_{ \pm}$, where $Y_{-}(z)$ is the unique formal solution of (5.12) and $Y_{+}(z)$ the unique formal solution of the equation corresponding to (5.4). It is easy to see that

$$
Y_{-}(z)=B^{-} y(z), Y_{+}(z)=-B^{+} y(-z)
$$

where $y$ is the unique formal solution of an equation depending only on $b=B^{-} B^{+}$:

$$
\frac{d y}{d z}=y-\frac{1}{2 \pi i z}\left(1+b y^{2}\right)
$$

If we solve the Borel transform of this equation like we did in the proof of Proposition 5.1 (by expanding everything in powers of $b$ ), we find for the residuum of $\hat{y}(\zeta)$ at -1 an analytic function $\sigma(b)$ such that $\sigma(0)=1$, and we obtain $A^{-}=B^{-} \sigma(b)$ and $A^{+}=-B^{+} \sigma(b)$.

Rather than studying the power expansion of $\sigma(b)$ (this is more or less what is done in [4, Vol. 2, pp. 476-480], but in a very efficient manner through the theory of moulds), we prefer to perform the change of unknown function

$$
y(z)=\frac{2 \pi i}{b} \cdot \frac{z q^{\prime}(z)}{q(z)}
$$

which leads us to a second-order linear equation

$$
z^{2} q^{\prime \prime}+\left(z-z^{2}\right) q^{\prime}-\beta^{2} q=0
$$

where $\beta^{2}=\frac{b}{4 \pi^{2}}$. We assume in the the sequel that $\operatorname{Re} \beta>0$ (excluding real nonpositive values of $b$ is innocuous since the function $\sigma$ is analytic).

We exploit the peculiar form of this new equation, and write its unique formal solution with constant term 1 as the product of a monomial and expansion in fractional powers of $z$ :

$$
\begin{equation*}
q(z)=z^{\beta} r(z)=1+O\left(z^{-1}\right), \quad r(z) \in z^{-\beta} \mathbf{C}\left[\left[z^{-1}\right]\right] \tag{5.13}
\end{equation*}
$$

The series $r(z)$ may be called resurgent if we extend the definition of Borel transform by

$$
z^{-\nu} \mapsto \zeta^{\nu-1} / \Gamma(\nu), \text { if } \nu \in \mathbf{C} \text { and } \operatorname{Re} \nu>0
$$

and admit among resurgent functions all formal series (with possibly fractional powers) whose Borel transform, which may now be ramified at the origin and has endless analytic continuation. The convolution of minors is defined as before and we are still dealing with an algebra.

The point is that alien derivatives of $r$ are easy to compute, for the equation it satisfies

$$
\begin{equation*}
r^{\prime \prime}+\left(-1+(2 \beta+1) z^{-1}\right) r^{\prime}-\beta z^{-1} r=0 \tag{5.14}
\end{equation*}
$$

can be solved explicitly in the convolutive model.

Lemma 5.6. The Borel transform $\hat{r}=\mathcal{B} r$ is given by

$$
\hat{r}(\zeta)=\frac{\zeta^{\beta-1}}{\Gamma(\beta)}(1+\zeta)^{\beta}
$$

Proof. The Borel transform of (5.14)

$$
\left(\zeta^{2}+\zeta\right) \hat{r}-(2 \beta+1) 1 *(\zeta \hat{r})-\beta(1 * \hat{r})=0
$$

is equivalent to a first-order linear equation obtained by differentiation with respect to $\zeta$ (this was the only purpose of the change of unknown function (5.13)),

$$
\zeta(\zeta+1) \frac{d \hat{r}}{d \zeta}=[(2 \beta-1) \zeta+\beta-1] \hat{r}
$$

Alien calculus applies in this slightly generalized context. We only need to be careful about the determination of $\zeta^{\beta}$ we use (let's say it is the principal one) and about the sheet of the Riemann surface of the logarithm we look at. In particular, alien derivations are now indexed by points in this Riemann surface rather than by points in $\mathbf{C}^{*}$, and in order to compute $\Delta_{e^{i \pi}} r$ we perform a translation,

$$
\hat{r}\left(e^{i \pi}+\zeta\right)=e^{i \pi(\beta-1)} \frac{\zeta^{\beta}}{\Gamma(\beta)}(1-\zeta)^{\beta-1}
$$

and take the variation of the resulting singular germ (just as we were asked to retain the coefficient of $\log \zeta / 2 \pi i$ in the case of pure logarithmic singularities, according to formula (5.5)),

$$
\mathcal{B} \Delta_{e^{i \pi}} r=-e^{i \pi \beta}\left(1-e^{2 i \pi \beta}\right) \frac{\zeta^{\beta}}{\Gamma(\beta)}(1-\zeta)^{\beta-1}
$$

We deduce that

$$
\Delta_{e^{i \pi}} r=-e^{i \pi \beta}\left(1-e^{2 i \pi \beta}\right) \beta z^{-\beta-1}\left(1+O\left(z^{-1}\right)\right)
$$

and

$$
\Delta_{-1} q=z^{\beta} \Delta_{e^{i \pi}} r=-2 i \beta \sin (\pi \beta) z^{-1}\left(1+O\left(z^{-1}\right)\right)
$$

Finally we use Leibniz rule and formula (5.6):

$$
\Delta_{-1} y=\frac{2 \pi i}{b} z \Delta_{-1}\left(q^{\prime} / q\right)=\frac{2}{b^{1 / 2}} \sin \frac{b^{1 / 2}}{2}+O\left(z^{-1}\right)
$$

The constant term of the alien derivative is the residuum $\sigma(b)$.
6. Remarks on general nonlinear inner equations: The Kruskal-Segur strategy. Formula $p_{0}(\tau)-\tilde{p}_{0}(\tau)=-i e^{2 i \tau}\left(1+O\left(\tau^{-1}\right)\right)$ obtained in Theorem 3.1 for the inner equation (3.3) has been crucial for determining $w(+\infty, \varepsilon)$ and thus $\Delta I^{2}(\varepsilon)$, and this was the aim of the previous section. There (3.3) is studied by the resurgence theory obtaining the formula (5.10): $p_{0}(\tau)-\tilde{p}_{0}(\tau)=A^{-} e^{2 i \tau}\left(1+O\left(\tau^{-1}\right)\right)$. In order to compute exactly the coefficient $A^{-}(=-i)$ in the subsection 5.3 , it is essential to be assured that (3.3) can be transformed into a second-order linear equation. However, in most applications (for example, for standard maps, see [7]) the inner equation is
not a Riccati equation and the method outlined in section 5 does not give quantitative results. Nevertheless, in the general case we can join the resurgence method with the Kruskal and Segur strategy [8]. This strategy adapted to our case would have the following form.

The main idea is that $A^{-}$can be computed looking at the coefficients of the formal solution of (3.3). Following the Kruskal-Segur strategy one can see that the growth of $a_{n}$ is controlled comparing them with the coefficients $b_{n}$ of the associated linear problem.

In this sense let $\sum_{n \geq 0} a_{n} \tau^{-n-1}$ be the formal solution of (3.3), which vanish at $-\infty$ (and, in fact, at $+\infty$ ), and let $\sum_{n \geq 0} b_{n} \tau^{-n-1}$ be the associated formal solution of the linear part of (3.3) $q_{0}^{\prime}=2 i q_{0}+(1) / 6 \tau$. We obtain that $b_{n}=$ $(-1)^{n+1}(1) / 12 i(n!) /(2 i)^{n}$ and as a first step in this method we would have to prove the following.

Proposition 6.1. $a_{n}=k_{n} b_{n}$, where $k_{n}=3 / \pi+O\left(\frac{1}{n}\right)$, as $n \rightarrow \infty$.
In our case we have numerical evidences of this result, and probably using the special form of our equation it could be proved analytically (see [17]). In this paper, we have not adopted this strategy because of the special form of our equation where this result is a consequence of the computation of $\Delta_{-1} Y_{-}$in section 5 .

Proposition 6.1 would be essential to control the behavior of the Borel transform of our solution. Let $\varphi(\xi):=\sum_{n \geq 0}\left(a_{n} \xi^{n}\right) / n$ ! be the Borel transformation of $\sum_{n \geq 0} a_{n} \tau^{-n-1}$ and $\varphi_{0}(\xi):=3 / \pi \sum_{n \geq 0}\left(b_{n} \xi^{n}\right) / n!=-(1 / 2 \pi)(1 / 2 i+\xi)$ the Borel transformation of $3 / \pi \sum_{n \geq 0} b_{n} \tau^{-n-1}$, and let us call $\varphi_{1}:=\varphi-\varphi_{0}$. Finally, let $f(\tau)$ be the Borel resummation of $\varphi(\xi)$, that is, its Laplace transform in some direction of the upper plane $\operatorname{Im} \xi>0$. As we know exactly $\varphi_{0}(\xi)$ in all the complex plane, this method allows us to compute its contribution to the resummation $f(\tau)$. Nevertheless, it would remain to prove that $\varphi_{1}(\xi)$ contributes to $f(\tau)$ only with higher-order terms. In order to prove this, it would be necessary to know the behavior of $\varphi_{1}(\xi)$, and, for our case, this is done in Proposition 6.2.

Proposition 6.2.
i. $\varphi_{0}$ has a unique singularity at $-2 i$, which is a pole with residue $-\frac{1}{2 \pi}$,
ii. $\varphi_{1}$ has logarithmic singularities at $-2 i,-4 i,-6 i, \ldots$,
iii. Moreover, $f(\tau)$ is Gevrey- 1 asymptotic to the formal solution $\sum_{n \geq 0} a_{n} \tau^{-n-1}$ in the sector $-3 \pi / 2+\alpha \leq \arg \tau \leq \pi / 2-\alpha$, when $|\tau| \rightarrow \infty \ldots$
An analogous proposition is studied in section 5 with the help of resurgent theory for our equation, and it seems that this can be generalized to other equations, as in [15]. Resurgent theory gives us the location of the singularities of $\varphi_{1}$, as well as their type and, consequently, their contribution to the "resummation" $f(\tau)$.

Finally, as a last step of this method, putting together Propositions 6.1 and 6.2 we would have the following.

Proposition 6.3.
i. $f(\tau)=p_{0}(\tau) \quad$ if $\pi / 2<\arg \tau<2 \pi$,
ii. $f(\tau)=\tilde{p}_{0}(\tau) \quad$ if $-\pi<\arg \tau<\pi / 2$.

Then, for $\tau$ such that $0 \leq \arg \tau<\pi / 2$, one can use the analytic continuation of $f(\tau)$, and using these propositions and the Cauchy theorem, one can see that in our equation:

$$
p_{0}(\tau)-\tilde{p}_{0}(\tau)=\int_{-\infty}^{+\infty} e^{-\tau s} \varphi(s) d s
$$

$$
\begin{aligned}
& =\int_{-\infty}^{+\infty} e^{-\tau s} \varphi_{0}(s) d s+\int_{-\infty}^{+\infty} e^{-\tau s} \varphi_{1}(s) d s \\
& =e^{2 i \tau}\left(-i+O\left(\tau^{-1}\right)\right)
\end{aligned}
$$

Observe that following the Kruskal-Segur strategy we can compute the coefficient $A^{-} /(2 \pi i)$ as the residue of the Borel transform $\varphi_{0}$ at its pole $-2 i$. We are convinced that the link between the resurgence approach and Kruskal-Segur strategy rests on the fact that, in general, all the successive approximations of the corresponding (5.2) have a pole at $-2 i$. Then $\varphi_{0}$ would be the summation of all the polar parts at $-2 i$ of those approximations, and its residue the sum of their residues (which corresponds to the coefficient $A^{-}$computed in Proposition 5.5).
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#### Abstract

We analyze singular perturbations in elliptic equations, subjected to various boundary conditions, in which the diffusion is going to infinity in localized regions inside the domain and therefore solutions undergo a localized spatial homogenization. The limiting elliptic operator is analyzed as well as convergence of solutions, eigenvalues, and eigenvectors.
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1. Introduction. When dealing with the modeling of some physical problem it is often the case that there are some physical properties that differ very strongly from one part of the physical system to the other. As a consequence the constituting laws, although obeying a general formulation, have some significant differences depending on what part of the system one is looking at. This, in turn, implies that the differential equations describing the behavior of the system may also have different properties all along the system. In some cases this leads to the existence of some singularities in the equations and/or in the solutions. It is also often the case that one must study some singular limit problem because some parameter of the problem is varied.

For example, in past years numerous results have been given concerning the behavior of semilinear parabolic equations (or systems)

$$
u_{t}-D \Delta u+f(u, \nabla u)=0
$$

with Neumann boundary conditions, where $u=\left(u_{1}, \ldots, u_{m}\right)^{T}$ and $D=\operatorname{diag}\left(D_{1} \ldots\right.$, $D_{m}$ ) are the (constant) diffusion coefficients, [4, 9, 11, 12, 15]. In these cases the singular limit problem is obtained when one considers the case in which the diffusivity of the component species is very large, i.e., when $D_{0}=\inf _{i}\left\{D_{i}\right\}$ is very large. Then one tries to understand the properties and behavior of the solutions as $D_{0} \rightarrow \infty$. The results in those papers assert the physically clear fact that large diffusivity implies a very rapid redistribution of the spatial inhomogeneities of $u$ and, therefore, $u$ approaches, as time increases, a function constant in space. The dynamics of the "asymptotic set of states," i.e., constant functions, is given explicitly by the kinetic equation

$$
\dot{u}+f(u, 0)=0,
$$

which is a system of ordinary differential equations (ODEs) in $\mathbb{R}^{m}$ that reflects the dynamics of the full reaction-diffusion system as $D_{0}$ increases. Therefore, the ODE is the true limiting problem for the singular limit $D_{0} \rightarrow \infty$.

[^82]The same problem was studied in [13], when only some of the diffusion coefficients are sufficiently large. Thus in this case there are strong differences in the physical properties of the species (the diffusivities). Now the equations describing the behavior of the solutions, as some of the diffusion coefficients go to infinity, consist of a system of partial differential equations (PDEs) coupled with a system of ODEs for the components that tend to be constant in space functions. Those equations are called "shadow systems." Similar situations have been considered in [6] for the case of delayed semilinear parabolic equations or in $[10,5]$, where they described the large time dynamics of parabolic equations in one-dimensional domains with the diffusion coefficient being large except in a neighborhood of a finite number of points where it becomes small. The asymptotic dynamics of the parabolic problem are again described by a system of ODEs.

For the case of semilinear wave equations describing, for example, the vibrations of an elastic body $[1,8]$ when the wave speed is large everywhere, one also expects that the solutions will converge to constant in space functions, reflecting the property that the body tends to behave as a rigid body and then all points oscillate in phase with the same amplitude and frequency. In fact the trend to spatial homogeneity has also been established $[18,3]$ provided that the damping is large enough. In this case the result states that if vibrations propagate very rapidly, then in the limit an elastic body behaves as a rigid structure.

An indication of this property of spatial homogenization, when the diffusion is very large, can be obtained from the linear elliptic problem

$$
\left\{\begin{array}{l}
-\frac{1}{\epsilon} \Delta u^{\epsilon}+\lambda u^{\epsilon}=f, \\
\frac{\partial u^{\epsilon}}{\partial \vec{n}}=0,
\end{array}\right.
$$

where after multiplying by $\epsilon$ one gets that $u^{\epsilon}$ must converge to the solution of

$$
\left\{\begin{array}{l}
-\Delta u=0, \\
\frac{\partial u}{\partial \vec{n}}=0 .
\end{array}\right.
$$

Hence $u$ must be constant. But integrating we get $\lambda \int_{\Omega} u^{\epsilon}=\int_{\Omega} f$, and in the limit $u=\frac{1}{\lambda} f_{\Omega} f$, where $f_{\Omega}=\frac{1}{|\Omega|} \int_{\Omega}$. Also, by looking at the eigenvalue problem

$$
\left\{\begin{array}{l}
-\frac{1}{\epsilon_{\epsilon}} \Delta u^{\epsilon}+\lambda u^{\epsilon}=\mu u^{\epsilon}, \\
\frac{\partial u^{\epsilon}}{\partial \vec{n}}=0,
\end{array}\right.
$$

the first eigenvalue is $\mu_{1}^{\epsilon}=\lambda$ and the first eigenfunction is $\phi_{1}^{\epsilon}=|\Omega|^{-1 / 2}$. But the second eigenvalue is

$$
\mu_{2}^{\epsilon}=\inf _{\substack{u \in H^{1}(\Omega) \\ \int u=0 \\\|u\|=1}} \frac{1}{\epsilon} \int_{\Omega}|\nabla u|^{2}+\lambda \int_{\Omega}|u|^{2} \geq \frac{1}{\epsilon} c(\Omega)+\lambda \rightarrow \infty,
$$

where we have used the Poincaré inequality for zero mean functions. These computations prove that only the first mode, i.e., the average of the solution, matters as $\epsilon$ goes to zero. Note that the previous arguments, applied to the case with Dirichlet boundary conditions, imply the solution converges to zero and all the eigenvalues converge to infinity. Therefore, boundary conditions also play a role in the determination of the limiting problem.

On the other hand, in this paper we are concerned with the case in which the diffusion coefficient becomes large in a localized region inside the physical domain of the differential equation, while it remains bounded away from zero in the rest. That situation can be found, for example, in composite materials, where the heat diffusion properties differ very strongly from one part to another of the material, or in population dynamics in which one species diffuses much faster than the others in some determined regions. Also, one can consider the vibrations of an elastic membrane and assume that some part of the membrane is made of a more rigid material than the rest. In the limit, one obtains a multistructure vibrating system composed of a rigid plate bound from its boundary to a membrane. In all these cases, passing to the singular limit can be regarded as a process describing a transition phenomena of rigidization or solidification in a composite material. In this situation one expects that in the "large diffusion" region, $\Omega_{0}$, the solution tends to be space homogeneous and satisfies an ODE, while in the other part it must satisfy a PDE. There must be also some coupling between the two equations. Our goal is then to obtain the equations that describe the limiting problem and to study the properties and relationships between the approximating problems and the limit one.

We will be concerned with linear elliptic problems, under suitable boundary conditions, and we will analyze the behavior of solutions as $\epsilon \rightarrow 0$. We will also consider the corresponding eigenvalue problems. In this way we will obtain a description of the asymptotic behavior, as $\epsilon \rightarrow 0$, of the eigenmodes and eigenfrequencies of the system. To be more precise, we will consider the family of elliptic problems

$$
\left(P_{\epsilon}\right) \begin{cases}-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u^{\epsilon}\right)+\left(\lambda+V_{\epsilon}(x)\right) u^{\epsilon}=f^{\epsilon} & \text { on } \Omega,  \tag{1.1}\\ \frac{\partial u^{\epsilon}}{\partial \vec{n}_{\epsilon}}+b_{\epsilon}(x) u^{\epsilon}=g^{\epsilon} & \text { on } \Gamma,\end{cases}
$$

where $0<\epsilon \leq \epsilon_{0}, \Omega \subset \mathbb{R}^{N}$ is a bounded regular open connected set, and $\Gamma$ is the boundary of $\Omega$. Note that $\frac{\partial u}{\partial \vec{n}_{\epsilon}}$ denotes the conormal derivative relative to the diffusion operator $-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u\right)$, i.e., $\frac{\partial u}{\partial \vec{n}_{\epsilon}}=d_{\epsilon}(x)\langle\nabla u, \vec{n}\rangle$. Also, $\lambda \in \mathbb{R}$ and the potentials $V_{\epsilon}(x)$ and $b_{\epsilon}(x)$ are given functions on $\Omega$ and $\Gamma$, respectively. Let $\Omega_{0}=\cup_{i=1}^{m} \Omega_{0, i}$ be an open subset of $\Omega$ with boundary $\Gamma_{0}=\cup_{i=1}^{m} \Gamma_{0, i}$ such that $\Omega_{0, i}$ is connected with boundary $\Gamma_{0, i}, \Gamma \cap \Gamma_{0}=\emptyset$, and $\Gamma_{0, i} \cap \Gamma_{0, j}=\emptyset$ for $i \neq j$. We denote $\Omega_{1}=\Omega \backslash \overline{\Omega_{0}}$. Note that the boundary of $\Omega_{1}$ is $\Gamma \cup \Gamma_{0}$. The diffusion coefficients $d_{\epsilon}(x), 0 \leq \epsilon \leq \epsilon_{0}$, are assumed to be smooth, strictly positive functions on $\Omega$, such that

$$
\begin{equation*}
0<m_{0} \leq d_{\epsilon}(x) \leq M_{\epsilon} \tag{1.2}
\end{equation*}
$$

for every $x \in \Omega$ and $0 \leq \epsilon \leq \epsilon_{0}$. We also assume that the diffusion is very large on $\Omega_{0}$ as $\epsilon$ approaches zero. More precisely, we assume

$$
d_{\epsilon}(x) \longrightarrow \begin{cases}\infty & \text { uniformly on compact subsets of } \Omega_{0}  \tag{1.3}\\ d_{0}(x) & \text { uniformly on } \Omega_{1}\end{cases}
$$

as $\epsilon \rightarrow 0$. Finally, the potentials verify

$$
\begin{gather*}
V_{\epsilon} \rightarrow V \in L^{q_{0}}(\Omega) \quad \text { with } q_{0} \begin{cases}>N / 2 & \text { if } N \geq 3, \\
>1 & \text { if } N=2, \\
\geq 1 & \text { if } N=1,\end{cases}  \tag{1.4}\\
b_{\epsilon} \rightarrow b \in L^{q_{1}}(\Gamma) \text { with } q_{1} \begin{cases}>N-1 & \text { if } N \geq 3, \\
>1 & \text { if } N=2, \\
\geq 1 & \text { if } N=1\end{cases} \tag{1.5}
\end{gather*}
$$

We will show that the family of solutions to these problems, $\left\{u^{\epsilon}\right\}_{\epsilon}$, converges, in some sense, to a function $u$ that is constant in $\Omega_{0}$ and that verifies a "limiting elliptic problem," the shadow system for the elliptic problem, which is of nonlocal nature. We will show that in the process of convergence there is a loss of regularity for the limiting solution by showing that typically the normal derivative of $u$ jumps across $\Gamma_{0}$. Concerning the eigenvalue problem, we will show that the spectral properties of the approximate and limiting problem are close by showing that the eigenvalues and eigenfunctions converge.

The form of the shadow system is formally guessed in section 2 . After introducing some notations in section 3 , in section 4 we prove the convergence of solutions and in section 5 we prove convergence of eigenvalues and eigenfunctions. Finally, in section 6 , we will consider the case of mixed or Dirichlet boundary conditions and different types of diffusion coefficients for which the same results hold true.

It is important to note here that the assumption

$$
\begin{equation*}
\Gamma \cap \Gamma_{0}=\emptyset \tag{1.6}
\end{equation*}
$$

that is, the diffusion is large in the interior of $\Omega$, is crucial in the development of our analysis. The case $\Gamma \cap \Gamma_{0} \neq \emptyset$ requires a different analysis that will be pursued somewhere else. In that case the interaction between diffusion and boundary conditions becomes more subtle.

In [7] the problem of convergence of solutions is analyzed for the corresponding parabolic equations.
2. The formal limiting problem. We will show some heuristic argument showing what the limiting, or "shadow" problem, should be. In doing this we will interpret $\left(P_{\epsilon}\right)$ in terms of a heat distribution equilibrium. Hence, $\left(\lambda+V_{\epsilon}(x)\right) u$ accounts for the heat absorption in $\Omega$, while $f^{\epsilon}$ accounts for the heat sources and $b_{\epsilon}(x) u-g^{\epsilon}(x)$ for the heat flow across the boundary.

Assume $\Omega_{0}$ is connected, i.e., $m=1, f, g$ and $V, b$ are fixed regular functions, i.e., they do not depend on $\epsilon$. And assume that one has already obtained that the family of solutions to these problems, $\left\{u^{\epsilon}\right\}_{\epsilon}$, converges, in some sense, to a function $u$ which is constant in $\Omega_{0}$. Assume all functions live in the Sobolev space $H^{1}(\Omega)$. Note that if the limit function $u$ is also in $H^{1}(\Omega)$, then its constant value on $\Omega_{0}$, denoted $u_{\Omega_{0}}$, cannot be arbitrary.

Since on $\Omega_{1}$ we have $-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u^{\epsilon}\right)+(\lambda+V(x)) u^{\epsilon}=f$ from the convergence properties of $d_{\epsilon}(x)$ in $\Omega_{1}$, it seems reasonable to have in the limit

$$
-\operatorname{Div}\left(d_{0}(x) \nabla u\right)+(\lambda+V(x)) u=f \quad \text { on } \Omega_{1}
$$

Analogously, on $\Gamma, \frac{\partial u^{\epsilon}}{\partial \vec{n}_{\epsilon}}+b(x) u^{\epsilon}=d_{\epsilon}(x)\left\langle\nabla u^{\epsilon}, \vec{n}\right\rangle+b(x) u^{\epsilon}=g(x)$ and then we expect to have in the limit

$$
\frac{\partial u}{\partial \vec{n}_{0}}+b(x) u=d_{0}(x)\langle\nabla u, \vec{n}\rangle+b(x) u=g(x) \quad \text { on } \Gamma .
$$

Also on $\Gamma_{0}$ we must have $u_{\mid \Gamma_{0}}=u_{\Omega_{0}}$.
On the other hand, integrating on $\Omega_{0}$ we have $\int_{\Gamma_{0}} \frac{\partial u^{\epsilon}}{\partial \vec{n}_{\epsilon}}+\int_{\Omega_{0}}(\lambda+V(x)) u^{\epsilon}=\int_{\Omega_{0}} f$, where we use the direction of the inward unit normal to $\Omega_{0}$ in the surface integral. Therefore, passing to the limit we have

$$
\int_{\Gamma_{0}} \frac{\partial u}{\partial \vec{n}_{0}}+u_{\Omega_{0}} \int_{\Omega_{0}}(\lambda+V(x))=\int_{\Omega_{0}} f
$$

which is an equation relating the total heat flow from $\Omega_{1}$ to $\Omega_{0}$ through $\Gamma_{0}$ with the total heat absorbed in $\Omega_{0}$ and the total heat input in $\Omega_{0}$. It also relates the value of $u_{\Omega_{0}}$ with the values of $u$ in $\Omega_{1}$ through the integral term along $\Gamma_{0}$.

With this heuristic consideration and assuming that in the limit we will work with a space of functions constant on $\Omega_{0}$, we can write the previous equalities as an "elliptic equation" for the function $u=u \mathcal{X}_{\Omega_{1}}+u_{\Omega_{0}} \mathcal{X}_{\Omega_{0}}$,

$$
\begin{array}{r}
B_{0}(u)=\left(-\operatorname{Div}\left(d_{0}(x) \nabla u\right)+(\lambda+V(x)) u\right) \mathcal{X}_{\Omega_{1}}  \tag{2.1}\\
+\left(\frac{1}{\left|\Omega_{0}\right|} \int_{\Gamma_{0}} \frac{\partial u}{\partial \vec{n}_{0}}+\left(f_{\Omega_{0}} \lambda+V\right) u_{\Omega_{0}}\right) \mathcal{X}_{\Omega_{0}}=\hat{f}
\end{array}
$$

where $f_{\Omega_{0}}=\frac{1}{\left|\Omega_{0}\right|} \int_{\Omega_{0}}$ and $\hat{f}=f \mathcal{X}_{\Omega_{1}}+\left(f_{\Omega_{0}} f\right) \mathcal{X}_{\Omega_{0}}$, and boundary condition $\frac{\partial u}{\partial \vec{n}_{0}}+b u=$ $g$. Note that $f$ has been substituted in the limit by a "projection" $\hat{f}$. Also note the nonlocal coupling between the equation for $u \mathcal{X}_{\Omega_{1}}$ and $u_{\Omega_{0}}$, given by the term $\frac{1}{\left|\Omega_{0}\right|} \int_{\Gamma_{0}} \frac{\partial u}{\partial \vec{n}_{0}}$, that represents the total heat flow from $\Omega_{1}$ to $\Omega_{0}$.

In the next sections we will show that all these formal computations can be justified, and, moreover, we will prove that the limiting "elliptic operator" has good functional properties.
3. Functional setting. Now we will introduce notation and several function spaces that will be used henceforth. Concerning functional spaces, we will use the standard Sobolev spaces $H^{1}(\Omega)$ and $H^{1 / 2}(\Gamma)$. Also, we will denote by $H^{-s}$ the dual space of $H^{s}$, either on $\Omega$ or $\Gamma$. Note that this symbol is usually reserved to denote the dual space of $H_{0}^{s}$. However, this notation should produce no confusion. The duality pairing between the spaces above will be denoted $\langle\cdot, \cdot\rangle_{-s, s}$. In particular, the scalar product in $L^{2}$ will be denoted by $\langle\cdot, \cdot\rangle$. If there is no possible confusion, we will not indicate if the spaces or duality products are referred to as functions on $\Omega$ or $\Gamma$. When required, we will write $\langle\cdot, \cdot\rangle_{\Omega}$ and $\langle\cdot, \cdot\rangle_{\Gamma}$ to differentiate both cases.

We will denote by $\gamma$ the trace operator defined on $H^{1}(\Omega)$, with values in $H^{1 / 2}(\Gamma)$. Analogously, we will also denote by $\gamma_{0}$ the trace operator defined in $H^{1}(\Omega)$ that restricts functions to $\Gamma_{0}$, i.e., $\gamma_{0}: H^{1}(\Omega) \rightarrow H^{1 / 2}\left(\Gamma_{0}\right)$. Similarly, $\gamma_{0, i}$ will denote the trace operator on $\Gamma_{0, i}$. Moreover, for a given function $f \in H^{1}(\Omega)$, we will identify its trace, $\gamma(f) \in H^{1 / 2}(\Gamma)$, with the linear form $\gamma(f) \in H^{-1 / 2}(\Gamma) \subset H^{-1}(\Omega)$ such that for every $\phi \in H^{1}(\Omega)$,

$$
\langle\gamma(f), \phi\rangle_{-1,1} \stackrel{\text { def }}{=}\langle f, \phi\rangle_{\Gamma} \stackrel{\text { def }}{=} \int_{\Gamma} f \phi ;
$$

that is, we use the embedding $H^{1 / 2}(\Gamma) \subset L^{2}(\Gamma) \subset H^{-1 / 2}(\Gamma) \subset H^{-1}(\Omega)$. The same holds for $\gamma_{0}$, i.e., $\gamma_{0}(f) \in H^{-1 / 2}\left(\Gamma_{0}\right) \subset H^{-1}(\Omega)$.

We will also consider the normal derivative operator, relative to the diffusion operator $-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u\right)$, defined as follows: let $2^{*}$ be the critical Sobolev exponent for the inclusion $H^{1}(\Omega) \subset L^{p}(\Omega)$; i.e.,

$$
2^{*}= \begin{cases}\frac{2 N}{N-2} & \text { if } N \geq 3  \tag{3.1}\\ \text { any positive number } & \text { if } N=2 \\ \infty & \text { if } N=1\end{cases}
$$

Hence $H^{1}(\Omega) \subset L^{p}(\Omega)$ with continuous inclusion if $p \leq 2^{*}$ and compact inclusion if $p<2^{*}$. For any $p \leq 2^{*}$ denote $Y_{\epsilon, p} \stackrel{\text { def }}{=}\left\{z \in H^{1}(\Omega),-\operatorname{Div}\left(d_{\epsilon}(x) \nabla z\right) \in L^{p^{\prime}}(\Omega)\right\}$, with
$1 / p+1 / p^{\prime}=1$. Then for $u \in Y_{\epsilon, p}, \frac{\partial u}{\partial \vec{n}_{\epsilon}} \in H^{-1 / 2}(\Gamma)$ is defined as

$$
\begin{equation*}
\left\langle\frac{\partial u}{\partial \vec{n}_{\epsilon}}, \gamma(v)\right\rangle_{-1 / 2,1 / 2}=\int_{\Omega} \operatorname{Div}\left(d_{\epsilon}(x) \nabla u\right) v+\int_{\Omega} d_{\epsilon}(x) \nabla u \nabla v \tag{3.2}
\end{equation*}
$$

for every $v \in H^{1}(\Omega)$. Observe that $Y_{\epsilon, p}$ is a Banach space for the norm

$$
\|z\|_{Y_{\epsilon, p}}=\|z\|_{H^{1}(\Omega)}+\left\|\operatorname{Div}\left(d_{\epsilon} \nabla z\right)\right\|_{L^{p^{\prime}}(\Omega)}
$$

which is, moreover, a Hilbert space if $p=2$, and the mapping $z \mapsto \frac{\partial z}{\partial \vec{n}_{\epsilon}}$ is continuous between $Y_{\epsilon, p}$ and $H^{-1 / 2}(\Gamma)$. In the sequel we will often find the normal derivative operator on $\Gamma_{0}$ for functions defined either on $\Omega$ or $\Omega_{1}$. When doing this, we will always take the direction of the inner normal to $\Omega_{0}$; that is, whenever an expression of the form $\int_{\Gamma_{0}} \frac{\partial u}{\partial \vec{n}_{\epsilon}}$ appears we will assume the direction of the outward normal to $\Omega_{1}$.

We now introduce a linear positive operator, $L_{\epsilon}$, between $H^{1}(\Omega)$ and its dual, $H^{-1}(\Omega)$, such that for every $u, \phi \in H^{1}(\Omega)$,

$$
\begin{equation*}
a_{\epsilon}(u, \phi)=\left\langle L_{\epsilon}(u), \phi\right\rangle_{-1,1}=\int_{\Omega} d_{\epsilon}(x) \nabla u \nabla \phi . \tag{3.3}
\end{equation*}
$$

Note that we can then write (3.2) as

$$
\begin{equation*}
\left\langle L_{\epsilon}(u), v\right\rangle_{-1,1}=\left\langle-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u\right), v\right\rangle+\left\langle\frac{\partial u}{\partial \vec{n}_{\epsilon}}, \gamma(v)\right\rangle_{-1 / 2,1 / 2} \tag{3.4}
\end{equation*}
$$

for $u \in Y_{\epsilon, p}$ and $v \in H^{1}(\Omega)$. Also, for any $\lambda>0$ we consider in $H^{1}(\Omega)$ the scalar product

$$
\begin{equation*}
\langle u, v\rangle_{\epsilon}=a_{\epsilon}(u, v)+\lambda \int_{\Omega} u v=\int_{\Omega} d_{\epsilon} \nabla u \nabla v+\lambda \int_{\Omega} u v=\left\langle L_{\epsilon} u+\lambda u, v\right\rangle_{-1,1} \tag{3.5}
\end{equation*}
$$

which, for fixed $0<\epsilon \leq \epsilon_{0}$, gives a norm, $\|\cdot\|_{\epsilon}$, equivalent to the usual one and defines the isomorphism between $H^{1}(\Omega)$ and its dual, $H^{-1}(\Omega), L_{\epsilon}+\lambda I$. Note, however, that if we take the norm $\|u\|_{H^{1}(\Omega)}^{2}=\int_{\Omega}|\nabla u|^{2}+\lambda \int_{\Omega}|u|^{2}$, then for $0<\epsilon \leq \epsilon_{0}$ we have from

$$
\begin{equation*}
m_{0}\|u\|_{H^{1}(\Omega)}^{2} \leq\|u\|_{\epsilon}^{2} \leq M_{\epsilon}\|u\|_{H^{1}(\Omega)}^{2} \tag{1.2}
\end{equation*}
$$

but $M_{\epsilon} \rightarrow \infty$ as $\epsilon \rightarrow 0$. Throughout the paper we will find a special class of elements $h \in H^{-1}(\Omega)$ defined as

$$
\langle h, \phi\rangle_{-1,1}=\langle f, \phi\rangle_{\Omega}+\langle g, \gamma(\phi)\rangle_{\Gamma}
$$

for every $\phi \in H^{1}(\Omega)$, where $f \in L^{p^{\prime}}(\Omega)$, for some $p \leq 2^{*}$, and $g \in H^{-1 / 2}(\Gamma)$. So, in brief, $h \stackrel{\text { def }}{=} f_{\Omega}+g_{\Gamma}$. The space $L^{p^{\prime}}(\Omega)+H^{-1 / 2}(\Gamma)$ is endowed with the natural norm $\|f\|_{L^{p^{\prime}}(\Omega)}+\|g\|_{H^{-1 / 2}(\Gamma)}$, and for this norm the inclusion $L^{p^{\prime}}(\Omega)+H^{-1 / 2}(\Gamma) \subset H^{-1}(\Omega)$ is continuous.

Denote by $q_{0}^{*}$ the number in the right-hand side of (1.4); i.e.,

$$
q_{0}^{*}= \begin{cases}N / 2 & \text { if } N \geq 3  \tag{3.7}\\ 1 & \text { if } N=1,2\end{cases}
$$

Then for any $q_{0} \geq q_{0}^{*}$ if $N=1$ or $N \geq 3$ or $q_{0}>q_{0}^{*}$ if $N=2$, let $p_{0} \leq 2^{*}$ be such that $2 / p_{0}+1 / q_{0}=1$. Then the mapping $(V, u) \mapsto V u$ is continuous from $L^{q_{0}}(\Omega) \times H^{1}(\Omega)$ into $L^{p_{0}^{\prime}}(\Omega)$. Moreover, for every $\eta>0$ there exists $C_{\eta}$ such that for every $u, \phi \in H^{1}(\Omega)$,

$$
\begin{equation*}
\left|\int_{\Omega} V u \phi\right| \leq \eta\|u\|_{H^{1}(\Omega)}\|\phi\|_{H^{1}(\Omega)}+C_{\eta}\|u\|_{L^{2}(\Omega)}\|\phi\|_{L^{2}(\Omega)} \tag{3.8}
\end{equation*}
$$

see [2].
Analogously, for the terms on the boundary, denote by $2_{\Gamma}^{*}$ the critical Sobolev exponent for the inclusion $H^{1 / 2}(\Gamma) \subset L^{p}(\Gamma)$; i.e.,

$$
2_{\Gamma}^{*}= \begin{cases}\frac{2(N-1)}{N-2} & \text { if } N \geq 3  \tag{3.9}\\ \text { any positive number } & \text { if } N=2 \\ \infty & \text { if } N=1\end{cases}
$$

Hence $H^{1 / 2}(\Gamma) \subset L^{p}(\Gamma)$ with continuous inclusion if $p \leq 2_{\Gamma}^{*}$ and compact inclusion if $p<2_{\Gamma}^{*}$. Also, denote by $q_{1}^{*}$ the number in the right-hand side of (1.5); i.e.,

$$
q_{1}^{*}= \begin{cases}N-1 & \text { if } N \geq 3  \tag{3.10}\\ 1 & \text { if } N=1,2\end{cases}
$$

Then for any $q_{1} \geq q_{1}^{*}$, if $N=1$ or $N \geq 3$, or $q_{1}>q_{1}^{*}$ if $N=2$, let $p_{1} \leq 2_{\Gamma}^{*}$ be such that $2 / p_{1}+1 / q_{1}=1$. Then $(b, u) \mapsto b \gamma(u)$ is continuous from $L^{q_{1}}(\Gamma) \times H^{1}(\Omega)$ into $L^{p_{1}^{\prime}}(\Gamma)$ and for every $\eta>0$ there exists some $C_{\eta}$ such that for every $u, \phi \in H^{1}(\Omega)$,

$$
\begin{equation*}
\left|\int_{\Gamma} b u \phi\right| \leq \eta\|u\|_{H^{1}(\Omega)}\|\phi\|_{H^{1}(\Omega)}+C_{\eta}\|u\|_{L^{2}(\Gamma)}\|\phi\|_{L^{2}(\Gamma)} \tag{3.11}
\end{equation*}
$$

Also, for every $\eta>0$,

$$
\begin{equation*}
\|u\|_{L^{2}(\Gamma)}^{2} \leq \eta\|u\|_{H^{1}(\Omega)}^{2}+C_{\eta}\|u\|_{L^{2}(\Omega)}^{2} \tag{3.12}
\end{equation*}
$$

Finally, we consider the Hilbert space

$$
L_{\Omega_{0}}^{2}(\Omega)=\left\{u \in L^{2}(\Omega), u \text { is constant on } \Omega_{0, i}, i=1, \ldots, m\right\}
$$

and denote $H_{\Omega_{0}}^{1}(\Omega)=L_{\Omega_{0}}^{2}(\Omega) \cap H^{1}(\Omega)$. As a general notation, for $u \in L_{\Omega_{0}}^{2}(\Omega)$, we denote by $u_{\Omega_{0, i}}$ the constant value of $u$ on $\Omega_{0, i}$ for $i=1, \ldots, m$. Therefore, $u \in L_{\Omega_{0}}^{2}(\Omega)$ can be written as $u=u \mathcal{X}_{\Omega_{1}}+\sum_{i=1}^{m} u_{\Omega_{0, i}} \mathcal{X}_{\Omega_{0, i}}$.

For $\lambda \in \mathbb{R}$ we define the symmetric bilinear form

$$
\begin{equation*}
a_{0}(u, \phi)+\lambda \int_{\Omega} u \phi=\int_{\Omega_{1}} d_{0}(x) \nabla u \nabla \phi+\lambda \int_{\Omega} u \phi \tag{3.13}
\end{equation*}
$$

which is continuous and coercive on $H_{\Omega_{0}}^{1}(\Omega)$ if $\lambda>0$. Hence (3.13) induces an operator $L_{0}+\lambda I$ between $H_{\Omega_{0}}^{1}(\Omega)$ and its dual $H_{\Omega_{0}}^{-1}(\Omega)$, which for $\lambda>0$ is an isomorphism.
4. The elliptic problem. In this section we analyze the solvability of problem (1.1) and the limiting one, and we make precise in what sense the solutions converge. In doing this, we will make rigorous all the formal manipulations leading to (2.1). First we study the solvability of the Neumann problem

$$
\left\{\begin{array}{cl}
-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u\right)+(\lambda+V(x)) u=f & \text { on } \Omega  \tag{4.1}\\
\frac{\partial u}{\partial \vec{n}_{\epsilon}}+b(x) u=g & \text { on } \Gamma
\end{array}\right.
$$

that we treat in a variational way in $H^{-1}(\Omega)$. Note that if we take test functions $\phi \in H^{1}(\Omega)$ and multiply in (4.1) and formally integrate by parts, we get

$$
\int_{\Omega} d_{\epsilon}(x) \nabla u \nabla \phi+\int_{\Omega}(\lambda+V) u \phi+\int_{\Gamma} b(x) u \phi=\int_{\Omega} f \phi+\int_{\Gamma} g \phi
$$

see [2] for the case of Dirichlet boundary conditions.
Assume $V \in L^{q_{0}}(\Omega)$ and $b \in L^{q_{1}}(\Gamma)$ with $q_{0} \geq q_{0}^{*}, q_{1} \geq q_{1}^{*}$ as defined in the previous section. Then denoting by $V_{-}$and $b_{-}$the negative parts of $V$ and $b$, respectively, we have the following theorem.

Theorem 4.1. (i) There exists a constant $c=c\left(\left\|V_{-}\right\|_{L^{q_{0}}},\left\|b_{-}\right\|_{L^{q_{1}}}\right)$ such that $c(0,0)=0$ and for $\lambda>c$ the operator $T_{\epsilon}=L_{\epsilon}+(\lambda I+V)_{\Omega}+(b \gamma)_{\Gamma}$, defined by the bilinear form

$$
\begin{equation*}
\tau_{\epsilon}(u, v)=\left\langle T_{\epsilon} u, v\right\rangle_{-1,1}=\int_{\Omega} d_{\epsilon}(x) \nabla u \nabla v+\int_{\Omega}(\lambda+V(x)) u v+\int_{\Gamma} b(x) u v \tag{4.2}
\end{equation*}
$$

is an isomorphism between $H^{1}(\Omega)$ and its dual and between $Y_{\epsilon, p_{0}}$ and $L^{p_{0}^{\prime}}(\Omega)+$ $H^{-1 / 2}(\Gamma)$. Moreover, between the latter spaces $T_{\epsilon}$ is given by

$$
T_{\epsilon}=\left(-\operatorname{Div}\left(d_{\epsilon}(x) \nabla \cdot\right)+(\lambda+V(x)) \cdot\right)_{\Omega}+\left(\frac{\partial \cdot}{\partial \vec{n}_{\epsilon}}+b(x) \gamma(\cdot)\right)_{\Gamma}
$$

By restriction to $L^{2}(\Omega), T_{\epsilon}$ induces an unbounded self-adjoint positive operator with compact resolvent, $B_{\epsilon}$, with domain $D\left(B_{\epsilon}\right)=\left\{u \in H^{1}(\Omega),-\operatorname{Div}\left(d_{\epsilon} \nabla u\right)+V u \in\right.$ $L^{2}(\Omega), \frac{\partial u}{\partial \vec{n}_{\epsilon}}+b(x) u=0$ on $\left.\Gamma\right\}$ and for $u \in D\left(B_{\epsilon}\right)$,

$$
\begin{equation*}
B_{\epsilon} u=-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u\right)+(\lambda+V(x)) u \tag{4.3}
\end{equation*}
$$

(ii) If $\lambda \in \mathbb{R}$ and if $u \in H^{1}(\Omega)$ is a solution of

$$
\begin{equation*}
T_{\epsilon} u=h=f_{\Omega}+g_{\Gamma} \tag{4.4}
\end{equation*}
$$

with $f \in L^{p_{0}^{\prime}}(\Omega)$ and $g \in H^{-1 / 2}(\Gamma)$, then $u \in Y_{\epsilon, p_{0}}$ and
$-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u\right)+(\lambda+V(x)) u=f$ in $L^{p_{0}^{\prime}}(\Omega) \quad$ and $\quad \frac{\partial u}{\partial \vec{n}_{\epsilon}}+b(x) u=g$ in $H^{-1 / 2}(\Gamma)$.

Proof. The proof is rather standard but is given for completeness. We first show that the bilinear form $\tau_{\epsilon}$ in (4.2) is coercive on $H^{1}(\Omega)$ for $\lambda$ large. Since $\tau_{\epsilon}(u, u) \geq$ $m_{0} \int_{\Omega}|\nabla u|^{2}+\int_{\Omega}\left(\lambda-V_{-}\right)|u|^{2}-\int_{\Gamma} b_{-}|u|^{2}$ and $V_{-} \in L^{q_{0}}(\Omega), b_{-} \in L^{q_{1}}(\Gamma)$, from (3.8), (3.11), and (3.12), we get coerciveness for $\lambda$ large. Also, if $V \geq 0$ and $b \geq 0$, then $\tau_{\epsilon}$ is coercive for $\lambda>0$ and this gives $c(0,0)=0$. Now if $h=f_{\Omega}+g_{\Gamma} \in L^{p_{0}^{\prime}}(\Omega)+H^{-1 / 2}(\Gamma) \subset$ $H^{-1}(\Omega)$ and $u \in H^{1}(\Omega)$ verifies $T_{\epsilon} u=h$, then for every $\phi \in H^{1}(\Omega)$,

$$
\int_{\Omega} d_{\epsilon} \nabla u \nabla \phi+\int_{\Omega}(\lambda+V) u \phi+\int_{\Gamma} b u \phi=\int_{\Omega} f \phi+\langle g, \gamma(\phi)\rangle_{\Gamma} .
$$

If $\phi \in \mathcal{D}(\Omega)$, then we get $-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u\right)+(\lambda+V) u=f$ a.e. on $\Omega$ and in particular $u \in Y_{\epsilon, p_{0}}$. Using this and $\phi \in H^{1}(\Omega)$, from (3.4), we get $\frac{\partial u}{\partial \vec{n}_{\epsilon}}+b(x) u=g$ on $\Gamma$.

Conversely, from (3.4) we have that $T_{\epsilon}$ maps $Y_{\epsilon, p_{0}}$ into $L^{p_{0}^{\prime}}(\Omega)+H^{-1 / 2}(\Gamma)$ and on this space $T_{\epsilon}=\left(-\operatorname{Div}\left(d_{\epsilon}(x) \nabla \cdot\right)+(\lambda+V(x)) \cdot\right)_{\Omega}+\left(\frac{\partial \cdot}{\partial \vec{n}_{\epsilon}}+b(x) \gamma(\cdot)\right)_{\Gamma}$. From this the continuity of $T_{\epsilon}$ and its inverse follows easily and the rest is obvious.

Observe that if $V, b$, and $\Omega$ are smooth enough, then $D\left(B_{\epsilon}\right)=\left\{u \in H^{2}(\Omega), \frac{\partial u}{\partial \vec{n}_{\epsilon}}+\right.$ $b(x) u=0$ on $\Gamma\}$ and the graph norm in $D\left(B_{\epsilon}\right)$ is equivalent to that of $H^{2}(\Omega)$. For this a sufficient regularity condition is that $V u \in L^{2}(\Omega)$ for $u \in H^{1}(\Omega)$, i.e., $V \in L^{q_{0}}$ for $q_{0} \geq N$ if $N \geq 3$, or $q_{0} \geq 2$ if $N=2$ or $q_{0} \geq 2$ if $N=1$, and $b$ is the restriction to $\Gamma$ of a function $b \in C^{1}(\bar{\Omega})$ since in this case, for $u \in H^{1}(\Omega)$, bu $\in H^{1 / 2}(\Gamma)$ and elliptic regularity results give the $H^{2}(\Omega)$ regularity. The same situation holds for the solution of (4.1) if $g \in H^{1 / 2}(\Gamma)$. In other words, under suitable regularity assumptions, solutions of (4.1) are smooth in $\Omega$ and depend smoothly on $f$ and $g$.

Now we analyze the solvability of the "limiting problem" described in terms of the operator $L_{0}$ defined in (3.13).

Theorem 4.2. (i) Assume $V \in L^{q_{0}}(\Omega)$ and $b \in L^{q_{1}}(\Gamma)$, with $q_{0}, q_{1}$ as above; then there exists a constant $c=c\left(\left\|V_{-}\right\|_{L^{q_{0}}},\left\|b_{-}\right\|_{L^{q_{1}}}\right)$ such that $c(0,0)=0$ such that, for $\lambda>c$, the bilinear form

$$
\begin{equation*}
\tau_{0}(u, \phi)=\int_{\Omega_{1}} d_{0} \nabla u \nabla \phi+\int_{\Omega}(\lambda+V) u \phi+\int_{\Gamma} b u \phi \tag{4.5}
\end{equation*}
$$

with $u, \phi \in H_{\Omega_{0}}^{1}(\Omega)$, defines an isomorphism, $T_{0}$, from $H_{\Omega_{0}}^{1}(\Omega)$ into its dual $H_{\Omega_{0}}^{-1}(\Omega)$. The restriction

$$
\begin{aligned}
T_{0}: Y_{\Omega_{0}, p_{0}}=\{z \in & \left.H_{\Omega_{0}}^{1}(\Omega), \operatorname{Div}\left(d_{0}(x) \nabla z\right) \in L^{p_{0}^{\prime}}\left(\Omega_{1}\right)\right\} \\
& \longrightarrow L_{\Omega_{0}}^{p_{0}^{\prime}}(\Omega)+H^{-1 / 2}(\Gamma) \subset H_{\Omega_{0}}^{-1}(\Omega)
\end{aligned}
$$

is also an isomorphism, and on this space

$$
\begin{aligned}
T_{0}(u)=[ & \left(-\operatorname{Div}\left(d_{0}(x) \nabla u\right)+(\lambda+V) u\right) \mathcal{X}_{\Omega_{1}} \\
& \left.+\sum_{i=1}^{m}\left(\frac{1}{\left|\Omega_{0, i}\right|} \int_{\Gamma_{0, i}} \frac{\partial u}{\partial \vec{n}_{0}}+\left(f_{\Omega_{0, i}} \lambda+V\right) u_{\Omega_{0, i}}\right) \mathcal{X}_{\Omega_{0, i}}\right]_{\Omega}+\left(\frac{\partial u}{\partial \vec{n}_{0}}+b u\right)_{\Gamma}
\end{aligned}
$$

where $u_{\Omega_{0, i}}$ denotes the constant value of $u$ on $\Omega_{0, i}$ for $i=1, \ldots, m$.
By restriction, the operator $T_{0}$ induces an unbounded, positive, self-adjoint operator with compact resolvent, $B_{0}$, in $H=L_{\Omega_{0}}^{2}(\Omega)$ with domain $D\left(B_{0}\right)=\{u \in$ $H_{\Omega_{0}}^{1}(\Omega),-\operatorname{Div}\left(d_{0}(x) \nabla u\right)+V u \in L^{2}\left(\Omega_{1}\right), \frac{\partial u}{\partial \vec{n}_{0}}+b u=0$ on $\left.\Gamma\right\}$ and for $u \in D\left(B_{0}\right)$,

$$
\begin{array}{r}
B_{0}(u)=\left(-\operatorname{Div}\left(d_{0}(x) \nabla u\right)+(\lambda+V) u\right) \mathcal{X}_{\Omega_{1}}  \tag{4.6}\\
+\sum_{i=1}^{m}\left(\frac{1}{\left|\Omega_{0, i}\right|} \int_{\Gamma_{0, i}} \frac{\partial u}{\partial \vec{n}_{0}}+\left(f_{\Omega_{0, i}} \lambda+V\right) u_{\Omega_{0, i}}\right) \mathcal{X}_{\Omega_{0, i}}
\end{array}
$$

(ii) If $\lambda \in \mathbb{R}$ and $u \in H_{\Omega_{0}}^{1}(\Omega)$ is a solution of

$$
\begin{equation*}
T_{0}(u)=h=f_{\Omega}+g_{\Gamma} \tag{4.7}
\end{equation*}
$$

with $f \in L_{\Omega_{0}}^{p_{0}^{\prime}}(\Omega)$ and $g \in H^{-1 / 2}(\Gamma)$, then $u \in Y_{\Omega_{0}, p_{0}}$ and then (4.7) is equivalent to

$$
\begin{array}{ll}
-\operatorname{Div}\left(d_{0}(x) \nabla u\right)+(\lambda+V(x)) u=f & \text { on } \Omega_{1} \\
\frac{\partial u}{\partial \vec{n}_{0}}+b(x) u=g & \text { on } \Gamma \\
\gamma_{0, i}(u)=u_{\Omega_{0, i}} & \text { on } \Gamma_{0, i}, i=1, \ldots, m  \tag{4.8}\\
\frac{1}{\left|\Omega_{0, i}\right|} \int_{\Gamma_{0, i}} \frac{\partial u}{\partial \vec{n}_{0}}+\left(f_{\Omega_{0, i}} \lambda+V\right) u_{\Omega_{0, i}}=f_{\Omega_{0, i}}, & i=1, \ldots, m
\end{array}
$$

where $u_{\Omega_{0, i}}$ and $f_{\Omega_{0, i}}$ denote, respectively, the constant values of $u$ and $f$ on $\Omega_{0, i}$ for $i=1, \ldots, m$.

Proof. First note that the assumptions on $V$ and $b,(3.8)$, (3.11), and (3.12), imply that the bilinear form $\tau_{0}(\cdot, \cdot)$ is coercive on $H_{\Omega_{0}}^{1}(\Omega)$ for $\lambda$ large enough. Hence $T_{0}$ is an isomorphism. From here one easily gets that $B_{0}$ is self-adjoint and positive in $L_{\Omega_{0}}^{2}(\Omega)$, and the compactness of the resolvent follows from the compactness of the inclusion $H_{\Omega_{0}}^{1}(\Omega) \subset L_{\Omega_{0}}^{2}(\Omega)$, since $\Omega$ is bounded.

Now assume $h=f_{\Omega}+g_{\Gamma} \in L_{\Omega_{0}}^{p_{0}^{\prime}}(\Omega)+H^{-1 / 2}(\Gamma)$ and $u \in H_{\Omega_{0}}^{1}(\Omega)$ such that $T_{0} u=h$; then taking in (4.5) first $\phi \in \mathcal{D}\left(\Omega_{1}\right)$ and then $\phi \in H_{\Omega_{0}}^{1}(\Omega)$ such that it vanishes on $\Omega_{0}$, we get $-\operatorname{Div}\left(d_{0}(x) \nabla u\right)+(\lambda+V) u=f$ on $\Omega_{1}$, which implies $u \in Y_{\Omega_{0}, p_{0}}$, and $\frac{\partial u}{\partial \vec{n}_{0}}+b u=g$ on $\Gamma$. Using this information on $\Omega_{1}$ and integrating by parts, again using (3.4), for an arbitrary $\phi \in H_{\Omega_{0}}^{1}(\Omega)$ we get

$$
\sum_{i=1}^{m} \phi_{\Omega_{0, i}}\left(\int_{\Gamma_{0, i}} \frac{\partial u}{\partial \vec{n}_{0}}+\left(\int_{\Omega_{0, i}} \lambda+V\right) u_{\Omega_{0, i}}\left|\Omega_{0, i}\right|\right)=\sum_{i=1}^{m} \phi_{\Omega_{0, i}}\left|\Omega_{0, i}\right| f_{\Omega_{0, i}}
$$

and we get the expression for $T_{0}$ on $Y_{\Omega_{0}, p_{0}}$. From this one easily gets that $T_{0}$ is an isomorphism between $Y_{\Omega_{0}, p_{0}}$ and $L_{\Omega_{0}}^{p_{0}^{\prime}}(\Omega)+H^{-1 / 2}(\Gamma)$. The rest is obvious.

Remark. (i) Observe that if $V \in L^{q_{0}}(\Omega)$ and $b \in L^{q_{1}}(\Gamma)$, with $q_{0}, q_{1}$ as above, then for $u, \phi \in H_{\Omega_{0}}^{1}(\Omega)$ we have

$$
\int_{\Omega} V u \phi=\int_{\Omega_{1}} V u \phi+\sum_{i=1}^{m}\left(\int_{\Omega_{0, i}} V\right) u_{\Omega_{0, i}} \phi_{\Omega_{0, i}}=\int_{\Omega} \hat{V} u \phi
$$

where $\hat{V}=V \mathcal{X}_{\Omega_{1}}+\sum_{i=1}^{m}\left(f_{\Omega_{0, i}} V\right) \mathcal{X}_{\Omega_{0, i}} \in L_{\Omega_{0}}^{q_{0}}(\Omega)$. Consequently, on $H_{\Omega_{0}}^{1}(\Omega), T_{0}$ coincides with the operator $L_{0}+(\lambda+\hat{V})_{\Omega}+(b \gamma)_{\Gamma}$.

Also note that since $H_{\Omega_{0}}^{1}(\Omega) \subset H^{1}(\Omega)$, if $h \in H^{-1}(\Omega)$ then we have $h_{\mid H_{\Omega_{0}}^{1}(\Omega)} \in$ $H_{\Omega_{0}}^{-1}(\Omega)$. In particular, if $h=f_{\Omega}+g_{\Gamma}$, with $f \in L^{p_{0}^{\prime}}(\Omega)$ and $g \in H^{-1 / 2}(\Gamma)$, we have for every $\phi \in H_{\Omega_{0}}^{1}(\Omega)$,

$$
\int_{\Omega} f \phi+\langle g, \gamma(\phi)\rangle_{\Gamma}=\sum_{i=1}^{m} \phi_{\Omega_{0, i}} \int_{\Omega_{0, i}} f+\int_{\Omega_{1}} f \phi+\langle g, \gamma(\phi)\rangle_{\Gamma}=\int_{\Omega} \hat{f} \phi+\langle g, \gamma(\phi)\rangle_{\Gamma}
$$

where $\hat{f}=f \mathcal{X}_{\Omega_{1}}+\sum_{i=1}^{m}\left(f_{\Omega_{0, i}} f\right) \mathcal{X}_{\Omega_{0, i}} \in L_{\Omega_{0}}^{p_{0}^{\prime}}(\Omega)$. That is, $h_{\mid H_{\Omega_{0}}^{1}(\Omega)}=\hat{f}_{\Omega}+g_{\Gamma}$.
(ii) Note that if $\Omega, \Omega_{1}, V$, and $b$ are smooth enough, say, $V$ bounded and $b \in$ $C^{1}\left(\Omega_{1}\right)$, then $D\left(B_{0}\right)=H_{\Omega_{0}}^{1}(\Omega) \cap H^{2}\left(\Omega_{1}\right)$ both algebraically and topologically, since for $u \in D\left(B_{0}\right)$ the part in $\Omega_{1}$ satisfies $-\operatorname{Div}\left(d_{0}(x) \nabla u\right) \in L^{2}\left(\Omega_{1}\right), \frac{\partial u}{\partial \vec{n}_{0}}+b u=0$ on $\Gamma$ and $\gamma_{0, i}(u)=u_{\Omega_{0, i}}$ on $\Gamma_{0, i}, i=1, \ldots, m$ and elliptic regularity results give the $H^{2}\left(\Omega_{1}\right)$ regularity. Also, since $u$ is constant on $\Omega_{0}$ it is in $H^{2}\left(\Omega_{0}\right)$. The same applies to the solution of (4.8) if $g \in H^{1 / 2}(\Gamma)$ and then $u \in H_{\Omega_{0}}^{1}(\Omega) \cap H^{2}\left(\Omega_{1}\right)$.

However, $D\left(B_{0}\right)$ is not included with continuous inclusion in $H^{2}(\Omega)$, since typically there is a jump on the normal derivative $\frac{\partial u}{\partial \vec{n}_{0}}$ across $\Gamma_{0}$ for $u \in D\left(B_{0}\right)$.

To see this, we will show that the mapping $L_{\Omega_{0}}^{2}(\Omega) \ni f \rightarrow u=B_{0}^{-1}(f) \in D\left(B_{0}\right)$ is not continuous with the topology of $H^{2}(\Omega)$. In fact, assume that for some $f \in L_{\Omega_{0}}^{2}(\Omega)$
we have $u=B_{0}^{-1}(f) \in H^{2}(\Omega)$. Then $\frac{\partial u}{\partial \vec{n}_{0}}=0$ on $\Gamma_{0}$ and the restriction to $\Omega_{1}$ satisfies

$$
\begin{array}{ll}
-\operatorname{Div}\left(d_{0}(x) \nabla u\right)+(\lambda+V(x)) u=f & \text { on } \Omega_{1} \\
\frac{\partial u}{\partial \vec{n}_{0}}+b(x) u=0 & \text { on } \Gamma \\
\frac{\partial u}{\partial \vec{n}_{0}}=0 & \text { on } \Gamma_{0}
\end{array}
$$

Hence, on $\Omega_{1}, u$ is uniquely determined by the restriction of $f$ to $\Omega_{1}$ and so are the traces $\gamma_{0, i}(u), i=1, \ldots, m$. On the other hand, on $\Omega_{0, i}$ we have $\left.f_{\Omega_{0, i}} \lambda+V\right) u_{\Omega_{0, i}}=$ $f_{\Omega_{0, i}}$ and therefore $u_{\Omega_{0, i}}$ can be changed at will by changing $f_{\Omega_{0, i}}$. As a consequence, the matching conditions $\gamma_{0, i}(u)=u_{\Omega_{0, i}}$ on $\Gamma_{0, i}, i=1, \ldots, m$, cannot be verified and this is a contradiction. In fact, the same argument gives that $D\left(B_{0}\right)$ is not included with continuous inclusion in $H^{3 / 2+\delta}(\Omega)$ for any $\delta>0$. The same argument applies to the solution of (4.8) when $g \neq 0$, and hence $u$ does not depend continuously on $f$ and $g$ in the topology of $H^{3 / 2+\delta}(\Omega)$.

In other words, under suitable regularity assumptions, solutions of (4.8) are smooth on $\Omega_{1}$, and obviously on $\Omega_{0}$, and depend smoothly on $f$ and $g$, but they are not smooth or do not depend smoothly on $f$ and $g$ on the entire $\Omega$. The problem of course comes from the normal derivative across $\Gamma_{0}$.

The next theorem, which is the main result of this section, in particular states rigorously that, as $\epsilon \rightarrow 0$, the family of solutions of (1.1) converges to a solution of (4.8). Note that from the previous results we cannot expect convergence in a very strong topology on the entire $\Omega$. However, we will show that convergence in $H^{1}(\Omega)$ always holds true. We start with the following lemma.

Lemma 4.3. Assume as $\epsilon \rightarrow 0$,

$$
d_{\epsilon}(x) \rightarrow d_{0}(x), \text { uniformly on } \Omega_{1} \quad \text { and } \quad u^{\epsilon} \rightarrow u \text {, weakly in } H^{1}\left(\Omega_{1}\right)
$$

Then

$$
\int_{\Omega_{1}} d_{0}|\nabla u|^{2} \leq \liminf _{\epsilon} \int_{\Omega_{1}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}
$$

If, moreover, $u^{\epsilon} \rightarrow u$ in $L^{2}\left(\Omega_{1}\right)$, then $u^{\epsilon} \rightarrow u$ in $H^{1}\left(\Omega_{1}\right)$ if and only if

$$
\int_{\Omega_{1}} d_{0}|\nabla u|^{2}=\lim _{\epsilon} \int_{\Omega_{1}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}
$$

Proof. From lower semicontinuity, we have $\int_{\Omega_{1}} d_{0}|\nabla u|^{2} \leq \liminf _{\epsilon} \int_{\Omega_{1}} d_{0}\left|\nabla u^{\epsilon}\right|^{2}$ and then

$$
\int_{\Omega_{1}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}-\int_{\Omega_{1}} d_{0}|\nabla u|^{2}=\int_{\Omega_{1}}\left(d_{\epsilon}-d_{0}\right)\left|\nabla u^{\epsilon}\right|^{2}+\int_{\Omega_{1}} d_{0}\left|\nabla u^{\epsilon}\right|^{2}-\int_{\Omega_{1}} d_{0}|\nabla u|^{2}
$$

But $\left.\left.\left|\int_{\Omega_{1}}\left(d_{\epsilon}-d_{0}\right)\right| \nabla u^{\epsilon}\right|^{2}\left|\leq\left\|d_{\epsilon}-d_{0}\right\|_{L^{\infty}\left(\Omega_{1}\right)} \int_{\Omega_{1}}\right| \nabla u^{\epsilon}\right|^{2} \rightarrow 0$ and we get the first statement. If, moreover, $u^{\epsilon} \rightarrow u$ in $L^{2}\left(\Omega_{1}\right)$, we have that the strong convergence in $H^{1}\left(\Omega_{1}\right)$ is equivalent to $\int_{\Omega_{1}} d_{0}|\nabla u|^{2}=\lim _{\epsilon} \int_{\Omega_{1}} d_{0}\left|\nabla u^{\epsilon}\right|^{2}$ and the lemma is proved $\quad \square$

Theorem 4.4. (i) Assume that for $0<\epsilon \leq \epsilon_{0},\left\{u^{\epsilon}\right\}_{\epsilon} \subset H^{1}(\Omega)$ are given such that they are bounded in $L^{2}(\Omega)$ and $0 \leq \int_{\Omega} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2} \leq M$ for some constant independent
of $\epsilon$. Then, by taking subsequences if necessary, $u^{\epsilon}$ converges to $u \in H_{\Omega_{0}}^{1}(\Omega)$ weakly in $H^{1}(\Omega)$ and strongly in $L^{2}(\Omega)$.

Even more,

$$
\lim _{\epsilon} \int_{\Omega} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}=\int_{\Omega} d_{0}|\nabla u|^{2}=\int_{\Omega_{1}} d_{0}|\nabla u|^{2}
$$

if and only if $u^{\epsilon}$ converges strongly in $H^{1}(\Omega)$ to $u$ and $\lim _{\epsilon} \int_{\Omega_{0}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}=0$.
(ii) Assume that for $0<\epsilon \leq \epsilon_{0}, V_{\epsilon}$ and $b_{\epsilon}$ verify (1.4), (1.5), respectively, $\lambda \in \mathbb{R}$ and $\left\{h^{\epsilon}\right\}_{\epsilon} \subset H^{-1}(\Omega)$ is bounded and weakly convergent to $h \in H^{-1}(\Omega)$. Assume $\left\{u^{\epsilon}\right\}_{\epsilon}$ are bounded in $L^{2}(\Omega)$ and verify

$$
T_{\epsilon} u^{\epsilon}=\left(L_{\epsilon}+\left(\lambda I+V_{\epsilon}\right)_{\Omega}+\left(b_{\epsilon} \gamma\right)_{\Gamma}\right) u^{\epsilon}=h^{\epsilon} .
$$

Then $0 \leq \int_{\Omega} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2} \leq M$ for some constant independent of $\epsilon$ and by taking subsequences if necessary, $u^{\epsilon}$ converges to $u \in H_{\Omega_{0}}^{1}(\Omega)$ weakly in $H^{1}(\Omega)$ and $V_{\epsilon} u^{\epsilon}$ and $b_{\epsilon} u^{\epsilon}$ converge strongly in $L^{p_{0}^{\prime}}(\Omega)$ and $L^{p_{1}^{\prime}}(\Gamma)$, respectively, to $V u$ and bu. Moreover, $u \in H_{\Omega_{0}}^{1}(\Omega)$ verifies

$$
\begin{equation*}
T_{0} u=\left(L_{0}+(\lambda I+V)_{\Omega}+(b \gamma)_{\Gamma}\right) u=h_{\mid H_{\Omega_{0}}^{1}(\Omega)} \quad \text { in } H_{\Omega_{0}}^{-1}(\Omega) \tag{4.9}
\end{equation*}
$$

If the function $u$ above is unique, for example, when $\lambda$ is sufficiently large, then the full family $u^{\epsilon}$ converges to $u$.

Finally, $u^{\epsilon}$ converges strongly in $H^{1}(\Omega)$ to $u$ if and only if $\left\langle h^{\epsilon}, u^{\epsilon}\right\rangle_{-1,1} \rightarrow\langle h, u\rangle_{-1,1}$, and this happens, for example, if $h^{\epsilon} \rightarrow h$ in $H^{-1}(\Omega)$. In such a case, we also have

$$
\begin{equation*}
\lim _{\epsilon} \tau_{\epsilon}\left(u^{\epsilon}, u^{\epsilon}\right)=\tau_{0}(u, u) \tag{4.10}
\end{equation*}
$$

and in particular $\lim _{\epsilon} \int_{\Omega_{0}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}=0$.
Proof. (i) From (1.2), we have $m_{0} \int_{\Omega}\left|\nabla u^{\epsilon}\right|^{2} \leq \int_{\Omega} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2} \leq M$ and then, from the boundedness in $L^{2}(\Omega), u^{\epsilon}$ is bounded in $H^{1}(\Omega)$ and, taking subsequences if necessary, it converges weakly to $u$ in $H^{1}(\Omega)$ and strongly in $L^{2}(\Omega)$. Using lower semicontinuity, we get $\int_{K}|\nabla u|^{2} \leq \liminf _{\epsilon} \int_{K}\left|\nabla u^{\epsilon}\right|^{2}$ for any compact set $K \subset \Omega_{0}$. On the other hand,

$$
\inf _{x \in K}\left\{d_{\epsilon}(x)\right\} \int_{K}\left|\nabla u^{\epsilon}\right|^{2} \leq \int_{K} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2} \leq M
$$

and therefore from (1.3), we obtain $\lim _{\epsilon} \int_{K}\left|\nabla u^{\epsilon}\right|^{2}=0$ and $u \in H_{\Omega_{0}}^{1}(\Omega)$. From Lemma 4.3, we have

$$
\liminf _{\epsilon} \int_{\Omega} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2} \geq \liminf _{\epsilon} \int_{\Omega_{1}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2} \geq \int_{\Omega_{1}} d_{0}|\nabla u|^{2}=\int_{\Omega} d_{0}|\nabla u|^{2}
$$

and, in fact, $\lim _{\epsilon} \int_{\Omega} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}=\int_{\Omega} d_{0}|\nabla u|^{2}$ if and only if $\lim _{\epsilon} \int_{\Omega_{0}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}=0$ and $\lim _{\epsilon} \int_{\Omega_{1}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}=\int_{\Omega_{1}} d_{0}|\nabla u|^{2}$. Again, Lemma 4.3 gives the result.
(ii) Since $T_{\epsilon} u^{\epsilon}=\left(L_{\epsilon}+\left(\lambda I+V_{\epsilon}\right)_{\Omega}+\left(b_{\epsilon} \gamma\right)_{\Gamma}\right) u^{\epsilon}=h^{\epsilon}$, we have

$$
\begin{equation*}
\int_{\Omega} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}+\int_{\Omega}\left(\lambda+V_{\epsilon}\right)\left|u^{\epsilon}\right|^{2}+\int_{\Gamma} b_{\epsilon}\left|u^{\epsilon}\right|^{2}=\left\langle h^{\epsilon}, u^{\epsilon}\right\rangle_{-1,1} \tag{4.11}
\end{equation*}
$$

From (3.8), (3.11), and (3.12) we get $\int_{\Omega} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2} \leq M$ and the above applies. Also, since the inclusion $H^{1}(\Omega) \subset L^{p_{0}}(\Omega)$ is compact, taking subsequences if necessary, we
can assume $V_{\epsilon} u^{\epsilon}$ converges strongly in $L^{p_{0}^{\prime}}(\Omega)$. The same holds for $b_{\epsilon} u^{\epsilon}$ in $L^{p_{1}^{\prime}}(\Gamma)$, since $H^{1 / 2}(\Gamma) \subset L^{q_{1}}(\Gamma)$ is also compact. Moreover, for every $\phi \in H_{\Omega_{0}}^{1}(\Omega)$ it holds that

$$
\tau_{\epsilon}\left(u^{\epsilon}, \phi\right)=\int_{\Omega_{1}} d_{\epsilon} \nabla u^{\epsilon} \nabla \phi+\int_{\Omega}\left(\lambda+V_{\epsilon}\right) u^{\epsilon} \phi+\int_{\Gamma} b_{\epsilon} u^{\epsilon} \phi=\left\langle h^{\epsilon}, \phi\right\rangle_{-1,1}
$$

and we can pass to the limit to get

$$
\tau_{0}(u, \phi)=\int_{\Omega_{1}} d_{0} \nabla u \nabla \phi+\int_{\Omega}(\lambda+V) u \phi+\int_{\Gamma} b u \phi=\langle h, \phi\rangle_{-1,1}
$$

i.e., $T_{0} u=h_{\mid H_{\Omega_{0}}^{1}(\Omega)}$. In particular, with $\phi=u$,

$$
\begin{equation*}
\int_{\Omega_{1}} d_{0}|\nabla u|^{2}+\int_{\Omega}(\lambda+V)|u|^{2}+\int_{\Gamma} b|u|^{2}=\langle h, u\rangle_{-1,1} \tag{4.12}
\end{equation*}
$$

Furthermore, from (4.11) and (4.12), $\lim _{\epsilon} \int_{\Omega} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}=\int_{\Omega_{1}} d_{0}|\nabla u|^{2}$ if and only if $\left\langle h^{\epsilon}, u^{\epsilon}\right\rangle_{-1,1} \rightarrow\langle h, u\rangle_{-1,1}$, which holds true if $u^{\epsilon}$ or $h^{\epsilon}$ converges strongly. The rest follows easily.

From this theorem we get the following consequence.
Corollary 4.5. Assume that in Theorem 4.4, $h^{\epsilon}=f_{\Omega}^{\epsilon}+g_{\Gamma}^{\epsilon}$ and $f^{\epsilon} \rightarrow f$ weakly in $L^{p_{0}^{\prime}}(\Omega)$ and $g^{\epsilon} \rightarrow g$ weakly in $H^{-1 / 2}(\Gamma)$. Then (i) From inside $\Omega_{1}$

$$
\begin{gathered}
\operatorname{Div}\left(d_{\epsilon} \nabla u^{\epsilon}\right) \rightarrow \operatorname{Div}\left(d_{0} \nabla u\right) \text { weakly in } L^{p_{0}^{\prime}}\left(\Omega_{1}\right), \\
\frac{\partial u^{\epsilon}}{\partial \vec{n}_{\epsilon}} \rightarrow \frac{\partial u}{\partial \vec{n}_{0}} \text { weakly in } H^{-1 / 2}\left(\Gamma \cup \Gamma_{0}\right) .
\end{gathered}
$$

(ii) From inside $\Omega_{0}$,

$$
\begin{gathered}
\operatorname{Div}\left(d_{\epsilon} \nabla u^{\epsilon}\right) \rightarrow f-(\lambda+V) \sum_{i=1}^{m} u_{\Omega_{0, i}} \mathcal{X}_{\Omega_{0, i}} \text { weakly in } L^{p_{0}^{\prime}}\left(\Omega_{0}\right) \\
f_{\Omega_{0, i}}-\operatorname{Div}\left(d_{\epsilon} \nabla u^{\epsilon}\right) \rightarrow \frac{1}{\left|\Omega_{0, i}\right|} \int_{\Gamma_{0, i}} \frac{\partial u}{\partial \vec{n}_{0}}
\end{gathered}
$$

Also, if $f^{\epsilon} \rightarrow f_{\Omega_{0, i}}$, weakly in $L^{p_{0}^{\prime}}\left(\Omega_{0, i}\right)$ and $V_{\epsilon} \rightarrow V_{\Omega_{0, i}}$ strongly in $L^{q_{0}}\left(\Omega_{0, i}\right)$, then

$$
-\operatorname{Div}\left(d_{\epsilon} \nabla u^{\epsilon}\right) \rightarrow \frac{1}{\left|\Omega_{0, i}\right|} \int_{\Gamma_{0, i}} \frac{\partial u}{\partial \vec{n}_{0}} \text { weakly in } L^{p_{0}^{\prime}}\left(\Omega_{0, i}\right)
$$

If $f^{\epsilon}$ and $g^{\epsilon}$ converge strongly, then all the convergences above are strong.
Furthermore, $u^{\epsilon}$ converges strongly to $u$ in $H^{1}(\Omega)$ if and only if $\left\langle g^{\epsilon}, u^{\epsilon}\right\rangle_{\Gamma}$ converges to $\langle g, u\rangle_{\Gamma}$, and this happens, for example, if $g^{\epsilon} \rightarrow g$ strongly in $H^{-1 / 2}(\Gamma)$. In such $a$ case we have $\lim _{\epsilon} \int_{\Omega_{0}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}=0$.

Proof. The convergence on $\Omega_{1}$ and $\Omega_{0}$ follows easily, since $u^{\epsilon}$ verifies

$$
\left\{\begin{array}{cl}
-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u^{\epsilon}\right)+\left(\lambda+V_{\epsilon}(x)\right) u^{\epsilon}=f^{\epsilon} & \text { on } \Omega, \\
\frac{\partial u^{\epsilon}}{\partial \vec{n}_{\epsilon}}+b_{\epsilon}(x) u=g^{\epsilon} & \text { on } \Gamma,
\end{array}\right.
$$

and the convergence of $V_{\epsilon} u^{\epsilon}$ and $b_{\epsilon} u^{\epsilon}$ are obtained in the theorem. The convergence of the normal derivative on $\Gamma_{0}$ follows from the above and (3.2) applied to $\Omega_{1}$. Integrating on $\Omega_{0, i}$ we get the convergence of the average of $-\operatorname{Div}\left(d_{\epsilon} \nabla u^{\epsilon}\right)$ and the rest is obvious.

Since, from the theorem, $u^{\epsilon}$ converges strongly in $L^{2}(\Omega)$ then the strong convergence in $H^{1}(\Omega)$ is equivalent to the convergence $\left\langle g^{\epsilon}, u^{\epsilon}\right\rangle_{\Gamma} \rightarrow\langle g, u\rangle_{\Gamma}$.
5. The eigenvalue problem. Consider the operators $B_{\epsilon}$ and $B_{0}$ of the previous section. Since they have compact resolvent their spectrum consists solely of eigenvalues of finite multiplicity, i.e., $\sigma\left(B_{\epsilon}\right)=\left\{\mu_{n}^{\epsilon}\right\}_{n}$ and $\sigma\left(B_{0}\right)=\left\{\mu_{n}\right\}_{n}$, which form increasing sequences converging to $\infty$. Note that the eigenvalue problem for $B_{\epsilon}$ is given by

$$
\left\{\begin{array}{cl}
-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u\right)+\left(\lambda+V_{\epsilon}\right) u=\mu u & \text { on } \Omega  \tag{5.1}\\
\frac{\partial u}{\partial \vec{n}_{\epsilon}}+b_{\epsilon} u=0 & \text { on } \Gamma
\end{array}\right.
$$

in $H^{1}(\Omega)$, while for $B_{0}$ the eigenvalue problem is given by

$$
\begin{array}{ll}
-\operatorname{Div}\left(d_{0}(x) \nabla u\right)+(\lambda+V) u=\mu u & \text { on } \Omega_{1}, \\
\frac{\partial u}{\partial \vec{n}_{0}}+b u=0 & \text { on } \Gamma, \\
\gamma_{0, i}(u)=u_{\Omega_{0, i}} & \text { on } \Gamma_{0, i}, \quad i=1, \ldots, m  \tag{5.2}\\
\frac{1}{\left|\Omega_{0, i}\right|} \int_{\Gamma_{0, i}} \frac{\partial u}{\partial \vec{n}_{0}}+\left(f_{\Omega_{0, i}} \lambda+V\right) u_{\Omega_{0, i}}=\mu u_{\Omega_{0, i}}, & i=1, \ldots, m
\end{array}
$$

in $H_{\Omega_{0}}^{1}(\Omega)$, where $u_{\Omega_{0, i}}$ denotes the constant value of $u$ on $\Omega_{0, i}$ for $i=1, \ldots, m$.
The next result, which is the main result in this section, asserts that the spectral properties of $B_{\epsilon}$ and $B_{0}$ are close. Note that since $B_{\epsilon}$ and $B_{0}$ and their inverses are not defined on the same space, then one cannot use classical results, e.g., [14, Theorem VIII.1.14] or [16, Theorems V.9.10 and V.11.1], to analyze the behavior of eigenfunctions and eigenvalues.

Theorem 5.1. Assume that $V_{\epsilon}, b_{\epsilon}$ verify (1.4), (1.5) and assume the spectrum of $B_{\epsilon}$ is given by

$$
\mu_{1}^{\epsilon} \leq \cdots \leq \mu_{n}^{\epsilon} \leq \mu_{n+1}^{\epsilon} \cdots
$$

counting multiplicities and, for each $n$, let $\phi_{n}^{\epsilon}$ be an eigenfunction of $\mu_{n}^{\epsilon}$ such that $\left\|\phi_{n}^{\epsilon}\right\|_{L^{2}(\Omega)}=1$ and such that $\left\{\phi_{n}^{\epsilon}\right\}_{n}$ is a Hilbert basis of $L^{2}(\Omega)$. Also, assume that the spectrum of $B_{0}$ is given by

$$
\mu_{1} \leq \cdots \leq \mu_{n} \leq \mu_{n+1} \cdots
$$

counting multiplicities. Then the following conditions hold.
(i) For each $n \in \mathbb{N}$,

$$
\mu_{n}^{\epsilon} \rightarrow \mu_{n} \text { as } \epsilon \rightarrow 0
$$

(ii) For each $n \in \mathbb{N}$, and for any sequence converging to zero that we still denote $\epsilon \rightarrow 0$, there exists a subsequence $\epsilon_{j}$ such that

$$
\phi_{n}^{\epsilon_{j}} \rightarrow \phi_{n} \in H_{\Omega_{0}}^{1}(\Omega) \text { as } j \rightarrow \infty
$$

strongly in $H^{1}(\Omega)$ and $\lim _{j \rightarrow \infty} \int_{\Omega_{0}} d_{\epsilon_{j}}\left|\nabla \phi_{n}^{\epsilon_{j}}\right|^{2}=0$, where $\phi_{n}$ is an eigenfunction of $B_{0}$ corresponding to $\mu_{n}$ and $\left\{\phi_{n}\right\}_{n}$ is a Hilbert basis of $L_{\Omega_{0}}^{2}(\Omega)$.

Proof. Note that it is sufficient to prove the result for $\lambda$ large enough such that $B_{\epsilon}$ is an isomorphism, i.e., such that $\tau_{\epsilon}$ in (4.2) is coercive. Then we proceed by induction in $n$. From the min-max characterization of the eigenvalues, we first have

$$
\mu_{1}^{\epsilon}=\inf _{\substack{u \in H^{1}(\Omega) \\\|u\|=1}} \int_{\Omega} d_{\epsilon}|\nabla u|^{2}+\int_{\Omega}\left(\lambda+V_{\epsilon}\right)|u|^{2}+\int_{\Gamma} b_{\epsilon}|u|^{2}=\inf _{\substack{u \in H^{1}(\Omega) \\\|u\|=1}} \tau_{\epsilon}(u, u)>0
$$

and

$$
\mu_{1}=\inf _{\substack{u \in H_{\Omega_{0}}^{1}(\Omega) \\\|u\|=1}} \int_{\Omega_{1}} d_{0}|\nabla u|^{2}+\int_{\Omega}(\lambda+V)|u|^{2}+\int_{\Gamma} b|u|^{2}=\inf _{\substack{u \in H_{\Omega_{0}}^{1}(\Omega) \\\|u\|=1}} \tau_{0}(u, u)>0
$$

where $\|\cdot\|$ represents the $L^{2}(\Omega)$ norm. Observe that for the Neumann boundary condition, $V_{\epsilon}=0, b_{\epsilon}=0, \mu_{1}^{\epsilon}=\mu_{1}=\lambda$, and the first eigenfunction is constant on $\Omega$. Also note that in any case the inf is attained.

On the one hand, if we restrict $u$ to be in $H_{\Omega_{0}}^{1}(\Omega)$ with $\|u\|=1$, we get, since $u$ is constant on $\Omega_{0}$ and from the convergence of $d_{\epsilon}, V_{\epsilon}, b_{\epsilon}$,

$$
\mu_{1}^{\epsilon} \leq \tau_{\epsilon}(u, u) \rightarrow \tau_{0}(u, u)
$$

and in particular $\limsup _{\epsilon} \mu_{1}^{\epsilon} \leq \mu_{1}$.
On the other hand, by taking the family of first eigenfunctions, $\left\{\phi_{1}^{\epsilon}\right\}_{\epsilon}$, we have

$$
\tau_{\epsilon}\left(\phi_{1}^{\epsilon}, \phi_{1}^{\epsilon}\right)=\int_{\Omega} d_{\epsilon}\left|\nabla \phi_{1}^{\epsilon}\right|^{2}+\int_{\Omega}\left(\lambda+V_{\epsilon}\right)\left|\phi_{1}^{\epsilon}\right|^{2}+\int_{\Gamma} b_{\epsilon}\left|\phi_{1}^{\epsilon}\right|^{2}=\mu_{1}^{\epsilon} \leq M
$$

for some constant independent of $\epsilon$. Therefore, by Theorem 4.4, and by taking subsequences if necessary, we have $\mu_{1}^{\epsilon} \rightarrow \mu^{0}$ and $\phi_{1}^{\epsilon} \rightarrow \phi \in H_{\Omega_{0}}^{1}(\Omega)$, where $\|\phi\|=1$ and the latter convergence is weak in $H^{1}(\Omega)$ and strong in $L^{2}(\Omega)$. Even more, we can also assume $V_{\epsilon} \phi_{1}^{\epsilon} \rightarrow V \phi$ in $L^{p_{0}^{\prime}}(\Omega)$ and $b_{\epsilon} \phi_{1}^{\epsilon} \rightarrow b \phi$ in $L^{p_{1}^{\prime}}(\Gamma)$. But $B_{\epsilon}\left(\phi_{1}^{\epsilon}\right)=\mu_{1}^{\epsilon} \phi_{1}^{\epsilon}$ and then, since $\mu_{1}^{\epsilon} \phi_{1}^{\epsilon}$ converges in $H^{-1}(\Omega)$ to $\mu^{0} \phi$, by Theorem 4.4, $\phi$ satisfies $B_{0}(\phi)=\mu^{0} \phi$ and we have $\phi_{1}^{\epsilon} \rightarrow \phi \in H_{\Omega_{0}}^{1}(\Omega)$ strongly in $H^{1}(\Omega)$ and, even more, $\lim _{\epsilon} \int_{\Omega_{0}} d_{\epsilon}\left|\nabla \phi_{1}^{\epsilon}\right|^{2}=0$.

Consequently, $\mu^{0}=\tau_{0}(\phi, \phi) \geq \mu_{1}$. Since the argument is independent of the subsequence we take, we really have proven $\lim _{\inf }^{\epsilon} \mu_{1}^{\epsilon} \geq \mu_{1}$ and the function $\phi$ above, which may depend on the subsequence, is a normalized eigenfunction of $\mu_{1}$. Therefore, the theorem is proved for $n=1$.

Assume the result is proved for the first $n$ eigenvalues. Then from the min-max characterization we have

$$
\mu_{n+1}^{\epsilon}=\inf _{\substack{u \in H^{1}(\Omega) \\ u \perp \phi_{1}^{\epsilon}, \ldots, \phi_{n}^{\epsilon} \\\|u\|=1}} \tau_{\epsilon}(u, u)
$$

Then take any sequence converging to zero that we still denote $\epsilon \rightarrow 0$, and, therefore, there exists a subsequence $\epsilon_{j}$ such that for every $i=1, \ldots, n$,

$$
\phi_{i}^{\epsilon_{j}} \rightarrow \phi_{i} \in H_{\Omega_{0}}^{1}(\Omega) \text { as } j \rightarrow \infty
$$

strongly in $H^{1}(\Omega)$ and $\lim _{j \rightarrow \infty} \int_{\Omega_{0}} d_{\epsilon_{j}}\left|\nabla \phi_{i}^{\epsilon_{j}}\right|^{2}=0$, and $\phi_{i}$ is an eigenfunction of $\mu_{i}$ and the $\phi_{i}$ are mutually orthogonal and have $L^{2}(\Omega)$ norm equal to 1 . With this we have

$$
\mu_{n+1}=\inf _{\substack{u \in H_{\Omega_{0}}^{1}(\Omega) \\ u \perp \phi_{1}, \ldots, \phi_{n} \\\|u\|=1}} \tau_{0}(u, u) .
$$

We define in $L^{2}(\Omega)$ and $H^{1}(\Omega)$ the projections $P_{n}^{\epsilon_{j}}=\sum_{i=1}^{n}\left\langle\phi_{i}^{\epsilon_{j}}, \cdot\right\rangle_{\Omega} \phi_{i}^{\epsilon_{j}}$, $Q_{n}^{\epsilon_{j}}=$ $I-P_{n}^{\epsilon_{j}}$, and $P_{n}=\sum_{i=1}^{n}\left\langle\phi_{i}, \cdot\right\rangle_{\Omega} \phi_{i}, Q_{n}=I-P_{n}$. Hence from the strong convergence of $\phi_{i}^{\epsilon_{j}}$ in $H^{1}(\Omega)$ we have

$$
P_{n}^{\epsilon_{j}} \rightarrow P_{n}, \quad Q_{n}^{\epsilon_{j}} \rightarrow Q_{n}
$$

strongly in $\mathcal{L}\left(L^{2}(\Omega), H^{1}(\Omega)\right)$.
Therefore, for a given $u \in H_{\Omega_{0}}^{1}(\Omega)$, we take $u^{\epsilon_{j}}=Q_{n}^{\epsilon_{j}}(u)$ which is orthogonal in $L^{2}(\Omega)$ to $\phi_{1}^{\epsilon_{j}}, \ldots, \phi_{n}^{\epsilon_{j}}$ and converges strongly in $H^{1}(\Omega)$ to $u^{0}=Q_{n}(u)$, and then we claim that

$$
\mu_{n+1}^{\epsilon_{j}} \leq \frac{\tau_{\epsilon_{j}}\left(u^{\epsilon_{j}}, u^{\epsilon_{j}}\right)}{\left\|u_{j}^{\epsilon_{j}}\right\|^{2}} \rightarrow \frac{\tau_{0}\left(u^{0}, u^{0}\right)}{\left\|u^{0}\right\|^{2}} \text { as } j \rightarrow \infty
$$

Since $u^{0} \perp\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ is arbitrary, we obtain $\lim \sup _{j} \mu_{n+1}^{\epsilon_{j}} \leq \mu_{n+1}$. Also, since this upper bound is independent of the sequence $\epsilon$ and the subsequence $\epsilon_{j}$, we have $\limsup \sup _{\epsilon} \mu_{n+1}^{\epsilon} \leq \mu_{n+1}$.

Now we prove our claim. The first inequality is obvious and then $\mu_{n+1}^{\epsilon_{j}} \leq$ $\frac{\tau_{\epsilon_{j}}\left(u^{\epsilon_{j}}, u^{\epsilon_{j}}\right)}{\left\|u^{j_{j}}\right\|^{2}}$. But since $u^{\epsilon_{j}}=Q_{n}^{\epsilon_{j}}(u)=u-P_{n}^{\epsilon_{j}}(u)$, we have $\tau_{\epsilon_{j}}\left(u^{\epsilon_{j}}, u^{\epsilon_{j}}\right)=\tau_{\epsilon_{j}}(u, u)+$ $\tau_{\epsilon_{j}}\left(P_{n}^{\epsilon_{j}}(u), P_{n}^{\epsilon_{j}}(u)\right)-2 \tau_{\epsilon_{j}}\left(u, P_{n}^{\epsilon_{j}}(u)\right)$. Now, since $u$ is constant on $\Omega_{0}$, we get $\tau_{\epsilon_{j}}(u, u) \rightarrow$ $\tau_{0}(u, u)$ and

$$
\begin{aligned}
& \tau_{\epsilon_{j}}\left(u, P_{n}^{\epsilon_{j}}(u)\right)=\int_{\Omega_{1}} d_{\epsilon_{j}} \nabla u \nabla P_{n}^{\epsilon_{j}}(u)+\int_{\Omega}\left(\lambda+V_{\epsilon_{j}}\right) u P_{n}^{\epsilon_{j}}(u)+\int_{\Gamma} b_{\epsilon_{j}} u P_{n}^{\epsilon_{j}}(u) \\
& \quad \rightarrow \int_{\Omega_{1}} d_{0} \nabla u \nabla P_{n}(u)+\int_{\Omega}(\lambda+V) u P_{n}(u)+\int_{\Gamma} b u P_{n}(u)=\tau_{0}\left(u, P_{n}(u)\right) .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
& \tau_{\epsilon_{j}}\left(P_{n}^{\epsilon_{j}}(u), P_{n}^{\epsilon_{j}}(u)\right)=\sum_{i=1}^{n}\left|\left\langle\phi_{i}^{\epsilon_{j}}, u\right\rangle\right|^{2} \tau_{\epsilon_{j}}\left(\phi_{i}^{\epsilon_{j}}, \phi_{i}^{\epsilon_{j}}\right) \\
& \quad \rightarrow \sum_{i=1}^{n}\left|\left\langle\phi_{i}, u\right\rangle\right|^{2} \tau_{0}\left(\phi_{i}, \phi_{i}\right)=\tau_{0}\left(P_{n}(u), P_{n}(u)\right)
\end{aligned}
$$

where we have used (4.10). Consequently, since $u^{0}=Q_{n}(u)=u-P_{n}(u)$, then $\tau_{\epsilon}\left(u^{\epsilon}, u^{\epsilon}\right) \rightarrow \tau_{0}\left(u^{0}, u^{0}\right)$, and the claim is proved.

As a consequence of the above, by taking the family of $(n+1)$ th eigenfunctions, $\left\{\phi_{n+1}^{\epsilon}\right\}_{\epsilon}$, we have

$$
\tau_{\epsilon}\left(\phi_{n+1}^{\epsilon}, \phi_{n+1}^{\epsilon}\right)=\mu_{n+1}^{\epsilon} \leq M
$$

for some constant independent of $\epsilon$. Therefore, $\int_{\Omega} d_{\epsilon}\left|\nabla \phi_{n+1}^{\epsilon}\right|^{2}$ is bounded and then by Theorem 4.4, and by taking subsequences if necessary, we have $\mu_{i}^{\epsilon} \rightarrow \mu_{i}$, for $i=$ $1, \ldots, n, \mu_{n+1}^{\epsilon} \rightarrow \mu^{0}$, and $\phi_{i}^{\epsilon} \rightarrow \phi_{i} \in H_{\Omega_{0}}^{1}(\Omega), i=1, \ldots, n$, and $\phi_{n+1}^{\epsilon} \rightarrow \phi \in H_{\Omega_{0}}^{1}(\Omega)$, where $\left\|\phi_{i}\right\|=\|\phi\|=1, \phi_{i}$ are eigenfunctions of $\mu_{i}$, and the latter convergence is weak in $H^{1}(\Omega)$ and strong in $L^{2}(\Omega)$. In addition, we can assume $V_{\epsilon} \phi_{n+1}^{\epsilon} \rightarrow V \phi$ in $L^{p_{0}^{\prime}}(\Omega)$ and $b_{\epsilon} \phi_{n+1}^{\epsilon} \rightarrow b \phi$ in $L^{p_{1}^{\prime}}(\Gamma)$. But since $B_{\epsilon}\left(\phi_{n+1}^{\epsilon}\right)=\mu_{n+1}^{\epsilon} \phi_{n+1}^{\epsilon}$ and since $\mu_{n+1}^{\epsilon} \phi_{n+1}^{\epsilon}$ converges in $H^{-1}(\Omega)$ to $\mu^{0} \phi$, then by Theorem $4.4 \phi$ satisfies $B_{0}(\phi)=\mu^{0} \phi$ and we have $\phi_{n+1}^{\epsilon} \rightarrow \phi \in H_{\Omega_{0}}^{1}(\Omega)$ strongly in $H^{1}(\Omega)$ and, furthermore, $\lim _{\epsilon} \int_{\Omega_{0}} d_{\epsilon}\left|\nabla \phi_{n+1}^{\epsilon}\right|^{2}=0$.

Since we also have $\left\langle\phi_{n+1}^{\epsilon}, \phi_{j}^{\epsilon}\right\rangle_{\Omega}=0$, for $j=1, \ldots, n$, then in the limit, $\left\langle\phi, \phi_{j}\right\rangle_{\Omega}=$ 0 . Consequently, $\mu^{0}=\tau_{0}(\phi, \phi) \geq \mu_{n+1}$. Since the argument is independent of the subsequence we take, we really have proved $\lim \inf _{\epsilon} \mu_{n+1}^{\epsilon} \geq \mu_{n+1}$. Hence $\lim _{\epsilon} \mu_{n+1}^{\epsilon}=$ $\mu_{n+1}$ and the function $\phi$ above, which may depend on the subsequence, is a normalized eigenfunction of $\mu_{n+1}$. Therefore, the theorem is proved for $n+1$.

Corollary 5.2. Under the above conditions (i) If $\mu \in \rho\left(B_{0}\right)$ then for sufficiently small $\epsilon, \mu \in \rho\left(B_{\epsilon}\right)$. (ii) If $(a, b) \subset \mathbb{R}$ is a bounded interval and $K_{\epsilon}=$ $\#\left\{\mu_{n}^{\epsilon} \in \sigma\left(B_{\epsilon}\right), \mu_{n}^{\epsilon} \in(a, b)\right\}$ (counting multiplicities), then for sufficiently small $\epsilon$, $K_{\epsilon}$ is independent of $\epsilon$. (iii) If $\mu \in \mathbb{R}$ is such that $\mu \in \rho\left(B_{0}\right)$, and for $0 \leq \epsilon$ we take $M_{\epsilon}=\left\{\mu_{n}^{\epsilon} \in \sigma\left(B_{\epsilon}\right), \mu_{n}^{\epsilon}<\mu\right\}$ and we define $P_{\mu}^{\epsilon}$ as the orthogonal projection onto the subspace $\bigoplus_{\lambda \in M_{\epsilon}} E(\lambda, \epsilon)$, then

$$
P_{\mu}^{\epsilon} \rightarrow P_{\mu}^{0}, \text { as } \epsilon \rightarrow 0
$$

in the norm of $\mathcal{L}\left(H^{1}(\Omega)\right)$, where $E(\lambda, \epsilon)$ denotes the eigenspace of the eigenvalue $\lambda$ of $B_{\epsilon}$.

Proof. Parts i and ii follow from the pointwise convergence of the eigenvalues. Now, for part iii note that the dimension of $\bigoplus_{\lambda \in M_{\epsilon}} E(\lambda, \epsilon)$ is finite and independent of $\epsilon$. Therefore, after suitable choice of eigenfunctions we have for $\epsilon>0, P_{\mu}^{\epsilon}=$ $\sum_{i=1}^{M}\left\langle\phi_{i}^{\epsilon},\right\rangle_{\Omega} \phi_{i}^{\epsilon}$ for some fixed $M \in \mathbb{N}$. From the theorem we get that for any sequence that we still denote $\epsilon \rightarrow 0$ there exists a subsequence $\epsilon_{j}$ such that $P_{\mu}^{\epsilon_{j}}$ converges to $P_{\mu}^{0}$ strongly in $\mathcal{L}\left(L^{2}(\Omega), H^{1}(\Omega)\right)$. Since the limit is independent of the subsequence we get that the full family converges. Finally, note that we are in a position to apply [16, Lemma V.9.12], and hence we get the convergence in the operator norm.
6. Further comments and remarks. Now we discuss some different situations that can be handled similarly. Therefore, we just give the main arguments.

Concerning other boundary conditions, assume now $\Gamma=\Gamma_{1} \cup \Gamma_{2}$ is a partition of the boundary, where $\Gamma_{2} \neq \emptyset$ and $\Gamma_{1}$ could be empty, and consider the mixed problem with respect to this partition; that is, we impose the Neumann condition on $\Gamma_{1}$ and the Dirichlet condition on $\Gamma_{2}$. Note that when $\Gamma_{1}=\emptyset$ we are solving the Dirichlet case. Therefore, we consider

$$
\begin{cases}-\operatorname{Div}\left(d_{\epsilon}(x) \nabla u^{\epsilon}\right)+\left(\lambda+V_{\epsilon}\right) u^{\epsilon}=f^{\epsilon} & \text { on } \Omega,  \tag{6.1}\\ \frac{\partial u^{\epsilon}}{\partial n_{\epsilon}}+b_{\epsilon} u^{\epsilon}=g^{\epsilon} & \text { on } \Gamma_{1}, \\ u^{\epsilon}=j^{\epsilon} & \text { on } \Gamma_{2}\end{cases}
$$

for which a weak formulation, using the bilinear form $\tau_{\epsilon}$ defined in (4.2), is given as follows. Consider the Sobolev space

$$
H_{\Gamma_{2}}^{1}(\Omega)=\left\{u \in H^{1}(\Omega), u=0 \text { on } \Gamma_{2}\right\}
$$

whose dual space is denoted $H_{\Gamma_{2}}^{-1}(\Omega)$. Note that when $\Gamma_{1}=\emptyset$, then $H_{\Gamma_{2}}^{1}(\Omega)=H_{0}^{1}(\Omega)$. Assume $V_{\epsilon}$ as in (1.4) and $b_{\epsilon} \in L^{q_{1}}\left(\Gamma_{1}\right)$ and converges to $b$. Then, for $h^{\epsilon} \in H_{\Gamma_{2}}^{-1}(\Omega)$ and $j^{\epsilon} \in H^{1 / 2}\left(\Gamma_{2}\right)$, a solution of the mixed problem is $u^{\epsilon} \in H^{1}(\Omega)$ such that

$$
\left\{\begin{array}{l}
\tau_{\epsilon}\left(u^{\epsilon}, \phi\right)=\int_{\Omega} d_{\epsilon} \nabla u^{\epsilon} \nabla \phi+\int_{\Omega}\left(\lambda+V_{\epsilon}\right) u^{\epsilon} \phi+\int_{\Gamma_{1}} b_{\epsilon} u^{\epsilon} \phi=\left\langle h^{\epsilon}, \phi\right\rangle_{-1,1},  \tag{6.2}\\
\gamma_{2}\left(u^{\epsilon}\right)=j^{\epsilon} \text { on } \Gamma_{2},
\end{array}\right.
$$

where the first equation holds for every $\phi \in H_{\Gamma_{2}}^{1}(\Omega)$.
For the homogeneous case, i.e., when $j^{\epsilon}=0$, all the results of the previous sections apply by working on spaces with subscripts $\Gamma_{2}$ indicating that all functions have traces that vanish on $\Gamma_{2}$. Now, for the full problem (6.1) when $j^{\epsilon} \neq 0$, we construct a function $J^{\epsilon}$ in $\Omega$ with trace $j^{\epsilon}$ on $\Gamma_{2}$, and we write an equation for $v^{\epsilon}=u^{\epsilon}-J^{\epsilon}$ thus reducing
the problem to the homogeneous case. For this we have to control $J^{\epsilon}$ on $\Omega_{0}$ and the way it depends on $j^{\epsilon}$. For this assume that $j^{\epsilon}$ is such that

$$
\hat{j}^{\epsilon}=\left\{\begin{array}{ll}
j^{\epsilon} & \text { on } \Gamma_{2} \\
0 & \text { on } \Gamma_{1}
\end{array} \in H^{1 / 2}(\Gamma) .\right.
$$

This condition holds true if $j^{\epsilon} \in H^{1 / 2}\left(\Gamma_{2}\right)$ and if $\bar{\Gamma}_{1} \cap \bar{\Gamma}_{2}=\emptyset$.
Lemma 6.1. With the above assumption, assume $\lambda>0$ and let $J^{\epsilon}$ be defined as the unique solution of

$$
\begin{cases}-\operatorname{Div}\left(d_{\epsilon}(x) \nabla J^{\epsilon}\right)+\lambda J^{\epsilon}=0 & \text { on } \Omega_{1}, \\ \gamma\left(J^{\epsilon}\right)=0 & \text { on } \Gamma_{0} \cup \Gamma_{1}, \\ \gamma\left(J^{\epsilon}\right)=j^{\epsilon} & \text { on } \Gamma_{2},\end{cases}
$$

and we extend $J^{\epsilon}$ by zero to $\Omega_{0}$; hence, $J^{\epsilon} \in H_{\Omega_{0}}^{1}(\Omega)$. Then the following conditions hold.
(i) If $\left\{\hat{j}^{\epsilon}\right\}_{\epsilon}$ is bounded in $H^{1 / 2}(\Gamma)$, then $\left\{J^{\epsilon}\right\}_{\epsilon}$ is bounded in $H^{1}(\Omega)$. Moreover, if $\hat{j}^{\epsilon} \rightarrow j$ weakly in $H^{1 / 2}(\Gamma)$, then $J^{\epsilon} \rightarrow J$ weakly in $H^{1}(\Omega)$.
(ii) If $\hat{j}^{\epsilon} \rightarrow j$ strongly in $H^{1 / 2}(\Gamma)$, then $J^{\epsilon} \rightarrow J$ strongly in $H^{1}(\Omega)$.

With this special choice for $J^{\epsilon}$ we have the following theorem.
Theorem 6.2. Assume $V_{\epsilon}, b_{\epsilon}$ verify (1.4) and (1.5), respectively, $h^{\epsilon} \rightarrow h$ weakly in $H_{\Gamma_{2}}^{-1}(\Omega), \hat{j}^{\epsilon} \rightarrow j$ weakly in $H^{1 / 2}(\Gamma), \lambda$ is large enough, and $u^{\epsilon}$ is the unique solution of (6.2). Then

$$
u^{\epsilon} \rightarrow u \in H_{\Omega_{0}}^{1}(\Omega)
$$

weakly in $H^{1}(\Omega)$, where $u$ verifies

$$
\left\{\begin{array}{l}
\tau_{0}(u, \phi)=\int_{\Omega_{1}} d_{0} \nabla u \nabla \phi+\int_{\Omega}(\lambda+V) u \phi+\int_{\Gamma_{1}} b u \phi=\langle h, \phi\rangle_{-1,1},  \tag{6.3}\\
\gamma_{2}(u)=j \text { on } \Gamma_{2}
\end{array}\right.
$$

for every $\phi \in H_{\Gamma_{2}, \Omega_{0}}^{1}(\Omega)=H_{\Omega_{0}}^{1}(\Omega) \cap H_{\Gamma_{2}}^{1}(\Omega)$. Moreover, if the convergence for $h^{\epsilon}$ and $\hat{j}^{\epsilon}$ is strong, then $u^{\epsilon}$ converges strongly. Furthermore, $\lim _{\epsilon} \int_{\Omega_{0}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}=0$.

In particular, if $h=f_{\Omega}+g_{\Gamma_{1}}$ with $f \in L^{p_{0}^{\prime}}(\Omega)$ and $g \in H^{-1 / 2}\left(\Gamma_{1}\right)$, then $u$ verifies

$$
\begin{array}{ll}
-\operatorname{Div}\left(d_{0}(x) \nabla u\right)+(\lambda+V(x)) u=f & \text { on } \Omega_{1}, \\
\frac{\partial u}{\partial \vec{n}_{0}}+b u=g & \text { on } \Gamma_{1}, \\
\gamma_{2}(u)=j & \text { on } \Gamma_{\Gamma_{2}}, \\
\gamma_{0, i}(u)=u_{\Omega_{0, i}} & \text { on } \Gamma_{0, i}, i=1, \ldots, m,  \tag{6.4}\\
\frac{1}{\left|\Omega_{0, i}\right|} \int_{\Gamma_{0, i}} \frac{\partial u}{\partial \vec{n}_{0}}+\left(f_{\Omega_{0,1}} \lambda+V\right) u_{\Omega_{0, i}}=\int_{\Omega_{0, i}} f, & i=1, \ldots, m,
\end{array}
$$

where $u_{\Omega_{0, i}}$ denotes the constant value of $u$ on $\Omega_{0, i}$ for $i=1, \ldots, m$.
Proof. If $u^{\epsilon}$ is a solution of (6.2), then the function $v^{\epsilon}=u^{\epsilon}-J^{\epsilon} \in H_{\Gamma_{2}}^{1}(\Omega)$ verifies $\tau_{\epsilon}\left(v^{\epsilon}, \phi\right)=\left\langle h^{\epsilon}, \phi\right\rangle_{-1,1}-\int_{\Omega_{1}} d_{\epsilon} \nabla J^{\epsilon} \nabla \phi-\int_{\Omega_{1}}\left(\lambda+V_{\epsilon}\right) J^{\epsilon} \phi-\int_{\Gamma_{1}} b_{\epsilon} J^{\epsilon} \phi \stackrel{\text { def }}{=}\left\langle H^{\epsilon}, \phi\right\rangle_{-1,1}$
for every $\phi \in H_{\Gamma_{2}}^{1}(\Omega)$. From the lemma, we get that if $h^{\epsilon} \rightarrow h$ weakly (strongly) in $H_{\Gamma_{2}}^{-1}(\Omega)$ and $\hat{j}^{\epsilon} \rightarrow j$ weakly (strongly) in $H^{1 / 2}(\Gamma)$, then $H^{\epsilon} \rightarrow H$ weakly (strongly)
in $H_{\Gamma_{2}}^{-1}(\Omega)$, where $H$ is defined by $\langle H, \phi\rangle_{-1,1}=\langle h, \phi\rangle_{-1,1}-\int_{\Omega_{1}} d_{0} \nabla J \nabla \phi-\int_{\Omega_{1}}(\lambda+$ V) $J \phi-\int_{\Gamma_{1}} b J \phi$.

From the result for the homogeneous case above, we get $v^{\epsilon} \rightarrow v \in H_{\Gamma_{2}, \Omega_{0}}^{1}(\Omega)$ weakly in $H_{\Gamma_{2}}^{1}(\Omega)$ (strongly and $\lim _{\epsilon} \int_{\Omega_{0}} d_{\epsilon}\left|\nabla v^{\epsilon}\right|^{2}=0$ ). Also, $v$ satisfies $T_{0}(v)=$ $H_{\mid H_{\Gamma_{2}, \Omega_{0}}^{1}(\Omega)}$ in $H_{\Gamma_{2}, \Omega_{0}}^{-1}(\Omega)$. Therefore, $u^{\epsilon} \rightarrow u=v+J \in H_{\Omega_{0}}^{1}(\Omega)$ weakly in $H^{1}(\Omega)$ (strongly and $\lim _{\epsilon} \int_{\Omega_{0}} d_{\epsilon}\left|\nabla u^{\epsilon}\right|^{2}=0$ ). The rest is obvious.

We can also consider, without any change in the analysis, the same problem for diffusion operators of the form

$$
-\operatorname{Div}\left(D_{\epsilon}(x) \nabla u\right),
$$

where $D_{\epsilon}(x)$ is a positive definite symmetric matrix for each $x \in \Omega$ with smooth coefficients and such that if $\lambda_{1}^{\epsilon}(x)$ denotes the first eigenvalue of $D_{\epsilon}(x)$, then $0<$ $m_{0} \leq \lambda_{1}^{\epsilon}(x)$ for every $x \in \Omega$ and $0 \leq \epsilon \leq \epsilon_{0}$, and $\lambda_{1}^{\epsilon}(x) \longrightarrow \infty$ uniformly on compact subsets of $\Omega_{0}$, as $\epsilon \rightarrow 0$, and $D_{\epsilon}(x) \longrightarrow D_{0}(x)$ uniformly on $\Omega_{1}$, as $\epsilon \rightarrow 0$. In this case, the conormal derivative is given by $\frac{\partial u}{\partial \vec{n}_{\epsilon}}=\left\langle D_{\epsilon}(x) \nabla u, \vec{n}\right\rangle=\left\langle\nabla u, D_{\epsilon}^{*}(x) \vec{n}\right\rangle$. Also, the case of discontinuous diffusion coefficients $d_{\epsilon}$ can be dealt with no change, since no elliptic regularity results are needed in most of our analysis; see [17].
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Abstract. We consider the Cauchy-Dirichlet problem for the equation

$$
u_{t}=\Delta u^{m}, \quad m>1, \quad \text { on } D=\Re_{k}^{N} \times(t>0)
$$

where $\Re_{k}^{N}=\Re^{N} \cap\left\{x_{1}, \ldots, x_{k}>0\right\}, 1 \leq k \leq N, N \geq 1$. Sharp bounds of the interface (or free boundary) are obtained. We use a weighted energy method, which allows us to consider more general equations.
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1. Introduction. This paper is concerned with the qualitative properties of the solution of the following initial-boundary value problem:

$$
\begin{cases}\frac{\partial u}{\partial t}=\Delta u^{m} & \text { in } D=\Re_{k}^{N} \times(0, \infty)  \tag{1}\\ u(x, t)=0 & \text { on } \partial \Re_{k}^{N} \times(0, \infty) \\ u(x, 0)=u_{o}(x) & \text { on } \Re_{k}^{N}\end{cases}
$$

where $\Re_{k}^{N}=\Re^{N} \cap\left\{x_{1}, \ldots, x_{k}>0\right\}, 1 \leq k \leq N, N \geq 1, m>1$. In [5], [7], [11], [13] (see also the references therein) the authors investigated the qualitative properties of the solution of the Cauchy problem for more general parabolic equations, including the porous media equation. Moreover, it is well known that the energy solutions of the initial-boundary value problem for the porous media equation in any unbounded open set of $\Re^{N}$ have the property of so-called finite speed of propagation of perturbations, provided that the initial data have compact support.

In [7], estimates on the growth of the free boundary defined by support $u(., t)$ are found. As a matter of fact, assuming $u_{o}$ compactly supported and setting

$$
\zeta(T)=\operatorname{supremum}\{|x|: x \in \operatorname{support} u(., T)\}
$$

Corollary 6.1 of [7] guarantees that $\zeta(T)=O\left(T^{\beta}\right)$, where $\beta=\frac{1}{N(m-1)+2}$ is the Barenblatt exponent.

Of course, this result still holds in our case.
Our aim is to find new bounds on $\zeta(T)$. Indeed, we shall prove that if the support of the initial datum is bounded, then for the solution of problem (1) we have the following:

$$
\begin{equation*}
\gamma_{1} \mu_{k}(0)^{\frac{\sigma(m-1)}{N+k}} T^{\frac{\sigma}{N+k}} \leq \zeta(T) \leq \gamma_{2} \mu_{k}(0)^{\frac{\sigma(m-1)}{N+k}} T^{\frac{\sigma}{N+k}} \quad \forall T>T_{o} \tag{2}
\end{equation*}
$$

[^83]where $\gamma_{1}, \gamma_{2}$ are positive constants, $\mu_{k}(0)$ is the moment defined by
$$
\mu_{k}(0)=\int_{\Re_{k}^{N}} x_{1} \cdots x_{k} u_{o}(x) d x
$$
$\sigma$ is the number defined by
$$
\sigma=\frac{N+k}{(N+k)(m-1)+2},
$$
and $T_{o}$ is a sufficiently large constant.
A result of this type has been obtained in [11], but in the case $k=1$. The method used in [11] is different from ours since it is based on the construction of the so-called dipole solutions and doesn't permit consideration of more general situations, as problem (1).

In order to get the above result, we use a weighted energy method, adapted from [5], [7], combined with the moment technique of [15], [16]. The main tools are some technical inequalities together with an estimate on the $\|u(., t)\|_{L^{\infty}\left(\Re_{k}^{N}\right)}$.

The second result of our paper deals with the finite speed of propagation of the solution of the following initial-boundary value problem:

$$
\begin{cases}\frac{\partial}{\partial t}\left(|u|^{r-1} u\right)+(-1)^{l} u^{(2 l)}=0 & \text { in } Q=\Re_{+} \times(t>0),  \tag{3}\\ u^{(j)}=0, j=0,1, \ldots, l-1, & \text { on }\{0\} \times(t>0), \\ u(x, 0)=u_{o}(x) & \text { on } \Re_{+},\end{cases}
$$

where $0<r<1$, $u^{(j)}=\frac{\partial^{j} u}{\partial x^{j}}, l>1$ is an integer. In section 4 , we shall prove that if the support of $u_{o}$ is bounded, then for any $T>0$, sufficiently large, the following estimate holds:

$$
\begin{equation*}
\zeta(T) \leq \gamma_{3} T^{\frac{r+1}{2(l-1)(r+1)+4}} \tag{4}
\end{equation*}
$$

with $\gamma_{3}$ positive constant.
If, in addition,

$$
\begin{equation*}
\sup _{0<t<\infty} \int_{\Re_{+}} x|u|^{r} d x=\mu_{o}<\infty \tag{5}
\end{equation*}
$$

then

$$
\begin{equation*}
\zeta(T) \leq \gamma_{4} T^{\frac{r}{2(1+(l-1) r)}} \tag{6}
\end{equation*}
$$

where $\gamma_{4}$ is a positive constant. We point out that estimates (4) and (6) improve the results of [7, Corollaries 2.2 and 6.1]. Moreover, our results can be extended to the case of equations with lower order terms in multidimensional half-space (see [3]).
2. Statement of main results. Throughout the paper we will assume that in problem (1), $u_{o} \geq 0$ on $\Re_{k}^{N}$,

$$
u_{o} \in L_{1}\left(\Re_{k}^{N}\right) \cap L_{\infty}\left(\Re_{k}^{N}\right)
$$

and in problem (3),

$$
u_{o} \in L_{r+1}\left(\Re_{+}\right)
$$

Let us denote by $W$ the closure of $C_{o}^{\infty}\left(\Re_{k}^{N}\right)$ with respect to the seminorm

$$
\left(\int_{\Re_{k}^{N}}|D v|^{2} d x\right)^{\frac{1}{2}}
$$

Let us set $q=\frac{1}{m}$.
Definition 1. Given $u_{o}$ in (1), we say that $u$ is an energy solution to (1) if $u \geq 0$ in $D$,

$$
u^{m} \in C\left([0, \infty) ; L_{q+1}\left(\Re_{k}^{N}\right)\right) \cap L_{2}(0, T ; W) \cap L_{\infty}\left(0, T ; L_{\infty}\left(\Re_{k}^{N}\right)\right)
$$

$\forall$ finite $T>0$, and $u$ satisfies the equation of problem (1) in $\mathcal{D}^{\prime}(D)$, together with the initial-boundary conditions.

Let us denote by $V$ the closure of $C_{o}^{\infty}\left(\Re_{+}\right)$with respect to the seminorm

$$
\left(\int_{\Re_{+}}\left\|u^{(l)}\right\|^{2} d x\right)^{\frac{1}{2}}
$$

Definition 2. Given $u_{o}$ in (3), we say that $u$ is an energy solution to (3) if

$$
u \in C\left([0, \infty) ; L_{r+1}\left(\Re_{+}\right)\right) \cap L_{2}(0, T ; V)
$$

$\forall$ finite $T>0$, and $u$ satisfies the equation of $(3)$ in $\mathcal{D}^{\prime}\left(\Re_{+}\right)$, together with the initialboundary conditions.

The existence of an energy solution to problems (1) and (3) follows from the results of [6]. Related existence results can be found in [9], [1], and [12].

Our main goal is to prove the following.
Theorem 1. Let $u(x, t)$ be an energy solution of problem (1). Assume that

$$
\text { support } u_{o} \subset B_{R_{o}}^{k}
$$

where

$$
B_{R_{o}}^{k}=\left\{x \in \Re_{k}^{N},|x|<R_{o}\right\} .
$$

Then the estimates (2) hold.
Remark 1. We recall that, due to Corollary 6.1 of $[7], \zeta(T)=O\left(T^{\beta}\right)$, where $\beta=$ $\frac{1}{N(m-1)+2}$ is the Barenblatt exponent, while estimate (2) states that $\zeta(T)=O\left(T^{\frac{\sigma}{N+k}}\right)$. As we have remarked in the introduction, Theorem 1 improves Corollary 6.1 of [7], since $\frac{\sigma}{N+k}<\beta$.

In section 4 we shall prove the following.
Theorem 2. Let $u(x, t)$ be an energy solution of problem (3). Assume that

$$
\text { support } u_{o} \in\left(0, R_{o}\right) \text {. }
$$

Then estimate (4) holds. If, in addition, $u(x, t)$ satisfies condition (5), then estimate (6) is also true.

Remark 2. As a consequence of Corollary 2.1 of [7], for $T>0$ sufficiently large,

$$
\begin{equation*}
\zeta(T) \leq c_{o} T^{\beta_{o}} \tag{7}
\end{equation*}
$$

where $\beta_{o}=\frac{r+1}{(2 l-1)(r+1)+2}$, so the upper bound (4) improves (7). Furthermore, if $u \in L^{\infty}\left(0, T ; L^{r}(\Omega)\right)$, due to Corollary 6.1 of [7], we deduce

$$
\begin{equation*}
\zeta(T) \leq c_{1} T^{\beta_{1}} \quad \text { for } T>0 \text { sufficiently large, } \tag{8}
\end{equation*}
$$

with $\beta_{1}=\frac{r}{(2 l-1)(r+1)+1}$. Since $r \in(0,1)$, estimate (6) is better than (8).
However, we must remark that assumption (5) is stronger than assumption $u \in$ $L^{\infty}\left(0, T ; L^{r}(\Omega)\right)$ and also, that we don't know under which conditions the energy solutions of problem (3) satisfy assumption (5).
3. Some technical lemmas. We recall here some technical inequalities which we shall employ in the proof of our theorems.

Lemma 1 (Hardy's inequality). Let $\theta>0, R>0$, and

$$
\int_{R}^{\infty} y(y-R)^{\theta+1} u_{y}^{2} d y<\infty
$$

Then

$$
\begin{equation*}
\int_{R}^{\infty} y(y-R)^{\theta-1} u^{2} d y \leq \frac{4}{\theta^{2}} \int_{R}^{\infty} y(y-R)^{\theta+1} u_{y}^{2} d y \tag{9}
\end{equation*}
$$

For the proof, see [10, Theorem 330]. Let us set

$$
X_{k}=x_{1} \cdots x_{2} \cdots x_{k}
$$

Lemma 2 (weighted Nirenberg-Gagliardo inequality). Let $\omega \in W_{2}^{1}\left(\Re_{k}^{N}\right) \cap L_{\beta}\left(\Re_{k}^{N}\right)$ and $0<\beta<1<\lambda \leq 2$. Then,

$$
\begin{gather*}
\int_{\Omega_{R}^{+}} X_{k}|\omega|^{\lambda} d x \\
\leq(\gamma(N, k, \beta))^{\lambda}\left(\int_{\Omega_{R}^{+}} X_{k}|\nabla \omega|^{2} d x\right)^{\theta_{1}}\left(\int_{\Omega_{R}^{+}} X_{k}|\omega|^{\beta} d x\right)^{\theta_{2}}, \tag{10}
\end{gather*}
$$

where

$$
\theta_{1}=\frac{(\lambda-\beta)(N+k)}{(N+k)(2-\beta)+2 \beta}
$$

and

$$
\theta_{2}=\frac{(2-\lambda)(N+k)+2 \lambda}{(N+k)(2-\beta)+2 \beta}
$$

Proof. Let

$$
\Omega_{N+k}=\Re_{k}^{N} \times\left\{\left(z_{1}, \ldots, z_{k}\right): 0<z_{i}<x_{i}, \quad i=1, \ldots, k\right\}
$$

and $\bar{\omega} \in W_{2}^{1}\left(\Omega_{N+k}\right) \cap L_{\beta}\left(\Omega_{N+k}\right)$. Let us put

$$
\nabla_{x, z} \bar{\omega}=\left(\frac{\partial \bar{\omega}}{\partial x_{1}}, \ldots, \frac{\partial \bar{\omega}}{\partial x_{N}}, \frac{\partial \bar{\omega}}{\partial z_{1}}, \ldots, \frac{\partial \bar{\omega}}{\partial z_{N}}\right)
$$

$$
\begin{gathered}
\bar{E}_{q}(\bar{\omega})=\int_{\Omega_{N+k}}|\bar{\omega}|^{q} d x d z \\
\bar{J}(\bar{\omega})=\int_{\Omega_{N+k}}\left|\nabla_{x, z} \bar{\omega}\right|^{2} d x d z \\
E_{k, q}(\omega)=\int_{\Re_{k}^{N}} X_{k}|\omega|^{q} d x \\
J(\omega)=\int_{\Re_{k}^{N}} X_{k}|\nabla \omega|^{2} d x .
\end{gathered}
$$

By virtue of the Nirenberg-Gagliardo inequality (see Theorem 58.XII of [14]), there exists a constant $\gamma$, which depends only on $N+k, \beta$ such that

$$
\begin{equation*}
\bar{E}_{\lambda}(\bar{\omega}) \leq \gamma^{\lambda}(\bar{J}(\bar{\omega}))^{\theta_{1}}\left(\bar{E}_{\beta}(\bar{\omega})\right)^{\theta_{2}} \tag{11}
\end{equation*}
$$

If we take $\bar{\omega}(x, z)=\omega(x)$, we have

$$
\bar{E}_{q}(\omega)=E_{k, q}(\omega), \quad \bar{J}(\omega)=J(\omega)
$$

and so, from (11) we complete the proof.
Lemma 3. Assume $u$ is an energy solution of problem (1) and $\rho(x) \in W_{\infty}^{1}\left(\Re_{k}^{N}\right)$, $\rho \geq 0$ on $\Re_{k}^{N}$. Then, for all $T_{1}, T_{2}, 0 \leq T_{1}<T_{2}$ the following inequality is true:

$$
\begin{gather*}
\frac{q}{q+1} \int_{\Re_{k}^{N}} \rho(x) v^{q+1}\left(x, T_{2}\right) d x+\int_{T_{1}}^{T_{2}} \int_{\Re_{k}^{N}} D v D(\rho v) d x d t \\
=\frac{q}{q+1} \int_{\Re_{k}^{N}} \rho(x) v^{q+1}\left(x, T_{1}\right) d x \tag{12}
\end{gather*}
$$

where $v=u^{m}$.
For the proof, we refer to Proposition 3.3 of [7].
Lemma 4. Let $u$ be a solution of problem (1) and

$$
\zeta_{1}(T)=\operatorname{supremum}\left\{x_{1}: x \in \operatorname{support} u(., T)\right\} .
$$

Then, for all $T_{1}, T_{2}>0, T_{1}<T_{2}<T$ we have

$$
\begin{equation*}
\zeta_{1}\left(T_{2}\right)-\zeta_{1}\left(T_{1}\right) \leq \gamma\left(T_{2}-T_{1}\right)^{\beta_{o}}\left(\int_{\Re_{k}^{N}} X_{k} u^{m+1}\left(x, T_{1}\right) d x\right)^{\lambda_{0}} \tag{13}
\end{equation*}
$$

where

$$
\begin{gathered}
\beta_{o}=\frac{m+1}{(N+k)(m-1)+2(m+1)} \\
\lambda_{o}=\frac{m-1}{m+1} \beta_{o}
\end{gathered}
$$

and $\gamma$ is a positive constant which depends on $N, k, m$.
Proof. In view of the known results for the Cauchy-Dirichlet problem for the porous media equation in any unbounded domain (see [7, Corollary 6.1]), we deduce

$$
\text { support } u(x, t) \subset B_{R(T)}
$$

where

$$
R(T) \leq R_{o}+\gamma T^{\frac{1}{N(m-1)+2}}
$$

Let us denote

$$
\left(x_{1}-R\right)_{+}^{s}= \begin{cases}\left(x_{1}-R\right)^{s} & \text { for } \quad x_{1}>R \\ 0 & \text { for } \quad x_{1} \leq R\end{cases}
$$

Then, choosing in (12),

$$
\rho(x)=X_{k}\left(x_{1}-R\right)_{+}^{s}, \quad T_{1}=0, \quad T_{2}=T>0, \quad R>R_{o}
$$

with $s$ a sufficiently large positive number, we infer

$$
\begin{gather*}
\underset{0 \leq t \leq T}{\operatorname{ess} \sup } \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s} v^{q+1} d x+\int_{0}^{T} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s}|\nabla v|^{2} d x d t \\
\quad \leq \gamma \int_{0}^{T} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s-1}|\nabla v| v d x d t \\
\quad+\int_{0}^{T} \int_{\Omega_{R}^{+}} \sum_{i=1}^{k} X_{k}^{i} v_{x_{i}} v\left(x_{1}-R\right)^{s} d x d t=I_{1}+I_{2} \tag{14}
\end{gather*}
$$

$$
X_{k}^{i}=x_{1} \cdots x_{i-1} x_{i+1} \cdots x_{k}
$$

and

$$
\Omega_{R}^{+}=\Re_{k}^{N} \backslash\left\{x_{1} \leq R\right\}
$$

Let us estimate $I_{1}, I_{2}$. Integrating by parts, we obtain

$$
\begin{align*}
I_{2}= & -\frac{s}{2} \int_{0}^{T} \int_{\Omega_{R}^{+}} x_{2} \cdots x_{k} v^{2}\left(x_{1}-R\right)^{s-1} d x d t \\
& \leq \frac{s}{2} \int_{0}^{T} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s-2} v^{2} d x d t \tag{15}
\end{align*}
$$

Moreover, the application of Young's inequality yields

$$
I_{1} \leq \frac{\epsilon}{2} \int_{0}^{T} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s}|\nabla v|^{2} d x d t
$$

$$
\begin{equation*}
+\frac{1}{2 \epsilon} \int_{0}^{T} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s-2} v^{2} d x d t \tag{16}
\end{equation*}
$$

Thus, from (14)-(16) and for a sufficiently small $\epsilon$, it follows that

$$
\begin{gather*}
\underset{0 \leq t \leq T}{\operatorname{ess} \sup } \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s} v^{q+1} d x+\int_{0}^{T} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s}|\nabla v|^{2} d x d t \\
\leq \gamma \int_{0}^{T} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s-2} v^{2} d x d t \tag{17}
\end{gather*}
$$

Now, we would like to estimate the right-hand side of the last inequality. First, by virtue of Hardy's inequality (9), we can establish the following estimate:

$$
\int_{0}^{T} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s-2} v^{2} d x d t \leq \gamma \int_{0}^{T} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s}|\nabla v|^{2} d x d t
$$

So, if we set

$$
\begin{aligned}
& \mathcal{F}_{s}=\mathcal{F}_{s}(T, R)=\underset{0 \leq t \leq T}{\operatorname{essssup}} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s} v^{q+1} d x \\
& \mathcal{I}_{s}=\mathcal{I}_{s}(T, R)=\int_{0}^{T} \int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s}|\nabla v|^{2} d x d t
\end{aligned}
$$

from (17) we can deduce

$$
\begin{equation*}
\mathcal{F}_{s} \leq \gamma \mathcal{I}_{s} \tag{18}
\end{equation*}
$$

Now, we can use the following weighted Nirenberg-Gagliardo inequality (see Lemma $2)$ :

$$
\begin{gather*}
\int_{\Omega_{R}^{+}} X_{k}^{1}|\omega|^{2} d x \\
\leq \gamma\left(\int_{\Omega_{R}^{+}} X_{k}^{1}|\nabla \omega|^{2} d x\right)^{a}\left(\int_{\Omega_{R}^{+}} X_{k}^{1}|\omega|^{q+1} d x\right)^{\frac{2(1-a)}{1+q}} \tag{19}
\end{gather*}
$$

where

$$
X_{k}^{1}=x_{2} \cdots x_{k}
$$

and

$$
a=\frac{(N+k-1)(1-q)}{(N+k-1)(1-q)+2(q+1)} .
$$

Setting in this inequality

$$
\omega=\left(x_{1}\left(x_{1}-R\right)^{s-2}\right)^{\frac{1}{2}} v
$$

we have

$$
\begin{gathered}
\int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s-2} v^{2} d x \leq \gamma\left(\int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s-2}|\nabla v|^{2} d x\right. \\
\left.+\int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s-4} v^{2} d x\right)^{a}\left(\int_{\Omega_{R}^{+}} X_{k}^{1}\left(x_{1}\left(x_{1}-R\right)^{s-2}\right)^{\frac{q+1}{2}} v^{q+1} d x\right)^{\frac{2(1-a)}{q+1}}
\end{gathered}
$$

from which, using also Hardy and Young's inequalities, we obtain

$$
\begin{gather*}
\int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s-2} v^{2} d x \\
\leq \gamma\left(\int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s-2}|\nabla v|^{2} d x\right)^{a}\left(\int_{\Omega_{R}^{+}} X_{k} v^{q+1} d x\right)^{\frac{\theta 2(1-a)}{q+1}} \\
\cdot\left(\int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s} v^{q+1} d x\right)^{\frac{2(1-\theta)(1-a)}{q+1}} \tag{20}
\end{gather*}
$$

$$
\theta=\frac{s(1-q)+2(q+1)-q+1}{2 s}
$$

Let us denote

$$
\begin{aligned}
& \mathcal{E}_{s}=\mathcal{E}_{s}(t, R)=\int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s} v^{q+1} d x \\
& \mathcal{J}_{s}=\mathcal{J}_{s}(t, R)=\int_{\Omega_{R}^{+}} X_{k}\left(x_{1}-R\right)^{s}|\nabla v|^{2} d x
\end{aligned}
$$

Then, with the help of (20), inequality (17) may be rewritten as follows:

$$
\mathcal{I}_{s} \leq \gamma \int_{0}^{T} \mathcal{J}_{s-2}^{a}(t) \cdot \mathcal{E}_{o}^{\frac{2 \theta(1-a)}{q+1}} \cdot \mathcal{E}_{s}^{\frac{2(1-\theta)(1-a)}{q+1}} d t
$$

Estimating the right-hand side of the last inequality by Holder's inequality and also using (18), we can obtain

$$
\begin{align*}
\mathcal{I}_{s} & \leq \gamma \mathcal{I}_{s-2}^{a} \mathcal{F}_{o}^{\frac{2 \theta(1-a)}{q+1}} \mathcal{F}_{s}^{\frac{2(1-\theta)(1-a)}{q+1}} T^{1-a}, \\
& \leq \gamma \mathcal{I}_{s-2}^{a} \mathcal{I}_{o}^{\frac{2 \theta(1-a)}{q+1}} \mathcal{I}_{s}^{\frac{2(1-\theta)(1-a)}{q+1}} T^{1-a} \tag{21}
\end{align*}
$$

Again, by virtue of Holder's inequality, it easily follows that

$$
\begin{align*}
& \mathcal{I}_{s-2} \leq \mathcal{I}_{s}^{\frac{s-2}{s}} \mathcal{I}_{o}^{\frac{2}{s}}  \tag{22}\\
& \mathcal{I}_{1} \leq \mathcal{I}_{s}^{\frac{1}{s}} \mathcal{I}_{o}^{\frac{s-1}{s}}
\end{align*}
$$

Estimating in (21) $\mathcal{I}_{s-2}$ from above and $\mathcal{I}_{s}$ from below, after easy manipulations we get

$$
\begin{equation*}
\mathcal{I}_{1}^{\lambda_{1}}(R, T) \leq \gamma \mathcal{I}_{o} T^{\beta_{1}} \tag{23}
\end{equation*}
$$

where

$$
\lambda_{1}=\frac{(N+k)(1-q)+2(q+1)}{(N+k)(1-q)+2(q+1)+1-q}
$$

and

$$
\beta_{1}=\frac{q+1}{(N+k)(1-q)+2(q+1)+1-q} .
$$

Noticing that

$$
\mathcal{I}_{o}(R, T)=-\frac{d \mathcal{I}_{1}}{d R}
$$

from (23) we deduce

$$
T^{-\beta_{1}} \mathcal{I}_{1}^{\lambda_{1}} \leq-\gamma \frac{d \mathcal{I}_{1}}{d R} .
$$

Hence

$$
\begin{gathered}
\mathcal{I}_{1}^{1-\lambda_{1}}(R, T) \\
\leq \mathcal{I}_{1}^{1-\lambda_{1}}\left(R_{o}, T\right)-\gamma\left(R-R_{o}\right) T^{-\beta_{1}} \\
\leq \gamma \mathcal{I}_{o}^{\frac{1-\lambda_{1}}{\lambda_{1}}}\left(R_{o}, T\right) T^{\frac{\left(1-\lambda_{1}\right) \beta_{1}}{\lambda_{1}}}-\gamma\left(R-R_{o}\right) T^{-\beta_{1}},
\end{gathered}
$$

and therefore

$$
\begin{equation*}
\zeta_{1}(T) \leq R_{o}+\gamma \mathcal{I}_{o}^{\lambda_{o}} T^{\beta_{o}}, \tag{24}
\end{equation*}
$$

where $\lambda_{o}, \beta_{o}$ are defined in Lemma 5.
By a slight modification of the proof, we can also obtain that for any $T_{1}, T_{2}$, with $0 \leq T_{1}<T_{2}$,

$$
\begin{equation*}
\zeta_{1}\left(T_{2}\right)-\zeta_{1}\left(T_{1}\right) \leq \gamma\left(T_{2}-T_{1}\right)^{\beta_{o}}\left(\int_{T_{1}}^{T_{2}} \int_{\mathfrak{F}_{k}^{N}} X_{k}\left|\nabla u^{m}\right|^{2} d x d t\right)^{\lambda_{o}} . \tag{25}
\end{equation*}
$$

Finally, taking in (12) $\rho(x)=X_{k}$, it follows that

$$
\begin{equation*}
\int_{T_{1}}^{T_{2}} \int_{\mathfrak{R}_{k}^{N}} X_{k}\left|\nabla u^{m}\right|^{2} d x \leq \frac{q+1}{q} \int_{\Re_{k}^{N}} X_{k} u^{m+1}\left(x, T_{1}\right) d x, \tag{26}
\end{equation*}
$$

and so from (25) and (26) we get (13).

In order to improve inequality (13), we need an estimate on the $\|u(., t)\|_{\infty, \Re_{k}^{N-}}$ norm; for this aim, we follow the method used in [15], combined with the iterative technique of [2].

Lemma 5. Let $u$ be an energy solution of problem (1). Then, for any $t>0$, the following estimate holds:

$$
\begin{equation*}
\|u(., t)\|_{L^{\infty}\left(\Re_{k}^{N}\right)} \leq \gamma \mu_{k}(0)^{\frac{2 \sigma}{N+k}} t^{-\sigma} \tag{27}
\end{equation*}
$$

where

$$
\mu_{k}(0)=\int_{\Re_{k}^{N}} X_{k} u_{o}(x) d x
$$

and

$$
\sigma=\frac{N+k}{(N+k)(m-1)+2} .
$$

Proof. Using a standard method, from the weak formulation of (1), for any $p \geq m$ we obtain

$$
\begin{gathered}
\frac{d}{d t} \int_{\Re_{k}^{N}} X_{k} u^{p+1} d x \\
=-\frac{4 m p(p+1)}{(m+p)^{2}} \int_{\Re_{k}^{N}} X_{k}\left|\nabla u^{\frac{p+m}{2}}\right|^{2} d x-(p+1) \int_{\Re_{k}^{N}} \sum_{i=1}^{k}\left(u^{m}\right)_{x_{i}} X_{k}^{i} u^{p} d x d t .
\end{gathered}
$$

By virtue of Green's formula and taking into account the boundary condition, the second term on the right-hand side is zero. Therefore, for a.e. $t>0$, we have

$$
\begin{equation*}
\frac{d}{d t} \int_{\Re_{k}^{N}} X_{k} u^{p+1} d x=-\frac{4 m p(p+1)}{(m+p)^{2}} \int_{\Re_{k}^{N}} X_{k}\left|\nabla u^{\frac{p+m}{2}}\right|^{2} d x \tag{28}
\end{equation*}
$$

Moreover, since support $u(x, t)$ is bounded, for any $t>0$ we obtain

$$
\begin{equation*}
\mu_{k}(t)=\int_{\Re_{k}^{N}} X_{k} u(x, t) d x=\int_{\Re_{k}^{N}} X_{k} u_{o} d x=\mu_{k}(0) . \tag{29}
\end{equation*}
$$

For any $n$, positive integer, let us denote by

$$
\begin{gathered}
p_{n}=m+2^{n}-2, \\
E_{n}(t)=\int_{\Re_{k}^{N}} X_{k} u(x, t)^{p_{n}+1} d x .
\end{gathered}
$$

We shall obtain estimate (27) by proving that, for any $t>0$, there exist two constants $\theta_{1}, \theta_{2}$, independent of $n$, such that

$$
\begin{equation*}
E_{n}(t) \leq A_{n} \mu_{k}(0)^{\sigma \frac{(N+k)(m-1)+2\left(p_{n}+1\right)}{N+k}} t^{-\sigma p_{n}} \tag{30}
\end{equation*}
$$

where

$$
A_{n}=\left(\prod_{i=1}^{n}\left(\theta_{1} p_{i}\right)^{\frac{\theta_{2}}{p_{i}+1}}\right)^{p_{n}+1}
$$

We shall prove (30) by induction on $n$. For $n=1$, it follows from (28) and the weighted Nirenberg-Gagliardo inequality (10), provided $\theta_{1} \geq \max \left(1, \sigma, \gamma\left(N, k, \frac{1}{m}\right)\right)$ and $\theta_{2} \geq 3(m+1) \sigma$, where $\gamma\left(N, k, \frac{1}{m}\right)$ is the constant which appears in the inequality (10). Assume that (30) holds for $n$ and let us prove it for $n+1$. From (28), with $p=p_{n+1}+1$ we deduce

$$
\begin{equation*}
\frac{d}{d t} \int_{\Re_{k}^{N}} X_{k} u^{p_{n+1}+1} d x \leq-\int_{\Re_{k}^{N}} X_{k}\left|\nabla u^{p_{n}+1}\right|^{2} d x \tag{31}
\end{equation*}
$$

moreover, from inequality (10), we have

$$
\begin{equation*}
\int_{\Re_{k}^{N}} X_{k}\left|\nabla u^{p_{n}+1}\right|^{2} d x \geq \frac{\left[E_{n+1}(t)\right]^{\alpha_{n}}}{\left[E_{n}(t)\right]^{\beta_{n}}[\gamma(N, k, 1)]^{\delta_{n}}} \tag{32}
\end{equation*}
$$

where

$$
\begin{gathered}
\alpha_{n}=\frac{(N+k+2)\left(p_{n}+1\right)}{\left(p_{n+1}-p_{n}\right)(N+k)} \\
\beta_{n}=\frac{(N+k)(m-1)+2\left(p_{n+1}+1\right)}{\left(p_{n+1}-p_{n}\right)(N+k)} \\
\delta_{n}=\alpha_{n} \frac{p_{n+1}+1}{p_{n}+1}
\end{gathered}
$$

Thus, from (31) and (32) we obtain

$$
\frac{d}{d t} E_{n+1}(t) \leq-\frac{\left[E_{n+1}(t)\right]^{\alpha_{n}}}{\left[E_{n}(t)\right]^{\beta_{n}}[\gamma(N, k, 1)]^{\delta_{n}}}
$$

Integrating this inequality and using (30), we get

$$
E_{n+1}(t) \leq[\gamma(N, k, 1)]^{\frac{\delta_{n}}{\alpha_{n}-1}}\left[\sigma p_{n+1}\right]^{\frac{1}{\alpha_{n}-1}} A_{n}^{\frac{\beta_{n}}{\alpha_{n}-1}} \mu_{k}(0)^{\sigma \frac{(N+k)(m-1)+2\left(p_{n+1}+1\right)}{N+k}} t^{-\sigma p_{n+1}}
$$

Thus, after easy manipulations, we obtain

$$
\begin{gathered}
E_{n+1}(t) \\
\leq\left[\max (1, \gamma(N, k, 1), \sigma) p_{n+1}\right]^{2(N+k+2)} \cdot\left[\prod_{i=1}^{n}\left(\theta_{1} p_{i}\right)^{\frac{2 \theta_{2}}{p_{i}+1}}\right]^{p_{n+1}+1} \\
\cdot \mu_{k}(0)^{\sigma \frac{(N+k)(m-1)+2\left(p_{n+1}+1\right)}{N+k}} \cdot t^{-\sigma p_{n+1}}
\end{gathered}
$$

Finally, we get the proof of (30), taking

$$
\theta_{1} \geq \max \left(1, \sigma, \gamma(N, k, 1), \gamma\left(N, k, \frac{1}{m}\right)\right)
$$

and

$$
\theta_{2} \geq \max \left(3(m+1) \sigma, \frac{N+k+2}{4}\right)
$$

Letting $n \rightarrow \infty$ in

$$
\left[E_{n}(t)\right]^{\frac{1}{p_{n}+1}} \leq\left[\prod_{i=1}^{n}\left(\theta_{1} p_{i}\right)^{\frac{\theta_{2}}{p_{i}+1}}\right] \mu_{k}(0)^{\sigma \frac{(N+k)(m-1)+2\left(p_{n}+1\right)}{(N+k)\left(p_{n}+1\right)}} t^{-\sigma \frac{p_{n}}{p_{n}+1}}
$$

we complete the proof of Lemma 5, choosing $\gamma=\exp \left(\sum_{i=1}^{+\infty} \frac{\theta_{2}}{p_{i}+1} \log \theta_{1} p_{i}\right)$.
The following lemma, due to F. Bernis (see [7, Lemma 6.1]), allows us to prove Theorem 1.

Lemma 6. Let $f: \Re \rightarrow \Re$ be a function such that

$$
f(t)-f(s) \leq C(t-s)^{a} s^{-b} \quad \forall t>s \geq t_{o}>0
$$

where $a>b>0$.
Then $\forall T \geq t_{o}$,

$$
f(T)-f\left(t_{o}\right) \leq C\left(1-2^{b-a}\right)^{-1} T^{a-b}
$$

Now we are able to prove Theorem 1.
Proof of Theorem 1. From (13) and (27) we get

$$
\zeta_{1}\left(T_{2}\right)-\zeta_{1}\left(T_{1}\right) \leq \gamma \mu_{k}(0)^{\left(\frac{2 \sigma}{N+k} m+1\right) \lambda_{o}}\left(T_{2}-T_{1}\right)^{\beta_{o}} T_{1}^{-\lambda_{o} m \sigma}
$$

Thanks to the last inequality, we can apply Lemma 6.1 of [7], which gives

$$
\zeta_{1}(T) \leq \gamma \mu_{k}(0)^{\frac{\sigma}{N+k}(m-1)} T^{\frac{\sigma}{N+k}}
$$

for a sufficiently large $T>0$. In the same way, we can obtain the previous estimate for $\zeta_{j}(T), j=2, \ldots, N$, and hence,

$$
\zeta(T) \leq \gamma \mu_{k}(0)^{\frac{\sigma}{N+k}(m-1)} T^{\frac{\sigma}{N+k}}
$$

for a sufficiently large $T>0$. Now we are able to estimate $\zeta(T)$ from below. Using (29) and the last inequality, we get

$$
\begin{gathered}
\mu_{k}(0)=\mu_{k}(t)=\int_{\Re_{k}^{N}} X_{k} u(x, t) d x \\
\leq \gamma \zeta(t)^{N+k}\|u(., t)\|_{\infty, \Re_{k}^{N}} \\
\leq \gamma \zeta(t)^{N+k} \mu_{k}(0)^{\frac{2 \sigma}{N+k}} t^{-\sigma}
\end{gathered}
$$

or

$$
\zeta(t) \geq \gamma \mu_{k}(0)^{\frac{\sigma(m-1)}{N+k}} t^{\frac{\sigma}{N+k}},
$$

for a sufficiently large $t>0$. The proof of Theorem 1 is complete.
4. The higher order case for $\boldsymbol{N}=1$. In order to prove Theorem 2, we need the following lemma.

Lemma 7 (Nirenberg-Gagliardo inequality). Given $l \geq 2, s \geq 2,0<q<1$, the following inequality holds:

$$
\begin{equation*}
\int_{R}^{\infty} x(x-R)^{s-2}\left(u^{(l-1)}\right)^{2} d x \tag{33}
\end{equation*}
$$

$\leq \gamma\left(\int_{R}^{\infty} x(x-R)^{s-2}\left(u^{(l)}\right)^{2} d x\right)^{\beta_{1}}\left(\int_{R}^{\infty} x|u|^{q+1} d x\right)^{\beta_{2}}\left(\int_{R}^{\infty} x(x-R)^{s}|u|^{q+1} d x\right)^{\beta_{3}}$,
where

$$
\begin{gathered}
\beta_{1}=\frac{l-1}{l}+\frac{\theta_{1}}{l\left(l-(l-1) \theta_{1}\right)} \\
\beta_{2}=\frac{2 \theta_{2}\left(1-\theta_{1}\right)}{(q+1)\left(l-(l-1) \theta_{1}\right)} \\
\beta_{3}=\frac{2\left(1-\theta_{2}\right)\left(1-\theta_{1}\right)}{(q+1)\left(l-(l-1) \theta_{1}\right)} \\
\theta_{1}=\frac{1-q}{1-q+2(q+1)} \\
\theta_{2}=\frac{s(1-q)+2(q+1)+q-1}{2 s}
\end{gathered}
$$

Proof. First of all, we will prove the following inequalities:

$$
\begin{gather*}
\int_{R}^{\infty} x(x-R)^{s-2}\left(u^{(l-1)}\right)^{2} d x \\
\leq \gamma\left(\int_{R}^{\infty} x(x-R)^{s-2}\left(u^{(l)}\right)^{2} d x\right)^{\frac{l-1}{l}}\left(\int_{R}^{\infty} x(x-R)^{s-2} u^{2} d x\right)^{\frac{1}{l}}, \\
\int_{R}^{\infty} x(x-R)^{s-2} u_{x}^{2} d x \\
\leq \gamma\left(\int_{R}^{\infty} x(x-R)^{s-2}\left(u^{(l)}\right)^{2} d x\right)^{\frac{1}{l}}\left(\int_{R}^{\infty} x(x-R)^{s-2} u^{2} d x\right)^{\frac{l-1}{l}} \tag{35}
\end{gather*}
$$

Let us prove (34). Using [7], we can write

$$
\int_{R}^{\infty} x(x-R)^{s-2}\left(u^{(l-1)}\right)^{2} d x
$$

$$
\begin{aligned}
& =\int_{R}^{\infty}(x-R)^{s-1}\left(u^{(l-1)}\right)^{2} d x+R \int_{R}^{\infty}(x-R)^{s-2}\left(u^{(l-1)}\right)^{2} d x \\
& \leq \gamma\left(\int_{R}^{\infty}(x-R)^{s-1}\left(u^{(l)}\right)^{2} d x\right)^{\frac{1}{l}}\left(\int_{R}^{\infty}(x-R)^{s-1} u^{2} d x\right)^{\frac{l-1}{l}} \\
& +\gamma R\left(\int_{R}^{\infty}(x-R)^{s-2}\left(u^{(l)}\right)^{2} d x\right)^{\frac{1}{l}}\left(\int_{R}^{\infty}(x-R)^{s-2} u^{2} d x\right)^{\frac{l-1}{l}} \\
& \leq \gamma\left(\int_{R}^{\infty} x(x-R)^{s-2}\left(u^{(l)}\right)^{2} d x\right)^{\frac{1}{l}}\left(\int_{R}^{\infty} x(x-R)^{s-2} u^{2} d x\right)^{\frac{l-1}{l}} .
\end{aligned}
$$

Inequality (35) may be proved in the same way. Now, from (19) with $k=1$, it follows that

$$
\begin{gathered}
\int_{R}^{\infty} x(x-R)^{s-2} u^{2} d x \\
\leq \gamma\left(\int_{R}^{\infty} x(x-R)^{s-2} u_{x}^{2} d x\right)^{\theta_{1}}\left(\int_{R}^{\infty} x|u|^{q+1} d x\right)^{\frac{2\left(1-\theta_{1}\right)}{q+1} \theta_{2}} \\
\left(\int_{R}^{\infty} x(x-R)^{s}|u|^{q+1} d x\right)^{\frac{2\left(1-\theta_{1}\right)}{q+1}\left(1-\theta_{2}\right)} \\
\leq \gamma\left(\left(\int_{R}^{\infty} x(x-R)^{s-2}\left(u^{(l)}\right)^{2} d x\right)^{\frac{1}{l}}\left(\int_{R}^{\infty} x(x-R)^{s} u^{2} d x\right)^{\frac{l-1}{l}}\right)^{\theta_{1}} \\
\left(\int_{R}^{\infty} x|u|^{q+1}\right)^{\frac{2\left(1-\theta_{1}\right) \theta_{2}}{q+1}}\left(\int_{R}^{\infty} x(x-R)^{s}|u|^{q+1} d x\right)^{\frac{2\left(1-\theta_{1}\right)\left(1-\theta_{2}\right)}{q+1}}
\end{gathered}
$$

From this inequality, we can estimate

$$
\int_{R}^{\infty} x(x-R)^{s-2} u^{2} d x
$$

and substituting this bound into (35) we get (33). Thus, the lemma is proved.
Lemma 8. Let $u$ be an energy solution of problem (3) and $\rho(x) \in W_{\infty}^{l}(0, \infty)$, $\rho(x) \geq 0$. Then, for any $T_{1}, T_{2}: 0 \leq T_{1}<T_{2}$, the following equality is true:

$$
\begin{gather*}
\frac{1}{r+1} \int_{0}^{\infty} \rho(x)\left|u\left(x, T_{2}\right)\right|^{r+1} d x-\frac{1}{r+1} \int_{0}^{\infty} \rho(x)\left|u\left(x, T_{1}\right)\right|^{r+1} d x \\
\quad+\int_{T_{1}}^{T_{2}} \int_{0}^{\infty} u^{(l)}(\rho(x) u)^{(l)} d x d t=0 \tag{36}
\end{gather*}
$$

For the proof, see [7].
Lemma 9. Assume that $u$ is an energy solution of problem (3). Then, for any $T_{1}, T_{2}: 0 \leq T_{1}<T_{2}$, we have

$$
\begin{gather*}
\zeta\left(T_{2}\right)-\zeta\left(T_{1}\right) \\
\leq \gamma\left(T_{2}-T_{1}\right)^{\frac{r+1}{2(l-1)(r+1)+4}}\left(\int_{T_{1}}^{T_{2}} \int_{0}^{\infty} x\left(u^{(l)}\right)^{2} d x d t\right)^{\frac{1-r}{2(l-1)(r+1)+4}} \tag{37}
\end{gather*}
$$

Proof. Substituting $T_{1}=0, T_{2}=T, \rho(x)=x(x-R)_{+}^{s}$ with $R>R_{o}$ and $s$ sufficiently large positive number, and taking into account that

$$
\left(x(x-R)^{s} u\right)^{(l)}=x\left((x-R)^{s} u\right)^{(l)}+l\left((x-R)^{s} u\right)^{(l-1)}
$$

and

$$
\begin{aligned}
& \left|\int_{0}^{T} \int_{R}^{\infty} u^{(l)}\left((x-R)^{s} u\right)^{(l-1)} d x\right| \\
= & \left|\sum_{j=0}^{l-1} C_{j} \int_{0}^{T} \int_{R}^{\infty}\left(u^{(l-j-1)}\right)^{2}(x-R)^{s-2 j-1} d x d t\right| \\
\leq & \gamma \sum_{j=0}^{l-1} \int_{0}^{T} \int_{R}^{\infty} x(x-R)^{s-2 j-2}\left(u^{(l-j-1)}\right)^{2} d x d t
\end{aligned}
$$

from (36), it follows that

$$
\begin{align*}
& \underset{0<t \leq T}{\operatorname{ess} s u p} \int_{R}^{\infty} x(x-R)^{s}|u|^{r+1} d x+\int_{0}^{T} \int_{R}^{\infty}\left|u^{(l)}\right|^{2} x(x-R)^{s} d x d t \\
& \quad \leq \gamma \int_{0}^{T} \int_{R}^{\infty} x \sum_{j=0}^{l-1}(x-R)^{s-2 j-2}\left(u^{(l-j-1)}\right)^{2} d x d t \\
& \quad+\gamma \int_{0}^{T} \int_{R}^{\infty}\left|x \sum_{j=0}^{l-1}(x-R)^{s-j-1} u^{(l-j-1)} u^{(l)}\right| d x d t \tag{38}
\end{align*}
$$

Using Young's inequality, the second term on the right-hand side may be estimated by

$$
\begin{gathered}
\frac{\epsilon}{2} \int_{0}^{T} \int_{R}^{\infty} x(x-R)^{s}\left(u^{(l)}\right)^{2} d x d t \\
+\frac{1}{2 \epsilon} \int_{0}^{T} \int_{R}^{\infty} x \sum_{j=0}^{l-1}(x-R)^{s-2 j-2}\left(u^{(l-j-1)}\right)^{2} d x d t
\end{gathered}
$$

So, choosing a sufficiently small $\epsilon>0$, from (38) we have

$$
\begin{aligned}
& \underset{0<t \leq T}{\operatorname{ess} s u p} \int_{R}^{\infty} x(x-R)^{s}|u|^{r+1} d x+\int_{0}^{T} \int_{R}^{\infty}\left(u^{(l)}\right)^{2} x(x-R)^{s} d x d t \\
& \quad \leq \gamma \int_{0}^{T} \int_{R}^{\infty} x \sum_{j=0}^{l-1}(x-R)^{s-2 j-2}\left(u^{(l-j-1)}\right)^{2} d x d t
\end{aligned}
$$

The use of Hardy's inequality yields

$$
\begin{equation*}
\mathcal{F}_{s}+\mathcal{I}_{s} \leq \gamma \int_{0}^{T} \int_{R}^{\infty} x(x-R)^{s-2}\left(u^{(l-1)}\right)^{2} d x d t \tag{39}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{F}_{s}=\underset{0<t \leq T}{\operatorname{ess} \sup } \int_{R}^{\infty} x(x-R)^{s}|u|^{r+1} d x \\
& \mathcal{I}_{s}=\int_{0}^{T} \int_{R}^{\infty} x(x-R)^{s}\left(u^{(l)}\right)^{2} d x d t
\end{aligned}
$$

Again applying Hardy's inequality, we obtain

$$
\begin{equation*}
\mathcal{F}_{s} \leq \gamma \mathcal{I}_{s} \tag{40}
\end{equation*}
$$

Moreover, estimating the right-hand side of (39) by the Nirenberg-Gagliardo inequality (33) and using (40), we deduce

$$
\begin{equation*}
\mathcal{I}_{s} \leq \gamma \int_{0}^{T} \mathcal{J}_{s-2}^{\beta_{1}} \mathcal{E}_{o}^{\beta_{2}} \mathcal{E}_{s}^{\beta_{3}} d t \leq \gamma \mathcal{I}_{s-2}^{\beta_{1}} \mathcal{I}_{o}^{\beta_{2}} \mathcal{I}_{s}^{\beta_{3}} T^{1-\beta_{1}} \tag{41}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathcal{J}_{s-2}=\int_{R}^{\infty} x(x-R)^{s-2}\left(u^{(l)}\right)^{2} d x \\
\mathcal{E}_{s}=\int_{R}^{\infty} x(x-R)^{s-2}|u|^{r+1} d x \\
\mathcal{E}_{0}=\int_{R}^{\infty} x|u|^{r+1} d x
\end{gathered}
$$

From (41), it follows that

$$
\mathcal{I}_{1}^{\beta_{4}} \leq-\frac{d \mathcal{I}_{1}}{d R} T^{\beta_{5}}
$$

with

$$
\beta_{4}=\frac{2(l-1)(r+1)+4}{2(l-1)(r+1)+4+(1-r)}, \quad \beta_{5}=\frac{r+1}{2(l-1)(r+1)+4+(1-r)} .
$$

From the last inequality, we derive, in the usual way, estimate (37).
Proof of Theorem 2. Let us substitute in (36) $\rho(x)=x$. Since the support of $u$ is bounded, and taking into account the identity

$$
x u^{(l)}+l u^{(l-1)}=(x u)^{(l)}
$$

we obtain

$$
\begin{equation*}
\int_{T_{1}}^{T_{2}} \int_{0}^{\infty} x\left(u^{(l)}\right)^{2} d x d t \leq \gamma \int_{0}^{\infty} x\left|u\left(x, T_{1}\right)\right|^{r+1} d x \tag{42}
\end{equation*}
$$

Thus, using (42) in (37) easily follows (4).
In order to prove inequality (6), let us note that

$$
\begin{equation*}
\frac{1}{r+1} \frac{d}{d t} \int_{0}^{\infty} x|u(x, t)|^{r+1} d x=-\int_{0}^{\infty} x\left(u^{(l)}\right)^{2} d x \tag{43}
\end{equation*}
$$

Now, we remember that the following weighted Nirenberg-Gagliardo inequality holds (see [7]):

$$
\left(\int_{0}^{\infty} x|u|^{r+1} d x\right)^{\frac{1}{r+1}} \leq \gamma\left(\int_{0}^{\infty} x\left(u^{(l)}\right)^{2} d x\right)^{\frac{\theta}{2}}\left(\int_{0}^{\infty} x|u|^{q} d x\right)^{\frac{1-\theta}{r}}
$$

where

$$
\theta=\frac{2}{(r+1)(2+(l-1) r)}
$$

Thus, using this inequality and assumption (5) from (43), we derive

$$
\frac{d}{d t} \int_{0}^{\infty} x|u|^{r+1} d x \leq-\gamma \mu_{o}^{l+1}\left(\int_{0}^{\infty} x|u|^{r+1} d x\right)^{\chi}
$$

where $\chi=2+(l-1) r$. The last inequality yields

$$
\begin{equation*}
\int_{0}^{\infty} x|u|^{r+1} d x \leq \gamma \mu_{o}^{\frac{l-1}{1+(l-1) r}} t^{\frac{-1}{1+(l-1) r}} \tag{44}
\end{equation*}
$$

From (37), (42), and (44) we get

$$
\zeta\left(T_{2}\right)-\zeta\left(T_{1}\right) \leq \gamma\left(T_{2}-T_{1}\right)^{\frac{r+1}{2(l-1)(r+1)+4}} T_{1}^{-\frac{1-r}{(1+(l-1) r)(2(l-1)(r+1)+4)}} .
$$

Therefore, Lemma 1.6 of [7] gives estimate (6). The proof of Theorem 2 is complete.
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# BIFURCATION TO SPIRAL WAVES IN REACTION-DIFFUSION SYSTEMS ${ }^{*}$ 
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#### Abstract

For a large class of reaction-diffusion systems on the plane, we show rigorously that $m$-armed spiral waves bifurcate from a homogeneous equilibrium when the latter undergoes a Hopf bifurcation. In particular, we construct a finite-dimensional manifold which contains the set of small rotating waves close to the homogeneous equilibrium. Examining the flow on this center-manifold in a very general example, we find different types of spiral waves, distinguished by their speed of rotation and their asymptotic shape at large distances of the tip. The relation to the special class of $\lambda-\omega$ systems and the validity of these systems as an approximation is discussed.
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1. Introduction. We study reaction-diffusion systems

$$
\begin{equation*}
U_{t}=D \triangle U+F(\lambda, U), \quad U(x, t) \in \mathbb{R}^{N}, \quad \lambda \in \mathbb{R}^{p} \tag{1.1}
\end{equation*}
$$

on the plane $x \in \mathbb{R}^{2}$. The $N$-dimensional vector $U$ typically describes a set of chemical concentrations and temperature, depending on time $t \in \mathbb{R}$ and the space variable $x$. The parameter $\lambda$ is a $p$-dimensional control parameter which shall allow us to create instabilities of spatially homogeneous equilibria. We shall be interested in rotating wave solutions $U(t, x)=U\left(0, R_{c t} x\right), c \neq 0$, where $R_{\varphi}$ is the rotation in $\mathbb{R}^{2}$ around the origin by the angle $\varphi \in \mathbb{R} / 2 \pi \mathbb{Z}$. Our analysis shows that this class of solutions appears naturally via some type of Hopf bifurcation. Moreover the spatial structure resembles $n$-armed spiral waves.

Experimentally this type of spatiotemporal pattern has been observed frequently in chemical, biological, physiological, and physical experiments (e.g., the BelousovZhabotinsky reaction, the catalysis on platinum surfaces, electrochemical waves in the cortex of the brain, signaling patterns of the slime mold, and the Rayleigh-Bénard convection). Nevertheless a rigorous treatment of existence and creation is still not available-for various reasons.

Spiral waves are typically observed in spatially extended oscillatory processes. Near Hopf bifurcation points the dynamics of these processes are approximated by Ginzburg-Landau equations or $\lambda$ - $\omega$-systems [1, 10]. This has been shown using formal asymptotic methods; see [1] for example. Recently a rigorous proof of the approximation property of Ginzburg-Landau equations has been given by Schneider; see [21]. The important property of the approximating equations is a decoupling of Fourier modes, which was exploited by several authors in order to construct spiral wave solutions $[1,5,6,7,11]$, although the methods are still formal or do not cover the typical nonlinearities appearing close to bifurcation points.

[^84]Of course a treatment of Hopf bifurcation using classical bifurcation methods with symmetry is not possible because either center-manifolds do not exist or LyapunovSchmidt reduction cannot be applied, due to presence of continuous spectrum. Another explanation is provided by the fact that the symmetry of the reaction-diffusion equation, the Euclidean symmetry, does not have bounded finite-dimensional representations; see [12] for an approach to Ginzburg-Landau equations exploiting symmetry.

In spatially extended systems including only one unbounded spatial variable, typically cylindrical domains, the continuous spectrum can be avoided by restricting to steady state solutions and considering the unbounded spatial variable as a new time direction. This approach was introduced by Kirchgässner [9] and applied to various interesting problems in mechanics, fluid dynamics, and physics; see, for example, [13, 19]. Unfortunately, considering systems with several unbounded directions, this method becomes less successful; see, however, [14].

We adopt the idea of spatial dynamics, now considering the radial direction in polar coordinates as a new time variable, in order to describe the spatial structure of rotating waves by a surprisingly finite-dimensional, nonautonomous ordinary differential equation (ODE) on a center-manifold. In particular any small bounded solution to this ODE corresponds to a rotating wave of the original reaction-diffusion system. This approach allows us to describe systematically the creation of rotating waves from homogeneous equilibria of reaction-diffusion systems.

The paper is organized as follows. In the next section we fix the abstract functional analytic setting in which we formulate a center-manifold reduction theorem. This theorem, our main result, is stated in section 3 and proved in the two subsequent sections. The key to the proof are exponential dichotomies which are proved to exist in our functional analytic framework in section 4 . In section 6 we comment on a localization of our main theorem using cutoff procedures and we briefly discuss regularity of solutions in section 7 . The last important abstract result is stated in section 8 , where we formulate and prove the existence of a larger manifold, containing solutions which might be singular at the origin. This manifold is tangent to a subspace which is independent of time $\tau$ (alias the distance to the origin in $\mathbb{R}^{2}$ ) and therefore allows us to derive explicit bifurcation equations. We conclude by applying our results to a model problem in the remaining sections.
2. The abstract setting. Introducing polar coordinates $x=(r \cos \varphi, r \sin \varphi)$, the equation for rotating wave solutions of (1.1) becomes

$$
\begin{equation*}
D\left(U^{\prime \prime}+\frac{1}{r} U^{\prime}+\frac{1}{r^{2}} U_{\varphi \varphi}\right)+F(\lambda, U)=c U_{\varphi} \tag{2.1}
\end{equation*}
$$

where $^{\prime}=\frac{\partial}{\partial r}, \varphi \in S^{1}=\mathbb{R} / 2 \pi \mathbb{Z}, r \in(0, \infty)$, and $c$ is again the speed of rotation.
We suppose that for an initial parameter value $\lambda_{0}$ we are given a spatially homogeneous equilibrium $U_{0}\left(\lambda_{0}\right)$ which solves $F\left(\lambda_{0}, U_{0}\left(\lambda_{0}\right)\right)=0$. As we are merely interested in Hopf bifurcation, we suppose that this solution can be continued in $\lambda$ to a branch $U_{0}(\lambda)$, which we can assume without loss of generality to be the zero solution.

To sum up we suppose that $F(\lambda, 0)=0$ and $D=D^{*}>0$.
Note, however, that the first assumption is merely a simplification for clarity of the statements and the second assumption might be generalized slightly.

As a most elementary example, which is discussed in section 9 , the reader might think of $D=\mathrm{id}$ and $F(\lambda, U)=i U+\mathrm{O}\left(|U|^{2}\right), U \in \mathbb{R}^{2} \simeq \mathbb{C}$.

Next we multiply (2.1) by $D^{-1}$,

$$
\begin{equation*}
U^{\prime \prime}+\frac{1}{r} U^{\prime}+\frac{1}{r^{2}} U_{\varphi \varphi}=-D^{-1} F(\lambda, U)+c D^{-1} U_{\varphi} \tag{2.2}
\end{equation*}
$$

and linearize around $U=0$

$$
\begin{equation*}
U^{\prime \prime}+\frac{1}{r} U^{\prime}+\frac{1}{r^{2}} U_{\varphi \varphi}=-D^{-1} F_{U}(\lambda, 0) U+c D^{-1} U_{\varphi} \tag{2.3}
\end{equation*}
$$

We work in the function spaces $H^{l}\left(S^{1}, \mathbb{R}^{N}\right), l \geq 0$. Functions $u \in H^{l}$ may be represented by their Fourier series

$$
u(\varphi)=\sum_{k \in \mathbb{Z}} u_{k} e^{i k \varphi}
$$

with $u_{-k}=\bar{u}_{k}$ and $\|u\|_{H^{l}}^{2}=\sum_{k \in \mathbb{Z}}\left|u_{k}\right|^{2} k^{2 l}<\infty$.
The operator $A=-\partial_{\varphi \varphi}$ is self-adjoint and positive in $H^{l}$ with spectrum $\left\{k^{2} ; k \in\right.$ $\mathbb{Z}\}$ and domain of definition $H^{l+2}$. The spectral information on our bifurcation problem is contained in the operator

$$
\begin{aligned}
B_{\lambda, c}: H^{l+1} \subset H^{l} & \rightarrow H^{l}, \\
u(\cdot) & \mapsto-D^{-1} F_{U}(\lambda, 0) u(\cdot)+c D^{-1} u_{\varphi}(\cdot)
\end{aligned}
$$

As $c \neq 0$, the operator $B_{\lambda, c}$ can be considered as a bounded perturbation of the closed, antisymmetric, unbounded operator $C_{c}=c D^{-1} \partial_{\varphi}$ on $H^{l}$. Therefore $B_{\lambda, c}$ has point spectrum, and any strip $\{z \in \mathbb{C} ;|\operatorname{Im} z|<M\}$ contains only a finite number of eigenvalues, each of finite multiplicity.

We denote by $\tilde{P}_{+}^{c}(\lambda, c)$ the spectral projection to the operator $B_{\lambda, c}$ on $(-\infty, 0] \subset$ $\mathbb{C}$. Of course $\tilde{P}_{+}^{c}(\lambda, c)$ can be constructed via Dunford's integral.

We rewrite (2.2) as an equation in function space,

$$
\begin{equation*}
u^{\prime \prime}+\frac{1}{r} u^{\prime}-\frac{1}{r^{2}} A u=-\tilde{F}(\lambda, u)+C_{c} u \tag{2.4}
\end{equation*}
$$

and linearize around $u=0$,

$$
\begin{equation*}
u^{\prime \prime}+\frac{1}{r} u^{\prime}-\frac{1}{r^{2}} A u=B_{\lambda, c} u \tag{2.5}
\end{equation*}
$$

We suppose that $\tilde{F} \in C^{K}\left(\mathbb{R}^{p} \times H^{l+1 / 2}, H^{l}\right), K \geq 1$, which can be achieved assuming $F \in C^{K}$ and either $l>0$ such that $H^{l+1 / 2} \hookrightarrow C^{0}$ or suitable growth conditions on $F$.

We say that $u$ is a solution of (2.4) (or (2.5)) on an interval $I \subset(0, \infty)$ if
$u \in C^{0}\left(\operatorname{clos} I, H^{l+1}\right) \cap C^{1}\left(\operatorname{clos} I, H^{l}\right) \cap C^{2}\left(\operatorname{int} I, H^{l}\right) \cap C^{1}\left(\operatorname{int} I, H^{l+1}\right) \cap C^{0}\left(\operatorname{int} I, H^{l+2}\right)$
and if (2.4) (or (2.5), respectively) is satisfied in $H^{l}$.
Furthermore we introduce a new time

$$
\tau(r)= \begin{cases}\log r & \text { if } r \leq \bar{r} \\ r & \text { if } r \geq 2 \bar{r}\end{cases}
$$

defined by smooth, monotone interpolation on $(\bar{r}, 2 \bar{r})$ such that $\tau \in C^{\infty}\left(\mathbb{R}^{+}, \mathbb{R}\right)$. The exact value of the positive constant $\bar{r}$ is of no importance for the statement of the results.

For $r<\bar{r}$ the differential equation (2.4) becomes

$$
u_{\tau \tau}-A u=-e^{2 \tau}\left(\tilde{F}(\lambda, u)-C_{c} u\right) .
$$

Of course (2.4) remains unchanged for $r \geq 2 \bar{r}$.
We conclude this section emphasizing the symmetry of (2.4). The rotation $\varphi \rightarrow$ $\varphi+\bar{\varphi}$ on $S^{1} \simeq \mathcal{S O}(2)$ acts on $H^{l}\left(S^{1}, \mathbb{R}^{N}\right)$ by shifting functions on the circle: $u(\varphi) \rightarrow$ $u(\varphi-\bar{\varphi})$. Of course this symmetry is inherited from the Euclidean symmetry of the original problem. Note that translations are ruled out by the ansatz for equilibria in a fixed rotating coordinate system. Translations of any solution found with this ansatz would be periodic solutions in our coordinate system.
3. Main results. We write (2.4) as a first-order differential equation,

$$
\begin{equation*}
\frac{d}{d \tau} \underline{u}(\tau)=\mathcal{A}(\tau) \underline{u}(\tau)+\mathcal{G}(\underline{u}(\tau)), \quad \underline{u}=\left(u, \frac{d}{d \tau} u(\tau)\right) \tag{3.1}
\end{equation*}
$$

on the space $\underline{u} \in X=H^{l+1}\left(S^{1}, \mathbb{R}^{N}\right) \times H^{l}\left(S^{1}, \mathbb{R}^{N}\right)$. Here

$$
\mathcal{A}(\tau)=\left(\begin{array}{cc}
0 & 1 \\
A+e^{2 \tau} B_{\lambda, c} & 0
\end{array}\right), \quad \mathcal{G}(\underline{u})=-e^{2 \tau}\binom{0}{\tilde{F}(\lambda, u)+B_{\lambda, c} u-C_{c} u}
$$

if $\tau \leq \log \bar{r}$ and

$$
\mathcal{A}(\tau)=\left(\begin{array}{cc}
0 & 1 \\
\tau^{-2} A+B_{\lambda, c} & -\tau^{-1}
\end{array}\right), \quad \mathcal{G}(\underline{u})=-\binom{0}{\tilde{F}(\lambda, u)+B_{\lambda, c} u-C_{c} u}
$$

if $\tau \geq 2 \bar{r}$. For $\tau \in(\log \bar{r}, 2 \bar{r})$, the exact form of the equation is not important, as solutions arise from solutions of (2.4) by a bounded diffeomorphic rescaling of time. The linearization of (3.1) along $\underline{u}=0$ is

$$
\begin{equation*}
\frac{d}{d \tau} \underline{u}(\tau)=\mathcal{A}(\tau) \underline{u}(\tau) \tag{3.2}
\end{equation*}
$$

We let

$$
Y_{\delta}=\left\{\underline{u} \in C^{0}(\mathbb{R}, X) ;\|u\|_{Y_{\delta}}<\infty\right\}, \quad \text { where }\|u\|_{Y_{\delta}}:=\sup _{\tau \in \mathbb{R}} e^{-\delta|\tau|}|\underline{u}(\tau)|_{X_{\tau}},
$$

and, similarly,

$$
Y_{\delta}^{ \pm}=\left\{\underline{u} \in C^{0}\left(\overline{\mathbb{R}}^{ \pm}, X\right) ;\|u\|_{Y_{\delta}}<\infty\right\}, \quad \text { where }\|u\|_{Y_{\delta}^{ \pm}}:=\sup _{\tau \in \mathbb{R}^{ \pm}} e^{-\delta|\tau|}|\underline{u}(\tau)|_{X_{\tau}} .
$$

The norm in $X_{\tau}$ of $\underline{u}(\tau)=(u(\tau), v(\tau))$ is defined as

$$
|\underline{u}(\tau)|_{X_{\tau}}:= \begin{cases}\tau^{-1}|u|_{H^{l+1}}+|u|_{H^{l+1 / 2}}+|v|_{H^{l}} & \text { if } \tau \geq 2 \bar{r} \\ |u(\tau)|_{H^{l+1}}+|v(\tau)|_{H^{l}} & \text { if } \tau<2 \bar{r} .\end{cases}
$$

Let us denote by $E^{c}(\tau)$ the (possibly empty) linear subspace of initial values of the linear equation (3.2) at time $\tau$, which give rise to $Y_{\delta}$-bounded solutions. Of course $E^{c}$ depends also on $\delta$.

Theorem 1. Suppose the superposition operator $\tilde{F}$ to the nonlinearity $F$ belongs to the class $C^{K}\left(\mathbb{R}^{p} \times H^{l+1 / 2}\left(S^{1}, \mathbb{R}^{N}\right)\right.$, $\left.H^{l}\left(S^{1}, \mathbb{R}^{N}\right)\right)$, $1 \leq K<\infty$. Suppose, furthermore, that for $\lambda=\lambda_{0}$ and $c=c_{0}$ we have $\tilde{P}_{+}^{c}(\lambda, c) \neq 0$.

Then there are $\epsilon, \delta>0$ such that, if

$$
\operatorname{Lip}_{u}\left[\tilde{F}-\tilde{F}_{u}(\lambda, 0)\right]+\left|\lambda-\lambda_{0}\right|+\left|c-c_{0}\right|<\epsilon
$$

there exists a unique finite-dimensional $C^{K}$-center-manifold $\mathcal{M} \subset X \times \mathbb{R}$ which contains all solutions of (3.1) which are bounded in $Y_{\delta}$. The manifold $\mathcal{M}$ is given as a graph over $\left\{E^{c}(\tau) ; \tau \in \mathbb{R}\right\}$ and depends smoothly on $\lambda$, c. In any section $\tau=\tau_{0}$, it is tangent to $E^{c}(\tau)$ at $\lambda=\lambda_{0}, c=c_{0}$.

Moreover we have
(i) flow property: for any $\underline{u}_{0}=\underline{u}\left(\tau_{0}, c, \lambda\right) \in \mathcal{M}$, there is a unique $Y_{\delta}$-bounded solution $\underline{u}(\tau), \tau \in \mathbb{R}$, to (3.1) with $\underline{u}\left(\tau_{0}\right)=\underline{u}_{0}$;
(ii) invariance: this unique solution $\underline{u}(\tau)$ lies on $\mathcal{M}$ for all times $\tau$ and depends $C^{K}$ on $\underline{u}_{0}, \tau, \lambda$, and $c$;
(iii) dimension: the dimension of $E^{c}(\tau)$ is $\operatorname{dim} R\left(\tilde{P}_{+}^{c}\left(\lambda_{0}, c_{0}\right)\right)+\operatorname{dim} \tilde{P}_{+}^{c}\left(\lambda_{0}, 0\right) \mathbb{R}^{N}$, where the second summand is the dimension of the range when restricted on the homogeneous $N$-dimensional subspace of $H^{l}$;
(iv) symmetry: the manifold $\mathcal{M}$ is invariant and the flow on $\mathcal{M}$ is equivariant under the diagonal action of $\mathcal{S O}(2)$ on $X=H^{l+1} \times H^{l}$.

Remarks.
(i) Let us emphasize that the operator $D \triangle+\partial_{\varphi}$ has continuous spectrum close to the imaginary axis, which makes a standard, finite-dimensional bifurcation approach to the dynamical reaction-diffusion problem impossible.
(ii) We will later give expansions for the spaces $E^{c}(\tau)$ at $\tau=\infty$ and describe how to obtain expansions for $\mathcal{M}$.
(iii) It is possible to treat the case of $F$ depending on $\nabla u$ with the same methods. Indeed, both components of the gradient, $u_{r}$ and $\frac{1}{r} u_{\varphi}$, are bounded with respect to $\left|\left(u, u_{r}\right)\right|_{X_{\tau}}$.
(iv) A slight generalization could be obtained by the use of interpolation spaces between $X_{\tau}$ and $D(\mathcal{A}(\tau))$. We avoided these additional technical difficulties for the sake of clarity.
(v) Making $\delta$ larger it is possible to allow singularities of the rotating waves at the origin, a phenomenon which is frequently attributed in the literature to spiral waves. The manifold will be larger if we allow for this type of solution but will still be finite-dimensional. However, the point in this work is that even spiral wave-like solutions without singularities at the tip are created via Hopf bifurcation.
4. The linearized equation. The key to a center-manifold theorem is the construction of exponential dichotomies for the linear equation. Background information on exponential dichotomies might be found in the textbooks [2], [8], in [15], or in a non-evolutionary, elliptic context in [16].
4.1. Bounded solutions for $\boldsymbol{\tau} \rightarrow-\infty$. We construct a family of projections $P_{-}^{c u}(\tau)$ which project on the initial values of bounded solutions to $(3.2)$ on $(-\infty, \tau]$. In a more general context this problem has been studied in [16]. The main theorems there (Theorem 1 and Theorem 3), applied to our setting, state the following lemma.

Lemma 2. Under the conditions of Theorem 1, suppose $\tau_{0}, \tau_{1}, \tau \leq 2 \bar{r}$. Then there are families of evolution operators, smoothly depending on $\lambda$ and $c$,

$$
\begin{array}{lll}
\Phi_{-}^{u}\left(\tau, \tau_{0}\right): & X \rightarrow X, & \tau \leq \tau_{0} \\
\Phi_{-}^{s}\left(\tau, \tau_{0}\right): & X \rightarrow X, & \tau \geq \tau_{0}
\end{array}
$$

and constants $C>0, \eta_{-}^{u}>\eta_{-}^{s}>0$ such that
(i) $\Phi_{-}^{u / s}\left(\cdot, \tau_{0}\right) \underline{u}$ is a solution of (3.2) for any $\underline{u} \in X$,
(ii) $\Phi_{-}^{u / s}(\cdot, \cdot) \underline{u}$ is continuous in $X$,
(iii) $\Phi_{-}^{u}\left(\tau_{0}, \tau_{0}\right)+\Phi_{-}^{s}\left(\tau_{0}, \tau_{0}\right)=\mathrm{id}$,
(iv) $\Phi_{-}^{u / s}\left(\tau, \tau_{1}\right) \Phi_{-}^{u / s}\left(\tau_{1}, \tau_{0}\right)=\Phi_{-}^{u / s}\left(\tau, \tau_{0}\right), \Phi_{-}^{u / s}\left(\tau, \tau_{1}\right) \Phi_{-}^{s / u}\left(\tau_{1}, \tau_{0}\right)=0$, and
(v) $\left|\Phi_{-}^{u}\left(\tau, \tau_{0}\right)\right|_{L(X, X)} \leq C e^{-\eta_{-}^{u}\left(\tau-\tau_{0}\right)},\left|\Phi_{-}^{s}\left(\tau, \tau_{0}\right)\right|_{L(X, X)} \leq C e^{-\eta_{-}^{s}\left(\tau-\tau_{0}\right)}$, and we can choose any $\eta_{-}^{u}>0$. We define $P_{-}^{c u}(\tau):=\Phi_{-}^{u}(\tau, \tau)$.

We will later see how we can give a more explicit representation of the evolution operators $\Phi$ in terms of Bessel functions. This also will show why the uniqueness assumption from [16] is automatically satisfied in our context because the linear equation splits into an infinite product of ODEs, which are all uniquely solvable in forward and in backward time.
4.2. Bounded solutions for $\boldsymbol{\tau} \rightarrow+\infty$. The situation at $\tau=+\infty$ is considerably more difficult as $B_{\lambda, c}$ is no more $\tau$-uniformly bounded with respect to $\tau^{-2} A$. It is due to our careful choice of norms in $X_{\tau}$ that we still have an analogous result to Lemma 2.

LEMMA 3. Under the conditions of Theorem 1 , suppose $\tau_{0}, \tau_{1}, \tau \geq 2 \bar{r}$. Then there are families of evolution operators, smoothly depending on $\lambda, c$,

$$
\begin{array}{lll}
\Phi_{+}^{u}\left(\tau, \tau_{0}\right): & X_{\tau_{0}} \rightarrow X_{\tau}, & \tau \leq \tau_{0} \\
\Phi_{+}^{s}\left(\tau, \tau_{0}\right): & X_{\tau_{0}} \rightarrow X_{\tau}, & \tau \geq \tau_{0}
\end{array}
$$

and constants $C>0, \eta_{+}^{u}>\eta_{+}^{s}>0$ such that
(i) $\Phi_{+}^{u / s}\left(\cdot, \tau_{0}\right) \underline{u}$ is a solution of (3.2) for any $\underline{u} \in X$,
(ii) $\Phi_{+}^{u / s}(\cdot, \cdot) \underline{u}$ is continuous in $X$,
(iii) $\Phi_{+}^{u}\left(\tau_{0}, \tau_{0}\right)+\Phi_{+}^{s}\left(\tau_{0}, \tau_{0}\right)=\mathrm{id}$,
(iv) $\Phi_{+}^{u / s}\left(\tau, \tau_{1}\right) \Phi_{+}^{u / s}\left(\tau_{1}, \tau_{0}\right)=\Phi_{+}^{u / s}\left(\tau, \tau_{0}\right), \Phi_{+}^{u / s}\left(\tau, \tau_{1}\right) \Phi_{+}^{s / u}\left(\tau_{1}, \tau_{0}\right)=0$, and
(v) $\left|\Phi_{+}^{u}\left(\tau, \tau_{0}\right)\right|_{L\left(X_{\tau_{0}}, X_{\tau}\right)} \leq C e^{\eta_{+}^{u}\left(\tau-\tau_{0}\right)},\left|\Phi_{-}^{s}\left(\tau, \tau_{0}\right)\right|_{L\left(X_{\tau_{0}}, X_{\tau}\right)} \leq C e^{\eta_{+}^{s}\left(\tau-\tau_{0}\right)}$, and we can choose any $\eta_{+}^{s}>0$. We define $P_{+}^{c s}(\tau):=\Phi_{+}^{s}(\tau, \tau)$.

Proof.
Step 1. Fourier ansatz. The proof of this lemma is the central part of our analysis. Complexifying $X$, the subspaces

$$
E^{k}=\left\{\left(u e^{i k \varphi}, v e^{i k \varphi}\right) \in X ; \underline{u}=(u, v) \in\left(\mathbb{C}^{N}\right)^{2}\right\} \leq X_{\tau}
$$

are invariant under (3.2). Of course, we are primarily interested in the real subspace, where we have a relation between the vectors in $E^{k}$ and $E^{-k}$. In $E^{k}$ the differential equation reads

$$
u^{\prime \prime}+\frac{1}{\tau} u^{\prime}-\frac{k^{2}}{\tau^{2}} u=-D^{-1}\left(F_{u}(\lambda, 0)+c i k\right) u=: B_{\lambda, c}^{k} u
$$

If we expand $\underline{u}(\tau)=\sum_{k \in \mathbb{Z}} \underline{u}^{k}(\tau) e^{i k \varphi}$, then $|\underline{u}(\tau)|_{X_{\tau}}$ is equivalent to $\left(\sum_{k \in \mathbb{Z}}\left|\underline{u}^{k}\right|_{E_{\tau}^{k}}^{2}\right)^{1 / 2}$, where

$$
\left|\underline{u}^{k}\right|_{E_{\tau}^{k}}=k^{l}\left(\frac{1}{\tau}\left|k u^{k}\right|_{\mathbb{C}^{N}}+\left|k^{1 / 2} u^{k}\right|_{\mathbb{C}^{N}}+|v|_{\mathbb{C}^{N}}\right)
$$

if $k \neq 0$ and $\left|\underline{u}^{0}\right|_{E_{\tau}^{k}}=\left|\underline{u}^{0}\right|_{\left(\mathbb{C}^{N}\right)^{2}}$.
By the above considerations we see that it is sufficient to construct the evolution operators on $E_{\tau}^{k}$, and uniform exponential bounds on the norms in $E_{\tau}^{k}$ will carry over to $X_{\tau}$.

Step 2. Projections. According to the remarks in section 2, we decompose $E^{k}$ into $E_{c,+}^{k}=P_{+}^{c} E^{k}$ and $E_{h,+}^{k}=\left(1-P_{+}^{c}\right) E^{k}$, where $P_{+}^{c}=\operatorname{diag}\left(\tilde{P}_{+}^{c}\left(\lambda_{0}, c_{0}\right), \tilde{P}_{+}^{c}\left(\lambda_{0}, c_{0}\right)\right)$ and $\tilde{P}_{+}^{c}\left(\lambda_{0}, c_{0}\right)$ projects on the negative part of the spectrum of $B_{\lambda_{0}, c_{0}}$.

Step 3. Stable projections, estimates. We show that all solutions in $E_{c,+}^{k}$ are exponentially bounded in $E_{\tau}^{k}$ with an arbitrarily small exponent $\delta$, keeping $\lambda, c$ sufficiently close to $\lambda_{0}, c_{0}$.

As the range of $\tilde{P}_{+}^{c}\left(\lambda_{0}, c_{0}\right)$ is finite-dimensional, only finitely many modes $k$ are involved in the computation. We therefore use the equivalent, standard, $k$ - and $\tau$ independent norm on $\left(\mathbb{C}^{N}\right)^{2}$. Furthermore decomposing $B_{\lambda, c}^{k}$ into Jordan blocks, it is sufficient to consider

$$
u^{\prime \prime}+\frac{1}{\tau} u^{\prime}-\frac{k^{2}}{\tau^{2}} u+\Lambda(k, \lambda, c) u=0
$$

where $\Lambda\left(k, \lambda_{0}, c_{0}\right)$ is a Jordan block. The eigenvalue of $\Lambda\left(k, \lambda_{0}, c_{0}\right)$ belongs to $\overline{\mathbb{R}}_{+}$ as $u \in R\left(\tilde{P}_{+}^{c}\left(\lambda_{0}, c_{0}\right)\right.$. If we add $\alpha^{\prime}=-\alpha^{2}$, then $\tau=1 / \alpha$ and we see that at $\lambda=\lambda_{0}, c=c_{0}$, the origin $u=0, u^{\prime}=0$, and $\alpha=0$ (alias $\tau=\infty$ ) is an equilibrium with all eigenvalues of the linearization being situated on the imaginary axis. Exponential growth with rate $\eta_{+}^{s}>0$ arbitrarily small now follows from standard Gronwall estimates for bounded $\alpha$, that is, choosing $\bar{r}$ bounded away from zero, and $\lambda, c$ sufficiently close to $\lambda_{0}, c_{0}$. This proves the second inequality in (v).

Step 4. Unstable projections, estimates. Now let $\underline{u} \in E_{h,+}^{k}$. Our aim is to decompose $E_{h,+}^{k}$ in subspaces of exponentially decaying and exponentially growing solutions. We set

$$
\tilde{u}(\tau)=\left(\frac{k^{2}}{\tau^{2}}+B_{\lambda_{0}, c_{0}}^{k}\right)^{1 / 2} u(\tau)
$$

As here $B_{\lambda, c}^{k}$ does not have eigenvalues on $\overline{\mathbb{R}}_{-}$, we can use the standard square root cut along $\mathbb{R}_{-}$. Moreover the norm $|\underline{u}|_{E_{\tau}^{k}}$ is equivalent to $|\tilde{u}|_{\mathbb{C}^{N}}+|v|_{\mathbb{C}^{N}}$. Note that here we omitted the factor $k^{l}$, as it is independent of time and does not change the equations to be considered below. We write $\alpha=1 / \tau$ and $L(\alpha)=\left(k^{2} \alpha^{2}+B_{\lambda_{0}, c_{0}}^{k}\right)^{1 / 2}$. In the new variables, the differential equation on $E_{h,+}^{k}$ reads

$$
\begin{align*}
\tilde{u}^{\prime} & =L(\alpha) v+\partial_{\alpha} L(\alpha) \alpha^{\prime} u \\
& =L(\alpha) v-\alpha^{3} k^{2} L^{-2}(\alpha) \tilde{u} \\
v^{\prime} & =-\alpha v+L(\alpha) \tilde{u}  \tag{4.1}\\
\alpha^{\prime} & =-\alpha^{2}
\end{align*}
$$

Next, we set $\left|L^{-1}(\alpha)\right| \frac{d}{d \tau}=\frac{d}{d s}$ and obtain

$$
\begin{align*}
\frac{d \tilde{u}}{d s} & =L\left|L^{-1}\right| v-\alpha^{3} k^{2} L^{-2}\left|L^{-1}\right| \tilde{u} \\
\frac{d v}{d s} & =-\alpha\left|L^{-1}\right| v+L\left|L^{-1}\right| \tilde{u}  \tag{4.2}\\
\frac{d \alpha}{d s} & =-\alpha^{2}\left|L^{-1}\right|
\end{align*}
$$

with $L=L(\alpha)$. The linearization at $\tilde{u}=v=0, \alpha=0$,

$$
\begin{align*}
\frac{d \tilde{u}}{d s} & =L\left|L^{-1}\right| v \\
\frac{d v}{d s} & =L\left|L^{-1}\right| \tilde{u}  \tag{4.3}\\
\frac{d \alpha}{d s} & =0
\end{align*}
$$

admits a projection $P(\tilde{u}, v)=\frac{1}{2}(\tilde{u}+v, \tilde{u}+v)$, which is independent of $k$ and $\alpha$. Therefore the flow $\tilde{\Phi}_{0}$ of (4.3) possesses uniform exponential dichotomies at $\tilde{u}=v=0$. To see this, we first observe that for $s \leq s_{0}$,

$$
\left|\tilde{\Phi}_{0}\left(s, s_{0}\right) P\right|_{L\left(\mathbb{C}^{2 N}\right)} \leq\left|e^{L\left|L^{-1}\right|\left(s-s_{0}\right)}\right|_{L\left(\mathbb{C}^{2 N}\right)}
$$

Now remember that by definition of the square root, the spectrum of $L$ lies in the right half plane and is, for $|k| \rightarrow \infty, \alpha=0$, asymptotic to $k^{1 / 2} e^{ \pm i \pi / 4}$. For finitely many $k$, we therefore obtain

$$
\left|e^{-L\left|L^{-1}\right| t}\right|_{L\left(\mathbb{C}^{2 N}\right)} \leq C_{1} e^{-\eta_{1} t}, \quad t>0
$$

with some constants $C_{\tilde{L}}, \eta_{1}>0$, independent of $k, \alpha$. As $k \rightarrow \infty$, we consider first $\tilde{L}=$ $k^{-1 / 2} L$. Of course $\tilde{L}\left|\tilde{L}^{-1}\right|=L\left|L^{-1}\right|$. For $k$ large, the operator $\tilde{L}_{0}=\left(k \alpha^{2}+D^{-1} c i\right)^{1 / 2}$ is a small (uniformly in $\alpha, k$ ) perturbation of $\tilde{L}$. As $D>0$, the spectrum of $D^{-1} i$ lies on $i \mathbb{R}^{+}$. Therefore the spectrum of $\tilde{L}_{0}$ lies in the right half plane, uniformly bounded away from the imaginary axis, and we can diagonalize $\tilde{L}_{0}$ by a transformation which is independent of $\alpha$ and $k$ to obtain

$$
\left|e^{-\tilde{L}_{0}\left|\tilde{L}_{0}^{-1}\right| t}\right|_{L\left(\mathbb{C}^{2 N}\right)} \leq C_{2} e^{-\eta_{2} t}, \quad t>0
$$

for some constants $C_{2}, \eta_{2}>0$, independent of $\alpha, k$. By perturbation arguments, the same estimate holds true for $\tilde{L}$ and $L$, and we conclude

$$
\left|\tilde{\Phi}_{0}\left(s ; s_{0}\right) P\right|_{L\left(\mathbb{C}^{2 N}\right)} \leq C e^{\eta\left(s-s_{0}\right)}, \quad s \leq s_{0}
$$

for some $C, \eta>0$, independent of $\alpha$ and $k$. The calculation on $R(1-P)$ is the same and we obtain

$$
\left|\tilde{\Phi}_{0}\left(s ; s_{0}\right)(1-P)\right|_{L\left(\mathbb{C}^{2 N}\right)} \leq\left|e^{-L\left|L^{-1}\right|\left(s-s_{0}\right)}\right|_{L\left(\mathbb{C}^{2 N}\right)} \leq C e^{-\eta\left(s-s_{0}\right)}, \quad s \geq s_{0}
$$

These two estimates together guarantee an exponential dichotomy for (4.3). Equation (4.2) is a perturbation of (4.3). We show that the perturbation of the vector field is $\mathrm{O}(\alpha)$, uniformly in $k$. By standard perturbation results on exponential dichotomies $[2,8]$, this then proves that (4.2) possesses an exponential dichotomy with projection $\tilde{P}(k, \alpha)$ and constants $\tilde{C}, \tilde{\eta}>0$, independent of $k, \alpha$ as long as $\alpha$ is bounded.

The error terms we have to deal with are $\alpha^{3} k^{2} L^{-2}\left|L^{-1}\right|$ and $\alpha\left|L^{-1}\right|$. Of course for finite $k$ these terms are $\mathrm{O}(\alpha)$. Consider now the first expression for large $k$ :

$$
\begin{aligned}
\alpha^{3} k^{2}\left|L^{-3}\right| & =\alpha^{3} k^{2}\left|\left[\alpha^{2} k^{2}+B_{\lambda_{0}, c_{0}}^{k}\right]^{-3 / 2}\right| \\
& \leq \alpha^{3} k^{2}\left|\left[\alpha^{2} k^{2}+D^{-1} c i k+\mathrm{O}(1)\right]^{-1}\right| \cdot\left|D^{-1} c i k+\mathrm{O}(1)\right|^{-1 / 2} \\
& =\left|\left[1+D^{-1} c i \frac{1}{\alpha^{2} k}(1+\mathrm{O}(1 / k))\right]^{-1}\right| \cdot \mathrm{O}\left(\alpha k^{-1 / 2}\right)
\end{aligned}
$$

As $\left|\left[1+D^{-1} c i \frac{1}{\alpha^{2} k}\right]^{-1}\right| \leq C_{3}$ uniformly in $\alpha, k$, the above expression is $\mathrm{O}\left(\alpha k^{-1 / 2}\right)$, uniformly in $k$. Next we consider the second error term $\alpha\left|L^{-1}\right|$ :

$$
\begin{aligned}
\alpha\left|L^{-1}\right| & =\alpha\left|\left[\alpha^{2} k^{2}+D^{-1} c i k+\mathrm{O}(1)\right]^{-1 / 2}\right| \\
& =\alpha k^{-1 / 2}\left|\tilde{L}_{0}^{-1}(1+\mathrm{O}(1 / k))\right| \\
& =\mathrm{O}\left(\alpha k^{-1 / 2}\right)
\end{aligned}
$$

This proves uniform smallness of the perturbation. It remains to translate the exponential dichotomy rate $\tilde{\eta}$ into the correct time $\tau=\tau(s)$.

As $\frac{d s}{d \tau}=\left|L^{-1}(\alpha)\right|^{-1}$, it is sufficient to get $\alpha, k$-uniform bounds $\left|L^{-1}(\alpha)\right|^{-1} \geq \eta_{0}>$ 0 . This is precisely the type of estimate we developed above for $\alpha\left|L^{-1}\right|$. Indeed we showed that

$$
\left|L^{-1}\right|=k^{-1 / 2}\left|\tilde{L}_{0}^{-1}\right|(1+\mathrm{O}(1 / k))
$$

therefore $\eta_{0}$ can be chosen $\mathrm{O}\left(k^{1 / 2}\right)$ as $k \rightarrow \infty$. This proves the lemma with $\eta_{+}^{u}=\eta_{0} \eta$ and $\eta_{+}^{s}$ from step 3 .
4.3. Matching at $\overline{\boldsymbol{\tau}}=\mathbf{2} \overline{\boldsymbol{r}}$, the center space $\boldsymbol{E}^{\boldsymbol{c}}(\boldsymbol{\tau})$. We define $E^{c}(\tau)=$ $\Phi_{+}^{s}(\tau, \tau) \Phi_{-}^{u}(\tau, \tau) X$, which, by the previous two lemmata, coincides with the definition of $E^{c}(\tau)$ as the initial values for $Y_{\delta}$-bounded solutions if we only choose $\delta$ small enough. In order to prove the claim on the dimension of $E^{c}(\tau)$, we need a transversality result from the theory of Bessel functions. Suppose first that $\underline{u}(\bar{\tau}) \in E^{0}$, the subspace of radially homogeneous functions. For $\tau \rightarrow-\infty$ the linear equation in $E^{0}$ is $u_{\tau \tau}=$ $e^{2 \tau} \Lambda u$ with some matrix $\Lambda$, and clearly any solution is $Y_{\delta}$-bounded as exponential rates of solutions coincide with the rates of the autonomous part $u_{\tau \tau}=0$. So the negative orbit of $\underline{u}(\bar{\tau})$ is $Y_{\delta}$-bounded. The positive orbit is bounded in $Y_{\delta}$ if and only if $\underline{u}(\bar{\tau}) \in P_{+}^{c}\left(\lambda_{0}, \overline{0}\right) E^{0}$; therefore $\operatorname{dim} E^{c} \cap E^{0}=2 \operatorname{dim} \tilde{P}_{+}^{c}\left(\lambda_{0}, 0\right) \mathbb{R}^{N}$. For the rest of this section we restrict to $\left(E^{0}\right)^{\perp}$, the nonhomogeneous Fourier modes. Recall that $P_{+}^{c}=\operatorname{diag}\left(\tilde{P}_{+}^{c}\left(\lambda_{0}, c_{0}\right), \tilde{P}_{+}^{c}\left(\lambda_{0}, c_{0}\right)\right)$ and $P_{+}^{h}=1-P_{+}^{c}$ projects on the hyperbolic part of (3.2) at $r=\infty$. We claim that

$$
\begin{equation*}
\Phi_{+}^{s}(\bar{\tau}, \bar{\tau}) \Phi_{-}^{u}(\bar{\tau}, \bar{\tau}) P_{+}^{h} \underline{u}=0 \tag{4.4}
\end{equation*}
$$

for $\underline{u} \in\left(E^{0}\right)^{\perp}$. We decompose into Fourier modes $e^{i k \varphi}$ and minimal Jordan blocks $\Lambda$, and we consider

$$
u^{\prime \prime}+\frac{1}{\tau} u^{\prime}-\frac{k^{2}}{\tau^{2}} u+\Lambda\left(k, \lambda_{0}, c_{0}\right) u=0
$$

If $\Lambda$ is semisimple, that is, $\Lambda \in \mathbb{C} \backslash \overline{\mathbb{R}}_{+}$, then the solutions of this scalar ODE are the Bessel functions. Indeed, we can write this equation as

$$
r^{2} u^{\prime \prime}+r u^{\prime}+\left(-k^{2}+(r \sqrt{\Lambda})^{2}\right) u=0
$$

therefore

$$
u(r)=u_{0} J_{k}(r \sqrt{\Lambda})+u_{1} Y_{k}(r \sqrt{\Lambda})
$$

As $J_{k}(r)=r^{k}(1+\mathrm{O}(r))$ and $Y_{k}(r)=r^{-k}(1+\mathrm{O}(r))$ for $r \rightarrow 0$, if $k \neq 0$, solutions bounded close to $r=0$ satisfy $u_{1}=0$. At infinity the $J_{k}$ behave like

$$
J_{k}(r)=\sqrt{\frac{2}{\pi r}}\left[\cos \left(r-\frac{k \pi}{2}-\frac{\pi}{4}\right)+\mathrm{O}(1 / r)\right] .
$$

Solutions $u(r)=u_{0} J_{k}(r \sqrt{\Lambda})$ can stay exponentially bounded by $e^{\delta r}$ as $r \rightarrow \infty$, for a small fixed $\delta$, only if $\sqrt{\Lambda}$ is real. But then $\Lambda$ is real and positive, that is, $u \in \tilde{P}_{+}^{c} X$. This proves the required transversality result (4.4) for semisimple eigenvalues.

If $\Lambda$ is a Jordan block we can rescale the principal vectors-without changing the angle between stable and unstable subspaces - to make it a small perturbation of its semisimple part. The transverse intersection persists for the nonsemisimple Jordan block.

Now suppose $u \in \tilde{P}_{+}^{c} X$. Then the above reasoning showed that for any such $u$ there is exactly one $Y_{\delta}$-bounded solution. This implies $\operatorname{dim}\left(E^{c}(\tau) \cap\left(E^{0}\right)^{\perp}\right)=$ $\operatorname{dim} R\left(\tilde{P}_{+}^{c}\left(\lambda_{0}, c_{0}\right)\left(E^{0}\right)^{\perp}\right)$ and proves the claim (iii) in Theorem 1 on the dimension of the invariant manifold, once it is constructed as a graph over $\left\{E^{c}(\tau) ; \tau \in \mathbb{R}\right\}$.
5. Nonlinear equations, proof of Theorem 1. With the estimates on the linearized equation at hand, it is fairly standard to construct invariant manifolds for the nonlinear equation. We consider (3.1).

Proposition 4. Under the conditions of Theorem 1, any $Y_{\delta}^{-}$-bounded (or $Y_{\delta}^{+}-$ bounded) solution $\underline{u}\left(\tau, \tau_{0}\right)$ on $\left(-\infty, \tau_{0}\right]$ (or $\left[\tau_{0},+\infty\right)$, respectively) satisfies

$$
\begin{aligned}
\underline{u}\left(\tau, \tau_{0}\right)= & \Phi_{-}^{u}\left(\tau, \tau_{0}\right) \underline{u}\left(\tau_{0}, \tau_{0}\right)+\int_{\tau_{0}}^{\tau} \Phi_{-}^{u}(\tau, \sigma) \mathcal{G}\left(\underline{u}\left(\sigma, \tau_{0}\right)\right) d \sigma \\
& +\int_{-\infty}^{\tau} \Phi_{-}^{s}(\tau, \sigma) \mathcal{G}\left(\underline{u}\left(\sigma, \tau_{0}\right)\right) d \sigma
\end{aligned}
$$

or

$$
\begin{aligned}
\underline{u}\left(\tau, \tau_{0}\right)= & \Phi_{+}^{s}\left(\tau, \tau_{0}\right) \underline{u}\left(\tau_{0}, \tau_{0}\right)+\int_{\tau_{0}}^{\tau} \Phi_{+}^{s}(\tau, \sigma) \mathcal{G}\left(\underline{u}\left(\sigma, \tau_{0}\right)\right) d \sigma \\
& +\int_{+\infty}^{\tau} \Phi_{+}^{u}(\tau, \sigma) \mathcal{G}\left(\underline{u}\left(\sigma, \tau_{0}\right)\right) d \sigma
\end{aligned}
$$

respectively. On the other hand, the above integral equations possess for any $\underline{u}\left(\tau_{0}, \tau_{0}\right)$ a unique solution $\underline{u}\left(\tau, \tau_{0}\right)$ in $Y_{\delta}^{ \pm}$which depends $C^{K}$ on $\underline{u}\left(\tau_{0}, \tau_{0}\right), \lambda, c, \tau$ and $\tau_{0}$.

Proof. The integral operators are bounded operators on $Y_{\delta}^{ \pm}$and the Lipschitz constant of the nonlinearity $\mathcal{G}$ is small. Indeed

$$
\operatorname{Lip}_{X_{\tau}} \mathcal{G} \leq \operatorname{Lip}_{H^{l+1 / 2} \rightarrow H^{l}}\left[\tilde{F}-\tilde{F}_{u}\right]
$$

which was supposed to be sufficiently small. Regularity of the unique fixed point can be proved as usually for center-manifolds; see [24] for example.

We call the set

$$
\left\{\Phi_{-}^{u}(\tau, \tau) \underline{u}+\int_{-\infty}^{\tau} \Phi_{-}^{s}(\tau, \sigma) \mathcal{G}(\underline{u}(\sigma, \tau)) d \sigma=: \Psi_{-}\left(\Phi_{-}^{u}(\tau, \tau) \underline{u}\right) ; \underline{u} \in X\right\}
$$

the center-unstable manifold $\mathcal{M}_{-}^{c u}(\tau)$ at $-\infty$ and the set

$$
\left\{\Phi_{+}^{s}(\tau, \tau) \underline{u}+\int_{\infty}^{\tau} \Phi_{+}^{u}(\tau, \sigma) \mathcal{G}(\underline{u}(\sigma, \tau)) d \sigma=: \Psi_{+}\left(\Phi_{+}^{s}(\tau, \tau) \underline{u}\right) ; \underline{u} \in X\right\}
$$

the center-stable manifold $\mathcal{M}_{+}^{c s}(\tau)$ at $+\infty$, and we define

$$
\mathcal{M}(\tau)=\mathcal{M}_{-}^{c u}(\tau) \cap \mathcal{M}_{+}^{c s}(\tau)
$$

By definition, $\mathcal{M}(\tau)=\left\{\right.$ initial values at time $\tau$ of $Y_{\delta}$-bounded solutions $\}$. We have to show that $\mathcal{M}(\tau)$ is a smooth manifold, parameterized over $E^{c}(\tau)$.

Therefore, we have to solve $\Psi_{+}-\Psi_{-}=0$. The linearization is given by $\Phi_{-}^{u}$ $\Phi_{+}^{s}=0$. We already know that the kernel of this equation is exactly $E^{c}$, thus finitedimensional. In order to apply the implicit function theorem we have to show that $\Phi_{-}^{u}-\Phi_{+}^{s}$ is surjective. We have to decompose $\underline{u} \in E^{k}$ into two vectors belonging to the range of $\Phi_{+}^{s}$ and $\Phi_{-}^{u}$, respectively, with estimates on the norms uniform with respect to $k$. The fact that we can decompose follows simply from the linear independence of the Bessel functions of the first and second kind $J_{k}$ and $Y_{k}$ (actually, we merely refer to purely imaginary arguments, the hyperbolic case, where the notation is $I_{k}$ for the Bessel function bounded at $r=0$ and $K_{k}$ for the solution bounded at $r=\infty$ ). Estimates on the norms-for a fixed time $\tau$-follow from uniform estimates on the Wronski determinant

$$
\operatorname{det}\left(\begin{array}{cc}
I_{k}(\tau) & K_{k}(\tau) \\
I_{k}^{\prime}(\tau) & K_{k}^{\prime}(\tau)
\end{array}\right)
$$

which in turn are an immediate consequence of the Taylor expansions at $r=0$ of the Bessel functions; see for example [25]. As in section 4.3, Jordan blocks can be considered as a small perturbation. By Lyapunov-Schmidt reduction we can now solve $\Psi_{+}-\Psi_{-}=0$, parameterizing the set of solutions over the kernel of the linearization $E^{c}(\tau)$. This proves Theorem 1.
6. Local center-manifolds. If the nonlinearity $\tilde{F}$ does not have a small Lipschitz constant, which is usually the case in applications, we have to modify $\tilde{F}$.

We cut off $\tilde{F}$ outside a small neighborhood $B_{\epsilon_{0}}$ of zero with a smooth cutoff function in $H^{l+1 / 2}$, for example, the norm, which is invariant under the action of $\mathcal{S O}(2)$. Therefore let $\chi \in C^{\infty}([0, \infty), \mathbb{R})$ with $\chi(t)=1$ if $t \leq 1$ and $\chi(t)=0$ if $t \geq 2$. Then define

$$
\tilde{F}_{m o d}(\lambda, u)=\chi\left(|u|_{H^{l+1 / 2}}^{2} / \epsilon_{0}\right)\left(\tilde{F}(\lambda, u)-\tilde{F}_{u}(\lambda, 0) u\right)+\tilde{F}_{u}(\lambda, 0) u
$$

The nonlinear part of $\tilde{F}_{\text {mod }}$ has an arbitrarily small Lipschitz constant if we make $\epsilon_{0}$ sufficiently small, and thereby satisfies the conditions of Theorem 1. Any solution on the center-manifold to the modified nonlinearity $\tilde{F}_{\text {mod }}$, which has norm $\sup _{\tau}|\underline{u}(\tau)|_{X_{\tau}}$ small enough, will have $\sup _{\tau}|u(\tau)|_{H^{l+1 / 2}}$ small such that the modified nonlinearity coincides with the original nonlinearity on the solution $u(\tau)$, which is in consequence a solution to the original equation. Note that bounds on the norm in $X_{\tau}$ are by construction of $\mathcal{M}$ equivalent to bounds on the norms of the projection of the solution on $\left\{E^{c}(\tau) ; \tau \in \mathbb{R}\right\}$.
7. Regularity of solutions. The solutions $u(r, \varphi)$ we obtain are bounded in $X_{\tau}$. By the smoothing property of the equation (which can be considered for any $l$, without changing $\mathcal{M}$ ), any solution is actually of class $C^{\infty}$ with respect to $r>0$ and $\varphi$, if $F$ is-although $\mathcal{M}$ is not $C^{\infty}$ in general! As $r \rightarrow \infty$, the angular derivatives $\partial_{\varphi}^{m} u(r, \varphi)$ are bounded for any $m$, which implies that the derivatives along curves $r \equiv$ const with respect to arclength $r d \varphi$ are of order $1 / r^{m}$ : patterns are slowly varying in the angular direction far away from the origin.

At $r=0$ we have to be careful about smoothness of the solution. Suppose first that $E^{c}(\tau)$ does not contain solutions in the angular homogeneous subspace $E^{0}$. Then solutions in $E^{c}(\tau)$ are $\mathrm{O}(r)=\mathrm{O}\left(e^{\tau}\right)$ as $r \rightarrow 0$ and smooth in a neighborhood of the origin by interior elliptic regularity.

The homogeneous subspace can be - and has been-treated separately studying the ODE on $\operatorname{Fix}(\mathcal{S O}(2))$. Indeed there is a subspace of dimension $N$ with solutions which actually stay bounded, whereas solutions outside this subspace have singularities of order $\log r$.

On the other hand, considering again $\tau$-dynamics in $\mathcal{M}$, this subspace of homogeneous functions is fibered by strongly unstable fibers such that any solution in $\mathcal{M}$ converges with rate $\mathrm{O}\left(e^{\tau}\right)$ to a solution in the homogeneous subspace and inherits its regularity.
8. Center-manifolds at infinity. We construct a finite-dimensional invariant manifold which contains all solutions which are bounded at $\tau=+\infty$ but do not decay too rapidly. Recall that $P_{+}^{c}=\operatorname{diag}\left(\tilde{P}_{+}^{c}, \tilde{P}_{+}^{c}\right)$ projects on the center part of (3.2) at $\alpha=1 / r=1 / \tau=0$.

Proposition 5. Under the conditions of Theorem 1, consider equation (3.1) close to $\underline{u}=0$. Fix $\delta>0$ sufficiently small and $K<\infty$.

Then there is an invariant $C^{K}$-manifold $\mathcal{M}_{+}^{c}$, contained in $\mathcal{M}_{+}^{c s}$ and containing $\mathcal{M}$, given as a graph over $\left\{R\left(P_{+}^{c}\right) ; \tau \in \mathbb{R}\right\}$, smoothly depending on $\lambda, c$.

Moreover there is a $C^{K}$-flow on $\mathcal{M}_{+}^{c}$ such that any orbit is a solution of (3.1) and any solution $\underline{u}(\tau)$ of (3.1) with

$$
\sup _{\tau_{0} \geq \tau>2 \bar{\tau}} e^{-\delta\left|\tau-\tau_{0}\right|} \frac{|\underline{u}(\tau)|_{X_{\tau}}}{\left|\underline{u}\left(\tau_{0}\right)\right|_{X_{\tau_{0}}}}<\infty
$$

is contained in $\mathcal{M}_{+}^{c}$.
Proof. We start by constructing $\mathcal{M}_{+}^{c}$ for $0<\alpha=1 / r \leq 1 / 2 \bar{r}$ bounded. The manifold $\mathcal{M}_{+}^{c}$ is the union of center-unstable fibers of the zero-solution in the center-stable manifold $\mathcal{M}_{+}^{c s}$. These fibers can easily be shown to exist, using graph transformation (we have a smooth semiflow on $\mathcal{M}_{+}^{c s}$ ) or a Lyapunov-Perron approach as in [16]. The dependence on time $\alpha=1 / \tau$ is smooth as fibers are mapped into each other by the flow.

We have to ensure that we can arrange to have $\mathcal{M}$ included in $\mathcal{M}_{+}^{c}$. This can be achieved by either starting the graph transformation with graphs that contain $\mathcal{M}$ (and "feeding in" such graphs appropriately) or, referring to the Lyapunov-Perron approach of [16], including the manifold $\mathcal{M}$ in the fixed initial unstable fiber at $\tau=2 \bar{r}$ (see, for example, [16, at the end of section 3]).

We next have to continue this manifold for $\alpha>1 / 2 \bar{r}$ or, equivalently, for $\tau \rightarrow-\infty$. This will again be done using the methods from [16]. If we had an evolution-type equation we would propagate the manifold $\mathcal{M}_{+}^{c}$ with the flow. Here we do not have a flow! By [16], the equation possesses an exponential dichotomy which permits us to prove the existence of the center-unstable manifold $\mathcal{M}_{-}^{c u}$ (the union of unstable fibers over time $\tau$ ), as pointed out in Lemma 2, and, furthermore, the existence of stable fibrations to any solution in $\mathcal{M}_{-}^{c u}$ for any fixed initial fiber at $\tau=2 \bar{r}$ (which is transversely intersecting $\mathcal{M}_{-}^{c u} \cap\{\tau=2 \bar{r}\}$ ). We are interested in the stable fibration induced by the manifold $\mathcal{M}_{+}^{c}$, which is of course not complementary to $\mathcal{M}_{-}^{c u}$. However, the methods from [16] can be adapted in order to guarantee precisely the existence of such a manifold. In the following we indicate how to make the necessary changes.

We solve the integral equation for stable and unstable fibrations with the restriction that the fiber at the initial time $\tau=2 \bar{r}$ belongs to a fixed manifold transverse to $\mathcal{M}_{-}^{c u}$ which we can choose to contain $\mathcal{M}_{+}^{c} \cap\{\tau=2 \bar{r}\}$. On this smaller subspace the fixed-point equation for stable and unstable fibers still defines a contraction mapping and the solution is the desired global continuation of $\mathcal{M}_{+}^{c}$. The smoothness of the
union of the fibers as a manifold follows, because we can differentiate the fixed-point equation with respect to the base solution in the center-unstable manifold $\mathcal{M}_{-}^{c u}$. The exponential properties of the new fixed-point equation allow for a setting in the usual scale of exponentially weighted spaces [23], because the equation for the stable fiber at a fixed time $\tau$ involves only the finite time interval $[\tau, 1 / 2 \bar{r}]$. We do not carry out the details, which include only straightforward modifications of smoothness proofs for fibrations (note, however, that we do not care about the limit $\tau=-\infty$-alias $r=0$ - of the fibration, which would lead to limitation in regularity of the fibration).

Of course the projected vector field is also smooth and thereby defines a smooth flow on the finite-dimensional manifold $\mathcal{M}_{+}^{c}$. $\square$

The hypothesis $\tilde{F}(\lambda, 0)=0$ was only needed in order to fix a reference solution in $\mathcal{M}_{+}^{c s}$, notably the zero solution. In general we could construct smooth fibrations along any solution in $\mathcal{M}_{+}^{c s}$.

The manifold $\mathcal{M}_{+}^{c}$ we constructed is very useful in order to describe bounded solutions near infinity, although most solutions on $\mathcal{M}_{+}^{c}$ are not bounded at the origin $r=0$.
9. Hopf bifurcation and $(\boldsymbol{\lambda}, \boldsymbol{\omega})$-systems. We give the most simple nontrivial application of our main theorem. Suppose $D=\operatorname{id}, \tilde{F}(\lambda, 0)=0, \lambda \in \mathbb{R}$, and $N=2$; that is, $U \in \mathbb{R}^{2}$, which we identify with $\mathbb{C}$. Suppose that the homogeneous zero state undergoes a nondegenerate Hopf bifurcation in the space of homogeneous solutions:

$$
\frac{d}{d U} \tilde{F}(\lambda, 0)=i \omega+\lambda, \quad \omega \neq 0
$$

We write $U$ as a complex Fourier series $U(r, \varphi)=\sum_{k \in \mathbb{Z}} U^{k}(r) e^{i k \varphi}$. The spaces $E^{k}$ are just the complex two-dimensional spans $\left\langle\left(e^{i k \varphi}, 0\right),\left(0, e^{i k \varphi}\right)\right\rangle$. The operator $B_{\lambda, c}$ acts on $E^{k}$ as multiplication $B^{k}(\lambda, c): U^{k} \rightarrow(c i k-i \omega-\lambda) U^{k}$. Thereby $E^{c}(r) \leq E^{k_{0}}$ if $c_{0} k_{0}=\omega$. In other words, for any $k$ (-armed spiral) there is a rotation speed $c=\omega / k$ such that rotating waves with this speed may bifurcate. Our analysis has shown that for other wave speeds, the homogeneous state is isolated as a rotating wave.

Let us comment on the symmetry. The flow on $\mathcal{M}$ projected on $E^{c}(r) \leq E^{k}$ is equivariant with respect to the action of $\mathcal{S O}(2)$ :

$$
\left(U, U^{\prime}\right) \rightarrow\left(U e^{i \psi}, U^{\prime} e^{i \psi}\right), \quad \psi \in \mathbb{R} / 2 \pi \mathbb{Z} \simeq \mathcal{S O}(2)
$$

This is exactly the same symmetry that authors usually assumed to be present in bifurcation equations, the so-called $(\lambda, \omega)$-systems, modeling the creation of spiral waves; see [1]. We showed rigorously that the symmetry of $(\lambda, \omega)$-systems, without any error term, is present in this type of bifurcation.

The actual solutions $U=U^{k}(r) e^{i k \varphi}$ of the linearized system in $E^{c}(\tau)$ are easily calculated: they solve $\left(U^{k}\right)^{\prime \prime}+\frac{1}{r}\left(U^{k}\right)^{\prime}=\left(k^{2} / r^{2}\right) U^{k}$ and are given as $U(r, \varphi)=$ $U^{c} r^{k} e^{i k \varphi}, U^{c} \in \mathbb{C}$. Note that the invariant complement in $E^{k}$, spanned by $\tilde{U}(r, \varphi)=$ $\tilde{U}^{c} r^{-k} e^{i k \varphi}, \tilde{U}^{c} \in \mathbb{C}$, converges as $E^{c}(r)$ to the same limit $\left\{\left(U, U^{\prime}\right) ; U^{\prime}=0\right\}$ as $\varphi \rightarrow \infty$. This is the reason why we constructed $\mathcal{M}_{+}^{c}$ tangent to $E^{k}$ in section 8 . The equation on $\mathcal{M}_{+}^{c}$ is a nonautonomous, $\mathcal{S O}(2)$-equivariant ODE in $\mathbb{C}^{2}$ with the linear part given by Bessel's differential equation. It can be smoothly extended to time $\tau=\infty(\alpha=0)$, where the equation becomes autonomous. In order to determine existence and shape of rotating waves at $r=\infty$, we have to calculate expansions of the vector field on $\mathcal{M}_{+}^{c}$ and determine the $\omega$-limit set of the two-dimensional slice $\mathcal{M}(\tau)$ in $\mathcal{M}_{+}^{c}$. We examine a simple model problem in the next sections.
10. An example. As an example we study the following reaction-diffusion system:

$$
\begin{aligned}
u_{t} & =d_{1} \triangle u+\kappa u-v-a u^{3} \\
v_{t} & =d_{2} \Delta v+b u-\gamma v
\end{aligned}
$$

in the plane $x \in \mathbb{R}^{2}$. When $\kappa=\gamma$ and $b-\gamma \kappa>0$, the pure reaction system undergoes a Hopf bifurcation in the origin $u=v=0$. Rescaling $u, v, t$, and $x$, we may assume the system to be in the particular form

$$
\begin{aligned}
u_{t} & =\triangle u+\alpha u-\beta v-a u^{3} \\
v_{t} & =\nu \triangle v+\beta u-\alpha v+\lambda v,
\end{aligned}
$$

with $\beta^{2}-\alpha^{2}=1$ and $\alpha, \beta>0$. We assume in the following that $\lambda$ is close to zero; that is, we are close to a Hopf bifurcation with eigenvalues $\pm i$ of the linearized reaction system. The rotating wave ansatz yields

$$
\begin{align*}
& c u_{\varphi}=\triangle_{r, \varphi} u+\alpha u-\beta v-a u^{3},  \tag{10.1}\\
& c u_{\varphi}=\nu \triangle_{r, \varphi} v+\beta u-\alpha v+\lambda v,
\end{align*}
$$

where $\triangle_{r, \varphi}=\partial_{r r}+\frac{1}{r} \partial_{r}+\frac{1}{r^{2}} \partial_{\varphi \varphi}$. The linearization at $\lambda=0, u=v=0$ is

$$
\begin{align*}
c u_{\varphi} & =\triangle_{r, \varphi} u+\alpha u-\beta v \\
c v_{\varphi} & =\nu \triangle_{r, \varphi} v+\beta u-\alpha v . \tag{10.2}
\end{align*}
$$

We now expand the solutions in Fourier series with respect to $\varphi$

$$
(u, v)=\sum_{k \in \mathbb{Z}}\left(u^{k}, v^{k}\right) e^{i k \varphi}, \quad\left(u^{-k}, v^{-k}\right)=\left(\overline{u^{k}}, \overline{v^{k}}\right)
$$

The linearization (10.2) then becomes an uncoupled system of ODEs for the Fourier coefficients

$$
\begin{aligned}
\triangle_{r, k} u^{k} & =(c i k-\alpha) u^{k}+\beta v^{k} \\
\nu \triangle_{r, k} v^{k} & =-\beta u^{k}+(c i k+\alpha) v^{k}
\end{aligned}
$$

where $\triangle_{r, k}=\partial_{r r}+\frac{1}{r} \partial_{r}-\frac{k^{2}}{r^{2}}$. The right side has a kernel as a linear operator on $\mathbb{C}^{2}$ whenever $c k=1$. We therefore set $c=1 / k_{0}+\mu$ with $\mu$ close to zero, having fixed $k_{0} \in \mathbb{N}$ for the sequel.

Remember that together with the above equations we should write the equations for the complex conjugates, which are just the conjugate equations.

The eigenvector in the kernel is easily calculated as

$$
w_{0}=\beta u^{k}+\nu(i-\alpha) v^{k}, \quad \triangle_{r, k} w_{0}=0
$$

and

$$
w_{1}=-\beta u^{k}+(i+\alpha) v^{k}, \quad \triangle_{r, k} w_{1}=\left(i-\alpha+\frac{i+\alpha}{\nu}\right) w_{1}
$$

is the complementary eigenvector to the eigenvalue $i-\alpha+(i+\alpha) / \nu$.
Proposition 5 implies the existence of a center-manifold $\mathcal{M}_{+}^{c}$ with a smooth vector field, tangent to the span of $w_{0} e^{i k_{0} \varphi}$ and $\partial_{r} w_{0} e^{i k_{0} \varphi}$ at any "time" $r$. The vector field is obtained up to third order using the following strategy:
(i) Write the linear equation for $w_{0}$, depending on parameters $\lambda, \mu$; this gives the linear part of the vector field on $\mathcal{M}_{+}^{c}$.
(ii) Calculate the quadratic (in $w_{0}$ ) expansion of $\mathcal{M}_{+}^{c}$ depending on time; this is zero, due to the absence of quadratic terms in the reaction.
(iii) Evaluate the nonlinearity $a u^{3}$ on $w_{0} e^{i k_{0} \varphi}$.
(iv) Project away noncritical Fourier modes.
(v) Project on $\left\langle w_{0} e^{i k_{0} \varphi}\right\rangle$ along $\left\langle w_{1} e^{i k_{0} \varphi}\right\rangle$.

Carrying out the necessary calculations gives first, by projecting away the noncritical Fourier modes,

$$
\begin{aligned}
& \triangle_{r, k} u^{k}=(i-\alpha) u^{k}+\beta v^{k}+i \mu u^{k}+a u^{k}\left|u^{k}\right|^{2} \\
& \nu \triangle_{r, k} v=-\beta u^{k}+\left(i+\alpha v^{k}\right)+i \mu v^{k}-\lambda v^{k}
\end{aligned}
$$

and therefore

$$
\triangle_{r, k} w_{0}=i \mu \beta u^{k}+\beta a u^{k}\left|u^{k}\right|^{2}-(i-\alpha) \lambda v^{k}+(i-\alpha) i \mu v^{k} .
$$

Transforming back

$$
\begin{aligned}
u^{k} & =\frac{i+\alpha}{\beta(i+\alpha+\nu(i-\alpha))} w_{0}+O\left(w_{1}\right), \\
v^{k} & =\frac{1}{i+\alpha+\nu(i-\alpha)} w_{0}+O\left(w_{1}\right)
\end{aligned}
$$

gives, on $\mathcal{M}_{+}^{c}$, up to third order, the second-order-in-time ODE

$$
\triangle_{r, k} w_{0}=\frac{-2 \mu-(i-\alpha) \lambda}{i+\alpha+\nu(i-\alpha)} w_{0}+\frac{a}{\beta^{2}} \frac{1}{1+\nu \frac{i-\alpha}{i+\alpha}}\left|\frac{1}{1+\nu \frac{i-\alpha}{i+\alpha}}\right|^{2} w_{0}\left|w_{0}\right|^{2}
$$

The fifth-order terms might of course destroy the second-order structure of this equation, although keeping the structure of a local nonautonomous differential equation in $\mathbb{C}^{2}$.

We write new parameters $\lambda^{\prime}, a^{\prime} \in \mathbb{C}$ such that the truncated equation takes the form

$$
\begin{equation*}
\left(w_{0}\right)_{r r}+\frac{1}{r}\left(w_{0}\right)_{r}-\frac{k^{2}}{r^{2}} w_{0}=\lambda^{\prime} w_{0}+a^{\prime} w_{0}\left|w_{0}\right|^{2} \tag{10.3}
\end{equation*}
$$

Disregarding all of our efforts in reducing and simplifying the problem, this equation is in general still hard to solve analytically. In the following section we study this problem, obtaining existence of bounded solutions $w(r)$ (and thereby solutions $(u(r, \varphi), v(r, \varphi))$ to (10.1)), when $a^{\prime}$ is almost real. This is actually the approach taken by $[7,11]$, who deal with a similar system.

By our explicit calculations, the imaginary part of $a^{\prime}$ will be small if the diffusion rate $\nu$ or the parameter $\alpha$ is close to zero.

The first condition has an interesting interpretation as the limit $d_{2} \rightarrow 0$ is exactly the interesting limit in excitable media, although we admit that our equation is different from the typical models for excitable media (the null-clines of $\alpha u-a u^{3}-v$ are symmetric to the origin whereas this is not the usual assumption for excitable media, modeled for example by the FitzHugh-Nagumo equation). We refer the reader to the interesting, although formal, work on spiral waves in excitable media reviewed in [22].

The second, alternative condition is merely an assumption on the location of equilibria in the pure reaction system, which are situated approximately at $u \sim \pm \sqrt{b /(a \alpha)}$ and zero.

The important point to notice at this stage is that the full equation on $\mathcal{M}_{+}^{c}$ is a small perturbation of the truncated equation close to the bifurcation point; that is, close to $\operatorname{Re} \lambda^{\prime}=0$. Indeed, scaling $\left|\operatorname{Re} \lambda^{\prime}\right| r^{2}=\tilde{r}^{2}$ and $w_{0}^{2}=\left|\operatorname{Re} \lambda^{\prime}\right| \tilde{w}_{0}^{2}$ makes the higher-order terms $\mathrm{O}\left(\left|\operatorname{Re} \lambda^{\prime}\right|\right)$. Structurally stable dynamics of the truncated equation persist for the full system on $\mathcal{M}_{+}^{c}$ for sufficiently small $\left|\operatorname{Re} \lambda^{\prime}\right|$.

In this sense, we have established a rigorous proof of the validity of approximations of reaction-diffusion systems by $\lambda-\omega$ systems, at least when we restrict to the question of existence of rotating wave solutions. This was proved up to now only using formal multiscale methods. The advantage of our approach is that it gives rigorous proofs and information on the domain of validity in parameter space of such kinds of approximations.

Furthermore, we should comment on the symmetry. The equation possesses, as announced, an $\mathcal{S O}(2)$-symmetry $w_{0} \rightarrow w_{0} e^{i \theta}, \theta \in S^{1}$. The additional reflection $(u, v) \rightarrow(-u,-v)$ in the original reaction-diffusion system does not yield any more symmetry in the bifurcation equation.

At $\operatorname{Im} a^{\prime}=\operatorname{Im} \lambda^{\prime}=0$, there is the additional reflectional symmetry $w_{0} \rightarrow \overline{w_{0}}$, fixing the real subspace. Note also that $\operatorname{Im} \lambda^{\prime}=0$ can be achieved by adjusting the wave speed $c$.
11. The bifurcation equations. During this section we omit the primes of $\lambda$ and $a$. We begin with a study of possible asymptotic states of (10.3) at $r=\infty$. The limit equation

$$
w^{\prime \prime}=\lambda w+a w|w|^{2}, \quad \prime=\frac{d}{d r}
$$

can be simplified by dividing out the symmetry with the new coordinates $z=z_{R}+$ $i z_{I}=w^{\prime} / w \in \overline{\mathbb{C}}$ and $R=|w| \in \mathbb{R}_{+}$:

$$
\begin{align*}
R^{\prime} & =z_{R} R \\
z^{\prime} & =-z^{2}+\lambda+a R^{2} \tag{11.1}
\end{align*}
$$

Reversibility of the $w$-equation $(r \rightarrow-r)$ is translated into reversibility with respect to the reflection $z \rightarrow-z$ (and, of course, $r \rightarrow-r$ ). Any equilibrium of (11.1) corresponds to a periodic orbit of the $w$-equation, which we call a rotating wave, as it is a relative equilibrium, for the dynamics in $r$, with respect to rotational symmetry $\mathcal{S O}(2)$. The asymptotic shape of a spiral wave behaving like such a rotating wave for large $r$ is just a one-dimensional periodic wave-train, translation invariant in one space-direction. There are two types of equilibria. Type I has $R=0$ and corresponds to the origin of the $w$-equation, and $z= \pm \sqrt{\lambda}$ are the blown up invariant manifolds of the equilibrium $w=w^{\prime}=0$. Type II has necessarily $z_{R}=0$ and

$$
R^{2}=-\frac{\lambda_{I}}{a_{I}}, \quad z_{I}^{2}=-\lambda_{R}+a_{R} \frac{\lambda_{I}}{a_{I}}
$$

A linear stability analysis gives that the type I equilibrium with $\operatorname{Re} \sqrt{\lambda}>0$ is stable in $\{R=0, z \in \overline{\mathbb{C}}\}$ and unstable in the direction of $R$. The equilibrium with $\operatorname{Re} \sqrt{\lambda}<0$ is unstable in $\{R=0, z \in \overline{\mathbb{C}}\}$ but stable in the direction of $R$. Along the type II
equilibria the linearization is

$$
L=\left(\begin{array}{ccc}
0 & R & 0 \\
2 a_{R} R & 0 & 2 z_{I} \\
2 a_{I} R & -2 z_{I} & 0
\end{array}\right), \quad \operatorname{det} L=-4 \lambda_{I} z_{I}, \quad \operatorname{trace} L=0
$$

such that one equilibrium is two-dimensional unstable and the other is two-dimensional stable.

Bifurcations occur at $\operatorname{Re} \sqrt{\lambda}=0$, where type I equilibria coalesce, the origin becomes a center, and when $a \bar{\lambda} \in \mathbb{R}$, where a reversible saddle-node bifurcation of the type II equilibria occurs.

For the nonautonomous system, we can interpret the manifold $\mathcal{M}$ as a shooting manifold, which is two-dimensional in $\left(w, w^{\prime}\right)$-space at any fixed time $r$, invariant under the symmetry and therefore yields a one-dimensional shooting curve in the reduced phase space $(z, R)$. We focus here on asymptotically stationary behavior, where the shooting curve intersects the stable manifold of an equilibrium of (11.1). These are possibly not the only asymptotic shapes at large distances from the center of rotation, but they seem to be of sufficient physical relevance, making such a restriction reasonable.

In the following, we distinguish two different cases which we refer to as the subcritical case, when $a_{R}>0$, and the supercritical case, when $a_{R}<0$. These terms are justified by the branching of equilibria of (11.1) at $\lambda_{I}=a_{I}=0$. In our model problem of the preceding section, these two cases are distinguished by the sign of $a\left(1-\nu\left(\alpha^{2}-1\right) / \beta^{2}\right)$.

We now study the real subsystem in the nonautonomous setting.
Lemma 6 (supercritical [5, 11]). Suppose $a_{R}<0$ and $\lambda_{R}>0$. Then for any wave number $k_{0} \in \mathbb{N}$, there exists a heteroclinic orbit $w(r)>0$, with $\lim _{r \rightarrow 0} w(r)=0$ and $\lim _{r \rightarrow \infty} w(r)=\sqrt{-\lambda_{R} / a_{R}}$. Moreover the heteroclinic orbit is transverse in the real subsystem: the center-manifold $\mathcal{M}$ intersects transversely the stable manifold of $\sqrt{-\lambda_{R} / a_{R}}$.

Proof. The proof of this lemma can be found in [11], where the necessary modifications to the proof of a similar statement in [5] are indicated. $\square$

Lemma 7 (subcritical). Suppose $a_{R}>0$ and $\lambda_{R}<0$. Then for any $k_{0} \in \mathbb{N}$, there exists a heteroclinic orbit $w(r)$, with $\lim _{r \rightarrow 0} w(r)=\lim _{r \rightarrow \infty} w(r)=0$. Moreover the heteroclinic orbit is transverse in the real subsystem: the manifold $\mathcal{M}$ intersects transversely the stable manifold of the origin at $r=\infty$.

Proof. The proof, together with a more detailed description of such solutions, can be found in [20].

We next examine the nondegenerate system with $a_{I} \neq 0$.
Proposition 8 (supercritical, $a_{I} \neq 0$ ). Suppose $a_{R}<0$ and $\lambda_{R}>0$ and fix any wave number $k_{0} \in \mathbb{N}$. Then for any $a_{I}, \lambda_{I}$ sufficiently small and $\lambda_{I} / a_{I}-1 \gg a_{I}^{2}$ there exists a heteroclinic orbit $w(r)$, with $\lim _{r \rightarrow 0} w(r)=0$ and tending to a type II equilibrium as $r \rightarrow \infty$. The heteroclinic orbit is transverse. Moreover there exists a unique value $\lambda_{I}^{0}=\mathrm{O}\left(a_{I}\right)$ such that the heteroclinic orbit tends to the other type II equilibrium as $r \rightarrow \infty$. This heteroclinic orbit is transversely unfolded by the parameter $\lambda_{I}$.

Proof. We suppose $a_{R}=-1$ and $\lambda_{R}=1$. We use singular perturbation methods in order to establish the existence of heteroclinic orbits for the perturbed system. At $a_{I}=\lambda_{I}=0$, there is a curve of type II equilibria for the asymptotic equations at $r=\infty$, given by $z_{I}^{2}=1-R^{2}$, which intersects transversely the real subspace at the
equilibrium $z=0, R=1$. Therefore the center-stable manifold of this line of equilibria intersects transversely the shooting manifold $\mathcal{M}$ in $(z, R, \tau)$-space. In the perturbed system, the line of equilibria persists as a normally hyperbolic slow manifold (see [3]). The heteroclinic as a transverse intersection persists as the intersection with a strong stable fiber of the slow manifold for $a_{I}, \lambda_{I}$ small enough. On the slow manifold there are two equilibria $z_{I}^{2}=-1-\lambda_{I} / a_{I}$, which are close to the real subspace $\left\{z_{I}=0\right\}$ if $-\lambda_{I} / a_{I}$ is close to but bigger than one. By the above stability analysis, the equilibrium which is stable within the slow manifold has det $L>0$ and thereby $\lambda_{I} z_{I}<0$. We now have to examine the perturbation of the shooting manifold $\mathcal{M}$ by the complex perturbation terms involving $\lambda_{I}$ and $a_{I}$. The derivative along the real heteroclinic at $\lambda_{I}=a_{I}=0$ of the nonautonomous equation for $z_{I}$ with respect to $\lambda_{I}$ and $a_{I}$ gives

$$
z_{I}^{\prime}=\lambda_{I}+a_{I} R^{2}=a_{I}\left(\lambda_{I} / a_{I}+R^{2}\right)
$$

Thereby the Melnikov integral along the heteroclinic gives a contribution $\mathrm{O}\left(a_{I}\right)$, which shows that the shooting manifold $\mathcal{M}$ intersects transversely a stable fiber of a point on the slow manifold with $z_{I}^{0}=\mathrm{O}\left(a_{I}\right)$.

With these ingredients we can establish the existence of the desired connections. First choosing $\lambda_{I}$ as a parameter, the shooting manifold $\mathcal{M}$ crosses transversely the strong stable fibers of the slow manifold. The type II equilibria on the slow manifold are located at $\mathrm{O}\left(\sqrt{\left|\lambda_{I} / a_{I}+1\right|}\right)$. If $\left|z_{I}^{0}\right|<\sqrt{\left|\lambda_{I} / a_{I}-1\right|}$, there is a heteroclinic trajectory connecting to the type II equilibrium, which is stable within the slow manifold. If $\left(z_{I}^{0}\right)^{2}=-\lambda_{I} / a_{I}-1$, the heteroclinic trajectory connects to the type II equilibrium, which is unstable on the slow manifold. This proves the proposition.

Proposition 9 (subcritical, $a_{I} \neq 0$ ). Suppose $a_{R}>0$ and $\lambda_{R}<0$ and fix any wave number $k_{0} \in \mathbb{N}$. Then for any $a_{I}$ sufficiently small, there exists a smooth function $\lambda_{I}=\lambda_{I}\left(a_{I}\right)$ such that there exists a heteroclinic orbit $w(r)$, with $\lim _{r \rightarrow 0} w(r)=$ $\lim _{r \rightarrow \infty} w(r)=0$. The heteroclinic orbit is transversely unfolded by the parameter $\lambda_{I}$.

Proof. We suppose $a_{R}=1$ and $\lambda_{R}=-1$. In the real subspace at $\lambda_{I}=a_{I}=0$, the heteroclinic orbit joining the origin at $r=0$ to the origin at $r=\infty$ is transverse by Lemma 7. Transverse to the real subspace, the origin is unstable at both $r=0$ and $r=\infty$ : the heteroclinic is nontransverse in full-space. We now need the parameter $\lambda_{I}$ (alias the speed of rotation) in order to obtain connections for specific values of the parameter $\lambda_{I}=\lambda_{I}\left(a_{I}\right)$. For this it is sufficient to show that the Melnikov integral with respect to the parameter $\lambda_{I}$ along the heteroclinic does not vanish. The adjoint variational equation along the heteroclinic has a unique (up to scalar multiples) bounded solution which lies strictly in the half space $z_{I}>0$, because $z_{I}=0$ is invariant. The derivative of the vector field with respect to $\lambda_{I}$ in the direction of this half space is just 1 , which proves that the Melnikov integral is nonzero. In other words we can push through the stable and unstable manifolds with the help of $\lambda_{I}$ with nonzero speed. This proofs the proposition.
12. Conclusions. For a large class of reaction-diffusion systems we have shown the existence of spiral wave solutions. In contrast to the previous results on $\lambda-\omega$ systems, our reduction to a nonautonomous ODE is not based on the assumption that Fourier modes decouple. We merely show that, close to the threshold of instability of a homogeneous equilibrium, there is some kind of decoupling. The interaction between critical modes is in a smooth sense of higher order than the projection on the critical modes. Compared to similar reduction methods, technical complications arise here
because the problem is nonautonomous, even in the principal part (from a regularity point of view).

As another advantage of our method, we are able to determine explicitly coefficients in our bifurcation equations. These are in general still hard to analyze analytically-we considered a simple but interesting model problem in the last section-but can easily be studied numerically.

The reduction procedure can be applied to other problems, possibly involving higher-dimensional center-manifolds. A systematic treatise of such equations (as known for elliptic problems in infinite cylinders, exploiting reversibility, integrability, and normal forms of the reduced bifurcation equations) would be interesting.

The rotating waves we discover are of various shape, depending on the nature of the bifurcation. In supercritical bifurcations, they are approximately archimedian spirals at large distances from the tip. Indeed, the derivative of the phase of $u$ is given by $z_{I}$ and approaches for large values of the radius $r$ a constant but nonzero value. As a subtle difference we noticed that in the supercritical case there are two different types of asymptotic states, given by the two different types of equilibria $z_{I}= \pm \sqrt{-\lambda_{I} / a_{I}-1}$ (see the preceding section). For the first type, $z_{I}$ approaches its limit value exponentially at a uniform rate with respect to $\lambda_{I}$, whereas for the other type the exponential rate is close to zero. The sign of $z_{I}$ has another important interpretation. If $z_{I}$ is positive, then the arms turn in the sense of the rotation of the spiral; at a fixed ray, under time evolution of the reaction-diffusion system, the arms move toward the center of rotation. Similarly, $z_{I}<0$ corresponds to an outwards movement of the arms. Therefore the waves, appearing for discrete wave speeds, move outward if $a_{I}<0$ and inward if $a_{I}>0$.

The rotating waves bifurcating subcritically are isolated as rotating waves and appear for distinguished speeds of rotation. Their shape at large distances from the center of rotation is determined by the phase varying according to $\varphi \sim e^{- \text {const } \cdot r}$ and their amplitude decaying to zero exponentially.

Although we do not carry out here a stability analysis, we comment on the difference between sub- and supercritical bifurcation. Linearizing the reaction-diffusion system along the subcritical waves in, say, $L^{2}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ gives us a linearized operator for the period map whose continuous spectrum is strictly contained in the left half plane, bounded away from the imaginary axis. Zero is (at least) a triple eigenvalue due to the Euclidean symmetry, generated by rotation and translations. An analysis of secondary bifurcations from this type of spiral wave, including meandering and drifting waves, has been carried out in $[17,18]$ and [4].

The linearized period map along supercritical waves has zero in the essential spectrum and rigorous stability proofs seem to be hard. Hagan [7] showed that onearmed spiral waves might be stable whereas multiarmed waves $\left(k_{0} \neq 1\right)$ should be unstable.
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#### Abstract

We show existence and uniqueness of classical solutions for the motion of immersed hypersurfaces driven by surface diffusion. If the initial surface is embedded and close to a sphere, we prove that the solution exists globally and converges exponentially fast to a sphere. Furthermore, we provide numerical simulations showing the creation of singularities for immersed curves.
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1. Introduction. In this paper we study the motion of a family of immersed hypersurfaces whose normal velocity is equal to its surface diffusion. More precisely, let $\Gamma_{0}$ be a compact closed immersed orientable hypersurface in $\mathbb{R}^{n}$ of class $C^{2+\beta}$. We are looking for a family $\Gamma=\{\Gamma(t) ; t \geq 0\}$ of smooth immersed orientable hypersurfaces satisfying the following evolution equation:

$$
\begin{equation*}
V(t)=\Delta_{\Gamma(t)} H_{\Gamma(t)}, \quad \Gamma(0)=\Gamma_{0} . \tag{1.1}
\end{equation*}
$$

Here $V(t)$ denotes the velocity in the normal direction of $\Gamma$ at time $t$, while $\Delta_{\Gamma(t)}$ and $H_{\Gamma(t)}$ stand for the Laplace-Beltrami operator and the mean curvature of $\Gamma(t)$, respectively. Both the normal velocity and the curvature depend on the local choice of the orientation; however, (1.1) does not, and so we are free to choose whichever one we like. In particular, if $\Gamma(t)$ is embedded and encloses a region $\Omega(t)$, we always choose the outer normal, so that $V$ is positive if $\Omega(t)$ grows and so that $H_{\Gamma(t)}$ is positive if $\Gamma(t)$ is convex with respect to $\Omega(t)$. Due to the local nature of the evolution, we may assume the hypersurface $\Gamma_{0}$ to be connected.

In order to give precise results, let us introduce the following notation. Given an open set $U \subset \mathbb{R}^{n}$, let $h^{s}(U)$ denote the little Hölder spaces of order $s>0$, that is, the closure of $B U C^{\infty}(U)$ in $B U C^{s}(U)$, the latter space being the Banach space of all bounded and uniformly Hölder continuous functions of order $s$. If $\Sigma$ is a (sufficiently) smooth submanifold of $\mathbb{R}^{n}$ then the spaces $h^{s}(\Sigma)$ are defined by means of a smooth atlas for $\Sigma$.

Theorem 1.1. Assume that $0<\beta<1$, and let $\Gamma_{0}$ be a compact closed immersed orientable hypersurface in $\mathbb{R}^{n}$ belonging to the class $h^{2+\beta}$.
(a) The surface diffusion flow (1.1) has a unique local classical solution $\Gamma=$ $\{\Gamma(t) ; t \in[0, T)\}$ for some $T>0$. Each hypersurface $\Gamma(t)$ is of class $C^{\infty}$ for $t \in(0, T)$. Moreover, the mapping $[t \mapsto \Gamma(t)]$ is continuous on $[0, T)$ with respect to the $h^{2+\beta}$ topology and smooth on $(0, T)$ with respect to the $C^{\infty}$-topology.

[^85](b) Suppose that the initial hypersurface $\Gamma_{0}$ is a $h^{2+\beta}$-graph in normal direction over some smooth immersed hypersurface $\Sigma$. Then the mapping $\varphi:=\left[\left(t, \Gamma_{0}\right) \mapsto \Gamma(t)\right]$ induces a smooth local semiflow on an open subset of $h^{2+\beta}(\Sigma)$.

Remark. The assumption that the initial surface be orientable is not necessary for Theorem 1.1(a) to hold true.

This follows by evolving the double cover in case the initial hypersurface is not orientable. The double cover remains a double cover by uniqueness of smooth solutions, and (1.1) is invariant with respect to the local orientation, as noted before. Hence, one can go back to the quotient space which therefore also evolves according to the surface diffusion flow.

The motion given by (1.1) has some interesting geometrical features. Assume that $\Gamma$ is a smooth orientable solution to (1.1) and let $\mathcal{A}(t)$ denote the area of $\Gamma(t)$. Then the function $\mathcal{A}$ is smooth and we find for its derivative (e.g., see [22, Theorem 4] or [15, p. 70])

$$
\begin{align*}
\frac{1}{n-1} \frac{d}{d t} \mathcal{A}(t) & =\int_{\Gamma(t)} V(t) H_{\Gamma(t)} d \sigma=\int_{\Gamma(t)}\left[\Delta_{\Gamma(t)} H_{\Gamma(t)}\right] H_{\Gamma(t)} d \sigma  \tag{1.2}\\
& =-\int_{\Gamma(t)}\left|\operatorname{grad}_{\Gamma(t)} H_{\Gamma(t)}\right|_{\Gamma(t)}^{2} d \sigma \leq 0
\end{align*}
$$

Hence the motion driven by surface diffusion is area decreasing.
It is also possible to identify the surface diffusion flow as an $H^{-1}$-gradient flow for the area functional; see $[10,25]$. The notion of such gradient flows was proposed by Fife [19, 20].

Assume that $\Gamma$ is a smooth solution to (1.1) consisting of embedded hypersurfaces which enclose a region $\Omega(t)$, and let $\operatorname{Vol}(t)$ denote the volume of $\Omega(t)$. The derivative of the smooth function Vol is then given by

$$
\frac{d}{d t} \operatorname{Vol}(t)=\int_{\Gamma(t)} V(t) d \sigma=\int_{\Gamma(t)} \Delta_{\Gamma(t)} H_{\Gamma(t)} d \sigma=0
$$

thus the motion driven by surface diffusion is also volume preserving in the embedded case. Every Euclidean sphere is an equilibrium for (1.1), and it follows from Alexandrov's characterization [1] of embedded constant mean curvature surfaces that spheres are the only equilibria. However, none of these equilibria is isolated, since in every neighborhood of a fixed sphere there is a continuum of further spheres. Thus the dynamics of the flow generated by (1.1) is even locally quite copious.

Theorem 1.2. Let $S$ be a fixed Euclidean sphere and let $\mathcal{M}$ denote the set of all spheres which are sufficiently close to $S$. Then $\mathcal{M}$ attracts all embedded solutions which are $h^{2+\beta}(S)$-close to $\mathcal{M}$ at an exponential rate. In particular, if $\Gamma_{0}$ is sufficiently close to $S$ in $h^{2+\beta}(S)$, then $\Gamma$ exists globally and converges exponentially fast to some sphere in $\mathcal{M}$ enclosing the same volume as $\Gamma_{0}$. The convergence is in the $C^{k}$-topology for every initial hypersurface $\Gamma_{0}$ which is in a sufficiently small $h^{2+\beta}(S)$ neighborhood $W=W(k)$ of $S$, where $k \in \mathbb{N}$ is a fixed number.

The surface diffusion flow (1.1) was first proposed by Mullins [26] to model surface dynamics for phase interfaces when the evolution is only governed by mass diffusion in the interface. It has also been examined in a more general mathematical and physical context by Davì and Gurtin [13], and by Cahn and Taylor [9]. More recently, Cahn, Elliott, and Novick-Cohen [8] showed by formal asymptotics that the surface diffusion flow is the singular limit of the zero level set of the solution to the Cahn-Hilliard
equation with a concentration-dependent mobility. In the case of constant mobility in the Cahn-Hilliard equation, Alikakos, Bates, and Chen [2] proved that the motion of the singular limit is governed by the Mullins-Sekerka model (also called the HeleShaw model with surface tension), rigorously establishing a result that was formally derived by Pego [27]. The Mullins-Sekerka model shares many properties with the surface diffusion flow (1.1). They both preserve the enclosed volume and decrease the area of the interface, and for both the invariant manifold $\mathcal{M}$ of spheres is exponentially attracting; see [16, 17, 18].

In two dimensions and for strip-like domains, the surface diffusion flow was investigated by Baras, Duchon, and Robert [7]. They prove global existence of weak solutions. Also in two dimensions, the surface diffusion flow for closed embedded curves was analytically investigated by Elliott and Garcke [14]. They show local existence and regularization for $C^{4}$-initial curves, and global existence for small perturbations of circles. Furthermore, assuming global existence, they show that any closed curve will become circular under this evolution. They do not obtain uniqueness of solutions. Recently, Giga and Ito [21] established the existence of unique (local) solutions for immersed $H^{4}$-initial curves. Moreover, they prove that the surface diffusion flow can drive an initially embedded curve to a self intersection. The techniques in [14, 21] seem to be restricted to two dimensions.

Our methods work in any dimension, and we obtain existence and uniqueness for immersed hypersurfaces. This is of particular interest since embedded hypersurfaces can become immersed under the surface diffusion flow, which is in clear contrast to the mean curvature flow where smooth solutions remain embedded if their initial surface is embedded. Our numerical simulations show that an immersed curve can develop singularities under the surface diffusion flow. Our example consists of a curve with a loop within a loop where the inner loop tightens and then contracts to a point. This situation has been analyzed in great detail by Angenent [6] for the mean curvature flow. In case of surface diffusion we do not have an analytical proof for the occurrence of singularities. We also give an example showing that an immersed curve evolves towards a stable limiting configuration which is not an embedded circle, but a multiply covered immersed circle. Finally, we provide evidence that the surface diffusion flow shrinks a figure eight to a point in finite time. Our approach for proving existence and uniqueness of solutions can be used to set up the numerical scheme for our simulations.

In case the initial hypersurface has several components, it is clear that some components may collide under the surface diffusion flow. This is most easily seen by choosing any nonstationary initial hypersurface, and then placing a stationary sphere in its path.

Theorem 1.1 constitutes a precise local existence and uniqueness result for classical solutions to (1.1) starting out as immersed hypersurfaces. In particular, the results disclose a parabolic regularization of the flow $\varphi$ since we are allowed to choose initial surfaces $\Gamma_{0}$ of class $h^{2+\beta}$, although $\Delta_{\Gamma_{0}} H_{\Gamma_{0}}$ is for such $\Gamma_{0}$ in general not a classical function. This parabolic structure also provides the foundation for the study of the qualitative behavior of the semiflow $\varphi$. Our approach for proving existence, uniqueness, and regularity of solutions is based on the general theory of Amann [3, 4] for quasi-linear parabolic evolution equations.

The proof of Theorem 1.2 consists of two steps. We first show that the semiflow $\varphi$ admits a stable $(n+1)$-dimensional local center manifold $\mathcal{M}^{c}$. This means, in particular, that $\mathcal{M}^{c}$ is a locally invariant manifold and that $\mathcal{M}^{c}$ contains all small global
solutions of $\varphi$. In a second step we then prove that $\mathcal{M}^{c}$ coincides with the manifold $\mathcal{M}$ of the theorem. It is well-known that local center manifolds are generally not unique. However, since each local center manifold of the surface diffusion flow consists only of equilibria, this forces uniqueness. Under suitable spectral assumptions for the linearization, the existence of center manifolds is well known for finite-dimensional dynamical systems. The corresponding construction for quasi-linear infinite-dimensional semiflows (e.g., for $\varphi$ ) is considerably more involved. The basic technical tool here is the theory of maximal regularity, due to Da Prato and Grisvard [11]; see also [4, 5, 23]. In particular, these results allow to treat (1.1) as a fully nonlinear perturbed linear evolution equation; see [12, 23, 29].
2. Existence and uniqueness. In this section we introduce the mathematical setting in order to reformulate (1.1) as a quasi-linear parabolic evolution equation. Let $\Sigma$ be a smooth compact closed immersed oriented hypersurface in $\mathbb{R}^{n}$, and assume that $\Gamma_{0}$ is close to this fixed reference manifold $\Sigma$. Let $\nu$ be the unit normal field on $\Sigma$ commensurable with the chosen orientation. Choose $a>0$ and an open covering $\left\{U_{l} ; l=1, \ldots, m\right\}$ of $\Sigma$ such that

$$
X_{l}: U_{l} \times(-a, a) \rightarrow \mathbb{R}^{n}, \quad X_{l}(s, r):=s+r \nu(s)
$$

is a smooth diffeomorphism onto its image $\mathcal{R}_{l}:=\operatorname{im}\left(X_{l}\right)$, that is,

$$
X_{l} \in \operatorname{Diff}^{\infty}\left(U_{l} \times(-a, a), \mathcal{R}_{l}\right), \quad 1 \leq l \leq m
$$

This can be done by choosing the open sets $U_{l} \subset \Sigma$ in such a way that they are embedded in $\mathbb{R}^{n}$ instead of only immersed, and then taking $a>0$ sufficiently small so that each of the $U_{l}$ has a tubular neighborhood of radius $a$. It is convenient to decompose the inverse of $X_{l}$ into $X_{l}^{-1}=\left(S_{l}, \Lambda_{l}\right)$, where

$$
S_{l} \in C^{\infty}\left(\mathcal{R}_{l}, U_{l}\right) \quad \text { and } \quad \Lambda_{l} \in C^{\infty}\left(\mathcal{R}_{l},(-a, a)\right)
$$

Note that $S_{l}(x)$ is the nearest point on $U_{l}$ to $x \in \mathcal{R}_{l}$, and that $\Lambda_{l}(x)$ is the signed distance from $x$ to $U_{l}$ (that is, to $\left.S_{l}(x)\right)$. Moreover, the union of the sets $\mathcal{R}_{l}, 1 \leq l \leq m$, consists exactly of those points in $\mathbb{R}^{n}$ with distance less than $a$ to $\Sigma$.

Let $T>0$ be a fixed number. We assume that $\Gamma:=\{\Gamma(t), t \in[0, T)\}$ is a family of immersed graphs in normal direction over $\Sigma$. To be precise, we ask that there is a globally defined function

$$
\rho: \Sigma \times[0, T) \rightarrow(-a, a)
$$

such that for fixed $t \in[0, T)$, a manifold $\Gamma(t)$ is locally given by the images of the maps $\left[s \mapsto X_{l}(s, \rho(s, t))\right], 1 \leq l \leq m$.

Conversely, given any (sufficiently) smooth function $\rho: \Sigma \times[0, T) \rightarrow(-a, a)$, let

$$
\begin{equation*}
\Phi_{l, \rho}: \mathcal{R}_{l} \times[0, T) \rightarrow \mathbb{R}, \quad \Phi_{l, \rho}(x, t):=\Lambda_{l}(x)-\rho\left(S_{l}(x), t\right), \quad 1 \leq l \leq m \tag{2.1}
\end{equation*}
$$

Then for each $t \in[0, T)$, the zero-level set $\Phi_{l, \rho}^{-1}(0, t) \subset \mathcal{R}_{l}$ defines a smooth hypersurface, and the hypersurfaces $\Phi_{l, \rho}^{-1}(0, t)$ can be glued together to constitute a compact closed immersed orientable hypersurface $\Gamma_{\rho(t)}$. It is then easy to see that

$$
\Gamma_{\rho(t)}=\Gamma(t)=\bigcup_{l=1}^{m} \operatorname{Im}\left(X_{l}: U_{l} \rightarrow \mathbb{R}^{n},\left[s \mapsto X_{l}(s, \rho(s, t))\right]\right)
$$

In addition, the normal velocity $V$ of $\Gamma:=\left\{\Gamma_{\rho(t)} ; t \in[0, T)\right\}$ at time $t$ and at the point $x=X_{l}(s, \rho(s, t))$, expressed as a function over $U_{l}$, is given by

$$
V(s, t)=-\left.\frac{\partial_{t} \Phi_{l, \rho}(x, t)}{\left|\nabla_{x} \Phi_{l, \rho}(x, t)\right|}\right|_{x=X_{l}(s, \rho(s, t))}=\left.\frac{\partial_{t} \rho(s, t)}{\left|\nabla_{x} \Phi_{l, \rho}(x, t)\right|}\right|_{x=X_{l}(s, \rho(s, t))}
$$

for $(s, t) \in U_{l} \times(0, T)$. In the following, we fix $t \in[0, T)$ and drop it in our notation. Moreover, we fix $0<\alpha<\beta<1$ and define

$$
\mathfrak{A}:=\left\{\rho \in h^{2+\alpha}(\Sigma) ;\|\rho\|_{C(\Sigma)}<a\right\} .
$$

Then for any $\rho \in \mathfrak{A}$,

$$
\theta_{\rho}: \Sigma \rightarrow \Gamma_{\rho}, \quad \theta_{\rho}(s):=X_{l}(s, \rho(s)) \text { for } s \in U_{l}
$$

is a well-defined global $(2+\alpha)$-diffeomorphism. We write $\Delta_{\Gamma_{\rho}}$ for the Laplace-Beltrami operator of $\Gamma_{\rho}$ and $H_{\Gamma_{\rho}}$ for the mean curvature of $\Gamma_{\rho}$. Finally, let

$$
G(\rho):=-L_{\rho} \theta_{\rho}^{*}\left(\Delta_{\Gamma_{\rho}} H_{\Gamma_{\rho}}\right) \quad \text { for } \quad \rho \in h^{4+\alpha}(\Sigma) \cap \mathfrak{A}
$$

where $L_{\rho}(s):=\theta_{\rho}^{*}\left|\nabla_{x} \Phi_{l, \rho}\right|(s)$ for $s \in U_{l}, 1 \leq l \leq m$. On the phase space

$$
\mathcal{V}:=h^{2+\beta}(\Sigma) \cap \mathfrak{A}
$$

we are now considering the following evolution equation for the distance function $\rho$ :

$$
\begin{equation*}
\partial_{t} \rho+G(\rho)=0, \quad \rho(0)=\rho_{0} \tag{2.2}
\end{equation*}
$$

where $\rho_{0}$ is a function on $\Sigma$ determined by $\Gamma_{0}$. More precisely, given $\rho \in \mathcal{V}$, we call a family $\rho:[0, T) \rightarrow \mathcal{V}$ a classical solution of (2.2) if

$$
\rho \in C([0, T), \mathcal{V}) \cap C^{\infty}\left((0, T), C^{\infty}(\Gamma)\right)
$$

and if $\rho$ satisfies (2.2) pointwise for $t \in(0, T)$. It is not difficult to see that the surface diffusion flow (1.1) and the evolution equation (2.2) are equivalent on $\mathcal{R}:=\cup_{l=1}^{m} \mathcal{R}_{l}$. That is, if $\Gamma:=\{\Gamma(t) ; t \in[0, T)\}$ is a classical solution of (1.1) such that $\Gamma(t) \subset \mathcal{R}$ for $t \in[0, T)$, then the above construction yields a classical solution of (2.2) and viceversa; if $\rho:[0, T) \rightarrow \mathcal{V}$ is a classical solution of $(2.2)$, then $\Gamma:=\left\{\Gamma_{\rho(t)} ; t \in[0, T)\right\}$ is a classical solution of (1.1).

In order to state our next result, let $E_{1}$ and $E_{0}$ be Banach spaces with $E_{1} \hookrightarrow E_{0}$, and let $\mathcal{H}\left(E_{1}, E_{0}\right)$ be the set of all $A \in \mathcal{L}\left(E_{1}, E_{0}\right)$ such that $-A$, considered as an unbounded operator in $E_{0}$, generates a strongly continuous analytic semigroup on $E_{0}$. It can be shown that $\mathcal{H}\left(E_{1}, E_{0}\right)$ is open in $\mathcal{L}\left(E_{1}, E_{0}\right)$; cf. [4, Theorem 1.3.1]. We always assume that $\mathcal{H}\left(E_{1}, E_{0}\right)$ carries the corresponding relative topology. Recall that we already fixed $0<\alpha<\beta<1$. Now, in addition, pick $\beta_{0} \in(\alpha, \beta)$ and let

$$
\mathcal{U}:=h^{2+\beta_{0}}(\Sigma) \cap \mathfrak{A} .
$$

Lemma 2.1. There exist

$$
P \in C^{\infty}\left(\mathcal{U}, \mathcal{H}\left(h^{4+\alpha}(\Sigma), h^{\alpha}(\Sigma)\right)\right), \quad F \in C^{\infty}\left(\mathcal{U}, h^{\beta_{0}}(\Sigma)\right)
$$

such that

$$
G(\rho)=P(\rho) \rho+F(\rho), \quad \rho \in h^{4+\alpha}(\Sigma) \cap \mathfrak{A}
$$

Proof. (a) The first step is to define a metric on $\Sigma$ that lends itself well for computations in local coordinates. We choose a system of local coordinates on $\Sigma$, where we can assume that the sets $U_{l}, 1 \leq l \leq m$, are exactly the domains of the charts. We fix some index $l \in\{1, \ldots, m\}$ and we let $\eta$ be the restriction of the Euclidean metric on $\mathcal{R}_{l} \subset \mathbb{R}^{n}$. Now define the pull-back metric

$$
g_{l}:=X_{l}^{*} \eta \quad \text { on } \quad T\left(U_{l} \times(-a, a)\right) .
$$

The mapping $X_{l}$ is exactly translation into the normal direction of $U_{l}$, and hence it is easily seen that the metric $g_{l}$ splits along the fibers of $U_{l} \times(-a, a)$, i.e., $g_{l}=$ $w_{l}(r)+d r \otimes d r$. Here $r$ denotes the coordinate in the normal direction of $U_{l}$, and $w_{l}(r)$ is a metric on the tangent space to $U_{l} \times\{r\} \equiv U_{l}$. Given $\rho \in \mathcal{U}$, we set

$$
g(\rho):=w(\rho)+d r \otimes d r:=\left.g_{l}\right|_{(s, \rho(s))} \quad \text { on } \quad T_{(s, \rho(s))}\left(U_{l} \times(-a, a)\right)
$$

In particular $w(\rho)$ constitutes a metric on $T\left(U_{l}\right)$ with components $w_{j k}(\rho)$. Furthermore, let $w^{*}(\rho)$ be the induced metric on the cotangent bundle $T^{*}\left(U_{l}\right)$, that is, $w^{*}(\rho)(\xi, \zeta):=w^{j k}(\rho) \xi_{j} \zeta_{k}$ for $\xi, \zeta \in T^{*}\left(U_{l}\right)$, where $w^{j k}(\rho)$ are the entries of the inverse matrix of $\left[w_{j k}(\rho)\right]$. Note that the metric $w(\rho)$ is not the same as $\theta_{\rho}^{*} \eta$. In particular, $w(\rho)$ does not involve any derivatives of $\rho$, whereas $\theta_{\rho}^{*} \eta$ does. We define $U_{l, \rho}:=\left(U_{l}, w(\rho)\right)$ and $\Xi_{l}:=\left(U_{l} \times(-a, a), g_{l}\right)$. As a consequence of the special form (2.1) of $\Phi_{l, \rho}$, we have $\widehat{\Phi}_{l, \rho}(s, r):=\Phi_{l, \rho}\left(X_{l}(s, r)\right)=r-\rho(s)$ on $\mathcal{R}_{l}$, and hence

$$
\nabla_{\Xi_{l}} \widehat{\Phi}_{l, \rho}(s, r)=\frac{\partial}{\partial r}-\nabla_{U_{l, \rho}} \rho(s), \quad(s, r) \in U_{l} \times(-a, a)
$$

Therefore we get for $s \in U_{l}$

$$
\begin{align*}
L_{\rho}^{2}(s) & =\left.\left|\nabla_{\mathbb{R}^{n}} \Phi_{l, \rho}\right|^{2}\right|_{x=X_{l}(s, \rho(s))}=\left.g_{l}\left(\nabla_{\Xi_{l}} \widehat{\Phi}_{l, \rho}, \nabla_{\Xi_{l}} \widehat{\Phi}_{l, \rho}\right)\right|_{(s, \rho(s))}  \tag{2.3}\\
& =1+\left.w(\rho)\left(\nabla_{U_{l, \rho}} \rho, \nabla_{U_{l, \rho}} \rho\right)\right|_{s}=1+\left.w^{*}(\rho)(d \rho, d \rho)\right|_{s}
\end{align*}
$$

where $d \rho:=\partial_{j} \rho d x^{j} \in T^{*}(\Sigma)$ denotes the exterior differential of any $\rho \in C^{1}(\Sigma)$. We did not label the metrics $g(\rho)$ and $w(\rho)$ with an index $l$ as they can be defined globally on $\Sigma$.

To simplify the notation we set $H_{\rho}:=\theta_{\rho}^{*} H_{\Gamma_{\rho}}$. It is known that the mean curvature operator $H_{\rho}$ is a second order quasi-linear elliptic operator acting on functions defined on $\Sigma$; see, for instance, [18, Lemma 3.1]. Moreover, it follows from the proof of that lemma presented in [18] that

$$
H_{\rho}=P_{1}(\rho) \rho+F_{1}(\rho), \quad \rho \in \mathcal{U}
$$

$P_{1}(\rho)$ and $F_{1}(\rho)$ are represented in local coordinates by

$$
\left.\begin{array}{rl}
P_{1}(\rho)=\frac{1}{(n-1) L_{\rho}^{3}}[ & \left(-L_{\rho}^{2} w^{j k}(\rho)+w^{j l}(\rho) w^{k m}(\rho) \partial_{l} \rho \partial_{m} \rho\right) \partial_{j} \partial_{k} \\
& +\left(L_{\rho}^{2} w^{j k}(\rho) \Gamma_{j k}^{i}(\rho)+w^{j l}(\rho) w^{k i}(\rho) \Gamma_{j k}^{n}(\rho) \partial_{l} \rho\right. \\
& \left.\left.+2 w^{k m}(\rho) \Gamma_{n k}^{i}(\rho) \partial_{m} \rho-w^{j l}(\rho) w^{k m}(\rho) \Gamma_{j k}^{i}(\rho) \partial_{l} \rho \partial_{m} \rho\right) \partial_{i}\right]
\end{array}\right\},
$$

Here the summation runs from 1 to $(n-1)$ for all repeated indices. Moreover, $\Gamma_{j k}^{i}$ are the Christoffel symbols of the metric $g_{l}$ and

$$
\Gamma_{j k}^{i}(\rho):=\left.\Gamma_{j k}^{i}\right|_{(s, \rho(s))} \quad \text { on } \quad T_{(s, \rho(s))}\left(\Xi_{l}\right)
$$

An important observation here is that $w^{j k}(\rho)$ and $\Gamma_{j k}^{i}(\rho)$ are all independent of the derivatives of $\rho$, and hence the above equations together with (2.3) give complete information on how derivatives of $\rho$ go into the operators $P_{1}(\rho)$ and $F_{1}(\rho)$.

Given $\xi \in T^{*}(\Sigma)$, let $p_{1}^{\pi}(\rho)(\xi)$ denote the symbol of the principal part of $P_{1}(\rho)$. Then (2.3) and the Cauchy-Schwarz inequality yield

$$
\begin{aligned}
p_{1}^{\pi}(\rho)(\xi) & =\frac{1}{(n-1) L_{\rho}^{3}}\left[w^{*}(\rho)(\xi, \xi)+w^{*}(\rho)(d \rho, d \rho) w^{*}(\rho)(\xi, \xi)-\left(w^{*}(\rho)(d \rho, \xi)\right)^{2}\right] \\
& \geq \frac{w^{*}(\rho)(\xi, \xi)}{(n-1) L_{\rho}^{3}}
\end{aligned}
$$

for any $\xi \in T^{*}(\Sigma)$.
(b) Let us now turn to the operator $\theta_{\rho}^{*} \Delta_{\Gamma_{\rho}}$. Since $\theta_{\rho}$ is a diffeomorphism between $\Sigma$ and $\Gamma_{\rho}$, we obtain that

$$
\theta_{\rho}^{*} \Delta_{\Gamma_{\rho}}=\Delta_{\rho} \theta_{\rho}^{*}, \quad \rho \in \mathcal{U}
$$

where $\Delta_{\rho}$ is the Laplace-Beltrami operator on $\left(\Sigma, \theta_{\rho}^{*} \eta\right)$. Here $\eta$ is the Euclidean metric on the immersed manifold $\Gamma_{\rho}$ and $\theta_{\rho}^{*} \eta$ denotes the Riemannian metric that is induced by $\theta_{\rho}$ on the manifold $\Sigma$. To simplify the notation we set $\sigma(\rho):=\theta_{\rho}^{*} \eta$. Let $\sigma_{j k}(\rho)$ be the components of $\sigma(\rho)$ in local coordinates and let $\sigma^{*}(\rho)$ be the induced metric on $T^{*}(\Sigma)$, that is, $\sigma^{*}(\rho)(\xi, \zeta):=\sigma^{j k}(\rho) \xi_{j} \zeta_{k}$ for $\xi, \zeta \in T^{*}(\Sigma)$. As usual, $\sigma^{j k}(\rho)$ are the entries of the inverse matrix of $\left[\sigma_{j k}(\rho)\right]$. Finally, $\gamma_{j k}^{i}(\rho)$ denote the Christoffel symbols of $\sigma(\rho)$. Using local coordinates, we find

$$
\Delta_{\rho}=\sigma^{j k}(\rho)\left(\partial_{j} \partial_{k}-\gamma_{j k}^{i}(\rho) \partial_{i}\right), \quad \rho \in \mathcal{U}
$$

(c) Let $\rho \in \mathcal{U}$ be given. Then we define $P^{\pi}(\rho) \in \mathcal{L}\left(h^{4+\alpha}(\Sigma), h^{\alpha}(\Sigma)\right)$ by

$$
P^{\pi}(\rho):=-\frac{1}{(n-1) L_{\rho}^{2}} \sigma^{r s}(\rho)\left[-L_{\rho}^{2} w^{j k}(\rho)+w^{j l}(\rho) w^{k m}(\rho) \partial_{l} \rho \partial_{m} \rho\right] \partial_{r} \partial_{s} \partial_{j} \partial_{k}
$$

We show that there exists a mapping $Q(\rho) \in \mathcal{L}\left(h^{3+\alpha}(\Sigma), h^{\alpha}(\Sigma)\right)$ such that

$$
-L_{\rho} \Delta_{\rho} P_{1}(\rho) \rho-P^{\pi}(\rho) \rho=Q(\rho) \rho, \quad \rho \in \mathcal{U} \cap h^{4+\alpha}(\Sigma)
$$

Using the representations of $\Delta_{\rho}$ and $P_{1}(\rho) \rho$ in local coordinates we see that fourth order derivatives of $\rho$ can only occur when $\partial_{r} \partial_{s}$ falls on $\partial_{j} \partial_{k} \rho$, and these terms are collected exactly in the operator $P^{\pi}(\rho)$. Third order derivatives of $\rho$ can only enter in a linear way. For this recall that $w^{j k}(\rho)$ and $\Gamma_{j k}^{i}(\rho)$ do depend on $\rho$, but not on its derivatives. So $\partial_{r} \partial_{s}$ applied to these functions will only generate second order derivatives of $\rho$. Hence

$$
\partial_{r} \partial_{s}\left(w^{j l}(\rho) w^{k m}(\rho) \partial_{l} \rho \partial_{m} \rho\right)
$$

will, for instance, produce a third order derivative of $\rho$ exactly when $\partial_{r} \partial_{s}$ falls on $\partial_{l} \rho$ or on $\partial_{m} \rho$. The result is clearly linear in the third order derivatives. Next observe that $L_{\rho}$ is represented in local coordinates by

$$
L_{\rho}=\sqrt{1+w^{j k}(\rho) \partial_{j} \rho \partial_{k} \rho}
$$

see (2.3). It is then easily seen that $\partial_{r} \partial_{s} L_{\rho}^{-1}$ generates, once again, third order derivatives which enter linearly. Similar arguments apply to all of the remaining
terms. Finally, in case that an expression does not contain third order derivatives we can always split off a linear term $\partial_{j} \partial_{k} \rho$ or $\partial_{i} \rho$. By similar arguments we also conclude that there exists a mapping $R(\rho) \in \mathcal{L}\left(h^{3+\alpha}(\Sigma), h^{\alpha}(\Sigma)\right)$ such that

$$
-L_{\rho}\left(\Delta_{\rho} \frac{1}{L_{\rho}}\right) L_{\rho} F_{1}(\rho)=R(\rho) \rho, \quad \rho \in \mathcal{U} \cap h^{3+\alpha}(\Sigma)
$$

We set

$$
\begin{aligned}
& P(\rho):=P^{\pi}(\rho)+Q(\rho)+R(\rho), \quad \rho \in \mathcal{U} \\
& F(\rho):=-L_{\rho} \Delta_{\rho} F_{1}(\rho)-R(\rho) \rho, \quad \rho \in \mathcal{U} \cap h^{3+\alpha}(\Sigma) .
\end{aligned}
$$

It follows from the above considerations and from the representation of $F_{1}(\rho)$ in local coordinates that

$$
P \in C^{\infty}\left(\mathcal{U}, \mathcal{L}\left(h^{4+\alpha}(\Sigma), h^{\alpha}(\Sigma)\right)\right), \quad F \in C^{\infty}\left(\mathcal{U}, h^{\beta_{0}}(\Sigma)\right)
$$

and that $G(\rho)=P(\rho) \rho+F(\rho)$ for $\rho \in h^{4+\alpha}(\Sigma) \cap \mathfrak{A}$.
(d) It remains to show that $P(\rho) \in \mathcal{H}\left(h^{4+\alpha}(\Sigma), h^{\alpha}(\Sigma)\right)$ for $\rho \in \mathcal{U}$. Given $\rho \in \mathcal{U}$, let $p^{\pi}(\rho)$ denote the symbol of $P^{\pi}(\rho)$. Then the results in steps (a)-(c) yield

$$
p^{\pi}(\rho)(\xi)=L_{\rho} \sigma^{*}(\rho)(\xi, \xi) p_{1}^{\pi}(\rho)(\xi) \geq \frac{1}{(n-1) L_{\rho}^{2}} \sigma^{*}(\rho)(\xi, \xi) w^{*}(\rho)(\xi, \xi)
$$

for all $\xi \in T^{*}(\Sigma)$. Hence, for any fixed $\rho \in \mathcal{U}$, the operator $P^{\pi}(\rho)$ is a uniformly elliptic fourth order operator acting on functions over the compact manifold $\Sigma$. Consequently, $-P^{\pi}(\rho)$ generates a strongly continuous analytic semigroup on $h^{\alpha}(\Sigma)$, that is, we have that

$$
P^{\pi}(\rho) \in \mathcal{H}\left(h^{4+\alpha}(\Sigma), h^{\alpha}(\Sigma)\right), \quad \rho \in \mathcal{U}
$$

Since $Q(\rho)$ and $R(\rho)$ are lower order perturbations, we can now conclude that $-P(\rho)$ generates an analytic semigroup on $h^{\alpha}(\Sigma)$ as well.

Now we are in a position to apply the general theory of quasi-linear evolution equations developed by H. Amann providing a unique classical solution of problem (2.2). More precisely, we have the following theorem.

Theorem 2.2. Given any $\rho \in \mathcal{V}$, there exists a unique classical solution

$$
\rho \in C\left(\left[0, t^{+}\right), \mathcal{V}\right) \cap C^{\infty}\left(\left(0, t^{+}\right), C^{\infty}(\Sigma)\right)
$$

of problem (2.2). Here, $t^{+}:=t^{+}\left(\rho_{0}\right)>0$ stands for the maximal time of existence. The map $\left[\left(t, \rho_{0}\right) \mapsto \rho\left(t, \rho_{0}\right)\right]$ defines a smooth local semiflow on $\mathcal{V}$.

Proof. Set $E_{0}:=h^{\alpha}(\Sigma)$ and $E_{1}:=h^{4+\alpha}(\Sigma)$ and let

$$
E_{\theta}:=\left(E_{0}, E_{1}\right)_{\theta, \infty}^{0}, \quad \theta \in(0,1),
$$

denote the continuous interpolation spaces between $E_{1}$ and $E_{0}$; see [23] or [4]. Next we fix

$$
\theta_{1}:=\frac{2+\beta-\alpha}{4}, \quad \theta_{0}:=\frac{2+\beta_{0}-\alpha}{4}, \quad \theta:=\frac{\beta_{0}-\alpha}{4} .
$$

Since the little Hölder spaces are stable under continuous interpolation, we get the following identities

$$
E_{\theta_{1}}=h^{2+\beta}(\Sigma), \quad E_{\theta_{0}}=h^{2+\beta_{0}}(\Sigma), \quad E_{\theta}=h^{\beta_{0}}(\Sigma)
$$

Hence Lemma 2.1 and [3, Theorem 12.1] imply that there exists a unique solution in the class

$$
C\left(\left[0, t^{+}\right), \mathcal{V}\right) \cap C\left(\left(0, t^{+}\right), h^{4+\alpha}(\Sigma)\right) \cap C^{1}\left(\left(0, t^{+}\right), h^{\alpha}(\Sigma)\right)
$$

The additional regularity in the assertion follows from a bootstrapping argument in the scale of Banach spaces $h^{s}(\Sigma)$, cf. the proof of [17, Theorem 1]. Moreover, the results in [3, section 12] also show that the map $\left[\left(t, \rho_{0}\right) \mapsto \rho\left(t, \rho_{0}\right)\right]$ defines a smooth local semiflow on $\mathcal{V}$.
3. Global existence. To prove Theorem 1.2, we fix a Euclidean sphere $S$ and set $\Sigma=S$ in the construction of section 2 . Without loss of generality we may assume that $S$ is the unit sphere centered at 0 . Observe that Lemma 2.1 implies that

$$
G: \mathcal{U} \cap h^{4+\alpha}(S) \rightarrow h^{\alpha}(S), \quad \rho \mapsto G(\rho)
$$

is smooth. Let $A:=\partial G(0)$ be the Fréchet derivative of $G$ at 0 . Then we have the following representation of $A$.

Lemma 3.1.

$$
A=\frac{1}{n-1} \Delta_{S}^{2}+\Delta_{S}
$$

where $\Delta_{S}$ denotes the Laplace-Beltrami operator on $S$.
Proof. Recall that $G(\rho)=-L_{\rho} \Delta_{\rho} H_{\rho}$ for $\rho \in \mathcal{U} \cap h^{4+\alpha}(S)$. Thus we get

$$
\begin{equation*}
A h=\partial G(0) h=-\left.\partial\left(L_{\rho} \Delta_{\rho}\right)\right|_{\rho=0}\left[h, H_{0}\right]-\left.L_{0} \Delta_{0} \partial H_{\rho}\right|_{\rho=0} h \tag{3.1}
\end{equation*}
$$

for $h \in h^{4+\alpha}(S)$. Furthermore, observe that

$$
\begin{equation*}
L_{0} \equiv 1, \quad \Delta_{0}=\Delta_{S}, \quad H_{0} \equiv 1 \tag{3.2}
\end{equation*}
$$

In particular, given $\rho \in \mathcal{U}$, we have that $L_{\rho} \Delta_{\rho} H_{0}=0$. Hence

$$
\begin{equation*}
\left.\partial\left(L_{\rho} \Delta_{\rho}\right)\right|_{\rho=0}\left[h, H_{0}\right]=\left.\frac{d}{d \varepsilon}\left(L_{\varepsilon h} \Delta_{\varepsilon h}\right)\right|_{\varepsilon=0} H_{0}=0 \tag{3.3}
\end{equation*}
$$

Finally, it was shown in [18, Lemma 3.1] that

$$
\begin{equation*}
\left.\partial H_{\rho}\right|_{\rho=0} h=-\frac{1}{n-1}\left(n-1+\Delta_{S}\right) h \tag{3.4}
\end{equation*}
$$

and the assertion follows from (3.1)-(3.4).
Lemma 3.2. The spectrum of $-A$ consists of a sequence of real eigenvalues

$$
\cdots<\mu_{k+1}<\mu_{k}<\mu_{k-1}<\cdots<\mu_{1}<\mu_{0}=0
$$

In addition, $\mu_{0}$ is an eigenvalue of geometric multiplicity $(n+1)$.
Proof. (a) Due to the compact embedding of $h^{4+\alpha}(S)$ in $h^{\alpha}(S)$ it is clear that the spectrum of $-A$ consists only of eigenvalues.
(b) Assume that

$$
A h=\frac{1}{n-1} \Delta_{S}\left(n-1+\Delta_{S}\right) h=0
$$

for some $h \in h^{4+\alpha}(S)$. Then

$$
\begin{equation*}
\left(n-1+\Delta_{S}\right) h=c \tag{3.5}
\end{equation*}
$$

for some constant $c$. Observe that $g_{0}=c /(n-1)$ is a solution of (3.5). Consequently, we find that

$$
\left(n-1+\Delta_{S}\right)\left(h-g_{0}\right)=0
$$

On the other hand it is well known that $(n-1)$ is an eigenvalue of $-\Delta_{S}$ of multiplicity $n$ and that the spherical harmonics $\left\{Y_{k} ; 1 \leq k \leq n\right\}$ of degree 1 span the corresponding eigenspace. Let $Y_{0}=1$ and set $N:=\operatorname{span}\left\{Y_{k} ; 0 \leq k \leq n\right\}$. We have shown that 0 is an eigenvalue of $A$ of geometric multiplicity $(n+1)$ with eigenspace $N$.
(c) Suppose that $\lambda \in \mathbb{C} \backslash\{0\}$ and $h \in h^{4+\alpha}(S)$ satisfy the equation $(\lambda+A) h=0$. Then $h$ belongs to $N^{\perp}$, where the orthogonal complement has to be taken in $L_{2}(S)$. Indeed, given $k \in\{0, \ldots, n\}$, we have that

$$
0=\left((\lambda+A) h \mid Y_{k}\right)=\lambda\left(h \mid Y_{k}\right),
$$

showing that $h \in N^{\perp}$. Next observe that there are positive constants $c_{1}$ and $c_{2}$ such that

$$
\left(\left(\Delta_{S}\right)^{-1} g \mid g\right) \leq-c_{1}(g \mid g), \quad\left(\left(n-1+\Delta_{S}\right) g \mid g\right) \leq-c_{2}(g \mid g)
$$

for all $g \in h^{2+\alpha}(S) \cap N^{\perp}$, where $(\cdot \mid \cdot)$ denotes the inner product in $L_{2}(S)$. Now, multiplying the equation $(\lambda+A) h=0$ in $L_{2}(S)$ with $\left(\Delta_{S}\right)^{-1} h$, we get

$$
\lambda\left(h \mid\left(\Delta_{S}\right)^{-1} h\right)+\frac{1}{n-1}\left(\left(n-1+\Delta_{S}\right) h \mid h\right)=0 .
$$

It follows that $\lambda<0$ and this completes the proof.
We are now ready to prove our Theorem 1.2. Here we follow [18].
(i) In a first step we sketch the construction of a center manifold $\mathcal{M}^{c}$ over $N$. For $g \in h^{r}(S), r>0$, let $P g:=\sum_{k=0}^{n}\left(g \mid Y_{k}\right) Y_{k}$. Then it is easily verified that $P$ is a continuous projection of $h^{r}(S)$ onto $N=\left\{Y_{k} ; 0 \leq k \leq n\right\}$, the kernel of the operator $A$. Moreover, $P$ commutes with $A$, that is, $P A g=A P g=0$ for all $g \in h^{4+\alpha}(S)$. Therefore, $N$ and $h_{s}^{4+\alpha}(S):=\operatorname{ker}(P)$ provide topologically complementary subspaces of $h^{4+\alpha}(S)$, which reduce the operator $A$. We conclude that $\sigma\left(-\pi^{c} A\right)=\{0\}$ and $\sigma\left(-\pi^{s} A\right) \subset\left(-\infty, \mu_{1}\right]$ with $\mu_{1}<0$, where $\pi^{c}=P$ and $\pi^{s}=i d-P$ denote the projections onto $N$ and $h_{s}^{4+\alpha}(S)$, respectively, the center subspace and the stable subspace of $-A$. It is now clear that the eigenvalue 0 also has algebraic multiplicity $(n+1)$. We can now apply [29, Theorem 4.1]; see also [23, Theorem 9.2.2]. These results imply that, given $m \in \mathbb{N}^{*}$, there exists an open neighborhood $U$ of 0 in $N$ and a mapping

$$
\gamma \in C^{m}\left(U, h_{s}^{4+\alpha}(S)\right) \quad \text { with } \quad \gamma(0)=0, \quad \partial \gamma(0)=0
$$

such that $\mathcal{M}^{c}:=\operatorname{graph}(\gamma)$ is a locally invariant manifold for the semiflow generated by the solutions of $(2.2) . \mathcal{M}^{c}$ is an $(n+1)$-dimensional submanifold of $h^{4+\alpha}(S)$
with $T_{0}\left(\mathcal{M}^{c}\right)=N$. In addition, the manifold $\mathcal{M}^{c}$ is exponentially attractive. More precisely, it follows from [29, Theorem 5.8] that given $\omega \in\left(0,-\mu_{1}\right)$, there exist a positive constant $c$ and a neighborhood $W$ of 0 in $h^{2+\beta}(S)$ such that

$$
\begin{equation*}
\left\|\pi^{s} \rho\left(t, \rho_{0}\right)-\gamma\left(\pi^{c} \rho\left(t, \rho_{0}\right)\right)\right\|_{h^{4+\alpha}(S)} \leq \frac{c}{t^{1-\theta}} e^{-\omega t}\left\|\pi^{s} \rho_{0}-\gamma\left(\pi^{c} \rho_{0}\right)\right\|_{h^{2+\beta}(S)} \tag{3.6}
\end{equation*}
$$

for each $\rho_{0}$ in $W$. Estimate (3.6) is valid for all $t \in\left(0, t^{+}\left(\rho_{0}\right)\right)$ with $\pi^{c} \rho\left(t, \rho_{0}\right) \in U$. Moreover, $\theta:=(2+\beta-\alpha) / 4$.
(ii) Step (i) implies that $\mathcal{M}^{c}$ contains all small equilibria of (2.2). We show that $\mathcal{M}^{c}$ and $\mathcal{M}$ coincide near 0 . Suppose that $S^{\prime}$ is a sphere which is sufficiently close to $S$. Let $\left(z_{1}, \ldots, z_{n}\right)$ be the coordinates of its center and $r$ be its radius. Recall that $S$ is the unit sphere in $\mathbb{R}^{n}$ and let $z_{0}:=1-r$. If $\rho$ measures the distance from $S$ to $S^{\prime}$ in normal direction with respect to $S$, we get the identity

$$
\begin{equation*}
\left(1+z_{0}\right)^{2}=\sum_{k=1}^{n}\left((1+\rho) Y_{k}-z_{k}\right)^{2} \tag{3.7}
\end{equation*}
$$

Here we used that the spherical harmonics $Y_{k}, k=1, \ldots, n$, are just the restrictions of the harmonic polynomials $\left[x \mapsto x_{k}\right]$. Solving (3.7) for $\rho$ we obtain that $S^{\prime}$ can be parameterized over $S$ by the distance function

$$
\begin{equation*}
\rho(z)=\sum_{k=1}^{n} z_{k} Y_{k}-1+\sqrt{\left(\sum_{k=1}^{n} z_{k} Y_{k}\right)^{2}+\left(1+z_{0}\right)^{2}-\sum_{k=1}^{n} z_{k}^{2}} \tag{3.8}
\end{equation*}
$$

where $z:=\left(z_{0}, \ldots, z_{n}\right) \in \mathbb{R}^{n+1}$. If $O$ is a sufficiently small neighborhood of 0 in $\mathbb{R}^{n+1}$, then it is clear that any sphere $S^{\prime}$ which is close to $S$ can be characterized by (3.8) with $z \in O$. Furthermore, the mapping $[z \mapsto \rho(z)]: O \rightarrow h^{4+\alpha}(S)$ is smooth and its derivative at 0 is given by

$$
\begin{equation*}
\partial \rho(0) h=\sum_{k=0}^{n} h_{k} Y_{k}, \quad h \in \mathbb{R}^{n+1} \tag{3.9}
\end{equation*}
$$

Now, let $\left\{F_{0}(z), \ldots, F_{n}(z)\right\}$ be the coordinates of $\pi^{c} \rho(z)$ with respect to the basis $\left\{Y_{0}, \ldots, Y_{n}\right\}$ of $N$. Then (3.9) yields that $\partial F(0)=\mathrm{id}_{\mathbb{R}^{n+1}}$. Consequently, the inverse function theorem implies that $F$ is a smooth diffeomorphism from $O$ onto its image $V:=\operatorname{im}(F)$, provided $O$ is small enough. Let $\mathcal{M}:=\{\rho(z) ; z \in O\}$. Then it follows that $\pi^{c} \mathcal{M}$ is an open neighborhood of 0 in $N$ which can be assumed to coincide with the open neighborhood $U$ of 0 in $N$ obtained in step (i). Hence we conclude that $\mathcal{M}=\mathcal{M}^{c}$.
(iii) It follows from step (ii) that the reduced flow of (2.2) on $\mathcal{M}^{c}$ consists of equilibria. Therefore, 0 is a stable equilibrium for the reduced flow and we conclude that 0 is also stable for the evolution equation (2.2); see [28, Theorem 3.3]. In particular, there exists a neighborhood $W$ of 0 in $h^{2+\beta}(S)$ such that solutions of (2.2) exist globally for every initial value $\rho_{0} \in W$ and such that estimate (3.6) is satisfied for all $t>0$.
(iv) As in [18, Theorems 6.5 and 6.6] one can show the following result. Given $k \in \mathbb{N}$ and $\omega \in\left(0,-\mu_{1}\right)$, there exists a neighborhood $W=W(k, \omega)$ of 0 in $h^{2+\beta}(S)$

with the following property. Given $\rho_{0} \in W$, the solution $\rho\left(\cdot, \rho_{0}\right)$ of (2.2) exists globally and there exist $c=c(k, \omega)>0$ and a unique $z_{0}=z_{0}\left(\rho_{0}\right) \in U$ such that

$$
\left\|\left(\pi^{c} \rho\left(t, \rho_{0}\right), \pi^{s} \rho\left(t, \rho_{0}\right)\right)-\left(z_{0}, \gamma\left(z_{0}\right)\right)\right\|_{C^{k}(S)} \leq c e^{-\omega t}\left\|\pi^{s} \rho_{0}-\gamma\left(\pi^{c} \rho_{0}\right)\right\|_{h^{2+\beta}(S)}
$$

for $t \geq 1$. According to step (ii), $\left(z_{0}, \gamma\left(z_{0}\right)\right) \in \mathcal{M}^{c}$ is a sphere. Hence we have proved that given $\rho_{0} \in W$ the solution $\rho\left(t, \rho_{0}\right)$ of (2.2) exists globally and converges to the sphere $\left(z_{0}, \gamma\left(z_{0}\right)\right)$ exponentially fast in the $C^{k}$-topology as $t \rightarrow \infty$. And so, the proof of Theorem 1.2 is now completed.
4. Numerical simulations. The general theory from the previous sections can be used to set up a numerical scheme as well. The idea is to discretize in time and to use an implicit scheme for stability reasons. Linearization of the dependence on the next time step leads to a semi-implicit scheme. Discretization of the interface leads then to a front-tracking method. We implement this here for two space dimensions; for three space dimensions, and for further details see [24, 25].
4.1. A limaçon. The example of a limaçon shows that the surface diffusion flow can produce singularities. This is not unlike the mean curvature flow, for which Angenent [6] has investigated the singularities arising from the evolution of this shape.






Fig. 3. The figure eight $r(\theta)=\sqrt{-1} \cos (\theta)$.

The smaller loop tightens, having a maximum for the curvature. Therefore the curvature increases for the smaller loop. This leads to a blow-up of the curvature in finite time (Figure 1.)
4.2. A four-leafed rose. The rose exhibits the phenomenon that the stable limiting configuration need not necessarily be an embedded circle, it can also be a multiply covered immersed circle. For positive time the winding number of the curve with respect to the origin does not change, and hence the limiting curve is a triply covered circle (Figure 2.)
4.3. A figure eight. One can make perfect sense of the enclosed signed area of a figure eight, which is for a symmetric figure eight equal to zero. As the evolution decreases the length of the curve and preserves the enclosed area, it can be expected that the limiting figure has zero area and zero length. This is exactly what happens, the figure eight shrinks in finite time to a point. As the curve shortens it is necessary to remove vertices from the numerical simulation to maintain the ratio of temporal versus spatial resolution. In other words, as the length of the curve decreases one needs to remove vertices to maintain a given lower bound on the distance between any two consecutive points of the discretized curve. This is somewhat visible in the last picture where the curve has shrunk so much that because of the increased curvature one can discern faint corners (Figure 3.)
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# BLOWUP AND LIFE SPAN OF SOLUTIONS FOR A SEMILINEAR PARABOLIC EQUATION* 

NORIKO MIZOGUCHI ${ }^{\dagger}$ AND EIJI YANAGIDA $\ddagger$

Abstract. This paper is concerned with the Cauchy problem

$$
\begin{cases}u_{t}=\Delta u+|u|^{p-1} u & \text { in } \mathbf{R}^{N} \times(0, \infty) \\ u(x, 0)=u_{0}(x) & \text { in } \mathbf{R}^{N}\end{cases}
$$

where $p>1$. Let $\Omega$ be a set in $\mathbf{R}^{N}$ given by

$$
\Omega \equiv\left\{(r, \omega) \in \mathbf{R}^{+} \times S^{N-1}: r>R, d\left(\omega, \omega_{0}\right)<c r^{-\mu}\right\}
$$

for some $R>0, c>0, \omega_{0} \in S^{N-1}$, and $0 \leq \mu<1$, where $d(\cdot, \cdot)$ denotes the standard distance on $S^{N-1}$. It is shown that if $u_{0}$ decays like $|x|^{-\alpha}$ as $|x| \rightarrow \infty$ in $\Omega$ with $0<\alpha<2(1-\mu) /(p-1)$, then the solution blows up in finite time regardless of the behavior of $u_{0}$ outside $\Omega$. Moreover the life span of such a solution with $u_{0}=\lambda \varphi$ is estimated from above for small $\lambda>0$ in terms of $p, \alpha$, and $\mu$. The optimality of these results is also studied.
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1. Introduction. In this paper, we consider the Cauchy problem for the semilinear parabolic equation

$$
\begin{cases}u_{t}=\Delta u+|u|^{p-1} u & \text { in } \mathbf{R}^{N} \times(0, \infty)  \tag{1.1}\\ u(x, 0)=u_{0}(x) & \text { in } \mathbf{R}^{N}\end{cases}
$$

where $p>1$. Since the pioneering work of Fujita [1] on the critical exponent for global existence and blowup, many results concerning the blowup of solutions have been obtained by many authors. Among them, Lee and Ni [7] proved that any nonnegative solution of (1.1) blows up in finite time if the nonnegative initial data $u_{0}$ decays more slowly than $|x|^{-2 /(p-1)}$ as $|x| \rightarrow \infty$. Later, Gui and Wang [5] obtained some related results. See the survey paper by Levine [8] and the book by Samarskii et al. [12] for detailed information on this subject.

On the other hand, it seems that little is known about the blowup of sign-changing solutions. In fact, the methods of the above authors cannot be applied to such solutions. Recently, the result of Fujita was extended in $[9,10]$ for a one-dimensional problem when the number of sign changes of initial data is prescribed. It was also shown in [10] that any (sign-changing) solution of (1.1) in one-dimensional space blows up in finite time provided that $u_{0}$ decays more slowly than $|x|^{-2 /(p-1)}$ as $x \rightarrow+\infty$ or $-\infty$. This implies that in this case, the number of sign changes of initial data are irrelevant to the blowup or global existence of solutions of (1.1). Since the existence

[^86]of forward self-similar solutions of (1.1) in $\mathbf{R}^{N}$ decaying like $|x|^{-2 /(p-1)}$ is shown in $[6,11,13],|x|^{-2 /(p-1)}$ is the critical decay order of initial data for the blowup in the one-dimensional case.

Our first purpose in this paper is to generalize the results of Lee and $\mathrm{Ni}[7]$ and obtain a sufficient condition on the decay order of initial data, which may change sign, such that the solution of (1.1) blows up in finite time. Let $(r, \omega)$ be the polar coordinate in $\mathbf{R}^{N}$ with $r>0$ and $\omega \in S^{N-1}$, and $d(\cdot, \cdot)$ denotes the usual distance on $S^{N-1}$. We denote by $\Omega=\Omega\left(R, c, \omega_{0}, \mu\right)$ a set in $\mathbf{R}^{N}$ defined by

$$
\Omega \equiv\left\{(r, \omega) \in \mathbf{R}^{+} \times S^{N-1}: r>R, d\left(\omega, \omega_{0}\right)<c r^{-\mu}\right\}
$$

for some $R>0, c>0, \omega_{0} \in S^{N-1}$, and $0 \leq \mu<1$. We note that if $\mu>0, \Omega$ can be regarded as a small set in the sense that the Lebesgue measure of the set

$$
\left\{\omega \in S^{N-1}:(r, \omega) \in \Omega\right\}
$$

tends to zero as $r \rightarrow \infty$. We also note that if $\mu=0$, then $\Omega$ is a cone. Let $\varphi$ be any bounded function on $\mathbf{R}^{N}$ that decays like $|x|^{-\alpha}$ as $|x| \rightarrow \infty$ in $\Omega$ with $0<\alpha<$ $2(1-\mu) /(p-1)$. We will show that the solution with initial data $\varphi$ blows up in finite time, regardless of the value of $p>1$ and the behavior of $\varphi$ outside $\Omega$. Moreover we will show that the condition on $\alpha$ is sharp if $p \geq(N+1) /(N-1)$.

Our second purpose is to estimate the life span of solutions. We call the maximal existence time of a solution $u$ in the classical sense the life span (or blowup time) of $u$. We denote by $T(\lambda)$ for $\lambda>0$ the life span of the solution $u$ of (1.1) with initial data $u_{0}=\lambda \varphi$. Under the same assumption on $\varphi$ as above, we will give an upper estimate of $T(\lambda)$ in terms of $\alpha, \mu$, and $p$, and study the best possibility of this estimate.

The difficulty in studying the blowup when solutions are allowed to change sign lies in the fact that the standard comparison theorem is not useful, because sign-changing solutions have two directions of blowup, that is, $+\infty$ and $-\infty$. In order to overcome it, the nonincrease (in time) of intersection number of two solutions was essentially used in [10] in one-dimensional problems. However, this tool cannot be applied to higher-dimensional problems. In this paper, we make use of the transformed equation and the corresponding energy which were effectively used by Giga and Kohn [2, 3, 4] to study the backward self-similarity of solutions of (1.1) near a blowup point. We also modify the method of Lee and $\mathrm{Ni}[7]$ to study the best possibility.

This paper is organized as follows. In the next section, we introduce precise assumptions on initial data and state our main results. In section 3, we derive a sufficient condition on initial data for the blowup of solutions and obtain an upper estimate of the life span. In section 4, we study the optimality of these results.
2. Main results. We begin this section by introducing precise assumptions. We will impose the following conditions on initial data:
(A1) $\varphi \geq K_{1} r^{-\alpha}$ in $\Omega$ for some $\alpha>0$ and $K_{1}>0$.
(A2) $|\nabla \varphi| \leq K_{2} r^{-\alpha-1+\mu}$ in $\Omega$ for some $\alpha>0$ and $K_{2}>0$.
It should be noted that these conditions impose no restriction on the behavior of $\varphi$ outside $\Omega$.

In our first result, we show that if the initial data decay slowly only in $\Omega$, then the solution blows up in finite time.

Theorem 2.1. Suppose that $\varphi \in W^{1, \infty}\left(\mathbf{R}^{N}\right)$ satisfies (A1) and (A2) with

$$
0<\alpha<\frac{2(1-\mu)}{p-1}
$$

Then the solution of (1.1) with initial data $u_{0}=\varphi$ blows up in finite time.
For nonnegative initial data, the condition above can be weakened somewhat. In fact, by using the comparison theorem, we can obtain the same result under the assumption that $\varphi \in L^{\infty}\left(\mathbf{R}^{N}\right)$ is nonnegative in $\mathbf{R}^{N}$ and satisfies (A1) with $0<\alpha<$ $2(1-\mu) /(p-1)$.

It is shown in $[6,11,13]$ that there exists a global self-similar solution with radial symmetry that decays like $|x|^{-2 /(p-1)}$ as $|x| \rightarrow \infty$. Therefore the condition on $\alpha$ in Theorem 2.1 is sharp in case $\mu=0$.

In the next theorem, we show that if $\alpha$ is large, then there exists a global solution of (1.1) with initial data satisfying (A1) and (A2).

Theorem 2.2. Let

$$
\alpha> \begin{cases}\frac{2(1-\mu)}{p-1} & \text { if } p \geq \frac{N+1}{N-1} \\ \frac{2}{p-1}-(N-1) \mu & \text { if } 1<p<\frac{N+1}{N-1}\end{cases}
$$

Then there exists $\varphi \in W^{1, \infty}\left(\mathbf{R}^{N}\right)$ satisfying (A1) and (A2) such that the solution of (1.1) with initial data $u_{0}=\varphi$ exists globally in time.

We note that the above theorem implies that if $p \geq(N+1) /(N-1)$, then the condition on $\alpha$ in Theorem 2.1 is sharp. However, since

$$
\frac{2(1-\mu)}{p-1}<\frac{2}{p-1}-(N-1) \mu
$$

if $1<p<(N+1) /(N-1)$, there is a gap between the ranges of $\alpha$ in Theorems 2.1 and 2.2. It seems that this gap comes from a technical reason (see Remark 4.1).

Next we consider the life span of solutions of (1.1) with initial data $u_{0}=\lambda \varphi$.
Theorem 2.3. Suppose that $\varphi \in W^{1, \infty}\left(\mathbf{R}^{N}\right)$ satisfies (A1) and (A2) with

$$
0<\alpha<\frac{2(1-\mu)}{p-1}
$$

Then for any $\varepsilon>0$, there exists $\lambda_{\varepsilon}>0$ such that

$$
\begin{equation*}
T(\lambda) \leq \lambda^{-\left(\frac{1}{p-1}-\frac{\alpha}{2(1-\mu)}\right)^{-1}-\varepsilon} \tag{2.1}
\end{equation*}
$$

for $0<\lambda \leq \lambda_{\varepsilon}$.
As noted above, the condition can be weakened somewhat for nonnegative initial data.

In the next result, we provide some lower bounds that complement (2.1) in Theorem 2.3.

Theorem 2.4. Let

$$
0<\alpha<\frac{2(1-\mu)}{p-1}
$$

Then there exists $\varphi \in W^{1, \infty}\left(\mathbf{R}^{N}\right)$ satisfying (A1) and (A2) such that for any $\varepsilon>0$, $T(\lambda)$ satisfies

$$
T(\lambda) \geq \begin{cases}\lambda^{-\left(\frac{1}{p-1}-\frac{\alpha}{2(1-\mu)}\right)^{-1}+\varepsilon} & \text { if } \alpha \leq(1-\mu)(N-1) \\ \lambda^{-\left(\frac{1}{p-1}-\frac{\alpha+(N-1) \mu}{2}\right)^{-1}+\varepsilon} & \text { if } \alpha>(1-\mu)(N-1)\end{cases}
$$

for $0<\lambda \leq \lambda_{\varepsilon}$ with some $\lambda_{\varepsilon}>0$.
We note that if $p \geq(N+1) /(N-1)$ and $0<\alpha<2(1-\mu) /(p-1)$, then

$$
\alpha<\frac{2(1-\mu)}{p-1} \leq(1-\mu)(N-1)
$$

This implies that if $p \geq(N+1) /(N-1)$, then the estimate of $T(\lambda)$ in Theorem 2.3 is sharp. However, if $1<p<(N+1) /(N-1)$ and $\alpha>(1-\mu)(N-1)$, there is a gap between the exponents in Theorems 2.3 and 2.4. Again the authors conjecture that the gap comes from a technical reason, and the estimate of $T(\lambda)$ in Theorem 2.3 is optimal (see Remark 4.1).

Finally we remark that a sharp estimate from below for positive solutions was obtained in [7], but one cannot expect a similar one in our situation. Indeed, the solution can blow up independently of the assumption in $\Omega$, because no restriction is imposed on the behavior of initial data outside $\Omega$.
3. Blowup and life span. Let $\tau>0$ and $a \in \mathbf{R}^{N}$ be fixed. For a solution $u$ of (1.1), we set

$$
w(y, s)=(\tau-t)^{1 /(p-1)} u(x, t)
$$

with

$$
y=(\tau-t)^{-1 / 2}(x-a), \quad s=-\log (\tau-t)
$$

Then (1.1) is written as

$$
\begin{cases}w_{s}=\Delta w-\frac{y}{2} \nabla w-\frac{1}{p-1} w+|w|^{p-1} w & \text { in } \mathbf{R}^{N} \times\left(s_{0}, \infty\right)  \tag{3.1}\\ w\left(y, s_{0}\right)=\tau^{1 /(p-1)} u_{0}\left(\tau^{1 / 2} y+a\right) & \text { in } \mathbf{R}^{N}\end{cases}
$$

where $s_{0}=-\log \tau$. We define

$$
\begin{gathered}
I_{a, \tau}\left(u_{0}\right) \equiv \int_{\mathbf{R}^{N}} \\
\left\{\frac{1}{2}\left|\nabla u_{0}\right|^{2}-\frac{1}{p+1}\left|u_{0}\right|^{p+1}\right\} \cdot \exp \left(-\frac{|x-a|^{2}}{4 \tau}\right) d x \\
+ \\
+\tau^{-1} \int_{\mathbf{R}^{N}} \frac{1}{2(p-1)} u_{0}^{2} \cdot \exp \left(-\frac{|x-a|^{2}}{4 \tau}\right) d x
\end{gathered}
$$

The following lemma is obtained by a minor modification of the argument in [3].
Lemma 3.1. If $I_{a, \tau}\left(u_{0}\right)<0$ for some $a \in \mathbf{R}^{N}$ and $\tau>0$, then the solution of (1.1) blows up at some $t<\tau$.

Proof. We define the energy associated with (3.1) by

$$
E(w) \equiv \int_{\mathbf{R}^{N}}\left\{\frac{1}{2}|\nabla w|^{2}+\frac{1}{2(p-1)} w^{2}-\frac{1}{p+1}|w|^{p+1}\right\} \rho d y
$$

where

$$
\rho(y)=\exp \left(-\frac{|y|^{2}}{4}\right)
$$

Multiplying (3.1) by $w_{s} \rho$ and integrating it by parts, we obtain

$$
\frac{d}{d s} E(w(y, s))=-\int_{\mathbf{R}^{N}} w_{s}^{2} \rho d y \leq 0
$$

Hence $E(w(y, s))$ is nonincreasing in $s$. Multiplying (3.1) by $w \rho$ and integrating it by parts, we get

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d s} \int_{\mathbf{R}^{N}} w(y, s)^{2} \rho d y & =-2 E(w(y, s))+\frac{p-1}{p+1} \int_{\mathbf{R}^{N}}|w(y, s)|^{p+1} \rho d y \\
& \geq-2 E\left(w\left(y, s_{0}\right)\right)+\frac{p-1}{p+1} \int_{\mathbf{R}^{N}}|w(y, s)|^{p+1} \rho d y
\end{aligned}
$$

Assume here $E\left(w\left(y, s_{0}\right)\right)<0$. Then, by Jensen's inequality, there is $C_{1}>0$ such that

$$
\frac{1}{2} \frac{d}{d s} \int_{\mathbf{R}^{N}} w(y, s)^{2} \rho d y \geq C_{1}\left(\int_{\mathbf{R}^{N}} w(y, s)^{2} \rho d y\right)^{(p+1) / 2}
$$

Hence $\int_{\mathbf{R}^{N}} w(y, s)^{2} \rho d y$ diverges to $\infty$ at some finite $s$, which implies the blowup of $w(y, s)$. Thus, if $E\left(w\left(y, s_{0}\right)\right)<0$, the corresponding solution $u$ of (1.1) blows up at some $t<\tau$. Since

$$
E\left(w\left(y, s_{0}\right)\right)=\tau^{\frac{2}{p-1}-\frac{N}{2}+1} I_{a, \tau}\left(u_{0}\right)
$$

the proof is complete.
We set

$$
\begin{aligned}
& I_{1}\left(u_{0}\right)=\int_{\mathbf{R}^{N}}\left|\nabla u_{0}\right|^{2} \cdot \exp \left(-\frac{|x-a|^{2}}{4 \tau}\right) d x \\
& I_{2}\left(u_{0}\right)=\int_{\mathbf{R}^{N}}\left|u_{0}\right|^{p+1} \cdot \exp \left(-\frac{|x-a|^{2}}{4 \tau}\right) d x \\
& I_{3}\left(u_{0}\right)=\int_{\mathbf{R}^{N}} u_{0}^{2} \cdot \exp \left(-\frac{|x-a|^{2}}{4 \tau}\right) d x
\end{aligned}
$$

Lemma 3.2. Suppose that $\varphi \in W^{1, \infty}\left(\mathbf{R}^{N}\right)$ satisfies (A1) and (A2) with $0<\alpha<$ $2(1-\mu) /(p-1)$. If $a=\left(\tau^{\frac{\beta}{1-\mu}}, \omega_{0}\right) \in \Omega$ with some $\beta>1 / 2$, then the following hold:
(a) $\lim _{\tau \rightarrow \infty} I_{1}(\varphi) / I_{2}(\varphi)=0$.
(b) $\lim _{\tau \rightarrow \infty} I_{1}(\varphi) / \tau^{-1} I_{3}(\varphi)=0$.
(c) $\lim \sup _{\tau \rightarrow \infty} \tau^{-\frac{\alpha \beta(p-1)}{1-\mu}} I_{3}(\varphi) / I_{2}(\varphi)<\infty$.

Proof. We define

$$
\Omega_{\beta}=\left\{(r, \omega) \in \mathbf{R}^{N}:\left|r-\tau^{\frac{\beta}{1-\mu}}\right| \leq \frac{1}{2} \tau^{\beta}, d\left(\omega, \omega_{0}\right) \leq \frac{c}{2} \tau^{\frac{-\mu \beta}{1-\mu}}\right\}
$$

Then $\Omega_{\beta} \subset \Omega$ for sufficiently large $\tau>0$. Since

$$
\exp \left(-\frac{|x-a|^{2}}{4 \tau}\right)=O\left(\exp \left(-\frac{\tau^{2 \beta-1}}{4}\right)\right) \quad \text { in } \mathbf{R}^{N} \backslash \Omega_{\beta}
$$

as $\tau \rightarrow \infty$, the contribution from $\mathbf{R}^{N} \backslash \Omega_{\beta}$ is smaller than any power of $\tau$.
By (A1) and (A2), we have

$$
\frac{|\nabla \varphi|^{2}}{|\varphi|^{p+1}} \leq \frac{K_{2}^{2} r^{2(-\alpha-1+\mu)}}{K_{1}^{p+1} r^{-(p+1) \alpha}} \quad \text { in } \Omega_{\beta}
$$

Since

$$
2(-\alpha-1+\mu)<-(p+1) \alpha
$$

by assumption on $\alpha$, we obtain (a). Similarly we have

$$
\frac{\tau|\nabla \varphi|^{2}}{\varphi^{2}} \leq \frac{\tau K_{2}^{2} r^{2(-\alpha-1+\mu)}}{K_{1}^{2} r^{-2 \alpha}}=\frac{\tau K_{2}^{2} r^{2(-1+\mu)}}{K_{1}^{2}} \leq C_{1} \tau^{-2 \beta+1} \quad \text { in } \Omega_{\beta}
$$

for some $C_{1}>0$ and large $\tau>0$. Since $\beta>1 / 2$, (b) is proved. Finally, we have

$$
\frac{\tau^{-\frac{\alpha \beta(p-1)}{1-\mu}} \varphi^{2}}{|\varphi|^{p+1}} \leq \frac{\tau^{-\frac{\alpha \beta(p-1)}{1-\mu}}}{K_{1}^{p+1} r^{-\alpha(p-1)}} \leq C_{2} \quad \text { in } \Omega_{\beta}
$$

for some $C_{2}>0$ and large $\tau>0$. Thus (c) holds. $\square$
We are now in a position to prove Theorems 2.1 and 2.3.
Proof of Theorem 2.1. By assumption on $\alpha$, we can take $\beta$ satisfying

$$
\begin{equation*}
\frac{1}{2}<\beta<\frac{1-\mu}{\alpha(p-1)} \tag{3.2}
\end{equation*}
$$

Let $a=\left(\tau^{\frac{\beta}{1-\mu}}, \omega_{0}\right) \in \Omega$. Then, by Lemma 3.2 and the above inequality, $I_{1}(\varphi)$ and $\tau^{-1} I_{3}(\varphi)$ are negligible compared with $I_{2}(\varphi)$. Hence

$$
I_{a, \tau}(\varphi)=\frac{1}{2} I_{1}(\varphi)-\frac{1}{p+1} I_{2}(\varphi)+\frac{1}{2(p-1)} \tau^{-1} I_{3}(\varphi)<0
$$

if $\tau>0$ is sufficiently large. Thus, by virtue of Lemma 3.1, the solution of (1.1) with initial data $u_{0}=\varphi$ must blow up in finite time.

Proof of Theorem 2.3. Let $\bar{u}(t)$ be a spatially homogeneous solution of (1.1) with initial data $\bar{u}(0)=\lambda|\varphi|_{L^{\infty}}$. Then $\bar{u}(t)$ is explicitly obtained as

$$
\bar{u}(t)=\left\{\lambda^{1-p}|\varphi|_{L^{\infty}}^{1-p}-(p-1) t\right\}^{-1 /(p-1)}
$$

which blows up at $t=\lambda^{1-p}|\varphi|_{L^{\infty}}^{1-p} /(p-1)$. By the comparison theorem, the solution of (1.1) with initial data $u_{0}=\lambda \varphi$ satisfies

$$
-\bar{u}(t) \leq u(x, t) \leq \bar{u}(t)
$$

for $0 \leq t<\lambda^{1-p}|\varphi|_{L^{\infty}}^{1-p} /(p-1)$. Hence we obtain

$$
T(\lambda) \geq \frac{\lambda^{1-p}|\varphi|_{L^{\infty}}^{1-p}}{p-1}
$$

for all $\lambda$, which implies that $T(\lambda) \rightarrow \infty$ as $\lambda \rightarrow 0$.
By Lemma 3.1, we have

$$
I_{a, T(\lambda)}(\lambda \varphi)=\frac{1}{2} \lambda^{2} I_{1}(\varphi)-\frac{1}{p+1} \lambda^{p+1} I_{2}(\varphi)+\frac{1}{2(p-1)} \lambda^{2} T(\lambda)^{-1} I_{3}(\varphi) \geq 0
$$

for any $a \in \mathbf{R}^{N}$. (Otherwise the solution must blow up at some $t<T(\lambda)$, contradicting the definition of $T(\lambda)$.) Let $a=\left(T(\lambda)^{\frac{\beta}{1-\mu}}, \omega_{0}\right) \in \Omega$ with $\beta$ as in (3.2). Since
$T(\lambda) \rightarrow \infty$ as $\lambda \rightarrow 0$, it follows from Lemma $3.2(\mathrm{~b})$ that $I_{1}(\varphi)$ is negligible compared with $T(\lambda)^{-1} I_{3}(\varphi)$. Hence, by Lemma 3.2 (c), we obtain

$$
\begin{aligned}
T(\lambda) & \leq \frac{C_{1} \lambda^{2} I_{3}(\varphi)}{\lambda^{p+1} I_{2}(\varphi)} \\
& =\frac{C_{1}}{\lambda^{p-1} T(\lambda)^{-\frac{\alpha \beta(p-1)}{1-\mu}}} \cdot \frac{T(\lambda)^{-\frac{\alpha \beta(p-1)}{1-\mu}} I_{3}(\varphi)}{I_{2}(\varphi)} \\
& \leq \frac{C_{2}}{\lambda^{p-1} T(\lambda)^{-\frac{\alpha \beta(p-1)}{1-\mu}}}
\end{aligned}
$$

for some positive constants $C_{1}$ and $C_{2}$. Namely, we have

$$
T(\lambda) \leq C_{3} \lambda^{-\left(\frac{1}{p-1}-\frac{\alpha \beta}{1-\mu}\right)^{-1}}
$$

for some $C_{3}>0$ and small $\lambda>0$. Since $\beta>1 / 2$ can be chosen arbitrarily close to $1 / 2$, the proof is complete.
4. Optimality of blowup results. This section is devoted to proofs of Theorems 2.2 and 2.4. To do that, we employ the technique of Lee and Ni [7], who constructed and effectively used positive supersolutions with radial symmetry. Since we are concerned with solutions that are not necessarily positive, we need to modify their method.

We rewrite $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right) \in \mathbf{R}^{N}$ and $y=\left(y_{1}, y_{2}, \ldots, y_{N}\right) \in \mathbf{R}^{N}$ as

$$
x=\left(\xi \cos \theta, \xi \sin \theta, x^{\prime}\right), \quad y=\left(\eta \cos \kappa, \eta \sin \kappa, y^{\prime}\right)
$$

where $x^{\prime}, y^{\prime} \in \mathbf{R}^{N-2}$. We put

$$
\theta_{0}=\pi / m
$$

for some positive integer $m$, and define a domain $D$ by

$$
D=\left\{x=\left(\xi \cos \theta, \xi \sin \theta, x^{\prime}\right): \xi>0,-\frac{\theta_{0}}{2}<\theta<\frac{\theta_{0}}{2}\right\}
$$

Let $G(x, y, t)$ be a fundamental solution of the heat equation on $D$ with Dirichlet condition on $\partial D$. It is known that $G(x, y, t)=G(y, x, t)>0$ on $D$. Set

$$
g(x, y, t)=\frac{1}{(4 \pi t)^{N / 2}} \exp \left(-\frac{|x-y|^{2}}{4 t}\right)
$$

Since $g(x, y, t)$ is a fundamental solution of the heat equation on $\mathbf{R}^{N}$, it follows from the comparison theorem that

$$
\begin{equation*}
G(x, y, t)<\frac{1}{(4 \pi t)^{N / 2}} \exp \left(-\frac{|x-y|^{2}}{4 t}\right) \tag{4.1}
\end{equation*}
$$

for $(x, y, t) \in D \times D \times(0, \infty)$. Moreover the following estimate is obtained.
LEMMA 4.1. For any positive integer $m$, there exists a constant $C>0$ such that

$$
0<G(x, y, t) \leq C t^{-\frac{N}{2}-m}|x|^{m}|y|^{m}
$$

for $(x, y, t) \in D \times D \times(0, \infty)$.
Proof. For $y=\left(\eta \cos \kappa, \eta \sin \kappa, y^{\prime}\right) \in \mathbf{R}^{N}$, we put

$$
\kappa_{j}^{+}=\kappa+2(j-1) \theta_{0}, \quad \kappa_{j}^{-}=-\kappa+(2 j-1) \theta_{0}, \quad j=1,2, \ldots, m
$$

and define $2 m$ points in $\mathbf{R}^{N}$ by

$$
y_{j}^{+}=\left(\eta \cos \kappa_{j}^{+}, \eta \sin \kappa_{j}^{+}, y^{\prime}\right), \quad y_{j}^{-}=\left(\eta \cos \kappa_{j}^{-}, \eta \sin \kappa_{j}^{-}, y^{\prime}\right)
$$

Then $G(x, y, t)$ is explicitly written by the superposition of $g$ as

$$
G(x, y, t)=\sum_{j=1}^{m} g\left(x, y_{j}^{+}, t\right)-\sum_{j=1}^{m} g\left(x, y_{j}^{-}, t\right)
$$

Set

$$
\begin{aligned}
h(x, y, t) & \equiv \frac{1}{g(x, y, t)} \cdot\left\{\sum_{j=1}^{m} g\left(x, y_{j}^{+}, t\right)-\sum_{j=1}^{m} g\left(x, y_{j}^{-}, t\right)\right\} \\
& =\sum_{j=1}^{m} \exp \left(\frac{\left\langle x, y_{j}^{+}\right\rangle-\langle x, y\rangle}{2 t}\right)-\sum_{j=1}^{m} \exp \left(\frac{\left\langle x, y_{j}^{-}\right\rangle-\langle x, y\rangle}{2 t}\right),
\end{aligned}
$$

where $\langle\cdot, \cdot\rangle$ denotes the usual inner product of two vectors in $\mathbf{R}^{N}$. It is easy to see that

$$
h\left(t^{-1 / 2} x, t^{-1 / 2} y, 1\right) \equiv h(x, y, t)
$$

Hence, if there exists a constant $C_{1}>0$ such that

$$
\begin{equation*}
h(x, y, 1) \leq C_{1}|x|^{m}|y|^{m} \tag{4.2}
\end{equation*}
$$

for $(x, y) \in \mathbf{R}^{N} \times \mathbf{R}^{N}$, then

$$
\begin{aligned}
G(x, y, t) & =g(x, y, t) h(x, y, t) \\
& =g(x, y, t) h\left(t^{-1 / 2} x, t^{-1 / 2} y, 1\right) \\
& \leq \frac{1}{(4 \pi t)^{N / 2}} \cdot C_{1}\left|t^{-1 / 2} x\right|^{m}\left|t^{-1 / 2} y\right|^{m} \quad \text { in } D
\end{aligned}
$$

which proves the lemma.
Let us prove (4.2). Since $h\left(\gamma x, \gamma^{-1} y, t\right) \equiv h(x, y, t)$ for any $\gamma \neq 0$, it suffices to show that (4.2) holds for any $|x|>1$ and $|y|=1$. By the location of the points $y_{j}^{+}$ and $y_{j}^{-}$, we have $h(x, y, t)=0$ if $x$ is on the plane $\theta=(j-1 / 2) \theta_{0}$ for some $j$. Namely, $h(x, y, t)=0$ if $a_{j} x_{1}+b_{j} x_{2}=0$, where

$$
a_{j}=\sin \left(j-\frac{1}{2}\right) \theta_{0}, \quad b_{j}=-\cos \left(j-\frac{1}{2}\right) \theta_{0}, \quad j=1,2, \ldots, m
$$

Since $h(x, y, t)$ is analytic in $x$ and $y$ and $h(x, y, t) \equiv h(y, x, t)$, we can write $h(x, y, 1)$ as

$$
h(x, y, 1)=\left\{\prod_{j=1}^{m}\left(a_{j} x_{1}+b_{j} x_{2}\right)\right\}\left\{\prod_{j=1}^{m}\left(a_{j} y_{1}+b_{j} y_{2}\right)\right\} h_{0}(x, y)
$$

where $h_{0}(x, y)$ is analytic in $(x, y) \in \mathbf{R} \times \mathbf{R}$. Thus, if we take

$$
C_{1}>\sup \left\{\left|h_{0}(x, y)\right|:|x| \leq 1,|y|=1\right\}
$$

then (4.2) holds for $|x| \leq 1$ and $|y|=1$, because $\left|a_{j} x_{1}+b_{j} x_{2}\right| \leq|x|$ and $\left|a_{j} y_{1}+b_{j} y_{2}\right| \leq$ $|y|$.

It remains to show (4.2) in the case where $|x|>1$ and $|y|=1$. Since

$$
\begin{aligned}
\left\langle x, y_{j}^{+}\right\rangle-\langle x, y\rangle= & \xi \cos \theta \cdot \eta \cos \kappa_{j}^{+}+\xi \sin \theta \cdot \eta \sin \kappa_{j}^{+} \\
& \quad-\xi \cos \theta \cdot \eta \cos \kappa-\xi \sin \theta \cdot \eta \sin \kappa \\
= & \xi \eta\left\{\cos \left(\theta-\kappa_{j}^{+}\right)-\cos (\theta-\kappa)\right\} \\
= & -2 \xi \eta \sin \left(\theta-\kappa-(j-1) \theta_{0}\right) \sin \left(-(j-1) \theta_{0}\right) \\
\leq & 0,
\end{aligned}
$$

we have

$$
h(x, y, 1)=\sum_{j=1}^{m} \exp \left(\frac{\left\langle x, y_{j}^{+}\right\rangle-\langle x, y\rangle}{2}\right)-\sum_{j=1}^{m} \exp \left(\frac{\left\langle x, y_{j}^{-}\right\rangle-\langle x, y\rangle}{2}\right) \leq m
$$

Hence, if we take $C_{1} \geq m$, then (4.2) holds for $|x|>1$ and $|y|=1$. Thus the proof is complete.

We assume $\omega_{0}=(1,0, \ldots, 0)$ and choose a nonnegative function $\psi \in W_{0}^{1, \infty}(D)$ such that
(i) $\psi(r, \omega)$ satisfies (A1), (A2) and $\psi(r, \omega) \leq K_{3} r^{-\alpha}$ in $\Omega$ for some $K_{3}$;
(ii) $\psi(r, \omega)$ is rotationally symmetric with respect to $\omega_{0}$;
(iii) $\psi(r, \omega)$ is nonincreasing in $d\left(\omega, \omega_{0}\right) \in\left[0,2 c r^{-\mu}\right]$ for each $r>R / 2$;
(iv) $\psi(r, \omega) \equiv 0$ if $r \leq R / 2$ or $d\left(\omega, \omega_{0}\right) \geq 2 c r^{-\mu}$.

It is easy to verify that such a function $\psi(r, \omega)$ exists.
Now we consider the following auxiliary problems:

$$
\begin{cases}w_{t}=\Delta w+|w|^{p-1} w & \text { in } D \times(0, \infty)  \tag{4.3}\\ w(x, t)=0 & \text { on } \partial D \times(0, \infty) \\ w(x, 0)=\lambda \psi(x) & \text { in } D\end{cases}
$$

and

$$
\begin{cases}U_{t}=\Delta U & \text { in } D \times(0, \infty)  \tag{4.4}\\ U(x, t)=0 & \text { on } \partial D \times(0, \infty) \\ U(x, 0)=\psi(x) & \text { in } D\end{cases}
$$

Lemma 4.2. Let $\bar{w}(x, t)=h(t) U(x, t)$, where $U(x, t)$ is the solution of (4.4) and

$$
h(t)=\left\{\lambda^{1-p}-(p-1) \int_{0}^{t}|U(x, t)|_{L^{\infty}(D)}^{p-1} d t\right\}^{1 /(1-p)}
$$

Then $\bar{w}(x, t)$ is a supersolution of (4.3) with initial data $u_{0}=\lambda \psi$ as long as $h(t)$ is positive.

Proof. If $h(t)>0$, then we have

$$
\begin{aligned}
& \bar{w}_{t}(x, t)-\Delta w_{t}(x, t)-w^{p} \\
& =h_{t}(t) U(x, t)+h(t) U_{t}(x, t)-h(t) \Delta U(x, t)-\{h(t) U(x, t)\}^{p} \\
& =h(t)^{p}|U(x, t)|_{L^{\infty}(D)}^{p-1} U(x, t)-\{h(t) U(x, t)\}^{p} \\
& \geq 0
\end{aligned}
$$

Since $\bar{w}(x, t)=0$ on $\partial D, \bar{w}(x, t)$ is a supersolution. The equality $\bar{w}(x, 0)=\lambda \psi(x)$ is obvious.

In order to apply Lemma 4.2 to our problem, we need an upper estimate of $|U(x, t)|_{L^{\infty}(D)}$. The next lemma is crucial for the proofs of Theorems 2.2 and 2.4.

Lemma 4.3. Let $m$ be a positive integer satisfying

$$
m-\alpha+(1-\mu)(N-1)>0
$$

and let $U(x, t)$ be the solution of (4.4). Then for any $\varepsilon>0$, there exists $t_{0}$ such that

$$
|U(x, t)|_{L^{\infty}(D)} \leq t^{-\frac{N}{2}+\frac{\nu}{2}+\varepsilon}
$$

for $t \geq t_{0}$, where

$$
\nu=\max \left\{1-\alpha+(1-\mu)(N-1),-\frac{\alpha}{1-\mu}+N\right\}
$$

Proof. We first note that $U(x, t)$ is given by

$$
U(x, t)=\int_{D} G(x, y, t) \psi(y) d y
$$

We see from (ii) and (iii) that

$$
|U(x, t)|_{L^{\infty}(D)}=\sup _{x \in \Gamma} U(x, t)
$$

for $t>0$, where $\Gamma=\left\{\left(r, \omega_{0}\right): r>0\right\}$. Therefore it suffices to estimate $U(x, t)$ for $x \in \Gamma$ and $t>0$.

We take a constant $\beta>1 / 2$ arbitrarily, and set

$$
D_{\beta}=\left\{x \in D:|x| \leq 3 t^{\beta}\right\}
$$

Let $x \in \Gamma$ with $|x| \leq 2 t^{\beta}$. Then, by (4.1), Lemma 4.1, and the assumption on $m$, we have

$$
\begin{aligned}
U(x, t) & \leq C \int_{D_{\beta}} G(x, y, t) \psi(y) d y \\
& \leq C t^{-\frac{N}{2}-m} \int_{D_{\beta}}|x|^{m}|y|^{m} \psi(y) d y \\
& \leq C t^{-\frac{N}{2}-m+m \beta} \int_{0}^{3 t^{\beta}} r^{m}(1+r)^{-\alpha} r^{(1-\mu)(N-1)} d r \\
& \leq C t^{-\frac{N}{2}-m+m \beta} \int_{0}^{3 t^{\beta}} r^{m-\alpha+(1-\mu)(N-1)} d r \\
& =C t^{-\frac{N}{2}+\beta\{1-\alpha+(1-\mu)(N-1)\}+m(2 \beta-1)}
\end{aligned}
$$

for sufficiently large $t>0$. (Here and hereafter, $C$ denotes a generic positive constant which may vary from line to line.)

Next, let $x \in \Gamma$ with $2 t^{\beta}<|x| \leq t^{\beta /(1-\mu)}$. Then

$$
\frac{1}{2}|x| \leq|x|-t^{\beta} \leq|x|+t^{\beta} \leq 2|x|
$$

Hence we have

$$
\begin{aligned}
U(x, t) & \leq C t^{-\frac{N}{2}} \int_{|x|-t^{\beta}}^{|x|+t^{\beta}}(1+r)^{-\alpha} r^{(1-\mu)(N-1)} d r \\
& \leq C t^{-\frac{N}{2}} \int_{|x|-t^{\beta}}^{|x|+t^{\beta}} r^{-\alpha+(1-\mu)(N-1)} d r \\
& \leq C t^{-\frac{N}{2}+\beta}|x|^{-\alpha+(1-\mu)(N-1)}
\end{aligned}
$$

for sufficiently large $t>0$. Putting $|x|=2 t^{\beta}$ or $|x|=t^{\beta /(1-\mu)}$ in the right-hand side of the last inequality, $U(x, t)$ is estimated as

$$
U(x, t) \leq C t^{-\frac{N}{2}+\beta \nu}
$$

Finally, for $x \in \Gamma$ with $|x|>t^{\beta /(1-\mu)}$ (or $|x|^{1-\mu}>t^{\beta}$ ), we have

$$
\begin{aligned}
U(x, t) & \leq C t^{-\frac{N}{2}} \int_{|x|-t^{\beta}}^{|x|+t^{\beta}} r^{-\alpha} t^{\beta(N-1)} d r \\
& \leq C t^{-\frac{N}{2}}|x|^{-\alpha} t^{\beta(N-1)} t^{\beta} \\
& \leq C t^{-\frac{N}{2}+\beta\left\{-\frac{\alpha}{(1-\mu)}+N\right\}}
\end{aligned}
$$

for sufficiently large $t>0$.
Thus $U(x, t)$ is estimated as

$$
U(x, t) \leq C t^{-\frac{N}{2}+\beta \nu+m(2 \beta-1)}
$$

for sufficiently large $t>0$. Since $\beta>1 / 2$ can be arbitrarily close to $1 / 2$, the proof is complete.

Now we are in a position to prove Theorems 2.2 and 2.4.
Proof of Theorem 2.2. Without loss of generality, we may assume $\omega_{0}=(1,0, \ldots)$. For $x=\left(\xi \cos \theta, \xi \sin \theta, x^{\prime}\right)$ with $\theta \in\left[-\theta_{0} / 2, \theta_{0} / 2\right)$, we put

$$
\theta_{j}^{+}=\theta+2(j-1) \theta_{0}, \quad \theta_{j}^{-}=-\theta+(2 j-1) \theta_{0}, \quad j=1,2, \ldots, m,
$$

and

$$
x_{j}^{+}=\left(\xi \cos \theta_{j}^{+}, \xi \sin \theta_{j}^{+}, x^{\prime}\right), \quad x_{j}^{-}=\left(\xi \cos \theta_{j}^{-}, \xi \sin \theta_{j}^{-}, x^{\prime}\right) .
$$

We define a function $\varphi \in W^{1, \infty}\left(\mathbf{R}^{N}\right)$ by

$$
\begin{equation*}
\varphi\left(x_{j}^{+}\right)=\psi(x), \quad \varphi\left(x_{j}^{-}\right)=-\psi(x), \quad j=1,2, \ldots, m . \tag{4.5}
\end{equation*}
$$

It is clear that $\lambda \varphi$ satisfies (A1) and (A2) for any $\lambda>0$. Then the solution of (1.1) with initial data $u_{0}=\lambda \varphi$ satisfies

$$
u\left(x_{j}^{+}, t\right)=w(x, t), \quad u\left(x_{j}^{-}, t\right)=-w(x, t), \quad j=1,2, \ldots, m
$$

for all $x \in D$ and $t>0$. Hence $u$ exists globally in time if and only if $w$ exists globally in time.

Let $\bar{w}$ be a supersolution of (4.3) given as in Lemma 4.2. Suppose that

$$
\int_{0}^{\infty}|U(x, t)|_{L^{\infty}(D)}^{p-1} d t<\infty .
$$

Then, by taking

$$
0<\lambda<\left\{(p-1) \int_{0}^{\infty}|U(x, t)|_{L^{\infty}(D)}^{p-1} d t\right\}^{1 /(1-p)}
$$

$h(t)$ is positive for all $t \geq 0$ so that $\bar{w}$ exists globally in time. Then, by the comparison theorem, the solution $w$ of (1.1) with initial data $u_{0}=\lambda \varphi$ exists globally.

Therefore, by Lemma 4.3, it suffices to show that

$$
\left(-\frac{N}{2}+\frac{\nu}{2}\right)(p-1)<-1
$$

By definition of $\nu$, this inequality holds if and only if

$$
\alpha>\frac{2}{p-1}-(N-1) \mu \quad \text { and } \quad \alpha>\frac{2(1-\mu)}{p-1}
$$

Since

$$
\frac{2}{p-1}-(N-1) \mu>\frac{2(1-\mu)}{p-1}
$$

is equivalent to $p<(N+1) /(N-1)$, the proof is complete.
Proof of Theorem 2.4. Let $\varphi$ be given as in (4.5). By Theorem 2.1, the solution $u$ of (1.1) blows up in finite time. Let $\bar{T}(\lambda)$ be the life span of $\bar{w}$ given in Lemma 4.2. Then it follows from the comparison theorem that $\bar{T}(\lambda) \leq T(\lambda)<\infty$. On the other hand, we have

$$
(p-1)^{-1} \lambda^{1-p}=\int_{0}^{\bar{T}(\lambda)}|U(x, t)|_{L^{\infty}(D)}^{p-1} d t
$$

Thus, making use of Lemma 4.3, we obtain

$$
\begin{aligned}
(p-1)^{-1} \lambda^{1-p} & \leq \int_{0}^{T(\lambda)}|U(x, t)|_{L^{\infty}(D)}^{p-1} d t \\
& \leq \int_{0}^{t_{0}}|U(x, t)|_{L^{\infty}(D)}^{p-1} d t+\int_{t_{0}}^{T(\lambda)} t^{\left(-\frac{N}{2}+\frac{\nu}{2}+\varepsilon\right)(p-1)} d t \\
& \leq C_{0}+\int_{t_{0}}^{T(\lambda)} t^{\left(-\frac{N}{2}+\frac{\nu}{2}+\varepsilon\right)(p-1)} d t
\end{aligned}
$$

for some positive constants $t_{0}$ and $C_{0}$. Since

$$
\left(-\frac{N}{2}+\frac{\nu}{2}\right)(p-1)>-1
$$

by our assumption on $\alpha, T(\lambda)$ satisfies

$$
\lambda^{1-p} \leq T(\lambda)^{\left(-\frac{N}{2}+\frac{\nu}{2}+2 \varepsilon\right)(p-1)+1}
$$

for sufficiently small $\lambda>0$, or equivalently,

$$
T(\lambda) \geq \lambda^{-\left(-\frac{N}{2}+\frac{\nu}{2}+\frac{1}{p-1}\right)^{-1}+\varepsilon}
$$

Since the inequality

$$
1-\alpha+(1-\mu)(N-1) \leq-\frac{\alpha}{1-\mu}+N
$$

is equivalent to

$$
\alpha \leq(1-\mu)(N-1),
$$

the proof is complete.
Remark 4.1. As we noted in section 2 , there is a gap between the ranges of $\alpha$ in Theorems 2.1 and 2.2 if $1<p<(N+1) /(N-1)$. Also, there is a gap between the exponents of $\lambda$ in Theorems 2.3 and 2.4 if $1<p<(N+1) /(N-1)$ and $\alpha>$ $(1-\mu)(N-1)$. We notice that $p=(N+1) /(N-1)$ is Fujita's exponent [1] for the blowup of positive solutions in $\mathbf{R}^{N-1}$. We suspect that the gaps arise from the assumption that $\psi$ is nonnegative in $D$.
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#### Abstract

This paper addresses the qualitative behavior of a nonlinear convection-diffusion equation on a smooth bounded domain in $\mathbf{R}^{n}$, in which the strength of the convection grows superlinearly as the density increases. While the initial-boundary value problem is guaranteed to have a local-in-time solution for smooth initial data, it is possible for this solution to be extinguished in finite time. We demonstrate that the way this may occur is through finite-time "blow up," i.e., the unboundedness of the solution in arbitrarily small neighborhoods of one or more points in the closure of the spatial domain. In special circumstances, such as the presence of radial symmetry, the set of blowup points can be identified; these points may be either on the boundary or on the interior of the domain. Furthermore, criteria can be established that guarantee that blowup occurs. In this paper, such criteria are presented, involving the dimension of the space, the growth rate of the nonlinearity, the strength of the imposed convection field, the diameter of the domain, and the mass of the initial data. Furthermore, the temporal rate of blowup is estimated.
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1. Introduction. Let $\Omega \subset \mathbf{R}^{n}$ be a bounded domain with smooth boundary, and consider the initial-boundary value problem

$$
\left\{\begin{array}{cc}
u_{t}=\operatorname{div}\left(\nabla u-u^{q} \vec{a}\right), & (x, t) \in \Omega \times(0, T),  \tag{1.1}\\
u_{\nu}=u^{q} \vec{a} \cdot \vec{\nu}, & (x, t) \in \partial \Omega \times(0, T) \\
u(x, 0)=u_{0}(x), & x \in \Omega
\end{array}\right.
$$

where $\vec{\nu}$ is the unit outward normal on $\partial \Omega$ and $u_{\nu}$ is the corresponding directional derivative, and (for simplicity) the initial data $u_{0}$ are assumed to be extendable to a smooth, positive function on $\bar{\Omega}$ that satisfies the boundary conditions.

The unknown quantity $u=u(x, t)$ represents the local density of some material that is evolving in response to diffusion and the effects of an imposed convection field $\vec{a}: \bar{\Omega} \rightarrow \mathbf{R}^{n}$. The exponent $q$ (which we shall call the exponent of the nonlinearity) is assumed to be greater than 1 , so the magnitude of the convection term is superlinear in $u$.

Although (1.1) is similar in many respects to equations appearing in the scientific literature (see, e.g., [6] and [10]), the motivation for studying it has less to do with its applicability to any specific physical problem than with its role as an archetype for interacting diffusion and nonlinear convection. In this sense, it plays a role similar to the one that the nonlinear heat equation of Fujita [5],

$$
\begin{equation*}
u_{t}=\Delta u+u^{p} \tag{1.2}
\end{equation*}
$$

has come to play for the study of the interaction between diffusion and nonlinear reaction. (For a survey of (1.2) and related equations, see [8].)

[^87]The Cauchy problem corresponding to (1.1) in the special case that the convection field is constant has been studied in a series of papers [3], [4], [12]. In that context, solutions decay to zero as $t \rightarrow \infty$, with the asymptotic profile of the decaying solution depending on the particular value of the exponent $q$.

The one-dimensional version of (1.1) with constant convection

$$
\left\{\begin{array}{cc}
u_{t}=\left(u_{x}+u^{q}\right)_{x}, & (x, t) \in(0,1) \times(0, T)  \tag{1.3}\\
u_{x}+u^{q}=0, & (x, t) \in\{0,1\} \times(0, T) \\
u(x, 0)=u_{0}(x), & x \in(0,1)
\end{array}\right.
$$

was studied in [1] and [2]. While solutions to (1.3) stabilize as $t \rightarrow \infty$ if $q<2$, if $q>2$ the convection is strong enough that its concentrating force, in combination with the obstacle posed by the boundary, can overwhelm the diffusion's homogenizing force on the boundary, and solutions can blow up in finite time. By this it is meant that there is a time $T$ such that (1.3) has a classical solution for $t \in(0, T)$, but

$$
\begin{equation*}
\limsup _{t \rightarrow T}\|u(\cdot, t)\|_{\infty}=+\infty \tag{1.4}
\end{equation*}
$$

(Here and throughout this paper $\|\psi\|_{p}$ will represent the $L^{p}$ norm on the domain of $\psi$.) The value of $T$ for which (1.4) holds, if it exists, is called the blowup time of the solution.

The purpose of this paper is to address questions about the qualitative behavior of solutions to (1.1): Do solutions exist globally (i.e., for $T=+\infty$ )? Can solutions blow up in finite time? At what points in $\bar{\Omega}$ does blowup occur? What can be said about the asymptotic form of $u$ as the blowup time is approached?

Throughout the remainder of this paper, we will confine our attention to the case that $\vec{a}$ is conservative. More precisely, we shall assume the existence of a continuous function $f: \bar{\Omega} \rightarrow \mathbf{R}$ such that $\nabla f=\vec{a}$. Note that this case includes the case of constant convection.

The first thing that we will show is that the only way solutions to (1.1) can cease to exist is by blowing up.

ThEOREM 1.1. Given $u_{0}$ and sufficiently smooth $\vec{a}$, (1.1) has a (unique) positive classical solution for some $T>0$. Furthermore, if $T^{*}$ is the supremum of all $T>0$ for which (1.1) has a solution and $T^{*}<+\infty$, then $\lim \sup _{t \rightarrow T^{*}}\|u(\cdot, t)\|_{\infty}=+\infty$.

In order to obtain more detailed information about the way that blowup can occur, we will focus on the special case of radial symmetry. Consider the following conditions:
(R1) $\Omega=B(0, R):=\left\{x \in \mathbf{R}^{n}:|x|<R\right\}$.
(R2) $\vec{a}(x)=-g(r) x / r$ for some function $g:[0, R] \rightarrow[0, \infty)$. (Here and throughout this paper, $r:=|x|$.)
(R3) $\vec{a}(x)=g(r) x / r$ for some function $g:[0, R] \rightarrow[0, \infty)$.
(R4) $u_{0}(x)=U_{0}(r)$.
The following theorem limits the set of possible blowup points for (1.1). (We will call a point $x \in \bar{\Omega}$ a blowup point if there is not a neighborhood $N$ of $x$ in $\bar{\Omega}$ such that $u$ remains bounded on $N \cap \Omega$.)

ThEOREM 1.2. Under conditions (R1), (R2), and (R4), the only possible blowup point for (1.1) is the origin. Under conditions (R1), (R3), and (R4), all blowup points lie on the sphere $\partial \Omega$.

In keeping with our interpretation of $u$ as a density, we define the mass $M$ of $u$ by

$$
M=M(u)=\int_{\Omega} u d x
$$

Note that (1.1) conserves mass, since

$$
\begin{aligned}
M_{t} & =\left(\int_{\Omega} u d x\right)_{t}=\int_{\Omega} u_{t} d x=\int_{\Omega} \operatorname{div}\left(\nabla u-u^{q} \vec{a}\right) d x \\
& =\int_{\partial \Omega}\left(\nabla u-u^{q} \vec{a}\right) \cdot \vec{\nu} d \sigma=0
\end{aligned}
$$

If, in addition to assuming that the convection is unidirectional and radially oriented, we assume that the convection is inward at the origin and not too weak and that the mass is not too small, we can show that finite-time blowup does occur. More precisely, we have the following result.

Theorem 1.3. Suppose $q>2$, (R1) and (R2) hold, and there exist constants $C>0$ and $p<n(q-1)-1$ such that $g(r) \geq C r^{p}$ for all $r \in[0, R]$. Then there exists a constant $M_{0}=M_{0}(C, p, q, n, R)$ such that if the mass $M\left(u_{0}\right)>M_{0}$, then the solution $u$ of (1.1) blows up in finite time.

Note that Theorem 1.3 makes no assumption about the radial symmetry of the initial data (and, therefore, of the solution). If this assumption is added, then Theorem 1.2 identifies the point where the blowup takes place.

In situations where finite-time blowup does occur and the strength of the convection field can be appropriately bounded, the rate at which blowup occurs can be estimated.

ThEOREM 1.4. Suppose hypotheses (R1) and (R2) hold and the solution $u$ of (1.1) blows up at the origin at time $T \in(0, \infty)$. If $g(r) \leq C r^{p}$ for some constants $C>0$ and $p<n(q-1)-1$ and all $r \in[0, R]$, then there exists a constant $K$ such that, for all $t<T$,

$$
\begin{equation*}
\|u(\cdot, t)\|_{\infty} \geq \frac{K}{(T-t)^{\beta}} \tag{1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\frac{p+1}{(n+p+1)(q-1)} \tag{1.6}
\end{equation*}
$$

If, in addition, hypothesis (R4) holds, then (1.5) holds for

$$
\begin{equation*}
\beta=\frac{p+1}{n(q-1)-(p+1)} \tag{1.7}
\end{equation*}
$$

We will proceed as follows. In section 2 we will prove that a unique solution of (1.1) exists locally for smooth initial data and that the only way this solution can fail to be global is for it to blow up. In section 3 we will prove the specific results about radially symmetric systems.
2. Existence until blowup. For the proof of Theorem 1.1, as well as for other reasons, it will be helpful to understand the set $\mathcal{E}$ of positive equilibrium solutions, i.e., functions $u_{0}: \bar{\Omega} \rightarrow(0, \infty)$ for which $u(x, t) \equiv u_{0}(x)$ solves (1.1).

Suppose $u=u(x)$ is a positive equilibrium solution, and let $w=u^{(1-q)} /(1-q)-f$. A calculation shows that

$$
\begin{equation*}
\operatorname{div}\left(u^{q} \nabla w\right)=0 \tag{2.1}
\end{equation*}
$$

in $\Omega$ and

$$
\begin{equation*}
u^{q} \frac{\partial w}{\partial \nu}=0 \tag{2.2}
\end{equation*}
$$

on $\partial \Omega$. Multiplying (2.1) by $w$ and using the generalized divergence theorem and the boundary condition (2.2) yields

$$
\int_{\Omega} u^{q}|\nabla w|^{2} d x=0
$$

Thus, $\nabla w \equiv 0$, which implies that

$$
\begin{equation*}
u(x)=\frac{1}{[(q-1)(C-f(x))]^{1 /(q-1)}} \tag{2.3}
\end{equation*}
$$

for some constant $C$. It is easy to check that (2.3) defines an equilibrium solution of (1.1) for every $C>\|f\|_{\infty}$.

Among the facts about $\mathcal{E}$ that follow immediately from this explicit formula is the one that we state without proof in the following lemma.

Lemma 2.1. If $\mathcal{E}$ is the set of positive equilibrium solutions of (1.1) and $k \in$ $(0, \infty)$, then

$$
\#\left\{u \in \mathcal{E}:\|u\|_{\infty}=k\right\}=1
$$

We now proceed to prove that the only way that solutions can fail to be global is for them to blow up in finite time.

Proof of Theorem 1.1. Let positive initial data $u_{0}$ be given. Pick $b, c>0$ such that $u_{0}(x) \in(b, c)$ for every $x \in \bar{\Omega}$, and pick $b^{\prime} \in(0, b)$ and $c^{\prime} \in(c, \infty)$. Now, choose $h: \mathbf{R} \rightarrow \mathbf{R}$ to be a $C^{\infty}$ function, such that $h(\sigma)=\sigma^{q}$ for $\sigma \in\left(b^{\prime}, c^{\prime}\right)$ and $h(\sigma)=0$ if $\sigma<b^{\prime} / 2$ or if $\sigma>2 c^{\prime}$. Let (1.1') be the initial-boundary value problem that results when $u^{q}$ in (1.1) is replaced by $h(u)$. From Theorem 7.4 in [7], we know (1.1') has a unique solution $\tilde{u}$ and it exists globally. (In fact, for given $\theta>0$, existence of a solution in $C^{2+\theta, 1+\theta / 2}$ is guaranteed if $\vec{a} \in C^{1+\theta}$ and $\partial \Omega \in C^{2+\theta}$.) Note that for some $T>0, u=\tilde{u}$ is also a solution of (1.1) for $t<T$. This proves the first half of the theorem.

Let $T^{*}$ be as defined in the statement of the theorem, and suppose

$$
\limsup _{t \rightarrow T^{*}}\|u(\cdot, t)\|_{\infty}<+\infty
$$

Let $b$ and $c$ be as above. By Lemma 2.1, we can choose $u_{1} \in \mathcal{E}$ with $\left\|u_{1}\right\|_{\infty}<b$. Pick $b^{\prime}>0$ small enough that $u_{1}(x)>b^{\prime}$ for every $x \in \bar{\Omega}$. Pick the value $c^{\prime}>c$ large enough that $u(x, t)<c^{\prime}-1$ for all $t<T^{*}$. Now, consider the solution $\tilde{u}$ to (1.1'). Note that $u_{1}$ is an equilibrium solution for the modified equation as well, so by the
strong maximum principle $\tilde{u}>u_{1}$. Thus, $\tilde{u}$ never leaves the interval $\left(b^{\prime}, c^{\prime}\right)$ where the cutoff function $h$ agrees with $u \mapsto u^{q}$. Hence, $u=\tilde{u}$ is a global solution to (1.1), which implies that $T^{*}=+\infty$. This proves the second half of the theorem.

Throughout the remainder of this paper we shall assume that $\vec{a} \in C^{1+\theta}$ for some $\theta>0$.
3. Radially symmetric systems. The proof of Theorem 1.2 hinges on the existence of quantities which remain bounded and which tie $u$ to $u_{r}$. Such quantities are described in the following lemma.

Lemma 3.1. Suppose hypotheses (R1) and (R4) are satisfied. Suppose also that initial data $u_{0}$ are given and $u$ is the corresponding solution to (1.1). Then

1. if hypothesis (R2) is satisfied, then $u$ is radially symmetric and the quantity $Q(x, t):=r^{n-1}\left(u_{r}+u^{q} g(r)\right)$ is bounded on $\Omega \times(0, T)$;
2. if hypothesis (R3) is satisfied, then $u$ is radially symmetric and the quantity $Q(x, t):=r^{n-1}\left(u_{r}-u^{q} g(r)\right)$ is bounded on $\Omega \times(0, T)$.
Proof. The radial symmetry of $u$ in either case is a consequence of the uniqueness of solutions to (1.1) (which was established in Theorem 1.1).

Suppose hypotheses (R1), (R2), and (R4) are satisfied, and let

$$
Q(x, t)=r^{n-1}\left(u_{r}+u^{q} g(r)\right)
$$

A calculation shows that $Q$ satisfies the initial-boundary problem

$$
\left\{\begin{array}{cc}
Q_{t}=\Delta Q+q u^{q-1} g(r) Q_{r}, & (x, t) \in \Omega \times(0, T) \\
Q=0, & (x, t) \in \partial \Omega \times(0, T) \\
Q(x, 0)=Q_{0}(x, t):=r^{n-1}\left(u_{0 r}+u_{0}^{q} g(r)\right), & x \in \Omega
\end{array}\right.
$$

By the weak maximum principle for parabolic equations (see [9]),

$$
\begin{equation*}
-\left\|Q_{0}\right\|_{\infty} \leq Q(x, t) \leq\left\|Q_{0}\right\|_{\infty} \tag{3.1}
\end{equation*}
$$

for all $x \in \Omega$ and all $t>0$. This completes the proof of part 1 .
Now, suppose hypotheses (R1), (R3), and (R4) are satisfied, and let $Q(x, t)=$ $r^{n-1}\left(u_{r}-u^{q} g(r)\right)$. By an argument similar to the one before, we find, once again, that (3.1) holds for all $x \in \Omega$ and all $t>0$, where, now, $Q_{0}(x)=r^{n-1}\left(u_{0 r}-u_{0}^{q} g(r)\right)$. This completes the proof of part 2.

Proof of Theorem 1.2. Under hypotheses (R1), (R2), and (R4), part 1 of Lemma 3.1 states that the quantity $Q:=r^{n-1}\left(u_{r}+u^{q} g(r)\right)$ is bounded, say, by $C$. Thus,

$$
\begin{equation*}
u_{r} \leq \frac{C}{r^{n-1}}-u^{q} g(r) \tag{3.2}
\end{equation*}
$$

for all nonzero $x \in \Omega$ and all $t>0$.
If $u$ had a blowup point $x_{0} \neq 0$, then (3.2) would imply the existence of $\varepsilon>0$ and a sequence of times $t_{1}, t_{2}, t_{3}, \ldots$ such that $u\left(x, t_{n}\right)>n$ for every $x \in B\left(0,\left|x_{0}\right|\right) \backslash$ $B\left(0,\left|x_{0}\right|-\varepsilon\right)$. Because of the nonnegativity of $u$, this would contradict the conservation of mass. Hence, 0 is the only possible blowup point.

If hypothesis (R2) is replaced by (R3), part 2 of Lemma 3.1 states that the quantity $Q:=r^{n-1}\left(u_{r}-u^{q} g(r)\right)$ is bounded, say, by $C$. Thus,

$$
\begin{equation*}
-\frac{C}{r^{n-1}}+u^{q} g(r) \leq u_{r} \tag{3.3}
\end{equation*}
$$

for all nonzero $x \in \Omega$ and all $t>0$.
If $u$ had a blowup point $x_{0}$ with $0<\left|x_{0}\right|<R$, then (3.2) would imply the existence of $\varepsilon>0$ and a sequence of times $t_{1}, t_{2}, t_{3}, \ldots$ such that $u\left(x, t_{n}\right)>n$ for every $x \in B\left(0,\left|x_{0}\right|+\varepsilon\right) \backslash B\left(0,\left|x_{0}\right|\right)$. Because of the nonnegativity of $u$, this would again contradict the conservation of mass.

Now, note that, from the definition of blowup point, if $x_{0} \in \bar{\Omega}$ is not a blowup point, then there exists $\delta>0$ such that if $x_{1} \in \bar{\Omega}$ and $\left|x_{1}-x_{0}\right|<\delta$, then $x_{1}$ is not a blowup point either. Hence, the complement of the set of blowup points is open (relative to $\bar{\Omega}$ ) and the set of blowup points is closed (relative to $\bar{\Omega}$ ). In combination with the result of the previous paragraph, this implies that 0 is not a blowup point. Thus, any blowup points must lie on $\partial \Omega$.

The crucial idea in proving Theorem 1.3 is focusing on the amount of mass that has accumulated in a neighborhood of a potential blowup point rather than focusing on the density itself.

Proof of Theorem 1.3. Suppose hypotheses (R1) and (R2) hold and that p, q, and $C$ satisfy the conditions in the statement of the theorem. To prove blowup, we measure the concentration of mass near the origin with the variable $w:\left[0, R^{n}\right] \times(0, T)$ defined by

$$
w(\rho, t)=\int_{B\left(0, \rho^{1 / n}\right)} u(x, t) d x
$$

Straightforward computations reveal that

$$
\begin{gather*}
w_{t}=\int_{S\left(0, \rho^{1 / n}\right)}\left(u_{r}+u^{q} g\left(\rho^{1 / n}\right)\right) d \sigma(x),  \tag{3.4}\\
w_{\rho}=\frac{\rho^{(1-n) / n}}{n} \int_{S\left(0, \rho^{1 / n}\right)} u d \sigma(x), \tag{3.5}
\end{gather*}
$$

and

$$
\begin{equation*}
w_{\rho \rho}=\frac{\rho^{(2-2 n) / n}}{n^{2}} \int_{S\left(0, \rho^{1 / n}\right)} u_{r} d \sigma(x) \tag{3.6}
\end{equation*}
$$

Since $\xi \mapsto \xi^{q}$ is convex on ( $0, \infty$ ), applying Jensen's inequality [11] to (3.5) (after scaling $d \sigma(x)$ so that it is a probability measure) and combining it with (3.4) and (3.6) yield

$$
\begin{equation*}
w_{t} \geq n^{2} \rho^{2 \gamma} w_{\rho \rho}+n^{q} \omega_{n}^{1-q} \rho^{\gamma} g\left(\rho^{1 / n}\right) w_{\rho}^{q} \tag{3.7}
\end{equation*}
$$

for all $\rho \in\left(0, R^{n}\right)$, where $\omega_{n}$ is the area of the unit sphere in $\mathbf{R}^{n}$ and $\gamma=(n-1) / n$.
Let $p^{\prime}=\max \{p, n-1\}$. Since, by hypothesis, $g(r) \geq C r^{p}$, we have

$$
\begin{equation*}
g(r) \geq C^{\prime} r^{p^{\prime}} \tag{3.8}
\end{equation*}
$$

for all $r \in[0, R]$, where $C^{\prime}=C R^{p-p^{\prime}}>0$. Using (3.8) and the fact that, by definition, $w_{\rho}$ is nonnegative, (3.7) implies that

$$
\begin{equation*}
w_{t} \geq n^{2} \rho^{2 \gamma} w_{\rho \rho}+C^{\prime} n^{q} \omega_{n}^{1-q} \rho^{\gamma+p^{\prime} / n} w_{\rho}^{q} \tag{3.9}
\end{equation*}
$$

Now, define

$$
M_{0}=\omega_{n}\left(\frac{p^{\prime}+1}{C^{\prime}(q-1)}\right)^{1 /(q-1)} \frac{R^{n-\left(p^{\prime}+1\right) /(q-1)}}{n-\frac{p^{\prime}+1}{q-1}}
$$

By hypothesis, $p<n(q-1)-1$ and $q>2$. The first implies that $n-(p+1) /(q-1)>0$ and the second implies that $n-((n-1)+1) /(q-1)>0$. Since either $p^{\prime}=p$ or $p^{\prime}=n-1$, we can conclude that $n-\left(p^{\prime}+1\right) /(q-1)>0$, so $M_{0}$ is well defined, positive, and finite.

Suppose that $M=M\left(u_{0}\right)>M_{0}$, and set

$$
z(\rho, t)= \begin{cases}0 & \text { if } \rho \in[0, \alpha(t)) \\ M\left(\frac{\rho-\alpha(t)}{R^{n}}\right)^{\lambda} & \text { if } \rho \in\left[\alpha(t), R^{n}\right]\end{cases}
$$

where

$$
\lambda=1-\frac{p^{\prime}+1}{n(q-1)}
$$

and $\alpha(t)$ is a continuous, decreasing function of $t$ yet to be determined. Note that, from the discussion in the previous paragraph, $\lambda \in(0,1)$. Thus, in particular, $z$ is continuous.

If possible, we want to choose $\alpha$ so that $z$ can serve as a comparison function with which we can estimate $w$ and, thereby, $u$. In particular, we want $z$ to satisfy the opposite inequality to (3.9); i.e., we want $z$ to satisfy

$$
\begin{equation*}
z_{t} \leq n^{2} \rho^{2 \gamma} z_{\rho \rho}+C^{\prime} n^{q} \omega_{n}^{1-q} \rho^{\gamma+p^{\prime} / n} z_{\rho}^{q} \tag{3.10}
\end{equation*}
$$

whenever $\rho \neq \alpha(t)$. Clearly, (3.10) is satisfied whenever $\rho<\alpha(t)$. A straightforward calculation reveals that (3.10) is satisfied for $\rho>\alpha(t)$ if and only if

$$
\begin{equation*}
-\alpha^{\prime}(t) \leq(\rho-\alpha(t))^{-\mu} \rho^{2 \gamma}\left(A \rho^{\mu-1}-B(\rho-\alpha(t))^{\mu-1}\right) \tag{3.11}
\end{equation*}
$$

where $\mu=\left(p^{\prime}+1\right) / n$,

$$
A=C^{\prime}\left(\frac{M \lambda}{\omega_{n}}\right)^{q-1} n^{q} R^{n(\mu-q+1)}
$$

and $B=n^{2}(1-\lambda)$. Another calculation reveals that, because $M>M_{0}, A>B$. Since $\rho>\alpha(t), \rho>\rho-\alpha(t)$, and $\mu-1 \geq 0$, this means that (3.11) will be satisfied if

$$
\begin{equation*}
-\alpha^{\prime}(t) \leq(A-B)(\alpha(t))^{1-2 / n} \tag{3.12}
\end{equation*}
$$

If we take $\alpha(t)$ to be the solution of the initial value problem

$$
\left\{\begin{array}{c}
\alpha^{\prime}(t)=-(A-B)(\alpha(t))^{1-2 / n} \\
\alpha(0)=R^{n}
\end{array}\right.
$$

then (3.12) will be satisfied, and furthermore, there will be some finite $T^{*}$ such that $\alpha(t) \rightarrow 0$ as $t \rightarrow T^{*}$.

Now, suppose that the solution $u$ to (1.1) does not blow up by time $T^{*}$. Then, by Theorem 1.1, $u$ is defined for $t \in\left[0, T^{*}\right]$. Consider the function $y:\left[0, R^{n}\right] \times\left[0, T^{*}\right] \rightarrow \mathbf{R}$
defined by $y(\rho, t)=e^{-t}(z(\rho, t)-w(\rho, t))$. We claim that $y \leq 0$ on its domain $D$. If it is not, then since $y$ is continuous, it must achieve a positive maximum on $D$.

Note that

$$
y(\rho, 0)=z(\rho, 0)-w(\rho, 0)=-\int_{B\left(0, \rho^{1 / n}\right)} u_{0}(x) d x \leq 0
$$

$y(0, t)=e^{-t}(z(0, t)-w(0, t))=0$, and

$$
y\left(R^{n}, t\right)=e^{-t}\left(z\left(R^{n}, t\right)-w\left(R^{n}, t\right)\right)=e^{-t}\left(M\left(\frac{R^{n}-\alpha(t)}{R^{n}}\right)^{\lambda}-M\right) \leq 0
$$

so $y$ does not achieve a positive maximum on

$$
\left\{(\rho, 0): \rho \in\left[0, R^{n}\right]\right\} \cup\left\{(0, t): t \in\left[0, T^{*}\right]\right\} \cup\left\{\left(R^{n}, t\right): t \in\left[0, T^{*}\right]\right\}
$$

Also, because $\lambda<1$,

$$
\lim _{\rho \rightarrow \alpha(t)^{+}} z_{\rho}(\rho, t)=-\infty
$$

so $y$ cannot achieve a positive maximum at a point where $\rho=\alpha(t)$. This implies that at a positive maximum, $y$ must satisfy $y_{\rho}=0, y_{\rho \rho} \leq 0$, and $y_{t} \geq 0$. But, using (3.9) and (3.10), that would mean that at such a point

$$
\begin{aligned}
y_{t} & =-y+e^{-t}\left(z_{t}-w_{t}\right) \\
& \leq-y+e^{-t}\left(n^{2} \rho^{2 \gamma}(z-w)_{\rho \rho}+C^{\prime} n^{q} \omega_{n}^{1-q} \rho^{\gamma+p^{\prime} / n}\left(z_{\rho}^{q}-w_{\rho}^{q}\right)\right) \\
& =-y+n^{2} \rho^{2 \gamma} y_{\rho \rho}<0
\end{aligned}
$$

which is a contradiction.
This contradiction verifies the nonnegativity of $y$, which means that $w \geq z$ on all of $D$. But it is not hard to see that $\sup \left\{z(\rho, t) / \rho: \rho \in\left(0, R^{n}\right)\right\}$ becomes unbounded as $t \rightarrow T^{*}$, so $\sup \left\{w(\rho, t) / \rho: \rho \in\left(0, R^{n}\right)\right\}$ must also become unbounded. From the definition of $w$ and the mean value theorem for integrals, this, in turn, implies that $\|u(\cdot, t)\|_{\infty}$ becomes unbounded as $t \rightarrow T^{*}$, contradicting the assumption that $u$ does not blow up by time $T^{*}$. This completes the proof.

In order to prove the estimates on the temporal blowup rate, it will be helpful to have the following technical lemma, which estimates the degree to which equilibrium solutions concentrate mass near the origin.

Lemma 3.2. Suppose that (R1) and (R2) hold and that $g(r) \leq C r^{p}$ for some $p<n(q-1)-1$ and all $r \in[0, R]$, and let

$$
w_{c}(\rho)=\int_{B\left(0, \rho^{1 / n}\right)} u_{c}(x) d x
$$

where

$$
u_{c}(x)=\sup \{u(x): u \in \mathcal{E}\}
$$

Then

$$
\rho \mapsto-\int_{B\left(0, \rho^{1 / n}\right)} u(x) d x
$$

is convex for any $u \in \mathcal{E}$, and so is $-w_{c}$. Furthermore, there exists a positive constant $K^{\prime}$ such that

$$
\begin{equation*}
\sup \left\{w_{c}(\rho)-\lambda \rho: \rho \in\left[0, R^{n}\right]\right\} \geq K^{\prime} \lambda^{\mu} \tag{3.13}
\end{equation*}
$$

for every $\lambda$ sufficiently large, where

$$
\begin{equation*}
\mu=1-\frac{n(q-1)}{p+1} \tag{3.14}
\end{equation*}
$$

Proof. It is not hard to see (e.g., by examining (2.3)) that $u_{c}$ is radially symmetric and satisfies the same equation as the members of $\mathcal{E}$ but has a singularity at the origin. Furthermore, its radial symmetry implies that equality holds in (3.7) for $w=w_{c}$ (because Jensen's inequality is an equality in that case). Hence,

$$
\begin{equation*}
w_{c}^{\prime \prime}=-K^{\prime} \rho^{-(n-1) / n} g\left(\rho^{1 / n}\right)\left(w_{c}^{\prime}\right)^{q} \tag{3.15}
\end{equation*}
$$

for some positive constant $K^{\prime}$. (Throughout this proof, $K^{\prime}$ will represent a positive constant whose value may change from line to line.) Note that (3.15) implies the convexity of $-w_{c}$, and since

$$
\rho \mapsto-\int_{B\left(0, \rho^{1 / n}\right)} u(x) d x
$$

satisfies a similar equation for any $u \in \mathcal{E}$, it is convex also.
Integrating (3.15) and using the fact that $w_{c}^{\prime}(\rho) \rightarrow+\infty$ as $\rho$ approaches zero from the right yield

$$
\begin{equation*}
w_{c}^{\prime}(\rho)=K^{\prime}\left(\int_{0}^{\rho} \sigma^{(1-n) / n} g\left(\sigma^{1 / n}\right) d \sigma\right)^{-1 /(q-1)} \tag{3.16}
\end{equation*}
$$

Applying the fact that $w_{c}(0)=0$ and the assumption that $g(r) \leq C r^{p}$ in (3.16) yields

$$
\begin{equation*}
w_{c}(\rho) \geq K^{\prime} \rho^{\mu} \tag{3.17}
\end{equation*}
$$

where $\mu$ is as in (3.14). Using (3.17), it is a straightforward calculus exercise to verify that (3.13) holds for all $\lambda$ sufficiently large.

Lemma 3.2 provides a crucial estimate for constructing a type of supersolution that will provide an estimate of the blowup rate.

Proof of Theorem 1.4. Assume that the hypotheses (R1) and (R2) hold and that $g(r) \leq C r^{p}$ for some constants $C>0$ and $p<n(q-1)-1$ and for all $r \in[0, R]$. Assume also that the solution $u$ of (1.1) blows up at the origin at time $T \in(0, \infty)$. Fix $t_{0} \in(0, T)$, and let $\lambda=\left(\omega_{n} / n\right)\left\|u\left(\cdot, t_{0}\right)\right\|_{\infty}$.

Pick $\tilde{u} \in \mathcal{E}$ such that $\|\tilde{u}\|_{\infty}>\left\|u\left(\cdot, t_{0}\right)\right\|_{\infty}$, and let

$$
\tilde{w}(\rho)=\int_{B\left(0, \rho^{1 / n}\right)} \tilde{u}(x) d x
$$

For $y$ between 0 and

$$
G[\tilde{w}]:=\sup \left\{\tilde{w}(\rho)-\lambda \rho: \rho \in\left[0, R^{n}\right]\right\}
$$

let $\varrho(y)$ be the leftmost zero of $\tilde{w}(\rho)-\lambda \rho-y$. For $t \geq t_{0}$ consider the function

$$
z(\rho, t)= \begin{cases}\tilde{w}(\rho) & \text { if } \rho \in\left[0, \varrho\left(v\left(t-t_{0}\right)\right)\right] \\ \lambda \rho+v\left(t-t_{0}\right) & \text { if } \rho \in\left[\varrho\left(v\left(t-t_{0}\right)\right), R^{n}\right]\end{cases}
$$

where $v$ is a positive constant to be specified later. The intention is that by picking $v$ appropriately, $z(\rho, t)$ will serve as an upper bound for

$$
\begin{equation*}
w(\rho, t):=\int_{B\left(0, \rho^{1 / n}\right)} u(x, t) d x \tag{3.18}
\end{equation*}
$$

and therefore, $\|\tilde{u}\|_{\infty}$ will bound $u$ in a neighborhood of the origin.
Under the assumptions made above, let $v=C R^{p} n^{q} \omega_{n}^{1-q} \lambda^{q}$. We claim that $w \leq z$ as long as $z$ is well defined (i.e., until $\tilde{w}(\rho)-\lambda \rho-v\left(t-t_{0}\right)$ has no zeros). By the strong maximum principle, it suffices to prove that $W \leq z$, where

$$
W(\rho, t):=\int_{B\left(0, \rho^{1 / n}\right)} U(x, t) d x
$$

and $U$ is a radially symmetric solution of (1.1) for $t \geq t_{0}$ that satisfies $u\left(x, t_{0}\right) \leq$ $U\left(x, t_{0}\right) \leq\left\|u\left(\cdot, t_{0}\right)\right\|_{\infty}$.

Suppose that $W(\rho, t)>z(\rho, t)$ for some $\rho \in\left[0, R^{n}\right]$ and some $t \geq t_{0}$. Note that by the choice of $\lambda, W\left(\rho, t_{0}\right) \leq z\left(\rho, t_{0}\right)$. Also, $W(0, t)=z(0, t)=0$ and $W\left(R^{n}, t\right)=$ $W\left(R^{n}, t_{0}\right) \leq z\left(R^{n}, t_{0}\right) \leq z\left(R^{n}, t\right)$ for every $t \geq t_{0}$. Thus, there must be some $t_{1}>t_{0}$ and $\rho_{1} \in\left(0, R^{n}\right)$ for which $\zeta:=(W-z) e^{-t}$ satisfies $\zeta\left(\rho_{1}, t_{1}\right)>0$ and $\zeta\left(\rho_{1}, t_{1}\right) \geq \zeta(\rho, t)$ for every $t \in\left[t_{0}, t_{1}\right]$ and every $\rho \in\left[0, R^{n}\right]$. Note that $\left(\rho_{1}, t_{1}\right)$ cannot be a point $\left(\varrho\left(v\left(t_{1}-t_{0}\right)\right), t_{1}\right)$ at which $\zeta$ is not smooth because $W$ is continuously differentiable and the limit of $z_{\rho}\left(\rho, t_{1}\right)$ as $\rho$ approaches $\varrho\left(v\left(t_{1}-t_{0}\right)\right)$ from the left is higher than the corresponding right-hand limit. Hence, it must be the case that

$$
\begin{array}{r}
\zeta_{\rho}\left(\rho_{1}, t_{1}\right)=0 \\
\zeta_{\rho \rho}\left(\rho_{1}, t_{1}\right) \leq 0 \tag{3.20}
\end{array}
$$

and

$$
\begin{equation*}
\zeta_{t}\left(\rho_{1}, t_{1}\right) \geq 0 \tag{3.21}
\end{equation*}
$$

Equation (3.19) implies that

$$
\begin{equation*}
W_{\rho}\left(\rho_{1}, t_{1}\right)=z_{\rho}\left(\rho_{1}, t_{1}\right) \tag{3.22}
\end{equation*}
$$

and (3.20) implies that

$$
\begin{equation*}
W_{\rho \rho}\left(\rho_{1}, t_{1}\right) \leq z_{\rho \rho}\left(\rho_{1}, t_{1}\right) \tag{3.23}
\end{equation*}
$$

But, because $z=\tilde{w}$ for $\rho<\varrho\left(v\left(t_{1}-t_{0}\right)\right)$, and because of the choice of $v$,

$$
\begin{equation*}
z_{t} \geq n^{2} \rho^{2 \gamma} z_{\rho \rho}+n^{q} \omega_{n}^{1-q} \rho^{\gamma} g\left(\rho^{1 / n}\right) z_{\rho}^{q} \tag{3.24}
\end{equation*}
$$

at $\left(\rho_{1}, t_{1}\right)$. Also, the radial symmetry of $W$ implies that

$$
\begin{equation*}
W_{t}=n^{2} \rho^{2 \gamma} W_{\rho \rho}+n^{q} \omega_{n}^{1-q} \rho^{\gamma} g\left(\rho^{1 / n}\right) W_{\rho}^{q} \tag{3.25}
\end{equation*}
$$

Using (3.22)-(3.25) we find that at $\left(\rho_{1}, t_{1}\right)$

$$
\zeta_{t}=-\zeta+\left(W_{t}-z_{t}\right) e^{-t} \leq-\zeta<0
$$

which contradicts (3.21), so $w(\rho, t) \leq z(\rho, t)$ for all $\rho \in\left[0, R^{n}\right]$ and all $t \geq t_{0}$ for which $z$ is defined. As was mentioned above, this implies that $u$ does not blow up in this time interval.

Note that the length of this time interval past $t_{0}$ on which $u$ is guaranteed not to blow up is proportional to $G[\tilde{w}]$ (because of the convexity of $-\tilde{w}$ ) and inversely proportional to $v$. Letting $\tilde{u} \rightarrow u_{c}$ (and, therefore, $\tilde{w} \rightarrow w_{c}$ ) and using Lemma 3.2 (which estimates $G\left[w_{c}\right]$ ), we find that

$$
\begin{equation*}
T-t_{0} \geq \tilde{C}\left\|u\left(\cdot, t_{0}\right)\right\|_{\infty}^{\mu-q} \tag{3.26}
\end{equation*}
$$

for some constant $\tilde{C}$ (independent of $t_{0}$ ), if $\left\|u\left(\cdot, t_{0}\right)\right\|_{\infty}$ is sufficiently large. It is not hard to see that (by possibly decreasing $\tilde{C}$ ) we can get (3.26) to hold for $t_{0}$ bounded away from $T$ as well, so (3.26) holds for all $t_{0} \geq 0$. Replacing $t_{0}$ by $t$ and rewriting (3.26) we get (1.5) and (1.6).

Now, suppose that the hypothesis of radial symmetry for $u$ is added. Let $w$ be defined as in (3.18). By part 1 of Lemma 3.1, $Q:=r^{n-1}\left(u_{r}+u^{q} g(r)\right)$ is bounded by a constant $v$, and a calculation shows that $w_{t}=Q$. Using this fact, an improved lower bound on the size of the remaining interval existence until blowup can be obtained in much the same way as the previous bound. In particular, we can define $z$ as previously but pick $v$ in the definition of $z$ to be equal to the constant that bounds $Q$. An argument similar to the one used before implies that $w \leq z$ as long as $z$ is defined; the only difference is that for $\rho>\varrho\left(v\left(t_{1}-t_{0}\right)\right)$, the inequality (3.24) no longer holds, so we use the fact that the constant $v$ bounds $w_{t}$ in place of the combination of (3.24) and (3.25) to conclude directly that $z_{t} \geq w_{t}$ for such $\rho$. Since $v$ is now independent of $\lambda$, we obtain

$$
T-t_{0} \geq \tilde{C}\left\|u\left(\cdot, t_{0}\right)\right\|_{\infty}^{\mu}
$$

in place of (3.26). The estimate (1.5) with (1.7) is an immediate consequence.
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Abstract. Let

$$
F_{n}(x ; c)=\left(\Psi^{(n)}(x)\right)^{2}-c \Psi^{(n-1)}(x) \Psi^{(n+1)}(x) \quad(x>0)
$$

where $\Psi$ denotes the logarithmic derivative of the gamma function, $n \geq 2$ is an integer, and $c$ is a real number. The authors prove that the function $x \mapsto F_{n}(x ; \alpha)$ is strictly completely monotonic on $(0, \infty)$ if and only if $\alpha \leq(n-1) / n$, while $x \mapsto-F_{n}(x ; \beta)$ is strictly completely monotonic on $(0, \infty)$ if and only if $\beta \geq n /(n+1)$.
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1. Introduction. The psi (or digamma) function $\Psi$ is defined for all positive real numbers $x$ by

$$
\Psi(x)=\Gamma^{\prime}(x) / \Gamma(x)=-C+\sum_{i=0}^{\infty}\left(\frac{1}{1+i}-\frac{1}{x+i}\right)
$$

where $\Gamma$ denotes Euler's gamma function and $C=0.5772 \ldots$ is Euler's constant. $\Psi$ and its derivatives are called polygamma functions.

Polygamma functions arise naturally in the study of beta distributions-probability models for random variables restricted to $[0,1]$. There, geometric properties, such as concavity, assist in determining the uniqueness of maximum likelihood estimates.

Several important inequalities involving the polygamma functions have been obtained in the recent past (cf. [2], [3], [4], [5], [10], [11], [12], [13], [14], [15]). The following inequality was given by S.Y. Trimble, J. Wells, and F.T. Wright [17] in 1989:

$$
\begin{equation*}
\frac{1}{2} \Psi^{\prime}(x) \Psi^{\prime \prime \prime}(x) \leq\left(\Psi^{\prime \prime}(x)\right)^{2} \quad(x>0) \tag{1.1}
\end{equation*}
$$

The authors, however, did not give a proof for (1.1). They only remarked that "a rather tedious argument" [17, p. 1257] is necessary to establish this inequality. Recently, B.J. English and G. Rousseau [7, Prop. 1] presented a short proof for (1.1) (with " $<$ " instead of " $\leq$ ") and used this result to establish monotonicity properties of certain harmonic sums.

It is natural to look for an extension of (1.1) involving $\Psi^{(n)}$. The direction of our investigation is suggested by the inequality

$$
\begin{equation*}
\left(\Psi^{(n)}(x)\right)^{2} \leq \Psi^{(n-1)}(x) \Psi^{(n+1)}(x) \quad(x>0 ; n=2,3, \ldots) \tag{1.2}
\end{equation*}
$$

[^88]which follows from a result of A.M. Fink [9, Thm. 1]. For $n=2$, this provides a converse version of inequality (1.1).

In this paper we establish sharp upper and lower bounds, depending only on $n$, for the ratio

$$
\frac{\left(\Psi^{(n)}(x)\right)^{2}}{\Psi^{(n-1)}(x) \Psi^{(n+1)}(x)} \quad(x>0 ; n=2,3, \ldots)
$$

In particular, we obtain a generalization of (1.1) and a refinement of (1.2).
Our approach is based on the observation that many inequalities involving $\Psi^{(n)}$ flow from monotonicity properties of functions connected with the psi function. Indeed, in many cases it is shown that these functions are not only monotonic but actually completely monotonic (cf. [2], [3], [5], [12], [16]).

A function $f$ is said to be completely monotonic on an interval $I$, if $f \in C^{\infty}(I)$ and

$$
\begin{equation*}
(-1)^{k} f^{(k)}(x) \geq 0 \tag{1.3}
\end{equation*}
$$

for all $x \in I$ and for all integers $k \geq 0$. If inequality (1.3) is strict for all $x \in I$ and for all $k \geq 0$, then $f$ is said to be strictly completely monotonic on $I$.

Completely monotonic functions play an important role in physics, numerical analysis, probability theory, and in other fields (cf. [6], [8], [16], [19]). An exposition of the most interesting properties on completely monotonic functions can be found in [18].

The main purpose of this paper is to present new completely monotonic functions which involve the polygamma functions. More precisely, we consider the function

$$
F_{n}(x ; c)=\left(\Psi^{(n)}(x)\right)^{2}-c \Psi^{(n-1)}(x) \Psi^{(n+1)}(x) \quad(x>0)
$$

where $n \geq 2$ is an integer and $c$ is a real number, and we determine all real numbers $\alpha$ and $\beta$ such that $x \mapsto F_{n}(x ; \alpha)$ and $x \mapsto-F_{n}(x ; \beta)$ are strictly completely monotonic on $(0, \infty)$.
2. Main result. Our main result is the following theorem.

THEOREM 2.1. Let $n \geq 2$ be an integer, and let $\alpha$ and $\beta$ be real numbers. The function

$$
x \mapsto F_{n}(x ; \alpha)
$$

is strictly completely monotonic on $(0, \infty)$ if and only if

$$
\alpha \leq(n-1) / n
$$

and

$$
x \mapsto-F_{n}(x ; \beta)
$$

is strictly completely monotonic on $(0, \infty)$ if and only if

$$
\beta \geq n /(n+1)
$$

The proof of this theorem needs the following technical lemma.

Lemma 2.2. For any fixed integer $n \geq 2$, let

$$
I_{n}(a)=\int_{0}^{1}\left[(2 n-1) x^{2}-1\right] f_{n}(a(1-x)) f_{n}(a(1+x)) d x
$$

where

$$
f_{n}(t)=t^{n-1} /\left(1-e^{-t}\right)
$$

Then $I_{n}(a)<0$ for all $a>0$.
Proof. Let

$$
h_{n}(x)=\left[(2 n-1) x^{2}-1\right]\left(1-x^{2}\right)^{n-2}
$$

and

$$
u(x ; a)=\frac{a(1-x)}{1-e^{-a(1-x)}} \frac{a(1+x)}{1-e^{-a(1+x)}}
$$

Then

$$
\begin{equation*}
I_{n}(a)=a^{2(n-2)} \int_{0}^{1} h_{n}(x) u(x ; a) d x \tag{2.1}
\end{equation*}
$$

Now, we show that $x \mapsto u(x ; a)$ is strictly decreasing on $(0,1)$. In order to prove that

$$
\frac{\partial}{\partial x} u(x ; a)<0 \quad(0<x<1 ; a>0)
$$

we define

$$
v(x ; a)=\log u(x ; a)
$$

Then we have

$$
\frac{\partial}{\partial x} v(x ; a)=a[w(a(1+x))-w(a(1-x))]
$$

where

$$
w(z)=\frac{1}{z}-\frac{1}{e^{z}-1} .
$$

Since

$$
\frac{d}{d z} w(z)=\left[\left(\frac{z}{2}\right)^{2}-\left(\sinh \frac{z}{2}\right)^{2}\right] /\left(z \sinh \frac{z}{2}\right)^{2}<0 \quad \text { for } z>0
$$

and since $0<a(1-x)<a(1+x)$ we have

$$
w(a(1+x))<w(a(1-x))
$$

so that

$$
\frac{\partial}{\partial x} u(x ; a)=u(x, a) \frac{\partial}{\partial x} v(x ; a)<0
$$

and, hence,

$$
\begin{equation*}
h_{n}(x) u(x ; a)<h_{n}(x) u\left((2 n-1)^{-1 / 2} ; a\right) \tag{2.2}
\end{equation*}
$$

for $0<x<1, x \neq(2 n-1)^{-1 / 2}, a>0$. From (2.1), (2.2), and

$$
\int_{0}^{1} h_{n}(x) d x=\left[-x\left(1-x^{2}\right)^{n-1}\right]_{0}^{1}=0
$$

it follows that

$$
I_{n}(a)<a^{2(n-2)} u\left((2 n-1)^{-1 / 2} ; a\right) \int_{0}^{1} h_{n}(x) d x=0
$$

Proof of Theorem 2.1. First we show that

$$
x \mapsto F_{n}(x ;(n-1) / n)
$$

is strictly completely monotonic on $(0, \infty)$. From the series representation

$$
\begin{equation*}
(-1)^{m+1} \Psi^{(m)}(x)=m!\sum_{i=0}^{\infty} \frac{1}{(x+i)^{m+1}} \quad(x>0 ; m=1,2, \ldots) \tag{2.3}
\end{equation*}
$$

we obtain for $x>0$ and $n \geq 2$ :

$$
\begin{equation*}
(-1)^{n} \Psi^{(n-1)}(x)=\int_{0}^{\infty} e^{-x t} f_{n}(t) d t \tag{2.4}
\end{equation*}
$$

where $f_{n}$ is as in Lemma 2.2 (cf. [1, p. 260]). Differentiation leads to

$$
\begin{equation*}
(-1)^{n+1} \Psi^{(n)}(x)=\int_{0}^{\infty} e^{-x t} t f_{n}(t) d t \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
(-1)^{n+2} \Psi^{(n+1)}(x)=\int_{0}^{\infty} e^{-x t} t^{2} f_{n}(t) d t \tag{2.6}
\end{equation*}
$$

It follows from (2.4), (2.5), and (2.6) that

$$
\begin{align*}
F_{n}(x ;(n-1) / n)= & {\left[(-1)^{n+1} \Psi^{(n)}(x)\right]^{2} } \\
& -\frac{n-1}{n}\left[(-1)^{n} \Psi^{(n-1)}(x)(-1)^{n+2} \Psi^{(n+1)}(x)\right]  \tag{2.7}\\
= & \int_{0}^{\infty} e^{-x t} g_{n}(t) d t
\end{align*}
$$

where

$$
g_{n}(t)=\left(t f_{n}(t) * t f_{n}(t)\right)-\frac{n-1}{n}\left(f_{n}(t) * t^{2} f_{n}(t)\right)
$$

and * denotes the Laplace convolution. We have

$$
g_{n}(t)=\int_{0}^{t}\left(t-\frac{2 n-1}{n} s\right) s f_{n}(t-s) f_{n}(s) d s
$$

Let $s=\frac{t}{2}(1+x)$. Then

$$
g_{n}(t)=\frac{t^{3}}{8 n} \int_{-1}^{1}\left[1-2(n-1) x-(2 n-1) x^{2}\right] f_{n}\left(\frac{t}{2}(1-x)\right) f_{n}\left(\frac{t}{2}(1+x)\right) d x
$$

Since $x \mapsto x f_{n}\left(\frac{t}{2}(1-x)\right) f_{n}\left(\frac{t}{2}(1+x)\right)$ is an odd function, we obtain

$$
\begin{aligned}
g_{n}(t) & =\frac{t^{3}}{8 n} \int_{-1}^{1}\left[1-(2 n-1) x^{2}\right] f_{n}\left(\frac{t}{2}(1-x)\right) f_{n}\left(\frac{t}{2}(1+x)\right) d x \\
& =-\frac{t^{3}}{4 n} I_{n}\left(\frac{t}{2}\right)
\end{aligned}
$$

where $I_{n}$ is as in Lemma 2.2. Hence, it follows from Lemma 2.2 and (2.7) that

$$
(-1)^{k} \frac{d^{k}}{d x^{k}} F_{n}(x ;(n-1) / n)=\int_{0}^{\infty} e^{-x t} t^{k} g_{n}(t) d t>0 \quad(x>0 ; k=0,1 \ldots)
$$

This proves that $x \mapsto F_{n}(x ;(n-1) / n)$ is strictly completely monotonic on $(0, \infty)$.
The series representation (2.3) implies that $(-1)^{m+1} \Psi^{(m)}(m \geq 1)$ is strictly completely monotonic on $(0, \infty)$. Since the sum and the product of two strictly completely monotonic functions are also strictly completely monotonic, we get from

$$
\begin{aligned}
F_{n}(x ; \alpha)= & F_{n}(x ;(n-1) / n) \\
& +((n-1) / n-\alpha)(-1)^{n} \Psi^{(n-1)}(x)(-1)^{n+2} \Psi^{(n+1)}(x)
\end{aligned}
$$

that $x \mapsto F_{n}(x ; \alpha)$ is strictly completely monotonic on $(0, \infty)$ if $\alpha \leq(n-1) / n$.
Conversely, if $x \mapsto F_{n}(x ; \alpha)$ is strictly completely monotonic on $(0, \infty)$, then we obtain

$$
\begin{equation*}
\alpha<\left(\Psi^{(n)}(x)\right)^{2} /\left[\Psi^{(n-1)}(x) \Psi^{(n+1)}(x)\right] \quad(x>0) \tag{2.8}
\end{equation*}
$$

From the asymptotic expansion

$$
\begin{aligned}
\Psi^{(m)}(x) \sim(-1)^{m-1}\left[\frac{(m-1)!}{x^{m}}+\frac{m!}{2 x^{m+1}}+\right. & \left.\sum_{k=1}^{\infty} B_{2 k} \frac{(2 k+m-1)!}{(2 k)!x^{2 k+m}}\right] \\
& (x \rightarrow \infty ; m=1,2, \ldots)
\end{aligned}
$$

(cf. [1, p. 260]), we conclude

$$
\lim _{x \rightarrow \infty} x^{m} \Psi^{(m)}(x)=(-1)^{m-1}(m-1)!
$$

and, hence,

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{\left(\Psi^{(n)}(x)\right)^{2}}{\Psi^{(n-1)}(x) \Psi^{(n+1)}(x)}=\frac{n-1}{n} \tag{2.9}
\end{equation*}
$$

so that (2.8) and (2.9) imply $\alpha \leq(n-1) / n$.
Next, we prove that

$$
x \mapsto-F_{n}(x ; n /(n+1))
$$

is strictly completely monotonic on $(0, \infty)$. From (2.3) and Lagrange's identity (cf. [15, p. 41]), we obtain

$$
\begin{aligned}
-F_{n}(x ; n /(n+1))= & (n /(n+1)) \Psi^{(n-1)}(x) \Psi^{(n+1)}(x)-\left(\Psi^{(n)}(x)\right)^{2} \\
= & (n!)^{2}\left[\sum_{i=0}^{\infty}(x+i)^{-n} \sum_{i=0}^{\infty}(x+i)^{-n-2}\right. \\
& \left.-\left(\sum_{i=0}^{\infty}(x+i)^{-n-1}\right)^{2}\right] \\
= & (n!)^{2} \sum_{i=0}^{\infty} \sum_{j=i+1}^{\infty}(j-i)^{2}[(x+i)(x+j)]^{-n-2}
\end{aligned}
$$

Hence, for all integers $k \geq 0$,

$$
\begin{aligned}
& (-1)^{k} \frac{d^{k}}{d x^{k}}\left(-F_{n}(x ; n /(n+1))\right) \\
& \quad=(n!)^{2} \sum_{i=0}^{\infty} \sum_{j=i+1}^{\infty}(j-i)^{2} \sum_{r=0}^{k}\binom{k}{r}(x+i)^{-n-2-r}(x+j)^{-n-2-k+r} \\
& \quad \times \prod_{s=0}^{r-1}(n+2+s) \prod_{s=0}^{k-r-1}(n+2+s)>0 \quad(x>0)
\end{aligned}
$$

The representation

$$
\begin{aligned}
-F_{n}(x ; \beta)= & -F_{n}(x ; n /(n+1)) \\
& +(\beta-n /(n+1))(-1)^{n} \Psi^{(n-1)}(x)(-1)^{n+2} \Psi^{(n+1)}(x)
\end{aligned}
$$

implies that $x \mapsto-F_{n}(x ; \beta)$ is strictly completely monotonic on $(0, \infty)$ if $\beta \geq n /(n+1)$.
Finally, we assume that $x \mapsto-F_{n}(x ; \beta)$ is strictly completely monotonic on $(0, \infty)$. Then we obtain

$$
\begin{equation*}
\left(\Psi^{(n)}(x)\right)^{2} /\left[\Psi^{(n-1)}(x) \Psi^{(n+1)}(x)\right]<\beta \quad(x>0) \tag{2.10}
\end{equation*}
$$

Using the identity

$$
\begin{equation*}
\Psi^{(m)}(x)=\Psi^{(m)}(x+1)+(-1)^{m+1} m!x^{-m-1} \quad(x>0 ; m=0,1, \ldots) \tag{2.11}
\end{equation*}
$$

we conclude

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{\left(\Psi^{(n)}(x)\right)^{2}}{\Psi^{(n-1)}(x) \Psi^{(n+1)}(x)}=\frac{n}{n+1} \tag{2.12}
\end{equation*}
$$

From (2.10) and (2.12) we obtain $\beta \geq n /(n+1)$. This completes the proof of the theorem.

As an immediate consequence of the theorem and the limit relations (2.9) and (2.12) we get sharp bounds for the ratio

$$
\left(\Psi^{(n)}(x)\right)^{2} /\left[\Psi^{(n-1)}(x) \Psi^{(n+1)}(x)\right] .
$$

Corollary 2.3. Let $n \geq 2$ be an integer. Then for all positive real numbers $x$,

$$
\begin{equation*}
\frac{n-1}{n}<\frac{\left(\Psi^{(n)}(x)\right)^{2}}{\Psi^{(n-1)}(x) \Psi^{(n+1)}(x)}<\frac{n}{n+1} \tag{2.13}
\end{equation*}
$$

Both bounds are best possible.
Remark 2.4. The series representation (2.3) and the left-hand inequality of (2.13) lead to an inequality for infinite series, which can be considered as a converse of the Cauchy-Schwarz inequality:

$$
\begin{align*}
\frac{n^{2}-1}{n^{2}} \sum_{i=0}^{\infty}(x+i)^{-n} \sum_{i=0}^{\infty}(x+i)^{-n-2}< & \left(\sum_{i=0}^{\infty}(x+i)^{-n-1}\right)^{2}  \tag{2.14}\\
& (x>0 ; n=2,3, \ldots)
\end{align*}
$$

From (2.9) we conclude that the constant factor $\left(n^{2}-1\right) / n^{2}$ is best possible. The special case $n=2$ (with " $\leq$ " instead of " $<$ ") was given in [17] without a proof. We note that slight modifications in the proof of Theorem 2.1 reveal that inequality (2.14) holds for all real numbers $n>1$.

It was mentioned in [17] that inequality (1.1) implies the convexity of $1 / \Psi^{\prime}$ on $(0, \infty)$. This result can be generalized.

Corollary 2.5. Let

$$
f_{n}(x ; c)=\left((-1)^{n+1} \Psi^{(n)}(x)\right)^{c} \quad(x>0)
$$

where $n \geq 1$ is an integer and $c$ is a real number. The function $x \mapsto f_{n}(x ; \alpha)$ is strictly convex on $(0, \infty)$ if and only if $\alpha \leq-1 / n$ or $\alpha>0$, while $x \mapsto f_{n}(x ; \beta)$ is strictly concave on $(0, \infty)$ if and only if $-1 /(n+1) \leq \beta<0$.

Proof. Let $\alpha \neq 0$ and $x>0$; we have

$$
\begin{align*}
& \frac{1}{\alpha}\left(\Psi^{(n+1)}(x)\right)^{-2}\left(f_{n}(x ; \alpha)\right)^{-1+2 / \alpha} \frac{\partial^{2}}{\partial x^{2}} f_{n}(x ; \alpha)  \tag{2.15}\\
& =\alpha-1+\Psi^{(n)}(x) \Psi^{(n+2)}(x)\left(\Psi^{(n+1)}(x)\right)^{-2} .
\end{align*}
$$

If $\alpha \leq-1 / n$, then we conclude from the first inequality of (2.13) that the expression on the right-hand side of (2.15) is negative. And, if $\alpha>0$, then the second inequality of (2.13) implies that the right-hand side of (2.15) is positive. In both cases we obtain

$$
\frac{\partial^{2}}{\partial x^{2}} f_{n}(x ; \alpha)>0
$$

Now, let $x \mapsto f_{n}(x ; \alpha)$ be strictly convex on $(0, \infty)$. Then we have

$$
\begin{align*}
f_{n}(\delta x+(1-\delta) y ; \alpha)<\delta f_{n} & (x ; \alpha)+(1-\delta) f_{n}(y ; \alpha)  \tag{2.16}\\
& (x, y>0, x \neq y ; 0<\delta<1)
\end{align*}
$$

We assume (for a contradiction) that $\alpha \in(-1 / n, 0)$. If we multiply both sides of (2.16) by $x^{n \alpha}$ and let $x$ tend to $\infty$, then we get $\delta^{-n \alpha}((n-1)!)^{\alpha} \leq \delta((n-1)!)^{\alpha}$, which implies $\alpha \leq-1 / n$.

Similarly, we can prove that $x \mapsto f_{n}(x ; \beta)$ is strictly concave on $(0, \infty)$ if and only if $-1 /(n+1) \leq \beta<0$. We omit the details.

Remark 2.6. If a function $f$ is strictly convex on $(0, \infty)$ and satisfies $\lim _{x \rightarrow 0} f(x)=$ 0 , then $f$ is strictly superadditive, that is, we have

$$
f(x)+f(y)<f(x+y) \quad(x, y>0)
$$

(cf. [17]). From (2.11) we obtain $\lim _{x \rightarrow 0}(-1)^{m+1} \Psi^{(m)}(x)=\infty(m \geq 0)$. This implies that the functions $\left((-1)^{n+1} \Psi^{(n)}\right)^{\alpha}(n \geq 1 ; \alpha \leq-1 / n)$ and $-\left((-1)^{n+1} \Psi^{(n)}\right)^{\beta}(n \geq$ $1 ;-1 /(n+1) \leq \beta<0)$ are strictly superadditive on $(0, \infty)$. Hence, we get the following bounds for $(-1)^{n+1} \Psi^{(n)}(x+y)$ :

$$
\begin{aligned}
& {\left[\left((-1)^{n+1} \Psi^{(n)}(x)\right)^{\beta}+\left((-1)^{n+1} \Psi^{(n)}(y)\right)^{\beta}\right]^{1 / \beta}} \\
& \quad<(-1)^{n+1} \Psi^{(n)}(x+y) \\
& \quad<\left[\left((-1)^{n+1} \Psi^{(n)}(x)\right)^{\alpha}+\left((-1)^{n+1} \Psi^{(n)}(y)\right)^{\alpha}\right]^{1 / \alpha} \\
& (x, y>0 ; n=1,2, \ldots ; \alpha \leq-1 / n,-1 /(n+1) \leq \beta<0) .
\end{aligned}
$$
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#### Abstract

We study systems of conservation laws which belong to the Temple class. Some algebraic formulas are derived and used to integrate the Cauchy problem. In particular, the method of characteristics is extended to the case of a system of two coupled equations.
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Introduction. This paper deals with $n \times n$ systems of conservation law,

$$
\begin{aligned}
u_{t}+f(u)_{x} & =0, \quad t>0 \\
u(x, 0) & =u_{0}(x)
\end{aligned}
$$

which belong to the Temple class [19]. A system of the Temple class is defined by the following algebraic requirements:

- It is strictly hyperbolic and diagonalizable.
- Its characteristic hypersurfaces are included in hyperplanes.

Examples of such systems arise in the study of nonlinear motion in elastic strings, or multicomponent chromatography. From a mathematical point of view, the main interest of Temple systems is that no secondary waves can be generated by interaction.

The Temple class has been studied by numerous authors (see [17] for a survey), and most of the scalar theory has been generalized to that frame. The reader may refer to [2], [3], [4], [5], [6], [11], [14], and [15] for existence and uniqueness results. However, unlike the scalar case, no system ( $n \geq 2$ ) has been integrated explicitly. The aim of this paper is to give integration formulas. Our main result can be stated as follows.
for a "general" $2 \times 2$ system of the Temple class (we mainly exclude uncoupled equations), if two characteristics issued from two given points of the real axis happen to intersect, then the location of the intersection can be computed by a quadrature of the initial data and the inversion of a linear system.

Our method is valid for piecewise smooth solutions and can therefore be used after the formation of shocks.

This paper is divided into seven parts. The second part is introductory. The third contains the algebraic part of our study (Theorem 2.4). We give some properties related to functions $f(u)-\lambda_{i}(u) u$ and, in particular, establish by a new proof that systems of the Temple class are semi-Hamiltonian. Various consequences of Theorem 2.4 are presented in part four, including a statement on the generic smoothness of admissible solutions. Next, we give an explicit formula for the infinitesimal displacement of characteristics. The sixth part is devoted to our explicit integration formula

[^89]for the $2 \times 2$ systems. Last, we discuss a generalized Lax formula (introduced in [2]) in term of saddle points.

1. Definitions and notations. First results. Let $D$ be a domain of $\mathbb{R}^{n}$, and let $f: D \rightarrow \mathbb{R}^{n}$ be a smooth function. For $u \in D$, we denote by $A(u)$ the Jacobian matrix of $f(u)$. Throughout this paper, we assume that the system of conservation laws with initial data $u_{0}: D \rightarrow \mathbb{R}^{n}$,

$$
\begin{align*}
u_{t}+f(u)_{x} & =0, \quad x \in \mathbb{R}, \quad t>0  \tag{1.1}\\
u(x, 0) & =u_{0}(x), \quad x \in \mathbb{R} \tag{1.2}
\end{align*}
$$

is strictly hyperbolic (i.e., the eigenvalues of $A(u)$ are real and simple). The eigenvalues of $A(u)$ are indexed in a natural fashion: $\lambda_{1}(u)<\cdots<\lambda_{n}(u)$. We denote by $r_{i}(u)$ (resp., $\left.l_{i}(u)\right)(1 \leq i \leq n)$ a right eigenvector (resp., a left eigenvector) of $A(u)$ associated with $\lambda_{i}(u)$. Without loss of generality, we can assume that $\left(l_{1}(u), \cdots, l_{n}(u)\right)$ is the dual basis of $\left(r_{1}(u), \cdots, r_{n}(u)\right)$, i.e., the basis of (co)vectors satisfying $<l_{i}(u), r_{j}(u)>=\delta_{i j}$. Last, recall that a function $w_{i}: D \rightarrow \mathbb{R}(1 \leq i \leq n)$ is a (strict) i-Riemann invariant of system 1.1 if

$$
\begin{array}{ll}
\text { (a) } \forall u \in D, & d w_{i}(u) \wedge l_{i}(u)=0 \\
\text { (b) } & \forall u \in D, \\
d w_{i}(u) \neq 0
\end{array}
$$

We now give a definition of the Temple class.
Definition 1.1. (1) Let $i \in\{1, \ldots, n\}$. We say that the $i$ th characteristic field of system 1.1 is a Temple field if
(i) there exists a (strict) i-Riemann invariant.
(ii) for any $s \in \mathbb{R}$, the level sets $H_{i}(s)=\left\{u \in D / w_{i}(u)=s\right\}$ are (linear) affine submanifolds in the $u$-space $D$.
(2) We say that system 1.1 belongs to the Temple class if any of its characteristic fields is a Temple field.

Example 1. (a) Any conservation law $(n=1)$ belongs to the Temple class.
(b) The system of isotachophoresis can be written as (see [2])

$$
\partial_{t} u_{i}+\partial_{x}\left(\frac{a_{i} u_{i}}{m}\right)=0, \quad m=\sum_{i=1}^{n} u_{i}
$$

where $a_{i}$ are positive constants. We assume that $a_{1}<a_{2}<\cdots<a_{n}$ and set $D=$ $\left(\mathbb{R}_{+}^{*}\right)^{n}$. The linear function $w_{1}(u)=\sum_{i=1}^{n}\left(u_{i} / a_{i}\right)$ is a Riemann invariant associated with the eigenvalue $\lambda_{1}=0$. For any $i \in\{2, \cdots, n\}$, there exists a smooth function $w_{i}$ with values in $] a_{i-1}, a_{i}[$ such that

$$
\forall u \in D, \quad \sum_{j=1}^{n} \frac{u_{j}}{a_{j}-w_{i}(u)}=0
$$

Function $w_{i}$ is a Riemann invariant associated with the eigenvalue $\lambda_{i}=w_{i} / m$. Moreover, $m=w_{1}\left(a_{1} \ldots a_{n}\right) /\left(w_{2} \ldots w_{n}\right)$. The characteristic hypersurfaces are given by $H_{i}(s)=\left\{u \in D / \sum_{j=1}^{n}\left(u_{j}\right) /\left(a_{j}-s\right)=0\right\}$, with $\left.s \in\right] a_{i-1}, a_{i}[(i \in\{2, \ldots, n\})$. Therefore, the general system of isotachophoresis belongs to the Temple class. Last, choosing $l_{i}(u)=\left(\left(w_{i}(u)-a_{1}\right)^{-1}, \ldots,\left(w_{i}(u)-a_{n}\right)^{-1}\right)$ as a left eigenvector $(i \in\{2, \ldots, n\})$, we notice that for any $u \in D, l_{i}(u) \cdot u=0$ and $l_{i}(u) \cdot f(u)=-1(i \in\{2, \ldots, n\})$. Hence,
the previous quantities are independent of the $w_{j}(j \in\{1, \ldots, n\})$. See Proposition 2.2 below.
(c) Let $n=2, \mathcal{U}=] 0,+\infty\left[\times \mathbb{R}, \phi \in C^{1}(\mathcal{U}, \mathbb{R})\right.$, and $D=\left\{u \in \mathcal{U}, \sum_{j=1}^{2}\left(\partial \Phi / \partial u_{j}\right)(u) u_{j}\right.$ $\neq 0\}$. The Keyfitz-Kranzer system

$$
u_{t}+(\phi(u) u)_{x}=0
$$

has one Temple field. In fact, the speed $\lambda=\phi$ is associated with the Riemann invariant $\theta=\arctan \left(u_{2} / u_{1}\right)$. Hence, the characteristic sets $\theta=$ cte are included in straight lines.

From now on, in order to simplify the statements, we assume that system 1.1 belongs to the Temple class. Nevertheless (except in Theorem 3.1 and Proposition 5.2) we may assume that one single field is Temple and state our results "field by field."
2. Systems of the Temple class are semi-Hamiltonian. Systems of the Temple class are conservative and endowed with a complete set of (strict) Riemann invariants, i.e., they are semi-Hamiltonian (see [16] or [20]). Hence, there exist functions $N_{i}: D \rightarrow \mathbb{R}_{+}^{*}(i \in\{1, \ldots, n\})$ with the following properties:

$$
\forall u \in D, \quad \forall j \in\{1, \ldots, n\} \backslash\{i\}, \quad\left(N_{i} \frac{\partial \lambda_{i}}{\partial w_{j}}\right)(u)=\left(\left(\lambda_{j}-\lambda_{i}\right)\left(\frac{\partial N_{i}}{\partial w_{j}}\right)\right)(u)
$$

Expressions of functions $N_{i}$ are given in [15]. We shall derived these formulae by different means. First, we recall some formal consequences of Definition 1.1.
2.1. Definition of functions $\boldsymbol{m}_{\boldsymbol{i}}$ and $\boldsymbol{q}_{\boldsymbol{i}}(\boldsymbol{i} \in\{1, \ldots, n\})$. Results of this section are classical (see, for example, [5] or [15]). We fix $i \in\{1, \ldots, n\}$ and notice that function $l_{i}$ (up to a scalar multiplicative function) is constant along each characteristic hyperplane $H_{i}(a)=\left\{u \in D / w_{i}(u)=a\right\}, a \in \mathbb{R}$ (cf. Definition 1.1). Hence, we may write $l_{i}\left(w_{i}(u)\right)$ instead of $l_{i}(u)$.

Lemma 2.1. Assume that system 1.1 belongs to the Temple class. The following assertion holds $(i \in\{1, \ldots, n\})$ :

$$
\forall(u, v) \in D^{2}, \quad l_{i}\left(w_{i}(u)\right) \cdot(u-v)=0 \Longrightarrow l_{i}\left(w_{i}(u)\right) \cdot(f(u)-f(v))=0
$$

Proof. Equality $l_{i}\left(w_{i}(v)\right) \cdot(u-v)=0$ is nothing but $v \in H_{i}\left(w_{i}(u)\right)$. We also have $u \in H_{i}\left(w_{i}(u)\right)$. Therefore, for any $s \in[0,1], v+s(u-v) \in H_{i}\left(w_{i}(u)\right)$ and

$$
\begin{aligned}
l_{i}\left(w_{i}(u)\right) \cdot[f(u)-f(v)] & =\int_{0}^{1} l_{i}\left(w_{i}(u)\right) \cdot A(v+s(u-v)) \cdot(u-v) d s \\
& =\int_{0}^{1} \lambda_{i}(v+s(u-v)) l_{i}\left(w_{i}(u)\right) \cdot(u-v) d s=0
\end{aligned}
$$

We deduce from Lemma 2.1 the following proposition.
Proposition 2.2. Assume that system 1.1 belongs to the Temple class. Then, for any $i \in\{1, \ldots, n\}$, there exist smooth functions $m_{i}: w_{i}(D) \rightarrow \mathbb{R}$ and $q_{i}: w_{i}(D) \rightarrow \mathbb{R}$ such that

$$
\forall u \in D, \quad m_{i}\left(w_{i}(u)\right)=l_{i}\left(w_{i}(u)\right) \cdot u \quad \text { and } \quad q_{i}\left(w_{i}(u)\right)=l_{i}\left(w_{i}(u)\right) \cdot f(u)
$$

Proof. Due to Definition 1.1, for any $u \in D$ and $v \in H_{i}\left(w_{i}(u)\right), l_{i}(u)$ is orthogonal to $v-u$, i.e.,

$$
w_{i}(u)=w_{i}(v) \Longrightarrow l_{i}\left(w_{i}(u)\right) \cdot u=l_{i}\left(w_{i}(v)\right) \cdot v,
$$

and it follows that $l_{i}\left(w_{i}(u)\right) \cdot u$ is a function of $w_{i}(u)$ alone. We set $m_{i}\left(w_{i}(u)\right)=$ $l_{i}\left(w_{i}(u)\right) \cdot u$. Similarly, due to Lemma 2.1, $l_{i}\left(w_{i}(u)\right) \cdot f(u)$ is a function of $w_{i}(u)$ alone. We set $q_{i}\left(w_{i}(u)\right)=l_{i}\left(w_{i}(u)\right) \cdot f(u)$. Functions $m_{i}$ and $q_{i}$ are smooth.

From now on, we note $m_{i}\left(w_{i}\right)$, instead of $m_{i}\left(w_{i}(u)\right), q_{i}\left(w_{i}\right)$ instead of $q_{i}\left(w_{i}(u)\right)$, etc.
2.2. Functions $\boldsymbol{N}_{\boldsymbol{i}}$. Expressions of functions $N_{i}$ are given in Theorem 2.4. First we need a lemma.

Lemma 2.3. $\forall u \in D, \forall i \in\{1, \ldots, n\}, l_{i}^{\prime}\left(w_{i}\right) \cdot u-m_{i}^{\prime}\left(w_{i}\right) \neq 0$.
Proof. Assume that $l_{i}^{\prime}\left(w_{i}\left(u_{0}\right)\right) \cdot u_{0}=m_{i}^{\prime}\left(w_{i}\left(u_{0}\right)\right)$ for some point $u_{0} \in D$ and some index $i \in\{1, \ldots, n\}$. Differentiating the expression of $m_{i}$, with respect to $w_{i}$, we find that

$$
\forall u \in D, \quad l_{i}^{\prime}\left(w_{i}\right) \cdot u-m_{i}^{\prime}\left(w_{i}\right)+l_{i}\left(w_{i}\right) \frac{\partial u}{\partial w_{i}}=0 .
$$

Therefore $\left(l_{i}\left(w_{i}\right) \cdot\left(\partial u / \partial w_{i}\right)\right)\left(u_{0}\right)=0$. Next, equality $d w_{j}(u) \wedge l_{j}(u)=0$ implies that $\left(l_{j}\left(w_{j}\right) \cdot\left(\partial u / \partial w_{i}\right)\right)(u)=0$ for any $j \neq i$ and $u \in D$. Finally, $\left(\partial u / \partial w_{i}\right)\left(u_{0}\right)=0$, which is impossible since $u \mapsto\left(w_{1}(u), w_{2}(u), \cdots, w_{n}(u)\right)$ is a local diffeomorphism.

From now on, we assume (changing function $l_{i}$ into $-l_{i}$ if necessary) that

$$
\forall u \in D, \quad \forall i \in\{1, \ldots, n\}, \quad m_{i}^{\prime}\left(w_{i}\right)-l_{i}^{\prime}\left(w_{i}\right) \cdot u>0 .
$$

The following theorem is the first step in our method of characteristics.
Theorem 2.4. (a) $\forall u \in D, \forall i \in\{1, \ldots, n\}$,

$$
\left\{\begin{aligned}
l_{i}\left(w_{i}\right)\left(f(u)-\lambda_{i}(u) u\right) & =q_{i}\left(w_{i}\right)-\lambda_{i}(u) m_{i}\left(w_{i}\right), \\
l_{i}^{\prime}\left(w_{i}\right)\left(f(u)-\lambda_{i}(u) u\right) & =q_{i}^{\prime}\left(w_{i}\right)-\lambda_{i}(u) m_{i}^{\prime}\left(w_{i}\right),
\end{aligned}\right.
$$

(b) $\forall i \in\{1, \ldots, n\}, \exists N_{i}: D \rightarrow \mathbb{R}_{+}^{*}, \forall j \in\{1, \ldots, n\} \backslash\{i\}, \forall u \in D$,

$$
\left(N_{i} \frac{\partial \lambda_{i}}{\partial w_{j}}\right)(u)=\left(\left(\lambda_{j}-\lambda_{i}\right)\left(\frac{\partial N_{i}}{\partial w_{j}}\right)\right)(u) .
$$

Moreover, we can choose $N_{i}(u)=m_{i}^{\prime}\left(w_{i}\right)-l_{i}^{\prime}\left(w_{i}\right) \cdot u$.
(c) $\forall u \in D, \forall i \in\{1, \ldots, n\}$,

$$
\left(N_{i} \frac{\partial \lambda_{i}}{\partial w_{i}}\right)(u)=q_{i}^{\prime \prime}\left(w_{i}\right)-\lambda_{i}(u) m_{i}^{\prime \prime}\left(w_{i}\right)-l_{i}^{\prime \prime}\left(w_{i}\right) \cdot\left(f(u)-\lambda_{i}(u) u\right),
$$

(with $\left.N_{i}(u)=m_{i}^{\prime}\left(w_{i}\right)-l_{i}^{\prime}\left(w_{i}\right) \cdot u\right)$.
Proof. (a) The first equality is a consequence of the definition of the functions $m_{i}$ and the functions $q_{i}$. Next, we differentiate this equality with respect to $w_{i}$,

$$
\begin{aligned}
& l_{i}^{\prime}\left(w_{i}\right)\left(f(u)-\lambda_{i}(u) u\right)+l_{i}\left(w_{i}\right) \cdot\left(A(u)-\lambda_{i}(u)\right) \cdot\left(\partial u / \partial w_{i}\right)-\left(\partial \lambda_{i} / \partial w_{i}\right)(u) \\
& \left(l_{i}\left(w_{i}\right) \cdot u\right)=q^{\prime}\left(w_{i}\right)-\lambda_{i}(u) m_{i}^{\prime}\left(w_{i}\right)-\left(\partial \lambda_{i} / \partial w_{i}\right)(u) m_{i}\left(w_{i}\right) .
\end{aligned}
$$

Therefore, the second formula follows from the definition of $m_{i}$ and the identity $l_{i}\left(w_{i}\right) \cdot\left(A(u)-\lambda_{i}(u)\right)=0$.
(b) We differentiate the second identity of (a) with respect to $w_{j}, j \neq i$. We get

$$
\begin{aligned}
& l_{i}^{\prime}\left(w_{i}\right) \cdot\left(\partial f / \partial w_{j}\right)(u)-\lambda_{i}(u) \cdot\left(\partial u / \partial w_{j}\right)(u)-\left(\partial \lambda_{i} / \partial w_{j}\right)(u)\left(l_{i}^{\prime}\left(w_{i}\right) \cdot u\right) \\
& ==-\left(\partial \lambda_{i} / \partial w_{j}\right)(u) \cdot m_{i}^{\prime}\left(w_{i}\right) .
\end{aligned}
$$

We use the identity $\left(\partial f / \partial w_{j}\right)-\lambda_{j}\left(\partial u / \partial w_{j}\right)=0$ and find that

$$
\left(m_{i}^{\prime}\left(w_{i}\right)-l_{i}^{\prime}\left(w_{i}\right) \cdot u\right)\left(\partial \lambda_{i} / \partial w_{j}\right)(u)=\left(\lambda_{j}-\lambda_{i}\right)\left(\partial / \partial w_{j}\right)\left(m_{i}^{\prime}\left(w_{i}\right)-l_{i}^{\prime}\left(w_{i}\right) \cdot u\right) .
$$

Now, Lemma 2.3 asserts that $m_{i}^{\prime}\left(w_{i}\right)-l_{i}^{\prime}\left(w_{i}\right) \cdot u$ doesn't vanish.
(c) Differentiate the second identity of (a) with respect to $w_{i}$ and use identity $\left(\partial f / \partial w_{i}\right)-\lambda_{i}\left(\partial u / \partial w_{i}\right)=0$.

Remark 1. (a) A proof of Theorem 2.4 (b) is given in [15].
(b) For a general hyperbolic system of conservation laws, the existence of a complete set of (strict) Riemann invariants ( $w_{1}, \ldots, w_{n}$ ) implies the integrability conditions of Theorem 2.4 (b). See [16] and [18].
(c) Functions $N_{i}$ and $N_{i}\left(\partial \lambda_{i} / \partial w_{i}\right)$ were introduced by Lax (cf. [9]) in the $2 \times 2$ case. Recall that for a general semi-Hamiltonian system of conservation laws, the following Riccati equation holds (here, the function $u$ is a smooth solutions of (1.1, 1.2)):

$$
\forall i \in\{1, \ldots, n\}, \quad\left(\partial_{t}+\lambda_{i} \partial_{x}\right)\left(\frac{\partial_{x} w_{i}}{N_{i}}\right)=-N_{i} \frac{\partial \lambda_{i}}{\partial w_{i}}\left(\frac{\partial_{x} w_{i}}{N_{i}}\right)^{2} .
$$

Example 2. Theorem 2.4 (a) is a generalization of Dafermos-Geng's results. Following [4], we consider the $2 \times 2$ system (which can be derived from the $3 \times 3$ isotachophoresis system),

$$
\left\{\begin{aligned}
\partial_{t} u_{1}-\partial_{x}\left(u_{2} / u_{1}\right) & =0, \\
\partial_{t} u_{2}-\partial_{x}\left(1 / u_{1}\right) & =0
\end{aligned}\right.
$$

The domain of strict hyperbolicity is

$$
D=\left\{\left(u_{1}, u_{2}\right) \in \mathbb{R}^{2} / u_{1} \neq 0 \text { and } u_{2}^{2}-4 u_{1}>0\right\} .
$$

We set $\triangle=u_{2}^{2}-4 u_{1}$. The eigenvalues of $f^{\prime}(u)$ are $\lambda_{i}(u)=\left(u_{2}+\varepsilon_{i} \sqrt{\triangle}\right) /\left(2 u_{1}^{2}\right)\left(\varepsilon_{2}=\right.$ $\left.-\varepsilon_{1}=1\right)$. Corresponding Riemann invariants are given by $w_{i}(u)=-\left(u_{1} \lambda_{i}(u)\right)^{-1}$. Corresponding left and right eigenvectors are given by $l_{i}\left(w_{i}\right)=\left(1, w_{i}\right)$ and $r_{i}\left(w_{i}\right)=$ ${ }^{t}\left(-w_{j}, 1\right)(j \neq i)$. Hence, the system belongs to the Temple class. One checks that $u_{1}=w_{1} w_{2}, u_{2}=-\left(w_{1}+w_{2}\right), m_{i}\left(w_{i}\right)=-w_{i}^{2}$, and $q_{i}\left(w_{i}\right)=1 / w_{i}$. Therefore, for any $u \in D, N_{i}(u)=\left|w_{2}(u)-w_{1}(u)\right|$.

## 3. A few consequences of Theorem 2.4.

3.1. Generic smoothness of admissible solutions. We assume that $n=2$, $l_{i}\left(w_{i}\right)=\left(1, w_{i}\right), i \in\{1,2\}$, and that $\bar{D}$ is a compact convex subset of $\mathbb{R}^{n}$. Moreover assume that system (1.1) is strictly hyperbolic on $\bar{D}$. Under the hypothesis of genuine nonlinearity,

$$
\forall i \in\{1,2\}, \quad \forall u \in D, \quad \frac{\partial \lambda_{i}}{\partial w_{i}}(u)>0,
$$

the following statement still holds (cf. [4]).

Theorem 3.1. Solutions of the Cauchy problem (1.1, 1.2) (with bounded variation, constructed as limits in $L_{l o c}^{1}\left(\mathbb{R} \times \mathbb{R}_{+}\right)$of Glimm's approximate solutions) and with initial data in $C^{k}(k \geq 4)$, are generically piecewise $C^{k}$ smooth and do not contain centered compression waves. Solutions of (1.1, 1.2) (with bounded variation, constructed as limits in $L_{\text {loc }}^{1}\left(\mathbb{R} \times \mathbb{R}_{+}\right)$of Glimm's approximate solutions) and with real analytic initial data are always piecewise smooth.

In the previous statement, the expression "solutions of the Cauchy problem (1.1, 1.2) are generically piecewise $C^{k}$ smooth" means that the set of initial data which does not lead to piecewise $C^{k}$ smooth solutions of $(1.1,1.2)$ is a set of the first category.

The proof of Theorem 3.1 is similar to the original proof of [4] in the case of the $2 \times 2$ isotachophoresis system. It makes use of Theorem 2.4 and of a one-sided inequality on Riemann invariants (analogous to the Oleinik $E$-inequality; see [12]) proved in [6] and [13] by means of the Glimm scheme (see also [1]). The restriction $n=2$ comes from the term $l_{i}^{\prime \prime}\left(w_{i}\right) \cdot\left(f(u)-\lambda_{i}(u) u\right)$ in Theorem $2.4(\mathrm{c})$. Indeed the function $l_{i}^{\prime \prime}\left(w_{i}\right) \cdot\left(f(u)-\lambda_{i}(u) u\right)$ is not identically equal to zero in the general case $n>2$ and cannot be written nicely as a function of $w_{i}$ and $\lambda_{i}(u)$ (see Proposition 3.3 (b)). In our case $(n=2)$, following Dafermos and Geng, we make use of functions $Z_{i}(i \in\{1,2\})$ defined by

$$
\begin{aligned}
& \forall(y, x, t) \in \mathbb{R}^{2} \times \mathbb{R}_{+} \\
& \quad Z_{i}(y, x, t)=N_{i}\left(u_{0}(y)\right)+\left[t q^{\prime \prime}\left(w_{i}(y, 0)\right)-(x-y) m^{\prime \prime}\left(w_{i}(y, 0)\right)\right] w_{i}^{\prime}(y, 0)
\end{aligned}
$$

See details in [4] and [13]. See also Proposition 4.2 below.
3.2. The case of a linearly degenerate field. In the case of a linearly degenerate field, we can generalize Theorem 2.4 (a) as follows (Proposition 3.2(b)).

Proposition 3.2. (a) Let $n \geq 3$. Then, for any pair of functions $Q$ and $M$ : $w_{i}(D) \rightarrow \mathbb{R}$, we have

$$
\forall i \in\{1, \ldots, n\}, \quad \exists u \in D, \quad f(u)-\lambda_{i}(u) u \neq Q\left(w_{i}\right)-\lambda_{i}(u) M\left(w_{i}\right)
$$

(b) Let $n \in \mathbb{N}^{*}$. Assume that the ith characteristic field is linearly degenerate $(i \in\{1, \ldots, n\}$ is a fixed index). Then

$$
\forall k \in \mathbb{N}, \quad \forall u \in D, \quad l_{i}^{(k)}\left(w_{i}\right) \cdot\left(f(u)-\lambda_{i}(u) u\right)=q_{i}^{(k)}\left(w_{i}\right)-\lambda_{i}(u) \cdot m_{i}^{(k)}\left(w_{i}\right)
$$

Moreover, assume that $n \geq 3$. Then, for any $u \in D$, the family $\left(l_{i}\left(w_{i}\right), \ldots, l_{i}^{(n-1)}\left(w_{i}\right)\right)$ is not a basis of $\left(\mathbb{R}^{n}\right)^{*}$.

Proof. (a) Assume that, for some index $i \in\{1, \ldots, n\}$,

$$
\forall u \in D, \quad f(u)-\lambda_{i}(u) u=Q\left(w_{i}\right)-\lambda_{i}(u) M\left(w_{i}\right) .
$$

Differentiate this expression with respect to $w_{j}(j \neq i)$ and use identity $\left(\partial f / \partial w_{j}\right)-$ $\lambda_{j}\left(\partial u / \partial w_{j}\right)=0$. We get

$$
\forall u \in D, \quad\left(\partial u / \partial w_{j}\right)(u)=\left(\lambda_{j}(u)-\lambda_{i}(u)\right)^{-1}\left(\partial \lambda_{i} / \partial w_{j}\right)(u)\left(u-M\left(w_{i}\right)\right)
$$

(strict hyperbolicity ensures that $\lambda_{j}(u)-\lambda_{i}(u) \neq 0$ ). Therefore, for $j \neq k$ and $j \neq i \neq k$,

$$
\forall u \in D, \quad r_{j}(u) \wedge r_{k}(u)=0
$$

contradicting the assumption that $\left(r_{1}(u), r_{2}(u), \ldots, r_{n}(u)\right)$ is a basis.
(b) In the case $k=0$, or 1 , it is just Theorem 2.4 (a). In the case $k=2$, we use ( $\left.\partial \lambda_{i} / \partial w_{i}\right)=0$ and Theorem 2.4 (c). The general case $k \geq 2$ is similar. Finally, assume that $n \geq 3$. If $\left(l_{i}\left(w_{i}\right), \ldots, l_{i}^{(n-1)}\left(w_{i}\right)\right)$ were a basis of $\left(\mathbb{R}^{n}\right)^{*}$, we could find functions $Q_{i}: w_{i}(D) \rightarrow \mathbb{R}^{n}$ and $M_{i}: w_{i}(D) \rightarrow \mathbb{R}^{n}$ such that

$$
\forall u \in D, \quad f(u)-\lambda_{i}(u) u=Q_{i}\left(w_{i}\right)-\lambda_{i}(u) M_{i}\left(w_{i}\right),
$$

contradicting (a).
3.3. The general case. We return to the general case, i.e., we do not assume any longer that system (1.1) is linearly degenerate. The aim of this section is to discuss formula (c) of Theorem 2.4.

Proposition 3.3. (a) Assume $n=2$ and $l_{i}\left(w_{i}\right)=\left(1, w_{i}\right)$ for any $i \in\{1,2\}$ and $u \in D$. Then,

$$
\begin{equation*}
\left(N_{i} \frac{\partial \lambda_{i}}{\partial w_{i}}\right)(u)=q_{i}^{\prime \prime}\left(w_{i}\right)-\lambda_{i}(u) m_{i}^{\prime \prime}\left(w_{i}\right) . \tag{3.1}
\end{equation*}
$$

(b) Let $n=3$, and let $i \in\{1,2,3\}$ be a fixed index. Assume that, for all $u \in$ $D, \operatorname{det}\left(l_{i}(u), l_{i}^{\prime}(u), l_{i}^{\prime \prime}(u)\right) \neq 0$. Then, for any pair of functions $g$ and $h: w_{i}(D) \rightarrow \mathbb{R}$, we have

$$
\exists u \in D, \quad\left(N_{i} \frac{\partial \lambda_{i}}{\partial w_{i}}\right)(u) \neq h\left(w_{i}\right)-\lambda_{i}(u) g\left(w_{i}\right) .
$$

Proof. (a) The proof follows from Theorem 2.4 (c).
(b) Assume that, for all $u \in D, N_{i}\left(\partial \lambda_{i} / \partial w_{i}\right)(u)=h\left(w_{i}\right)-\lambda_{i}(u) g\left(w_{i}\right)$. Theorem 2.4 (c) asserts that

$$
\forall u \in D, \quad l_{i}^{\prime \prime}\left(w_{i}\right) \cdot\left(f(u)-\lambda_{i}(u) u\right)=\bar{h}\left(w_{i}\right)-\lambda_{i}(u) \bar{g}\left(w_{i}\right),
$$

with $\bar{h}=q_{i}^{\prime \prime}-h$ and $\bar{g}=m_{i}^{\prime \prime}-g$. We now use Theorem 2.4 (a), hypothesis $\operatorname{det}\left(l_{i}(u), l_{i}^{\prime}(u)\right.$, $\left.l_{i}^{\prime \prime}(u)\right) \neq 0$ and Proposition 3.2 (a) to get a contradiction.

It is a straightforward computation to check that the isotachophoresis system (Example 1 (b)) satisfies the assumption of Proposition 3.3 (b) $(n=3, i=2,3)$.

Remark 2. Set $n=2$. For any $i \in\{1,2\}, l_{i}\left(w_{i}\right)=\left(\phi_{i}\left(w_{i}\right), \gamma_{i}\left(w_{i}\right)\right)$ with $\phi_{i}: w_{i}(D) \rightarrow \mathbb{R}$ and $\gamma_{i}: w_{i}(D) \rightarrow \mathbb{R}$. Let $v \in D$, and assume that $\phi_{i} \neq 0$ in a neighborhood $\Omega$ of $v$. Then the covector $L_{i}\left(w_{i}\right)=\left(1,\left(\gamma_{i} / \phi_{i}\right)\left(w_{i}\right)\right)$ is a left eigenvector of $f^{\prime}(u)$ in $\Omega$, and function $\left(\gamma_{i} / \phi_{i}\right)$ forms a Riemann invariant. Of course (see Theorem 3.1 and Proposition 3.3), it is easier to assume directly that $l_{i}\left(w_{i}\right)=\left(1, w_{i}\right)$ in D.
4. The method of characteristics. We now give two formulas which can be viewed as a generalization of the method of characteristics. Following [9], we introduce a function $v$ defined by

$$
\begin{equation*}
v(x, t)=\int_{\alpha}^{x} u(\xi, t) d \xi-\int_{0}^{t} f(u(\alpha, \tau)) d \tau . \tag{4.1}
\end{equation*}
$$

Here, $\alpha \in \mathbb{R}$ is a fixed number. We set $v_{0}=v(., 0)$.
Recall that a function $u$ is piecewise smooth solution if, for any compact $K \subset$ $\mathbb{R} \times \mathbb{R}_{+}$, the restriction of $u$ on $K$ is smooth on domains $D_{j}\left(1 \leq j \leq M_{K}, M_{K} \in \mathbb{N}\right)$ separated by smooth (shock) curves $t \mapsto \gamma_{j}(t)$, with left and right $C^{1}$ limits along
$\gamma_{j}\left(1 \leq j \leq M_{K}\right)$. If $u$ is a piecewise smooth solution of $(1.1,1.2)$ on the strip $\mathbb{R} \times[0, T]$, and $y$ is a $C^{1}$ regularity point of $u_{0}$, we denote by $t \mapsto \xi_{i}(y, t)$ the $i$ th characteristic with foot $y \in \mathbb{R}$, i.e., the maximal solution of the ordinary differential equation (O.D.E.)

$$
\begin{align*}
\partial_{t} \xi_{i}(y, t) & =\lambda_{i}\left(u\left(\xi_{i}(y, t), t\right)\right)  \tag{4.2}\\
\xi_{i}(y, 0) & =y \tag{4.3}
\end{align*}
$$

In the above system, we admit Lipschitz "solutions" $\xi_{i}$ such that equation (4.2) may fail across the $j$-shock curves of $u(j \neq i)$.

We write $w_{i}$ instead of $w_{i}(u)$. Obviously, $t \mapsto w_{j}\left(\xi_{i}(y, t), t\right)$ may not be equal to a constant for $j \neq i$. Hence, the i-characteristics of system (1) may not be straight lines. Nevertheless, we can (in some sense) integrate system (4.2, 4.3).

First we claim that, for any entropy, piecewise smooth solution $u$ of $(1.1,1.2)$, $w_{i}\left(\xi_{i}(y, t), t\right)=w_{i}(y, 0)$ along an i-characteristic curve (see [15]). Indeed, any $j$-wave curve $O_{j}\left(v_{0}\right)\left(j \neq i, v_{0} \in D\right)$ is included in the intersection of the $(n-1)$ characteristic hyperplanes $\cap_{k \neq j} H_{k}\left(v_{0}\right)=\cap_{k \neq j} w_{k}^{-1}\left(v_{0}\right)$. Hence, $t \mapsto w_{i}\left(\xi_{i}(y, t), t\right)(i \neq j)$ is constant through a $j(j \neq i)$ shock curve. Of course, an i-characteristic curve never crosses an i-shock curve, due to the Lax shock conditions. This proves the claims.

Finally, for $(x, t) \in \mathbb{R} \times \mathbb{R}_{+}$, notice that any backward characteristic through $(x, t)$ is defined on the whole interval $[0, t]$ (see [17]).

We are now in a position to prove Proposition 4.1. Earlier statements are given in [15] and [17].

Proposition 4.1. Let $u$ be an entropy, piecewise smooth solution of (1.1, 1.2) and let $(x, t) \in \mathbb{R} \times \mathbb{R}_{+}$be a point of continuity of $u$. Let $y$ be the foot of the ith characteristic $(1 \leq i \leq n)$ through $(x, t)$. Then,

$$
\left\{\begin{array}{l}
l_{i}\left(w_{i}(y, 0)\right) \cdot(v(y, 0)-v(x, t))+(x-y) m_{i}\left(w_{i}(y, 0)\right)-t q_{i}\left(w_{i}(y, 0)\right)=0 \\
l_{i}^{\prime}\left(w_{i}(y, 0)\right) \cdot(v(y, 0)-v(x, t))+(x-y) m_{i}^{\prime}\left(w_{i}(y, 0)\right)-t q_{i}^{\prime}\left(w_{i}(y, 0)\right)=0
\end{array}\right.
$$

Here, $w_{i}$ is the i-Riemann invariant associated with the function $u$, i.e., $w_{i}=w_{i}(u)$.
Proof. We integrate equations $(1.1,1.2)$ over the domain delimited by the x-axis, the vertical axis $\left\{(z, s) \in \mathbb{R} \times \mathbb{R}_{+} / z=x\right\}$, and the $i$ th characteristic $s \mapsto \xi_{i}(y, s)$. Using Green's formula (for functions with bounded variation), we have

$$
-\int_{y}^{x} u_{0}(\xi) d \xi+\int_{0}^{t} f(u(x, s)) d s-\int_{0}^{t}\left(f(u)-\lambda_{i}(u) u\right)\left(\xi_{i}(y, s), s\right) d s=0
$$

Notice that

$$
v_{0}(y)-v(x, t)=-\int_{y}^{x} u_{0}(\xi) d \xi+\int_{0}^{t} f(u(x, s)) d s
$$

Hence,

$$
v_{0}(y)-v(x, t)-\int_{0}^{t}\left(f(u)-\lambda_{i}(u) u\right)\left(\xi_{i}(y, s), s\right) d s=0
$$

We multiply this equality by $l_{i}\left(w_{i}\left(\xi_{i}(y, s), s\right)\right)=l_{i}\left(w_{i}(y, 0)\right)$, and we use Theorem 2.4 to get the first equality. Using $l_{i}^{\prime}\left(w_{i}\left(\xi_{i}(y, s), s\right)\right)$ instead of $l_{i}\left(w_{i}(y, s), s\right)$, we get the second equality.

From the previous proposition we deduce a formula for $\partial_{y} \xi_{i}(y, t)$, which generalizes the classical formula in the scalar case (see Example 3(a) below).

Proposition 4.2. Let $u \in C^{1}(\mathbb{R} \times[0, T[)(T>0)$ be a solution of system (1.1). Then, for any $(y, t) \in \mathbb{R} \times[0, T[$, we have,

$$
\begin{aligned}
N_{i}\left(u\left(\xi_{i}(y, t), t\right)\right) \partial_{y} \xi_{i}(y, t)= & {\left[t q^{\prime \prime}\left(w_{i}(y, 0)\right)-l_{i}^{\prime \prime}\left(w_{i}(y, 0)\right) \cdot\left(v(y, 0)-v\left(\xi_{i}(y, t), t\right)\right)\right.} \\
& \left.-\left(\xi_{i}(y, t)-y\right) m_{i}^{\prime \prime}\left(w_{i}(y, 0)\right)\right] w_{i}^{\prime}(y, 0)+N_{i}\left(u_{0}(y)\right) .
\end{aligned}
$$

Proof. Let $\xi_{i}:\left[0, T_{1}\right] \rightarrow \mathbb{R}, t \mapsto \xi_{i}(y, t)$ be the $i$ th characteristic curve with foot $y \in \mathbb{R}$. We first prove that the function $y \rightarrow \xi_{i}(y, t)\left(1 \leq i \leq n, t \in\left[0, T_{1}\right]\right)$ is differentiable. Set

$$
H(x, y)=l_{i}^{\prime}\left(w_{i}(y, 0)\right) \cdot(v(y, 0)-v(x, t))+(x-y) m_{i}^{\prime}\left(w_{i}(y, 0)\right)-t q_{i}^{\prime}\left(w_{i}(y, 0)\right)
$$

and notice that $H\left(\xi_{i}(y, t), y\right)=0$, due to Proposition 4.1. A straightforward computation gives us

$$
\begin{aligned}
\frac{\partial H}{\partial x}\left(\xi_{i}(y, t), y\right) & =-l_{i}^{\prime}\left(w_{i}(y, 0)\right) \cdot u\left(\xi_{i}(y, t), t\right)+m_{i}^{\prime}\left(w_{i}(y, 0)\right) \\
& =N_{i}\left(u\left(\xi_{i}(y, t), t\right)\right) \neq 0
\end{aligned}
$$

Hence, function $y \mapsto \xi_{i}(y, t)$ is differentiable. Moreover, if we differentiate equality $H\left(\xi_{i}(y, t), y\right)=0$ with respect to $y$, we get our formula.

Remark 3. The $i$ th characteristics may not be straight lines. Nevertheless, in the previous formula, intermediate values of $\xi_{i}$ (say, $\xi_{i}(y, s)$ with $0<s<t$ ) are not required.

Example 3. (a) In the scalar case $(n=1)$, one may choose $l_{1}(u)=1$ and $N_{1}(u)=$ 1. Proposition 4.2 reads as follows: $\partial_{y} \xi_{1}(y, t)=1+t f^{\prime \prime}\left(u_{0}(y)\right) u_{0}^{\prime}(y)$. Since $\xi_{1}(y, 0)=y$, we get $\xi_{1}(y, t)=y+t f^{\prime}\left(u_{0}(y)\right)$.
(b) For the case of the $3 \times 3$ isotachophoresis system, see [4].
5. The case $\boldsymbol{n}=\mathbf{2}$. In the case $n=2$, we can derive from Theorem 2.4 (a) an explicit integration formula. We assume that system (1.1) is coupled, in the sense that

$$
\begin{equation*}
\forall i \in\{1,2\}, \quad \forall u \in D, \quad l_{i}\left(w_{i}(u)\right) \wedge l_{i}^{\prime}\left(w_{i}(u)\right) \neq 0 \tag{5.1}
\end{equation*}
$$

i.e., the system cannot be reduced to two scalar equations. To be precise, if $l_{i} \wedge l_{i}^{\prime}$ were (identically) equal to zero for some index $i \in\{1,2\}$, we could, up to affine transformation in the $u$-plane, assume that $l_{i}(v)=\left(\delta_{i j}\right)_{j=1,2}$ and $f_{i}(v)=f_{i}\left(v_{i}\right)$ identically. Therefore, in order to solve the Cauchy problem (1.1, 1.2), we would have to solve two scalar Cauchy problems (i.e., $\partial_{t} u_{i}+\partial_{x} f_{i}\left(u_{i}\right)=0$ and $u_{i}(x, 0)=u_{0, i}(x, 0)$, and the other equation).

Recall now that (see the proof of Proposition 3.2) the following holds.
Lemma 5.1. Assume that system (1.1) belongs to the $2 \times 2$ Temple class and that property (5.1) is satisfied. Then, for any $i \in\{1,2\}$, we can find two smooth functions $Q_{i}: w_{i}(D) \rightarrow \mathbb{R}^{2}$ and $M_{i}: w_{i}(D) \rightarrow \mathbb{R}^{2}$, such that

$$
\forall u \in D, \quad f(u)-\lambda_{i}(u) u=Q_{i}\left(w_{i}\right)-\lambda_{i}(u) \cdot M_{i}\left(w_{i}\right)
$$

Proof. It is a consequence of Theorem 2.4 (a) and hypothesis (5.1).
In the following statement, function $v$ is still given by formula (4.1).

Proposition 5.2. Assume that system (1.1) belongs to the $2 \times 2$ Temple class and that property (5.1) is satisfied. Let $u \in C_{p s}^{1}(\mathbb{R} \times[0, T[)(T>0)$ be a piecewise smooth solution of the Cauchy problem $(1.1,1.2)$, and let $\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, y_{2}<y_{1}$. Assume that the $i_{1}$ th characteristic with foot $y_{1}$ intersects the $i_{2}$ th characteristic with foot $y_{2}$ $\left(\left(i_{1}, i_{2}\right) \in\{1,2\}^{2}\right)$, at a point $\left(X, T_{0}\right)$ in $\mathbb{R} \times\left[0, T\left[\right.\right.$. Then $\left(X, T_{0}\right)$ is a solution of the following linear system

$$
\begin{aligned}
& {\left[M_{i_{1}}\left(w_{i_{1}}\left(y_{1}, 0\right)\right)-M_{i_{2}}\left(w_{i_{2}}\left(y_{2}, 0\right)\right)\right] X+\left[Q_{i_{2}}\left(w_{i_{2}}\left(y_{2}, 0\right)\right)-Q_{i_{1}}\left(w_{i_{1}}\left(y_{1}, 0\right)\right)\right] T_{0}} \\
& =v_{0}\left(y_{2}\right)-v_{0}\left(y_{1}\right)+y_{1} M_{i_{1}}\left(w_{i_{1}}\left(y_{1}, 0\right)\right)-y_{2} M_{i_{2}}\left(w_{i_{2}}\left(y_{2}, 0\right)\right)
\end{aligned}
$$

Proof. We denote by $\Omega$ the domain delimited by the $i_{1}$ th characteristic with foot $y_{1}$, the $i_{2}$ th characteristic with foot $y_{2}$, and the axis $\left\{(x, t) \in \mathbb{R} \times \mathbb{R}_{+}, t=0, y_{2} \leq x \leq\right.$ $\left.y_{1}\right\}$. We integrate equations (1.1, 1.2) over $\Omega$,

$$
\begin{gathered}
\int_{y_{2}}^{y_{1}} u_{0}(\xi) d \xi-\int_{0}^{T_{0}}\left(f(u)-\lambda_{i_{1}}(u) u\right)\left(\xi_{i_{1}}(y, s), s\right) d s \\
\quad+\int_{0}^{T_{0}}\left(f(u)-\lambda_{i_{2}}(u) u\right)\left(\xi_{i_{2}}(y, s), s\right) d s=0
\end{gathered}
$$

On the other hand (see Lemma 5.1),

$$
\forall i \in\{1,2\}, \quad f(u)-\lambda_{i}(u) u=Q_{i}\left(w_{i}\right)-\lambda_{i}(u) M_{i}\left(w_{i}\right)
$$

Notice also that $(i \in\{1,2\})$,

$$
X-y_{j}=\int_{0}^{T_{0}} \lambda_{i_{j}}(u)\left(\xi_{i_{j}}(y, s), s\right) d s
$$

Hence,

$$
\begin{aligned}
v_{0}\left(y_{1}\right) & -v_{0}\left(y_{2}\right)+\left[Q_{i_{2}}\left(w_{i_{2}}\left(y_{2}, 0\right)\right)-Q_{i_{1}}\left(w_{i_{1}}\left(y_{1}, 0\right)\right)\right] T_{0} \\
& -\left(X-y_{2}\right) M_{i_{2}}\left(w_{i_{2}}\left(y_{2}, 0\right)\right)+\left(X-y_{1}\right) M_{i_{1}}\left(w_{i_{1}}\left(y_{1}, 0\right)\right)=0
\end{aligned}
$$

Under the hypothesis $\operatorname{det}\left[M_{i_{2}}\left(w_{i_{2}}\left(y_{2}, 0\right)\right)-M_{i_{1}}\left(w_{i_{1}}\left(y_{1}, 0\right)\right), Q_{i_{2}}\left(w_{i_{2}}\left(y_{2}, 0\right)\right)-\right.$ $\left.Q_{i_{1}}\left(w_{i_{1}}\left(y_{1}, 0\right)\right)\right] \neq 0$, one can solve (uniquely) the previous system. Take now $i_{1}=1$ and $i_{2}=2$. We get, for any $i \in\{1,2\}, w_{i}\left(X, T_{0}\right)=w_{i}\left(y_{i}, 0\right)$, which are the formulae we were looking for. In the case $i_{1}=i_{2}$, the point ( $X, T_{0}$ ) lies on a shock curve.

Example 4. The following system (cf. [10]) belongs to the Temple class:

$$
\left\{\begin{array}{l}
\partial_{t} u_{1}+\partial_{x}\left(u_{1} u_{2}\right)=0 \\
\partial_{t} u_{2}+\partial_{x}\left(u_{2}^{2}+u_{1}\right)=0
\end{array}\right.
$$

Set $\Delta=\left\{\left(u_{1}, u_{2}\right) \in \mathbb{R}^{2} / u_{2}^{2}+4 u_{1}>0\right\}$. One checks that $\lambda_{1}(u)=w_{2}+2 w_{1}$ and $\lambda_{2}(u)=$ $w_{1}+2 w_{2}$, with $w_{1}+w_{2}=u_{2}$ and $w_{1} w_{2}=-u_{1}$, for $u \in \Delta$. Define $D$ by $D=\left\{\left(w_{1}, w_{2}\right) \in\right.$ $\left.\mathbb{R}^{2} / \alpha_{1} \leq w_{1} \leq \beta_{1}<\alpha_{2} \leq w_{2} \leq \beta_{2}\right\}$ (we assume that the constants $\alpha_{i}$ and $\beta_{i}$ satisfy $\alpha_{1} \leq \beta_{1}<\alpha_{2} \leq \beta_{2}$ and $\left.D \subset \subset \Delta\right)$. For $i=1$, 2 , we choose $l_{i}(u)=\left(1, w_{i}\right)$, and we check that $m_{i}\left(w_{i}\right)=w_{i}^{2}, q_{i}\left(w_{i}\right)=w_{i}^{3}, Q_{i}\left(w_{i}\right)={ }^{t}\left(-2 w_{i}^{3}, 3 w_{i}^{2}\right)$ and $M_{i}\left(w_{i}\right)={ }^{t}\left(-w_{i}^{2}, 2 w_{i}\right)$. Let $i_{1}=1, i_{2}=2, y_{2}<y_{1}$, and set $\bar{w}_{1}=w_{1}\left(y_{1}, 0\right), \bar{w}_{2}=w_{2}\left(y_{2}, 0\right)$. Set also $u_{0}=\left(u_{0,1}, u_{0,2}\right)$ and let $\left(\bar{u}_{1}, \bar{u}_{2}\right) \in D$ be the point with Riemann invariants ( $\bar{w}_{1}, \bar{w}_{2}$ ). We have $\operatorname{det}\left(M_{2}\left(\bar{w}_{2}\right)-M_{1}\left(\bar{w}_{1}\right), Q_{1}\left(\bar{w}_{1}\right)-Q_{2}\left(\bar{w}_{2}\right)\right)=-\left(\bar{w}_{2}-\bar{w}_{1}\right)^{4} \leq-\left(\alpha_{2}-\beta_{1}\right)^{4}<0$. Assume now that $u_{0} \in C^{\infty}(\mathbb{R}, D)$ and that functions $\left(w_{i} \circ u_{0}\right)$ are bounded and
nondecreasing $(i \in\{1,2\})$. Since $\left(\partial \lambda_{i} / \partial w_{i}\right)>0$, system (1.1, 1.2) admits a smooth solution. Characteristics are defined globally in time. Moreover, the 2-characteristic with foot $y_{2}$ intersects the 1-characteristic with foot $y_{1}>y_{2}$. The intersection point $(X, T)$ is given by $X=y_{1}+\Lambda\left(y_{1}-y_{2}\right) /\left(\bar{w}_{2}-\bar{w}_{1}\right)$ and $T=C\left(y_{1}-y_{2}\right) /\left(\bar{w}_{2}-\bar{w}_{1}\right)$ with

$$
\begin{gathered}
\Lambda=\int_{y_{2}}^{y_{1}} \frac{3 u_{0,1} \bar{u}_{2}+2\left(\bar{u}_{2}^{2}+\bar{u}_{1}\right) u_{0,2}-\bar{w}_{2}\left(4 \bar{w}_{1}^{2}+\bar{w}_{1} \bar{w}_{2}+\bar{w}_{2}^{2}\right)}{\left(\bar{w}_{2}-\bar{w}_{1}\right)^{2}}(\xi) \frac{d \xi}{y_{1}-y_{2}} \\
C=\int_{y_{2}}^{y_{1}} \frac{u_{0,1} \bar{u}_{1}+2\left(u_{0,1}+\bar{u}_{1}\right)}{\bar{u}_{2}^{2}+4 \bar{u}_{1}}(\xi) \frac{d \xi}{y_{1}-y_{2}}
\end{gathered}
$$

These formulas can be used in a numerical scheme (see [6]). Finally, notice that, in the case of constant initial data $u_{0}$, the previous equalities reduce to $\Lambda=\lambda_{1}\left(u_{0}\right)$ and $C=1$, as expected.
6. Lax formula. The smooth case. The aim of this section is to discuss an inf sup formula introduced in [2]. This formula, similar to the well-known Lax formula in the scalar case [9], is recalled below. But first, we need a few notations.

Let $n \in \mathbb{N}^{*}$ and $i \in\{1, \ldots, n\}$ be a fixed index. We assume that $\bar{D}$ is compact, and that system 1.1 is strictly hyperbolic on $\bar{D}$. Moreover, we assume that the $i$ th characteristic field is genuinely nonlinear, i.e.,

$$
\forall v \in D, \quad\left(\partial \lambda_{i} / \partial w_{i}\right)(v)>0
$$

Throughout this section, we denote by $u \in C^{\infty}(\mathbb{R} \times[0, T[)$ a smooth solution of the Cauchy problem (1.1, 1.2). In order to simplify our statements, we assume that $u$ is equal to a constant $u_{\infty} \in D$ outside a compact $K \subset \mathbb{R} \times[0, T](T>0)$ and takes values in $D$. Function $v$ is defined by equality (4.1). We set $D_{i}=w_{i}(D)$ and define the function $\mathcal{L}_{i}$ by

$$
\begin{gathered}
\forall(y, a, x, t) \in \mathbb{R} \times D_{i} \times \mathbb{R} \times \mathbb{R}_{+}, \\
\mathcal{L}_{i}(y, a, x, t)=l_{i}(a) \cdot[v(y, 0)-v(x, t)]+(x-y) m_{i}(a)-t q_{i}(a)
\end{gathered}
$$

Following [2], the conjectured representation formula reads as follows:

$$
\begin{equation*}
\forall(x, t) \in \mathbb{R} \times \mathbb{R}_{+}, \quad \inf _{y \in \mathbb{R}} \sup _{a \in D_{i}} \mathcal{L}_{i}(y, a, x, t)=0 \tag{6.1}
\end{equation*}
$$

As noticed in [2], this formula reduces to the Lax formula in the convex scalar case. Then indeed, equation (6.1) just means that $\inf _{y \in \mathbb{R}} \sup _{a \in \mathbb{R}}\left\{v_{0}(y)-v(x, t)+(x-y) a-\right.$ $t f(a)\}=0$. Which is, for $t>0$,

$$
v(x, t)=\inf _{y \in \mathbb{R}}\left\{v_{0}(y)+t f^{*}\left(\frac{x-y}{t}\right)\right\}
$$

Here, function $f^{*}$ denotes the Legendre transform of the scalar function $f$.
Coming back to the general case $n \geq 1$, we now define $T^{*}$ by

$$
T^{*}=\sup \left\{t \in \left[0, T\left[, \text { such that } \partial_{y} \xi_{i}(., t)>0\right\}\right.\right.
$$

Inequality $T^{*}>0$ is a consequence of $\partial_{y} \xi_{i}(., 0)=1$. We now fix a time $\left.t \in\right] 0, T^{*}$ [ and $\bar{x} \in \mathbb{R}$. Let $\bar{y}$ be the foot of the $i$ th characteristic defined by $\bar{x}=\xi_{i}(\bar{y}, t)$. Our goal is
to prove that $\left(\bar{y}, w_{i}(\bar{y}, 0)\right)$ is a (critical) hyperbolic point of $\mathcal{L}_{i}(., ., \bar{x}, t)$ (see Theorem 6.2 below). Set $P=\left(\bar{y}, w_{i}(\bar{y}, 0), \bar{x}, t\right)$. We will need the following lemma.

Lemma 6.1. Let $u \in C^{\infty}(\mathbb{R} \times[0, T[)(T>0)$ be a smooth solution of the system (1.1, 1.2). Assume that $u$ is equal to $a$ constant $u_{\infty} \in D$ outside a compact $K \subset$ $\mathbb{R} \times[0, T]$. Then, for $\bar{y} \in \mathbb{R}$ and $i \in\{1, \ldots, n\}$, we have
(1) $\forall t \in[0, T[$,

$$
\begin{aligned}
\int_{0}^{t}\left(N_{i} \frac{\partial \lambda_{i}}{\partial w_{i}}\right)\left(\xi_{i}(\bar{y}, s), s\right) d s= & t q_{i}^{\prime \prime}\left(w_{i}(\bar{y}, 0)\right)-\left(\xi_{i}(\bar{y}, t)-\bar{y}\right) m_{i}^{\prime \prime}\left(w_{i}(\bar{y}, 0)\right) \\
& -l_{i}^{\prime \prime}\left(w_{i}(\bar{y}, 0)\right)\left[v_{0}(\bar{y})-v\left(\xi_{i}(\bar{y}, t), t\right)\right] .
\end{aligned}
$$

(2) $\forall t \in[0, T[$,

$$
\partial_{y} \xi_{i}(\bar{y}, t)=\left[1+\left(\int_{0}^{t}\left(N_{i} \frac{\partial \lambda_{i}}{\partial w_{i}}\right)\left(\xi_{i}(\bar{y}, s), s\right) d s\right) \frac{w_{i}^{\prime}(\bar{y}, 0)}{N_{i}\left(u_{0}(\bar{y})\right)}\right] \frac{N_{i}\left(u_{0}(\bar{y})\right)}{N_{i}\left(u\left(\xi_{i}(\bar{y}, t), t\right)\right)} .
$$

Proof. (1) Let $\bar{y} \in \mathbb{R}$. We now choose $z \in \mathbb{R}^{-},|z|$ large enough, and set $\bar{x}=\xi_{i}(\bar{y}, t)$ and $\bar{z}=\xi_{i}(z, t)$. We want to prove that $\int_{0}^{t}\left(f(u)-\lambda_{i}(u) u\right)\left(\xi_{i}(\bar{y}, s), s\right) d s=v_{0}(\bar{y})-$ $v(\bar{x}, t)$. Indeed, integrate equations (1.1, 1.2) over the domain $\Omega$ delimited by the two $i$ th characteristics with feet $\bar{y}$ and $z$, and the lines $\left\{(\xi, 0) \in \mathbb{R} \times \mathbb{R}^{+}, z \leq \xi \leq \bar{y}\right\}$ and $\left\{(\xi, s) \in \mathbb{R} \times[0, t], \xi_{i}(z, s) \leq \xi \leq \xi_{i}(\bar{y}, s)\right\}$. We find

$$
\begin{aligned}
\int_{z}^{\bar{y}} & u_{0}(\xi) d \xi-\int_{\bar{z}}^{\bar{x}} u(\xi, t) d \xi-\int_{0}^{t}\left(f(u)-\lambda_{i}(u) u\right)\left(\xi_{i}(\bar{y}, s), s\right) d s \\
+ & \int_{0}^{t}\left(f(u)-\lambda_{i}(u) u\right)\left(\xi_{i}(z, s), s\right) d s=0 .
\end{aligned}
$$

A straightforward computation shows that, for $|z|$ large enough,

$$
\begin{array}{rl}
v_{0}(\bar{y})-v & v(\bar{x}, t)-f\left(u_{\infty}\right) t+\lambda_{i}\left(u_{\infty}\right) u_{\infty} t-\int_{0}^{t}\left(f(u)-\lambda_{i}(u) u\right)\left(\xi_{i}(\bar{y}, s), s\right) d s \\
+ & {\left[f\left(u_{\infty}\right)-\lambda_{i}\left(u_{\infty}\right) u_{\infty}\right] t=0 .}
\end{array}
$$

Hence,

$$
\int_{0}^{t}\left(f(u)-\lambda_{i}(u) u\right)\left(\xi_{i}(\bar{y}, s), s\right) d s=v_{0}(\bar{y})-v(\bar{x}, t) .
$$

We now integrate identity (c) of Theorem 2.4, along the $i$ th characteristic with foot $y \in \mathbb{R}$. We use $w_{i}\left(\xi_{i}(\bar{y}, s), s\right)=w_{i}(\bar{y}, 0)$ and $\int_{0}^{t} \lambda_{i}(\xi(\bar{y}, s), s) d s=\xi_{i}(\bar{y}, t)-\bar{y}$ to obtain our formula.
(2) This follows from equations $(1.1,1.2)$ and Proposition 4.2.

We deduce the following from Lemma 6.1.
Theorem 6.2. Assume $0<t<T^{*}$. Then, $\left(\bar{y}, w_{i}(\bar{y}, 0)\right)$ is a (critical) hyperbolic point of function $(y, a) \mapsto \mathcal{L}_{i}(y, a, x, t)$. Moreover, $\left(\partial^{2} \mathcal{L}_{i} / \partial^{2} a\right)(P)<0$ (here, $P=$ $\left.\left(\bar{y}, w_{i}(\bar{y}, 0), \bar{x}, t\right)\right)$.

Proof. From Proposition 4.1, we have $\mathcal{L}_{i}(P)=0$. Let $(y, a, x, t) \in \mathbb{R} \times D_{i} \times \mathbb{R} \times \mathbb{R}_{+}$. We differentiate function $\mathcal{L}_{i}$, with respect to the $a$ variable,

$$
\left(\partial \mathcal{L}_{i} / \partial a\right)(y, a, x, t)=l_{i}^{\prime}(a)[v(y, 0)-v(x, t)]+(x-y) m_{i}^{\prime}(a)-t q_{i}^{\prime}(a) .
$$

Proposition 4.1 gives us $\left(\partial \mathcal{L}_{i} / \partial a\right)(P)=0$. Next, we differentiate $\mathcal{L}_{i}$ with respect to the $y$ variable,

$$
\left(\partial \mathcal{L}_{i} / \partial y\right)(y, a, x, t)=l_{i}(a) \cdot u(y, 0)-m_{i}(a) .
$$

Hence, from definition of $m_{i}$, we get $\left(\partial \mathcal{L}_{i} / \partial y\right)(P)=0$. Now, $\left(\partial^{2} \mathcal{L}_{i} / \partial^{2} y\right)(y, a, x, t)=$ $l_{i}(a) \cdot u_{0}^{\prime}(y)$. Therefore $\left(\partial^{2} \mathcal{L}_{i} / \partial^{2} y\right)(P)=l_{i}\left(w_{i}(\bar{y}, 0)\right) \cdot u_{0}^{\prime}(\bar{y})$. We use identities $m_{i}\left(w_{i}(y, 0)\right)-\left(l_{i}\left(w_{i}\right) \cdot u(y, 0)\right)=0$ and $N_{i}(u(y, 0))=m_{i}^{\prime}\left(w_{i}(y, 0)\right)-l_{i}^{\prime}\left(w_{i}(y, 0)\right) \cdot u$ to conclude that $l_{i}\left(w_{i}(y, 0)\right) \cdot u_{0}^{\prime}(y)=N_{i}(u(y, 0)) \cdot w_{i}^{\prime}(y, 0)$. Hence,

$$
\left(\partial^{2} \mathcal{L}_{i} / \partial^{2} y\right)(P)=N_{i}(u(\bar{y}, 0)) \cdot w_{i}^{\prime}(\bar{y}, 0)
$$

We also have $\left(\partial^{2} \mathcal{L}_{i} / \partial y \partial a\right)(y, a, x, t)=l_{i}^{\prime}(a) \cdot u_{0}(y)-m_{i}^{\prime}(a)$. It follows that

$$
\left(\partial^{2} \mathcal{L}_{i} / \partial y \partial a\right)(P)=-N_{i}(u(\bar{y}, 0))
$$

Next, $\left(\partial^{2} \mathcal{L}_{i} / \partial^{2} a\right)(y, a, x, t)=l_{i}^{\prime \prime}(a) \cdot[v(y, 0)-v(x, t)]+(x-y) m_{i}^{\prime \prime}(a)-t q_{i}^{\prime \prime}(a)$. Therefore,

$$
\begin{aligned}
\left(\partial^{2} \mathcal{L}_{i} / \partial^{2} a\right)(P) & =l_{i}^{\prime \prime}\left(w_{i}(\bar{y}, 0)\right) \cdot[v(\bar{y}, 0)-v(\bar{x}, t)]+(\bar{x}-\bar{y}) m_{i}^{\prime \prime}\left(w_{i}(\bar{y}, 0)\right)-t q_{i}^{\prime \prime}\left(w_{i}(\bar{y}, 0)\right) \\
& =-\int_{0}^{t}\left(N_{i} \frac{\partial \lambda_{i}}{\partial w_{i}}\right)\left(\xi_{i}(\bar{y}, s), s\right) d s
\end{aligned}
$$

(cf. Lemma 6.1). In particular, genuine nonlinearity and $N_{i}>0$ implies $\left(\partial^{2} \mathcal{L}_{i} / \partial^{2} a\right)$ $(P)<0$. Lastly,

$$
\begin{aligned}
\operatorname{det}\left(\mathcal{L}_{i}^{\prime \prime}\right)(P) & =-N_{i}(u(\bar{y}, 0)) w_{i}^{\prime}(\bar{y}, 0)\left(\int_{0}^{t} N_{i} \frac{\partial \lambda_{i}}{\partial w_{i}}\left(\xi_{i}(y, s), s\right) d s\right)-\left(N_{i}(u(\bar{y}, 0))\right)^{2} \\
& =-\left(N_{i}(u(\bar{y}, 0))\right)^{2}\left[1+\left(\int_{0}^{t} N_{i} \frac{\partial \lambda_{i}}{\partial w_{i}}\left(\xi_{i}(y, s), s\right) d s\right)\left(\frac{w_{i}^{\prime}(\bar{y}, 0)}{N_{i}(u(\bar{y}, 0))}\right)\right] \\
& =-N_{i}(u(\bar{y}, 0)) N_{i}(u(\bar{x}, t)) \partial_{y} \xi_{i}(\bar{y}, t)
\end{aligned}
$$

(cf. Lemma 6.1). But, $t \in] 0, T^{*}\left[\right.$ implies that $\partial_{y} \xi_{i}(\bar{y}, t)>0$. Since $N_{i}$ is a positive function, we get $\operatorname{det}\left(\mathcal{L}_{i}^{\prime \prime}(P)\right)<0$. $\quad \square$

For $y \in \mathbb{R}$, we set $\phi(y)=\sup _{a \in D_{i}} \mathcal{L}_{i}(y, a, \bar{x}, t)$. Function $\phi$ has finite values (the set $\bar{D}$ is compact) and is continuous on $\mathbb{R}$. Moreover, we have the following.

COROLLARY 6.3. Under the assumption (and with the notations) of Theorem 6.2, there exists a neighborhood $V(\bar{y})$ of $\bar{y}$ and a bounded interval $J$ (which may depend on $(\bar{x}, t))$ such that
(1) $\forall y \in V(\bar{y}), \phi(y) \geq 0$.
(2) $\inf _{y \in V(\bar{y})} \sup _{a \in D_{i}} \mathcal{L}_{i}(y, a, \bar{x}, t)=0$.
(3) $\inf _{y \in \mathbb{R}} \sup _{a \in D_{i}} \mathcal{L}_{i}(y, a, \bar{x}, t)=\inf _{y \in J} \sup _{a \in D_{i}} \mathcal{L}_{i}(y, a, \bar{x}, t)$.

Proof. (1) This follows from Theorem 6.2 and the Morse lemma.
(2) Inequality $\inf _{y \in V(\bar{y})} \sup _{a \in D_{i}} \mathcal{L}_{i}(y, a, \bar{x}, t) \geq 0$ follows from (1). The opposite inequality is proved in [2].
(3) Let $A_{0} \in D$ and set $a_{0}=w_{i}\left(A_{0}\right)$. Obviously $a_{0} \in D_{i}$. Since $D$ is an open set and $u_{\infty} \in D$, we can choose $A_{0} \in D$ in such a way that $l_{i}\left(a_{0}\right) \cdot\left(u_{\infty}-A_{0}\right)>0$. Next, notice that

$$
\mathcal{L}_{i}\left(y, a_{0}, \bar{x}, t\right)=l_{i}\left(a_{0}\right) \cdot\left[\int_{\bar{x}}^{y}\left(u_{0}(\xi)-A_{0}\right) d \xi+\int_{0}^{t}\left(f(u(\bar{x}, \tau))-f\left(A_{0}\right)\right) d \tau\right]
$$

and assume, for instance, that $y \in \mathbb{R}_{+}$. We fix $\beta \in \mathbb{R}_{+}, \beta$ large enough. We have, as $y>\beta$,

$$
\begin{aligned}
\mathcal{L}_{i}\left(y, a_{0}, \bar{x}, t\right)= & l_{i}\left(a_{0}\right) \cdot \int_{\beta}^{y}\left(u_{\infty}-A_{0}\right) d \xi+l_{i}\left(a_{0}\right) \cdot\left[\int_{\bar{x}}^{\beta}\left(u_{0}(\xi)-A_{0}\right) d \xi\right. \\
& \left.\int_{0}^{t}\left(f(u(\bar{x}, \tau))-f\left(A_{0}\right)\right) d \tau\right]
\end{aligned}
$$

Hence, $\mathcal{L}_{i}\left(y, a_{0}, \bar{x}, t\right) \rightarrow+\infty$ when $y \rightarrow+\infty$. In the case $y \rightarrow-\infty$, we argue in the same way. It follows that $\sup _{a \in D_{i}} \mathcal{L}_{i}\left(y, a_{0}, \bar{x}, t\right)>0$ for $|y|$ large enough.

See [9] for an inf sup equality in the scalar case and [2] for the Temple case for the inequality $\inf _{y \in \mathbb{R}} \sup _{a \in D_{i}} \mathcal{L}_{i}(y, a, \bar{x}, t) \leq 0$. In the case of a general solution $u$ (with bounded variations), equality $\inf _{y \in \mathbb{R}} \sup _{a \in D_{i}} \mathcal{L}_{i}(y, a, \bar{x}, t)=0$ is still an open problem.

Acknowledgments. The authors are indebted to the referee for various improvements to the text.
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#### Abstract

We give sufficient conditions for the existence of solutions to the Hamilton-Jacobi equations with Dirichlet boundary condition: $$
\begin{cases}g(x, \operatorname{det} D u(x))=0, & \text { for a.e. } x \in \Omega \\ u(x)=\varphi(x), & \text { for } x \in \partial \Omega\end{cases}
$$ obtaining, in addition, an application to the theory of existence of minimizers for a class of nonconvex variational problems.
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1. Introduction. The purpose of this paper is to contribute to the theory of existence of solutions for the Dirichlet problem for Hamilton-Jacobi equations and to give applications of such a theory to the minimum problem in the vectorial case of the calculus of variations.

Consider the problem of minimizing the energy functional (see, for example, [D], [CZ2])

$$
G(u)=\int_{\Omega} g(x, \operatorname{det} D u(x)) d x
$$

on the space of maps $u \in W^{1, p}\left(\Omega, \mathbb{R}^{n}\right)(p \geq 1)$ satisfying the boundary condition $u=\varphi$ on $\partial \Omega$, where $g=g(x, \xi)$ is a map from $\Omega\left(\subseteq \mathbb{R}^{n}\right) \times \mathbb{R}$ to $\overline{\mathbb{R}}$. The existence of minimum points for $G$ cannot be deduced by the direct method of the calculus of variations since, in general, the minimizing sequences of $G$ are not weakly compact in $W^{1, p}\left(\Omega, \mathbb{R}^{n}\right)$ and, moreover, if no convexity assumption is made on $g$ (with respect to its second variable), the functional $G$ fails to be weakly lower semicontinuous.

Suppose then $g(x, \xi) \geq 0$ for any $(x, \xi) \in \Omega \times \mathbb{R}$; clearly a solution of the problem

$$
\begin{cases}g(x, \operatorname{det} D u(x))=0, & \text { for a.e. } x \in \Omega  \tag{P}\\ u(x)=\varphi(x), & \text { for } x \in \partial \Omega\end{cases}
$$

which is the vectorial Hamilton-Jacobi equation with Dirichlet boundary condition studied in this paper, is a minimum point for $G$.

To solve problem $\mathcal{P}$ we follow the idea, contained in a recent paper of Dacorogna and Marcellini ([DMa]), of making use of the Baire category argument. To overcome the difficulties due to the $x$-dependence of $g$ we impose, instead of global condition on $g$, suitable compatibility conditions between the set $Z(x)$ in which the map $g(x, \cdot)$ vanishes and the boundary datum $\varphi$. More precisely we take $\varphi$ in $W^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ and

[^90]assume that for any $x \in \Omega$ there exist real positive numbers $\alpha(x)$ and $\beta(x)$ such that $g(x, \alpha(x))=g(x, \beta(x))=0$ and $\alpha(x) \leq \operatorname{det} D \varphi(x) \leq \beta(x)$ almost everywhere. Hence, problem $\mathcal{P}$ reduces to the differential inclusion:
\[

$$
\begin{cases}\operatorname{det} D u(x) \in\{\alpha(x), \beta(x)\}, & \text { for a. e. } x \in \Omega  \tag{E}\\ u(x)=\varphi(x), & \text { for } x \in \partial \Omega\end{cases}
$$
\]

By this way no convexity, continuity, or growth condition assumption on $g$ are needed, and the only difficulty consists in finding a suitable complete metric space in which to apply Baire's method. In our main result (Theorem 3.1) we will show that if $\alpha$ and $\beta$ are (essentially) strictly positive elements of $L^{\infty}(\Omega, \mathbb{R})$, which can be approximated in $L^{1}(\Omega, \mathbb{R})$ from above and below, respectively, by continuous functions, then the differential inclusion $\mathcal{E}$ admits solutions in $W^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$.
2. Preliminaries and notations. In this paper $\Omega$ is an open subset of $\mathbb{R}^{n}$ $(n \geq 1),|\cdot|$ and $\langle\cdot, \cdot\rangle$ denote, respectively, the Euclidean norm and the scalar product in $\mathbb{R}^{n} ; \mu$ denotes the Lebesgue measure. Given that $E \subseteq \mathbb{R}^{n}, \operatorname{co}(E), \operatorname{extr}(E)$, $\operatorname{int}(E)$, $\operatorname{diam}(E)$, and $\operatorname{Ls}(E)$ are, respectively, the convex hull, the set of extreme points, the interior, the diameter, and the linear span of $E$, $\operatorname{relint}(E)$ is the interior of $E$ relative to $\operatorname{Ls}(E)$.

Given a set of vectors $V=\left\{y^{i} \in \mathbb{R}^{n}: i=1, \ldots, m\right\}(m \leq n+1), \operatorname{co}(V)$ is said to be an $(m-1)$-simplex (of $\left.\mathbb{R}^{n}\right)$ if the dimension of $\operatorname{Ls}(\operatorname{co}(V))$ is $m-1$. Moreover, for $y \in \mathbb{R}^{n}$ we call $(y)^{\perp}$ the orthogonal complement of $\operatorname{Ls}(\{y\})$, i.e., $(y)^{\perp}:=\left\{z \in \mathbb{R}^{n}:\langle z, y\rangle=0\right\}$.

A real $n \times n$ matrix $A$ is written as

$$
A=\left(A_{j}^{i}\right)_{\substack{i=1, \ldots, n \\
j=1, \ldots, n}}=\left(\begin{array}{ccc}
A_{1}^{1} & \ldots & A_{n}^{1} \\
\vdots & \ddots & \vdots \\
A_{1}^{n} & \cdots & A_{n}^{n}
\end{array}\right)=\left(\begin{array}{c}
A^{1} \\
\vdots \\
A^{n}
\end{array}\right)=\left(A_{1}, \ldots, A_{n}\right)
$$

and the space $\mathcal{M}_{n}$ of real $n \times n$ matrices is endowed with the norm

$$
\|A\|_{\mathcal{M}_{n}}:=\max \left\{\left|A^{i}\right|, i=1, \ldots, n\right\}
$$

Following [D] (p. 186 ff .), we introduce the vectors of $\mathbb{R}^{n}\left(\operatorname{adj}_{n-1} A\right)^{i}, \quad i=1, \ldots n$, defined by $\left(\operatorname{adj}_{n-1} A\right)_{j}^{i}=(-1)^{(i+j)}(\operatorname{cof} A)_{j}^{i}$ where

$$
\left((\operatorname{cof} A)_{j}^{i}\right)_{\substack{i=1, \ldots, n \\ j=1, \ldots, n}}
$$

is the adjoint matrix of $A$ and recall that

$$
\begin{equation*}
\operatorname{det} A=\left\langle A^{i},\left(\operatorname{adj}_{n-1} A\right)^{i}\right\rangle \tag{2.1}
\end{equation*}
$$

for any $i=1, \ldots, n$.
A map $u: \Omega \rightarrow \mathbb{R}^{n}$ is written as

$$
u=\left(\begin{array}{c}
u^{1} \\
\vdots \\
u^{n}
\end{array}\right)
$$

and its Jacobian matrix will be

$$
D u=\left(\begin{array}{c}
D u^{1} \\
\vdots \\
D u^{n}
\end{array}\right)
$$

We shall use the spaces $C^{0}(\Omega, \mathbb{R}), L^{\infty}(\Omega, \mathbb{R}), L^{\infty}\left(\Omega, \mathbb{R}^{n}\right), L^{\infty}\left(\Omega, \mathcal{M}_{n}\right), W^{1, \infty}(\Omega, \mathbb{R})$, $W^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right), W_{0}^{1, \infty}(\Omega, \mathbb{R}), W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ endowed with their usual norms.

An element $u \in W^{1, \infty}\left(\Omega, \mathbb{R}^{m}\right)(m=1$ or $m=n)$ is said to be countably piecewise affine (CPA) if there exists a countable collection $\left\{\Omega_{j}, j \in \mathbb{N}\right\}$ of open, pairwise disjoint subsets of $\Omega$ with Lipschitz boundary, such that $\Omega=\left(\bigcup_{j \in \mathbb{N}} \Omega_{j}\right) \cup N$ (where $N$ is a null set) and the restriction of $u$ to $\Omega_{j}$ is affine.

We shall make use of tools and results obtained by Baire category methods in the study of differential inclusions (see, for example, [B], [C1], [DP]). To do this let $\mathcal{I}$ be the set of compact intervals of $\mathbb{R}$ endowed with the Hausdorff topology, following Bressan $([\mathrm{B}])$, we define the map $h: \mathbb{R} \times \mathcal{I} \rightarrow \mathbb{R} \cup\{-\infty\}$ by setting

$$
h(\xi, I)= \begin{cases}\sup \left\{\left(\int_{0}^{1}|\xi-\phi(t)|^{2} d t\right)^{\frac{1}{2}}, \phi:[0,1] \rightarrow I: \int_{0}^{1} \phi(t) d t=\xi,\right\} & \text { if } \xi \in I  \tag{2.2}\\ -\infty & \text { if } \xi \notin I\end{cases}
$$

By the properties of the map $h$ listed in $[\mathrm{B}]$, we have that, if $I=[a, b]$, then

$$
h(\xi, I)=\left[\xi(a+b)-a b-\xi^{2}\right]^{\frac{1}{2}}
$$

hence, the following properties are trivial.
Proposition 2.1.
(i) The map $\mathbb{R} \times \mathcal{I} \ni(\xi, I) \mapsto h(\xi, I)$ is upper semicontinuous;
(ii) the map $I \ni \xi \mapsto h(\xi, I)$ is strictly concave for every $I \in \mathcal{I}$;
(iii) if $I=[a, b]$ then $h(\xi, I)=0$ if and only if $\xi \in\{a, b\}$ and, moreover, $h(\xi, I) \leq$ $\min \{|\xi-a|,|\xi-b|\}$ for every $\xi \in I$.
In the proof of our main result we will make use of the likelihood functional:

$$
L(u):=\int_{\Omega} h(\operatorname{det} D u(x), J(x)) d x
$$

where $u \in W^{1, \infty}(\Omega, \mathbb{R})$ and $J: \Omega \rightarrow \mathcal{I}$.
We will need the following tool (see [C2], [CZ1]).
Proposition 2.2. Let $\Omega$ be an open subset of $\mathbb{R}^{n}, \epsilon>0$ and let $S$ be an n-simplex with $0 \in \operatorname{int}(S)$. Then there exists a $C P A u \in W_{0}^{1, \infty}(\Omega, \mathbb{R})$ such that
(i) $D u(x) \in \operatorname{extr}(S) S$ for almost every $x \in \Omega$;
(ii) $\|u\|_{L^{\infty}(\Omega, \mathbb{R})} \leq \epsilon$.

Proof. Let $S=\operatorname{co}\left(\left\{s^{i}, i=0,1, \ldots, n\right\}\right)$ (i.e. $\left\{s^{i}, i=0,1, \ldots, n\right\}$ is the set of vertices of $S$ coinciding with the set of extreme points of $S$ ) and define the polar set of $S, S^{*}:=\bigcap_{i=0}^{n}\left\{x \in \mathbb{R}^{n}:\left\langle s^{i}, x\right\rangle \leq 1\right\}$. Applying Lemma 1 of [C2] we construct $v \in W_{0}^{1, \infty}\left(S^{*}, \mathbb{R}\right)$ such that $D v \in \operatorname{extr}(S) S$ almost everywhere. Then consider the following collection of subsets of $\Omega$ :
$\mathcal{U}:=\left\{z+\rho S^{*} \subseteq \Omega, z \in \Omega, 0<\rho<\epsilon(\operatorname{diam}(S))^{-1} \quad\right.$ subject to $\left.\quad \operatorname{diam}\left(z+\rho S^{*}\right) \leq 1\right\}$.
By Vitali covering lemma we may select a countable subfamily of disjoint elements of $\mathcal{U}$, say $\mathcal{V}=\left\{V_{j}=z_{j}+\rho_{j} S^{*}, z_{j} \in \Omega, 0<\rho_{j}<\epsilon(\operatorname{diam}(S))^{-1}, j \in \mathbb{N}\right\}$ and define maps $w_{j} \in W_{0}^{1, \infty}\left(V_{j}, \mathbb{R}\right)$ by setting

$$
w_{j}(x):=\rho_{j} v\left(\frac{x-z_{j}}{\rho_{j}}\right)
$$

Clearly, $D w_{j} \in \operatorname{extr}(S)$ almost everywhere and $\left|w_{j}(x)\right| \leq \rho_{j}\left(\sup _{V_{j}}\left|D w_{j}\right|\right) \operatorname{diam}\left(V_{j}\right) \leq$ $\epsilon$ almost everywhere.

Setting $u:=\lim \sum_{j \in \mathbb{N}} w_{j}$, (the limit is intended in $W^{1,1}$ ) we have the thesis.

We also need the following simple geometric argument.
Proposition 2.3. Let $a, b \in \mathbb{R}^{n}$ such that $\langle a, b\rangle \neq 0$. Let $\Sigma=\operatorname{co}\left(\left\{\sigma^{i}, i=\right.\right.$ $1, \ldots, n\})$ be an $(n-1)$-simplex contained in $(b)^{\perp}$ such that $0 \in \operatorname{relint}(\Sigma)$. Let $\lambda^{-}, \lambda^{+}, \rho \in \mathbb{R}$ such that $\rho>0$ and $\lambda^{-}<0<\lambda^{+}$. Set $s^{0}=\lambda^{+} a$, $s^{i}=\lambda^{-} a+\rho \sigma^{i}$, $i=1, \ldots, n$, and $S:=\operatorname{co}\left(\left\{s^{i}, i=0, \ldots, n\right\}\right)$. Then $S$ is an $n$-simplex and $0 \in \operatorname{int}(S)$.

Proof. First of all remark that the dimension of $W:=\operatorname{Ls}\left(\left\{\lambda^{-} a+\rho \sigma^{i}, i=\right.\right.$ $1, \ldots, n\})=\lambda^{-} a+(b)^{\perp}$, is $n-1$. Since $\lambda^{+} a \notin W$ it follows that the dimension of $\operatorname{Ls}(S)$ is $n$. Since $0 \in \operatorname{relint}(\Sigma)$ there exist $\left.\mu_{1}, \ldots, \mu_{n} \in\right] 0,1\left[\right.$ such that $\sum_{i=1}^{n} \mu_{i}=1$ and $\sum_{i=1}^{n} \mu_{i} \sigma^{i}=0$ Then

$$
\begin{aligned}
0= & \left(\frac{-\lambda^{-}}{\lambda^{+}-\lambda^{-}}\right)\left(\lambda^{+} a\right)+\left(\frac{\lambda^{+}}{\lambda^{+}-\lambda^{-}}\right)\left(\lambda^{-} a\right)+\sum_{i=1}^{n} \mu_{i} \sigma^{i} \\
& =\left(\frac{-\lambda^{-}}{\lambda^{+}-\lambda^{-}}\right)\left(\lambda^{+} a\right)+\left(\frac{\lambda^{+}}{\lambda^{+}-\lambda^{-}}\right)\left(\sum_{i=1}^{n} \mu_{i}\right)\left(\lambda^{-} a\right)+\sum_{i=1}^{n}\left(\frac{\lambda^{+}}{\lambda^{+}-\lambda^{-}} \rho\right) \mu_{i} \sigma^{i} \\
& =\sum_{i=0}^{n} \nu_{i} s^{i}
\end{aligned}
$$

where

$$
\nu_{0}=\frac{-\lambda^{-}}{\lambda^{+}-\lambda^{-}}, \quad \nu_{i}=\frac{\lambda^{+}}{\lambda^{+}-\lambda^{-}} \mu_{i}, \quad i=1, \ldots, n
$$

Since $\left.\nu_{0}, \ldots, \nu_{n} \in\right] 0,1\left[\right.$ and $\sum_{i=1}^{n} \nu_{i}=1$, this means $0 \in \operatorname{int}(S)$.
3. Main result. We are interested in the following problem:

$$
\begin{cases}g(x, \operatorname{det} D u(x))=0, & \text { for a. e. } x \in \Omega  \tag{P}\\ u(x)=\varphi(x), & \text { for } x \in \partial \Omega\end{cases}
$$

where $g=g(x, \xi)$ is a map from $\Omega \times \mathbb{R}$ to $\overline{\mathbb{R}}$, and we assume that for every $x \in \Omega$ there exist $\alpha(x), \beta(x) \in \mathbb{R}$ such that $0<\alpha(x)<\beta(x)$ for every $x \in \Omega$, and $g(x, \alpha(x))=$ $g(x, \beta(x))=0$.

Hence, problem $(\mathcal{P})$ reduces to the solution of the differential inclusion:

$$
\begin{cases}\operatorname{det} D u(x) \in\{\alpha(x), \beta(x)\}, & \text { for a. e. } x \in \Omega \\ u(x)=\varphi(x), & \text { for } x \in \partial \Omega\end{cases}
$$

Before stating our main result we specify the assumption on the map $\alpha$ and $\beta$. No more assumptions on $g$ are needed.

DEfinition 3.1. Let $\alpha, \beta \in L^{\infty}(\Omega, \mathbb{R})$. We say that $\alpha$ and $\beta$ satisfy condition (A) if there exist two numbers $\bar{\alpha}, \bar{\beta} \in \mathbb{R}^{+}$and two sequences $\left\{\alpha_{l}\right\}_{l \in \mathbb{N}},\left\{\beta_{l}\right\}_{l \in \mathbb{N}}$ in $C^{0}(\Omega, \mathbb{R})$ such that

$$
\begin{gathered}
0<\bar{\alpha} \leq \alpha(x)<\beta(x) \leq \bar{\beta} \text { a.e. in } \Omega ; \\
\alpha_{l}(x) \geq \alpha(x) \quad \text { and } \quad \beta_{l}(x) \leq \beta(x) \text { a.e. in } \Omega, \forall l \in \mathbb{N} ; \\
\alpha_{l} \xrightarrow{l \rightarrow \infty} \alpha, \quad \beta_{l} \xrightarrow{l \rightarrow \infty} \beta \quad \text { in } L^{1}(\Omega, \mathbb{R}) .
\end{gathered}
$$

We have the following result.

Theorem 3.1. Let $\Omega$ be a bounded open subset of $\mathbb{R}^{n}$ and $\alpha, \beta \in L^{\infty}(\Omega, \mathbb{R})$ satisfy (A). Let $\varphi \in W^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ be a countably piecewise affine map such that $\operatorname{det} D \varphi(x) \in$ $[\alpha(x), \beta(x)]$ for almost every $x \in \Omega$. Then there exists $\bar{u} \in \varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ such that $\operatorname{det} D \bar{u}(x) \in\{\alpha(x), \beta(x)\}$ for almost every $x \in \Omega$.

Moreover,

$$
\|D \bar{u}\|_{L^{\infty}\left(\Omega, \mathcal{M}_{n}\right)} \leq \max \left\{\|D \varphi\|_{L^{\infty}\left(\Omega, \mathcal{M}_{n}\right)}, 2 \frac{\bar{\beta}\|D \varphi\|_{L^{\infty}\left(\Omega, \mathcal{M}_{n}\right)}^{n}}{\bar{\alpha}^{\frac{2 n-1}{n}}}\right\}
$$

Proof. Set

$$
\gamma=\frac{1}{2} \operatorname{essinf}_{x \in \Omega}\left\{\min \frac{\operatorname{det} D \varphi(x)}{\left|D \varphi^{i}(x)\right|\left|\left(\operatorname{adj}_{n-1} D \varphi(x)\right)^{i}\right|}, \quad i=1, \ldots, n\right\}
$$

Since, for every $A \in \mathcal{M}_{n}$, we have that

$$
\left(\left(\operatorname{adj}_{n-1} A\right)_{j}^{i}\right)^{2} \leq \prod_{\substack{k=1 \\ k \neq i}}^{n} \sum_{\substack{l=1 \\ l \neq j}}^{n}\left(A_{l}^{k}\right)^{2}
$$

it follows that

$$
\left|\left(\operatorname{adj}_{n-1} A\right)^{i}\right|^{2} \leq \sum_{j=1}^{n} \prod_{\substack{k=1 \\ k \neq i}}^{n} \sum_{\substack{l=1 \\ l \neq j}}^{n}\left(A_{l}^{k}\right)^{2} \leq \prod_{\substack{k=1 \\ l \neq i}}^{n} \sum_{l=1}^{n}\left(A_{l}^{k}\right)^{2}=\prod_{\substack{k=1 \\ k \neq i}}^{n}\left|A^{k}\right|^{2}
$$

Hence, recalling that $\operatorname{det} D \varphi \geq \bar{\alpha}$ almost everywhere, we have that

$$
\begin{equation*}
\gamma \geq \frac{1}{2} \frac{\bar{\alpha}}{\|D \varphi\|_{L^{\infty}\left(\Omega, \mathcal{M}_{n}\right)}^{n}} \tag{3.1}
\end{equation*}
$$

We set

$$
\begin{equation*}
M:=\max \left\{\|D \varphi\|_{L^{\infty}\left(\Omega, \mathcal{M}_{n}\right)}, \frac{\bar{\beta}}{\bar{\alpha}^{\frac{n-1}{n} \gamma}}\right\} \tag{3.2}
\end{equation*}
$$

and consider the elements $u$ of $W^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ such that

$$
\begin{align*}
& \|D u(x)\|_{\mathcal{M}_{n}} \leq M \text { a.e., }  \tag{3.3}\\
& \operatorname{det} D u(x) \in[\alpha(x), \beta(x)] \text { a.e., }  \tag{3.4}\\
& \frac{\operatorname{det} D u(x)}{\left|D u^{i}(x)\right|\left|\left(\operatorname{adj}_{n-1} D u(x)\right)^{i}\right|}>\gamma \quad \forall i=1, \ldots, n, \quad \text { a.e. } \tag{3.5}
\end{align*}
$$

More precisely, we introduce the set
$V_{M, \gamma}:=\left\{u \in \varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)\right.$ such that $u$ is CPA and satisfies (3.3), (3.4), (3.5) $\}$,
remarking that $V_{M, \gamma}$ is nonempty since it contains $\varphi$.
Now we call $V$ the completion of $V_{M, \gamma}$ with respect to the $L^{\infty}\left(\Omega, \mathbb{R}^{n}\right)$ topology and observe that

$$
V \subseteq\left\{u \in \varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right):(3.3),(3.4) \text { hold }\right\}
$$

To prove the last assertion take a sequence $\left(u_{k}\right)_{k \in \mathbb{N}}$ in $V_{M, \gamma}$ converging to some $u$ in $L^{\infty}\left(\Omega, \mathbb{R}^{n}\right)$. Since $\left\|D u_{k}(x)\right\|_{\mathcal{M}_{n}} \leq M$ a.e. we may extract a subsequence, that we still call $\left(u_{k}\right)$, converging to $u$ in the weak* topology of $W^{1, \infty}$. Hence, clearly, $\|D u(x)\|_{\mathcal{M}_{n}} \leq M$ a.e. Moreover, for every $p>n,\left(u_{k}\right) \rightharpoonup u$ in (the weak topology of) $W^{1, p}\left(\Omega, \mathbb{R}^{n}\right)$; hence, (see, for example, $[\mathrm{E}, \mathrm{p} .31]$ ) $\operatorname{det} D u_{k} \rightharpoonup \operatorname{det} D u$ in (the weak topology of) $L^{p / n}(\Omega, \mathbb{R})$ consequently, recalling that (3.4) holds for any element of the sequence $\left(u_{k}\right)_{k \in \mathbb{N}}$ we have that $\operatorname{det} D u(x) \in[\alpha(x), \beta(x)]$ for almost every $x \in \Omega$.

Consider now the multifunction $J: \Omega \rightarrow \mathcal{I}, J(x)=[\alpha(x), \beta(x)]$ and the likelihood functional $L: V \rightarrow \mathbb{R}$ :

$$
L(u):=\int_{\Omega} h(\operatorname{det} D u(x), J(x)) d x
$$

where the map $h$ is defined in (2.2). We define the sets

$$
V_{s}:=\left\{u \in V: L(u)<\frac{1}{s}\right\}, \quad s \in \mathbb{N}
$$

Our aim is now to show that $\left(V_{s}\right)_{s \in \mathbb{N}}$ is a collection of open and dense subsets of V.

Step 1. The sets $V_{s}$ are open in $V$.
First of all remark that the map $J$ is continuous with respect to Hausdorff topology; moreover, by the properties of $h$ listed in Proposition 2.1, the map $\mathcal{M}_{n} \ni A \mapsto$ $h(\operatorname{det} A, J(x))$ is quasi-concave for every $x \in \Omega$ (i.e., $\mathcal{M}_{n} \ni A \mapsto-h(\operatorname{det} A, J(x))$ is quasi-convex in Morrey sense), then $L$ turns out to be upper semicontinuous on $V$ with respect to weak* topology of $W^{1, \infty}$.

Fix $s \in \mathbb{N}$ and take now a sequence $\left(u_{k}\right)_{k \in \mathbb{N}}$ in $V-V_{s}$ (so that, in particular, $\left.L\left(u_{k}\right) \geq 1 / s\right)$ converging in $L^{\infty}\left(\Omega, \mathcal{M}_{n}\right)$ to some $u \in V$. By the previous argument we may suppose that $\left(u_{k}\right) \stackrel{*}{\rightharpoonup} u$ in $W^{1, \infty}$; hence,

$$
L(u) \geq \limsup _{k \rightarrow \infty} L\left(u_{k}\right) \geq \frac{1}{s}
$$

This proves that $V-V_{s}$ is closed in $V$ and then $V_{s}$ is open.
Step 2. The sets $V_{s}$ are dense in $V$.
Fix $s \in \mathbb{N}, u \in V_{M, \gamma}$ and $\epsilon>0$. We shall construct $v \in V_{M, \gamma}$ such that $L(v)<\frac{1}{s}$ and $\|u-v\|_{L^{\infty}\left(\Omega, \mathcal{M}_{n}\right)} \leq \epsilon$. It will follow that $V_{s}$ is dense in $V_{M, \gamma}$ and then in $V$ too.

Consider the sequences $\left\{\alpha_{l}\right\}_{l \in \mathbb{N}}$ and $\left\{\beta_{l}\right\}_{l \in \mathbb{N}}$ of Definition 3.1 and take an integer $l$ such that

$$
\left\{\begin{array}{l}
l \geq \frac{1}{10 s \mu(\Omega)},  \tag{3.6}\\
\left\|\alpha_{l}-\alpha\right\|_{L^{1}(\Omega, \mathbb{R})} \leq \frac{1}{5 s} \\
\left\|\beta_{l}-\beta\right\|_{L^{1}(\Omega, \mathbb{R})} \leq \frac{1}{5 s}
\end{array}\right.
$$

and an open set $\Lambda$ such that $\bar{\Lambda} \subseteq \Omega$ and

$$
\begin{equation*}
\mu(\Omega-\Lambda) \leq \frac{1}{5 s(\bar{\beta}-\bar{\alpha})} \tag{3.7}
\end{equation*}
$$

Recall that $u$ is CPA i.e., there exists a collection $\left\{\Omega_{j}, j \in \mathbb{N}\right\}$ of open, pairwise disjoint subsets of $\Omega$ such that $\Omega=\left(\bigcup \Omega_{j}\right) \bigcup N$ ( $N$ null set) and

$$
u=\sum_{j=1}^{\infty} u_{j} \chi_{\Omega_{j}}
$$

where $u_{j}$ is affine.
Now set $\Lambda_{j}:=\Omega_{j} \bigcap \Lambda$ and, for any $j \in \mathbb{N}$, consider the open set

$$
\Lambda_{j}^{*}:=\left\{x \in \Lambda_{j}: \operatorname{det} D u_{j}(x) \in\left(\alpha_{l}(x)+\frac{1}{l}, \beta_{l}(x)-\frac{1}{l}\right)\right\}
$$

We call

$$
\Lambda^{*}:=\bigcup_{j=1}^{\infty} \Lambda_{j}^{*}
$$

set

$$
\begin{equation*}
\left.v\right|_{\Omega-\Lambda^{*}}:=\left.u\right|_{\Omega-\Lambda^{*}}, \tag{3.8}
\end{equation*}
$$

and now proceed to define $v$ on each $\Lambda_{j}^{*}$.
By the uniform continuity of $\alpha_{l}$ and $\beta_{l}$ on $\Lambda^{*}$ we may infer the existence of a positive $\delta$ such that for any $E \subseteq \Lambda^{*}$ with $\operatorname{diam}(E) \leq \delta$, each one of the multifunctions

$$
E \ni x \mapsto\left[\alpha_{l}(x), \alpha_{l}(x)+\frac{1}{l}\right], \quad E \ni x \mapsto\left[\beta_{l}(x)-\frac{1}{l}, \beta_{l}(x)\right]
$$

admits at least one constant selection, and by Vitali covering lemma, we may assume that each $\Lambda_{j}^{*}$ has diameter less than $\delta$.

Fix then $j \in \mathbb{N}$ such that $\Lambda_{j}^{*} \neq \emptyset$. Let $d_{j}^{-}, d_{j}^{+}$be real numbers such that

$$
\begin{equation*}
d_{j}^{-} \in\left[\alpha_{l}(x), \alpha_{l}(x)+\frac{1}{l}\right], \quad d_{j}^{+} \in\left[\beta_{l}(x)-\frac{1}{l}, \beta_{l}(x)\right] \quad \forall x \in \Lambda_{j}^{*} \tag{3.9}
\end{equation*}
$$

and, in order to simplify the notations, set

$$
D u_{j}=A=\left(\begin{array}{c}
A^{1} \\
\vdots \\
A^{n}
\end{array}\right)
$$

remarking that, by the definition of $\Lambda_{j}^{*}$,

$$
\begin{equation*}
d_{j}^{-}<\operatorname{det} A<d_{j}^{+} . \tag{3.10}
\end{equation*}
$$

Let $i_{0} \in\{1, \ldots, n\}$ be the index such that $\left|\left(\operatorname{adj}_{n-1} A\right)^{i_{0}}\right| \geq\left|\left(\operatorname{adj}_{n-1} A\right)^{i}\right|$ for $i=$ $1, \ldots, n$, and assume, to fix the ideas, $i_{0}=1$. We then have

$$
\begin{align*}
\left|\left(\operatorname{adj}_{n-1} A\right)^{1}\right|^{n} \geq \prod_{i=1}^{n}\left|\left(\operatorname{adj}_{n-1} A\right)^{i}\right| \geq & \operatorname{det}\left(\left(\left(\operatorname{adj}_{n-1} A\right)_{j}^{i}\right)_{\substack{i=1, \ldots, n \\
j=1, \ldots, n}}\right)  \tag{3.11}\\
& =\operatorname{det}\left(\left((\operatorname{cof} A)_{j}^{i}\right)_{\substack{i=1, \ldots, n \\
j=1, \ldots, n}}\right)=(\operatorname{det} A)^{n-1}
\end{align*}
$$

Now consider the $(n-1)$-dimensional linear subspace of $\mathbb{R}^{n}$ :

$$
\left(\left(\operatorname{adj}_{n-1} A\right)^{1}\right)^{\perp}=\left\{y \in \mathbb{R}^{n}:\left\langle y,\left(\operatorname{adj}_{n-1} A\right)^{1}\right\rangle=0\right\}
$$

and take an $(n-1)$-simplex $\Sigma=\operatorname{co}\left(\left\{\sigma^{k}, k=1, \ldots, n\right\}\right)$ in $\left(\left(\operatorname{adj}_{n-1} A\right)^{1}\right)^{\perp}$ such that zero (of $\mathbb{R}^{n}$ ) belongs to its relative interior and $\left|\sigma^{k}\right|=1$ for every $k$. Then, for $\rho \in \mathbb{R}$ such that

$$
\begin{equation*}
0<\rho \leq\left|A^{1}\right|\left(1-\frac{d_{j}^{-}}{\operatorname{det} A}\right), \tag{3.12}
\end{equation*}
$$

we define the vectors of $\mathbb{R}^{n}$ :

$$
s_{\rho}^{0}:=\frac{d_{j}^{+}-\operatorname{det} A}{\operatorname{det} A} A^{1}, \quad s_{\rho}^{k}:=\frac{d_{j}^{-}-\operatorname{det} A}{\operatorname{det} A} A^{1}+\rho \sigma^{k}, k=1, \ldots, n,
$$

and the matrices

$$
A(k, \rho)=\left(\begin{array}{c}
A^{1}+s_{\rho}^{k} \\
A^{2} \\
\vdots \\
A^{n}
\end{array}\right), k=0, \ldots, n
$$

Remark that for any $i=1, \ldots, n$ and $k=0,1, \ldots, n$ the map

$$
\rho \mapsto g_{k, i}(\rho):=\frac{\operatorname{det} A(k, \rho)}{\left|A(k, \rho)^{i}\right|\left(\operatorname{adj}_{n-1} A(k, \rho)\right)^{i} \mid}
$$

is continuous in a neighborhood of $\rho=0$, and that

$$
g_{k, i}(0)=\frac{\operatorname{det} A}{\left|A^{i}\right|\left(\operatorname{adj}_{n-1} A\right)^{i} \mid}>\gamma .
$$

Hence, we can choose a $\bar{\rho}$ sufficiently small so that

$$
\begin{equation*}
g_{k, i}(\bar{\rho})>\gamma \tag{3.13}
\end{equation*}
$$

for any $k$ and $i$.
Then set $s^{k}:=s_{\frac{k}{\rho}}$ for $k=1, \ldots, n$ and $S:=\operatorname{co}\left(\left\{s^{k}, k=0,1, \ldots, n\right\}\right)$. By (3.10) and Proposition 2.3, $S$ is an $n$-simplex and $0 \in \operatorname{int}(S)$. Applying Proposition 2.2 we define a CPA map $w_{j} \in W_{0}^{1, \infty}\left(\Lambda_{j}^{*}, \mathbb{R}\right)$ such that $\left\|w_{j}\right\|_{L^{\infty}\left(\Lambda_{j}^{*}, \mathbb{R}\right)} \leq \epsilon$ and $D w_{j} \in\left\{s^{k}, k=\right.$ $0,1, \ldots, n\}$ a.e. in $\Lambda_{j}^{*}$. Now define, on $\Lambda_{j}^{*}$,

$$
v_{j}=\left(\begin{array}{c}
v_{j}^{1} \\
v_{j}^{2} \\
\vdots \\
v_{j}^{n}
\end{array}\right)=\left(\begin{array}{c}
u_{j}^{1}+w_{j} \\
u_{j}^{2} \\
\vdots \\
u_{j}^{n}
\end{array}\right) .
$$

Clearly, $v_{j}$ is a CPA element of $u_{j}+W_{0}^{1, \infty}\left(\Lambda_{j}^{*}, \mathbb{R}^{n}\right),\left\|u_{j}-v_{j}\right\|_{L^{\infty}\left(\Lambda_{j}^{*}, \mathbb{R}^{n}\right)} \leq \epsilon$, and

$$
D v_{j} \in\left\{A(k)=\left(\begin{array}{c}
A^{1}+s^{k} \\
A^{2} \\
\vdots \\
A^{n}
\end{array}\right), k=0, \ldots, n\right\}
$$

almost everywhere in $\Lambda_{j}^{*}$. We now show that $v_{j}$ satisfies (3.3), (3.4), and (3.5).

First of all remark that, by the choice of $\bar{\rho}((3.13)), v_{j}$ satisfies (3.5).
Recalling (2.1), we have, by elementary computations,

$$
\operatorname{det} A(k)=\left\langle A^{1}+s^{k},\left(\operatorname{adj}_{n-1} A\right)^{1}\right\rangle=\operatorname{det} A+\frac{d_{j}^{ \pm}-\operatorname{det} A}{\operatorname{det} A}\left\langle A^{1},\left(\operatorname{adj}_{n-1} A\right)^{1}\right\rangle=d_{j}^{ \pm}
$$

Hence,

$$
\begin{equation*}
\operatorname{det} D v_{j} \in\left\{d_{j}^{-}, d_{j}^{+}\right\} \tag{3.14}
\end{equation*}
$$

almost everywhere in $\Lambda_{j}^{*}$. Hence, by (3.9), (3.4) holds.
We are left to prove that $v_{j}$ satisfy (3.3), i.e., that $\|A(k)\|_{\mathcal{M}_{n}} \leq M$ for any $k$. This means $\left|A^{1}+s^{k}\right| \leq M$ for $k=0,1, \ldots, n$. By (3.12) this is trivial for $k=1, \ldots, n$; hence, we estimate $\left|A^{1}+s^{0}\right|$. By (3.2), (3.5), (3.11), recalling that $u$ belongs to $V_{M, \gamma}$ and remarking that $d_{j}^{+} \leq \bar{\beta}$, we have
$\left|A^{1}+s^{0}\right|=\left|A^{1}\right| \frac{d_{j}^{+}}{\operatorname{det} A}=\frac{d_{j}^{+}}{\left|\left(\operatorname{adj}_{n-1} A\right)^{1}\right| \frac{\operatorname{det} A}{\left|A^{1}\right|\left|\left(\operatorname{adj}_{n-1} A\right)^{1}\right|}} \leq \frac{\bar{\beta}}{(\operatorname{det} A)^{\frac{n-1}{n} \gamma}} \leq \frac{\bar{\beta}}{(\bar{\alpha})^{\frac{n-1}{n} \gamma}} \leq M$.
Now we set

$$
\begin{equation*}
\left.v\right|_{\Lambda^{*}}=\left.\sum_{j=1}^{\infty} v_{j}\right|_{\Lambda_{j}^{*}} \tag{3.15}
\end{equation*}
$$

Equations (3.8) and (3.15) define $v$ on the whole $\Omega$. Clearly, $v$ turns out to be a CPA element of $u+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)=\varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$; moreover, by construction, conditions (3.3), (3.4), and (3.5) are satisfied locally, and then hold on the whole $\Omega$. Hence $v$ belongs to $V_{M, \gamma}$. Moreover, by construction, $\|u-v\|_{L^{\infty}} \leq \epsilon$ and to end the proof of Step 2 we are left to show that $v$ belongs to $V_{s}$.

Let us estimate $L(v)$. By (3.9), (3.14) and by the definition of $\Lambda^{*}$, we have that

$$
\operatorname{det} D v(x) \in\left[\alpha(x), \alpha_{l}(x)+\frac{1}{l}\right] \bigcup\left[\beta_{l}(x)-\frac{1}{l}, \beta(x)\right]
$$

almost everywhere in $\Lambda$. Hence, recalling point (iii) of Proposition 2.1, (3.6) and (3.7) we have

$$
\begin{aligned}
L(v)= & \int_{\Omega-\Lambda} h(\operatorname{det} D u(x), J(x)) d x+\int_{\Lambda} h(\operatorname{det} D v(x), J(x)) d x \\
& \leq \mu(\Omega-\Lambda)(\bar{\beta}-\bar{\alpha})+\int_{\Lambda}\left(\left|\beta(x)-\beta_{l}(x)-\frac{1}{l}\right|+\left|\alpha(x)-\alpha_{l}(x)-\frac{1}{l}\right|\right) d x \\
& \leq \mu(\Omega-\Lambda)(\bar{\beta}-\bar{\alpha})+\left\|\beta-\beta_{l}\right\|_{L^{1}}+\left\|\alpha-\alpha_{l}\right\|_{L^{1}}+\frac{2}{l} \mu(\Omega) \leq \frac{4}{5 s}<\frac{1}{s}
\end{aligned}
$$

By this way Step 2 is proved.
Now we apply the Baire theorem to conclude that $U:=\bigcap_{s \in \mathbb{N}} V_{s}$ is nonempty. Take any element in $\bar{u} \in U$. Clearly, $\operatorname{det} D \bar{u}(x) \in[\alpha(x), \beta(x)]$ and $\|D \bar{u}(x)\|_{\mathcal{M}_{n}} \leq M$ almost everywhere in $\Omega$; moreover, $L(\bar{u})=0$. Hence, $h(x, \operatorname{det} D \bar{u}(x))=0$ (a.e.) and this implies, by point (iii) of Proposition 2.1, that $\operatorname{det} D \bar{u}(x) \in\{\alpha(x), \beta(x)\}$ almost everywhere in $\Omega$.

Recalling (3.1), this ends the proof.

Remarks. 1. In the proof of the theorem we have supposed that $\Omega$ is bounded; clearly, such a condition can be removed, considering arbitrary open subsets of $\mathbb{R}^{n}$ and solving the problem on a countable family of open, bounded, disjoint subsets of $\Omega$.
2. In Theorem 3.1 we impose a condition on the behavior of the boundary value $\varphi$ in the interior of $\Omega$. This fact is in some sense unnatural. In Corollary 3.1 below we show that under some additional hypothesis such conditions can be removed.

Corollary 3.1. Let $\Omega$ be an open bounded connected subset of $\mathbb{R}^{n}$ with $C^{\infty}$ boundary $\partial \Omega$. Let $\alpha, \beta: \bar{\Omega} \rightarrow \mathbb{R}$ be elements of $L^{\infty}(\Omega, \mathbb{R})$ satisfying assumption $(\mathrm{A})$ and such that $\alpha(x)<\beta(x)$ for almost every $x \in \bar{\Omega}$. Let $\varphi$ be a $C^{\infty}$-diffeomorphism of $\bar{\Omega}$ onto $\varphi(\bar{\Omega})$ such that

$$
\int_{\Omega} \alpha(x) d x<\int_{\Omega} \operatorname{det} D \varphi(x) d x=\mu(\varphi(\Omega))<\int_{\Omega} \beta(x) d x .
$$

Then there exists $\bar{u} \in \varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ such that $\operatorname{det} D \bar{u}(x) \in\{\alpha(x), \beta(x)\}$ almost everywhere in $\Omega$.

Proof. Let $f \in C^{\infty}(\bar{\Omega}, \mathbb{R})$ be such that

$$
\alpha(x)<f(x)<\beta(x) \quad \forall x \in \bar{\Omega}
$$

and

$$
\int_{\Omega} f(x) d x=\mu(\varphi(\Omega))
$$

By Theorem 5 in [DMo] there exists a $C^{\infty}$-diffeomorphism $\psi$ of $\bar{\Omega}$ onto itself such that

$$
\begin{cases}\operatorname{det} D \varphi(\psi(x)) \operatorname{det} D \psi(x)=f(x), & x \in \Omega \\ \psi(x)=x, & x \in \partial \Omega\end{cases}
$$

Since $\Phi:=\varphi \circ \psi$ is $C^{\infty}$, by standard approximation arguments (see [ET, Prop 2.1 p. 309]) we may find a sequence $\left(\Phi_{k}\right)_{k \in \mathbb{N}}$ of CPA elements of $\Phi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ such that $\Phi_{k} \rightarrow \Phi$ in $W^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ as $k \rightarrow \infty$. Consequently, we may choose an element $\bar{\Phi}$ of such sequence such that

$$
\operatorname{det} \bar{\Phi}(x) \in(\alpha(x), \beta(x))
$$

almost everywhere in $\Omega$. Then, applying Theorem 3.1, we can find $\bar{u} \in \bar{\Phi}+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)=$ $\varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ such that $\operatorname{det} D \bar{u}(x) \in\{\alpha(x), \beta(x)\}$.
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# ON THE STATIONARY CAHN-HILLIARD EQUATION: BUBBLE SOLUTIONS 
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#### Abstract

We study stationary solutions of the Cahn-Hilliard equation in a bounded smooth domain that have an interior spherical interface (bubbles). We show that a large class of interior points (the "nondegenerate peak" points) have the following property: there exists such a solution whose bubble center lies close to a given nondegenerate peak point. Our construction uses, among others, the Liapunov-Schmidt reduction method and exponential asymptotics.
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1. Introduction. In this paper, we continue our investigation of stationary solutions of the Cahn-Hilliard equation.

The Cahn-Hilliard equation is the simplest model for the separation of a binary mixture in the presence of a mass constraint (see [7]). It can be derived from a Helmholtz-free energy

$$
\begin{equation*}
E(u)=\int_{\Omega}\left[F(u(x))+\frac{1}{2} \epsilon^{2}|\nabla u(x)|^{2}\right] d x \tag{1.1}
\end{equation*}
$$

subject to the constraint $\frac{1}{|\Omega|} \int_{\Omega} u d x=m$. Here $\Omega$ is a bounded smooth domain corresponding to the region occupied by the body, $u(x)$ is a conserved order parameter representing, for example, the concentration, $\epsilon$ is the range of intermolecular forces, the gradient term is a contribution to the free energy coming from spatial fluctuations of the order parameter, and $F(u)$ is the free energy density which has a double-well structure at low temperatures. The simplest one is $F(u)=\frac{1}{4}\left(1-u^{2}\right)^{2}$. Hence, $f(u):=F^{\prime}(u)=u^{3}-u$. For the rest of the paper we often write $u^{3}-u$ instead of $f(u)$. However, since we are looking for solutions of (1.2) with $\|u\|_{L^{\infty}(\Omega)} \leq C$, we can modify the nonlinearity $f(u)=u^{3}-u$ for $u$ large so that the mapping $u \mapsto u^{3}$, $H^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is compact regardless of the dimension $N$. See [32] and [34] for more general nonlinearities.

A stationary solution of $E(u)$ satisfies the following Euler-Lagrange equation:

$$
\begin{cases}\epsilon^{2} \triangle u-f(u)=\sigma_{\epsilon} & \text { in } \Omega  \tag{1.2}\\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega \\ \frac{1}{\Omega} \int_{\Omega} u d x=m, & \end{cases}
$$

where $f(u)=F^{\prime}(u), \sigma_{\epsilon}$ is a constant, and $\nu(x)$ is the unit outer normal at $x \in \partial \Omega$.

[^91]Equation (1.2) has been studied extensively by many authors. It was first observed by Modica in [19] that global minimizers $u_{\epsilon}$ of $E(u)$ under $m=\frac{1}{|\Omega|} \int_{\Omega} u d x$ have a transition layer. Namely, there exists an open set $\Gamma \subset \Omega$ such that if a sequence $u_{\epsilon}$ converges, then $u_{\epsilon} \longrightarrow 1$ on $\Omega \backslash \bar{\Gamma}, u_{\epsilon} \longrightarrow-1$ on $\Gamma$ as $\epsilon \longrightarrow 0$, and $\partial \Gamma \cap \bar{\Omega}$ is a minimal surface having constant mean curvature. Kohn and Sternberg in [16] studied local minimizers of the functional without mass conservation by using $\Gamma$-convergence. Chen and Kowalczyk [9] proved the existence of local minimizers using a geometric approach. The dynamics of the transition layer solution have been studied by many authors, e.g., Chen [8], Alikakos, Bates, and Fusco [3], Alikakos, Bates, and Chen [2], Alikakos, Fusco, and Kowalczyk [4], Pego [25], etc.

The study of the solution set of (1.2) is the key to understanding the global dynamics, as this has been illustrated by Bates and Fife in one dimension [6], Alikakos, Fusco, and Kowalczyk [4], and Grinfeld and Novick-Cohen [13], [14].

In the one-dimensional case, Grinfeld and Novick-Cohen [13], [14] completely determined all stationary solutions and proved some properties of their connecting orbits. In the higher-dimensional case $(N \geqslant 2)$, little is known about stationary solutions except for the transition layer solution. In [32], we first established the existence of boundary spike layer solutions, namely, solutions that are "almost" constant and have a spike on the boundary. More precisely, suppose that $\sqrt{\frac{1}{3}}<m<1$ and $P_{0} \in \partial \Omega$ such that $\nabla_{\tau_{P_{0}}} H\left(P_{0}\right)=0,\left(\nabla_{\tau_{P_{0}}}^{2} H\left(P_{0}\right)\right):=G_{B}\left(P_{0}\right)$ is nondegenerate, where $H\left(P_{0}\right)$ is the mean curvature function at $P_{0}$ and $\nabla_{\tau_{P_{0}}}$ is the tangential derivative at $P_{0}$. Then for $\epsilon$ sufficiently small there exists a solution $u_{\epsilon}$ of (1.2) such that $u_{\epsilon}(x) \rightarrow m$ for $x \in \bar{\Omega} \backslash\left\{P_{0}\right\}$. Moreover, $u_{\epsilon}$ has only one local minimum $P_{\epsilon}$, where $P_{\epsilon} \in \partial \Omega, P_{\epsilon} \longrightarrow P_{0}$ and $u_{\epsilon}\left(P_{\epsilon}\right) \longrightarrow \beta<m$. Multiple boundary spikes are also constructed in [33].

In [34], we established the existence of interior spike layer solutions under some geometric conditions on the domain.

We first introduced the following set: For each $P \in \Omega$, we define
where $M(\partial \Omega)$ are the bounded Borel measures on $\partial \Omega$, and the convergence is the weak convergence of measures.

A point $P_{0} \in \Omega$ is called a nondegenerate peak point if it satisfies the following conditions:
(1) $\Lambda_{P_{0}}=\left\{d \mu_{P_{0}}(z)\right\}$.
(2) There exists $a \in R^{N}$ such that $\int_{\partial \Omega} e^{\left\langle z-P_{0}, a\right\rangle}\left(z-P_{0}\right) d \mu_{P_{0}}(z)=0$ and

$$
\int_{\partial \Omega}\left\{\frac{e^{\left(-\left|z-P_{0}\right| / \epsilon\right)} e^{\left\langle z-P_{0}, a\right\rangle}}{\int_{\partial \Omega} e^{\left(-\left|z-P_{0}\right| / \epsilon\right)} d z}\right\}\left(z-P_{0}\right) d z=O\left(\epsilon^{\alpha_{0}}\right)
$$

for some $\alpha_{0}>0$. Here and throughout the paper $\langle A, B\rangle$ means the inner product of $A \in R^{N}$ and $B \in R^{N}$.
(3) The matrix $G(P):=\left(\int_{\partial \Omega} e^{\left\langle z-P_{0}, a\right\rangle}\left(z-P_{0}\right)_{i}\left(z-P_{0}\right)_{j} d \mu_{P_{0}}(z)\right)$ is nondegenerate, where $a$ is given in (2).

Remark. The vector $a \in R^{N}$ in (2) and (3) is unique. A more geometric characterization of a nondegenerate peak point is the following fact: $P_{0}$ is a nondegenerate peak point if and only if $P_{0} \in \operatorname{int}\left(\operatorname{conv}\left(\operatorname{supp}\left(d \mu_{P_{0}}\right)\right)\right)$ where int $\left(\operatorname{conv}\left(\operatorname{supp}\left(d \mu_{P_{0}}\right)\right)\right)$ is the interior of the convex hull of the support of $d \mu_{P_{0}}$. Moreover, when $\Omega$ is strictly
convex, the maximum point of the distance function, $d(x, \partial \Omega)$, is a nondegenerate peak point. See [29]. This is much in line with the formal analysis done in [27] (but here we don't need $N=2$ ).

Under conditions (1)-(3), we proved in [34] that if $\sqrt{\frac{1}{3}}<m<1$, then for $\epsilon$ sufficiently small, there exist solutions $u_{\epsilon}$ of (1.2) with the property that $u_{\epsilon}$ has only one local minimum $P_{\epsilon}$ and $u_{\epsilon} \rightarrow m$ for $x \in \bar{\Omega} \backslash\left\{P_{0}\right\}, u_{\epsilon}\left(P_{\epsilon}\right) \rightarrow \beta<m, P_{\epsilon} \rightarrow P_{0}$.

In this paper, we shall construct another kind of solution: bubbles. A bubble solution is a transition layer solution with a spherical interface. More precisely, $u_{\epsilon}$ is a bubble solution if there exists an open ball (with center $x_{0}$ and radius $r_{b}$ ) $B_{r_{b}}\left(x_{0}\right) \subset \Omega$ such that $u_{\epsilon} \rightarrow+1$ in $B_{r_{b}}\left(x_{0}\right)$ and $u_{\epsilon} \rightarrow-1$ in $\bar{\Omega} \backslash \overline{B_{r_{b}}\left(x_{0}\right)}$.

Bubble-like solutions have been studied recently by some authors. Alikakos and Fusco [5] and Ward [27] studied the dynamics of bubbles. It was proved that bubble solutions are metastable, and the bubble drifts across the domain with exponentially small velocity without changing shape while maintaining a constant radius (to principal order) to conserve mass. In [27], Ward used matched asymptotics expansions to give a careful but formal (nonrigorous) analysis on stationary bubbles for equation (1.2) in a strictly convex domain in $R^{2}$ and some special domains in $R^{3}$. More precisely, it was shown in [27] that for a strictly convex domain $\Omega$ in $R^{2}$, the center of a bubble is at an $O(\epsilon)$ distance from the center of the largest inscribed circle in $\Omega$. Some special results for $R^{3}$ were also contained in [27]. As far as we know, a rigorous proof of the existence of stationary bubbles in general domains has not been given.

The goal of this paper is to give an explicit and rigorous construction of bubblelike solutions in general domains. Our analysis is based on the Liapunov-Schmidt reduction method which was used in a similar context by Floer and Weinstein [11] and extended by Oh [23], [24] in the study of semiclassical states of the following nonlinear Schrödinger equation

$$
\epsilon^{2} \Delta u-V(x) u+u^{p}=0, \quad x \in R^{N}
$$

There they studied the role of the potential $V(x)$ for the existence of concentrated solutions, and the order of the error is algebraic (i.e., $O(\epsilon)$ ). Here we have to overcome two additional difficulties. First, the error term is exponentially small, and we use the method of viscosity solutions as introduced in [18] and used in [22] to estimate exponentially small terms. Second, the linearized operator, modulo its approximate kernel, is not uniformly invertible with respect to $\epsilon$ (it is uniformly invertible in [11], [23], [24], and [34]). We have to estimate the order of small eigenvalues of the linearized operator (modulo its kernel).

The following is the main result of this paper.
Theorem 1.1. Let $P_{0} \in \Omega$ and $m \in\left(-1, \frac{2\left|B_{d\left(P_{0}, \partial \Omega\right)}\left(P_{0}\right)\right|}{|\Omega|}-1\right)$. Suppose $P_{0}$ is a "nondegenerate peak" point. Then for $\epsilon$ sufficiently small there exists a solution $u_{\epsilon}$ of (1.2) such that $u_{\epsilon} \rightarrow 1$ in $B_{r_{b}}\left(P_{0}\right)$ and $u_{\epsilon} \rightarrow-1$ in $\bar{\Omega} \backslash \overline{B_{r_{b}}\left(P_{0}\right)}$, where $r_{b}$ is such that

$$
\begin{equation*}
\left|B_{r_{b}}\left(P_{0}\right)\right|=\frac{m+1}{2}|\Omega| . \tag{1.4}
\end{equation*}
$$

Examples. (1) A bubble in a dumbbell domain (see Fig. 1.1).
By explicit computation, we know that $P_{1}$ and $P_{2}$ are nondegenerate peak points. There are two bubble solutions for (1.2).
(2) Let $\Omega \subset R^{2}$. If the support of $d \mu_{P_{0}}(z)$ contains more than two points, then $P_{0}$ is a nondegenerate peak point (see Fig. 1.2).


Fig. 1.1. Dumbbell domain.


FIG. 1.2. Support of $d \mu_{P_{0}}$ contains exactly 3 points.

To lay down the proof of Theorem 1.1, we first transform equation (1.2). It is easy to see that equation (1.2) is equivalent to the following:

$$
\begin{cases}\epsilon^{2} \triangle u+u-u^{3}=m-\frac{1}{|\Omega|} \int_{\Omega} u(x)^{3} d x & \text { in } \Omega  \tag{1.5}\\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega \\ \frac{1}{|\Omega|} \int_{\Omega} u d x=m\end{cases}
$$

We prove Theorem 1.1 in the following steps.
We first study a problem in $R^{N}$, namely, the following:

$$
\begin{cases}\triangle v+v-v^{3}=\sigma & \text { in } R^{N} \\ v(0)=\max _{y \in R^{N}} v(y), v \geqslant \tau_{\sigma}, v(y) \longrightarrow \tau_{\sigma} & \text { as }|y| \rightarrow+\infty\end{cases}
$$

where $\tau_{\sigma}$ is such that

$$
v-v^{3}-\sigma=\left(v-\tau_{\sigma}\right)\left(v-a_{\sigma}\right)\left(b_{\sigma}-v\right), \quad \tau_{\sigma}<a_{\sigma}<b_{\sigma}
$$

Note that as $\sigma \rightarrow 0, \tau_{\sigma} \rightarrow-1, a_{\sigma} \rightarrow 0, b_{\sigma} \rightarrow 1$. Moreover, if $\sigma>0$, we have

$$
\int_{\tau_{\sigma}}^{b_{\sigma}}\left[v-v^{3}-\sigma\right] d v>0
$$

It is well known (see [10] and [26]) that the equation

$$
\begin{cases}\triangle w+w(w-a)(b-w)=0 & \text { in } R^{N}  \tag{1.7}\\ w(0)=\max _{z \in R^{N}} w(z), w(z)>0, w(z) \rightarrow 0 & \text { as }|z| \rightarrow \infty\end{cases}
$$

has a unique solution which is radial if

$$
0<a<b
$$

and

$$
\int_{0}^{b} w(w-a)(b-w) d w>0
$$

Hence, $\sigma>0$ fixed and small (1.6) has a unique solution $v_{\sigma}$ which is radial.
In section 2, we study the asymptotic behavior of $v_{\sigma}$ as $\sigma \rightarrow 0$. By a special choice of $\sigma$ (namely, $\sigma=O(\epsilon)$ ), we have

$$
v_{\sigma}\left(\frac{\left|x-P_{0}\right|}{\epsilon}\right) \rightarrow+1 \text { in } B_{r_{b}}\left(P_{0}\right), \quad v_{\sigma}\left(\frac{\left|x-P_{0}\right|}{\epsilon}\right) \rightarrow-1 \text { in } \bar{\Omega} \backslash \overline{B_{r_{b}}\left(P_{0}\right)}
$$

for some $r_{b}>0$. Hence, $v_{\sigma}$ is a bubble solution to (1.6). However, $v_{\sigma}$ does not satisfy the boundary condition (which is why we need to introduce the geometric conditions (1)-(3)).

Set

$$
\Omega_{\epsilon}=\{y \mid \epsilon y \in \Omega\}, \quad \Omega_{\epsilon, P}=\{y \mid \epsilon y+P \in \Omega\}
$$

In section 3 , we study a function $P_{\Omega_{\epsilon, P}} v_{\sigma}$ which is a modification of $v_{\sigma}$. It satisfies the Neumann boundary condition on $\partial \Omega_{\epsilon, P}$.

In section 4 , we choose $\sigma$ such that

$$
\begin{equation*}
\sigma=m-\frac{1}{|\Omega|} \int_{\Omega}\left(P_{\Omega_{\epsilon, P_{0}}} v_{\sigma}\right)^{3} d x \tag{1.8}
\end{equation*}
$$

We set $P_{\Omega_{\epsilon, P}} v_{\sigma}=w_{\epsilon, P}$. We use $w_{\epsilon, P}$ as our approximate solution.
In section 5 , we set

$$
\begin{equation*}
u_{\epsilon}=w_{\epsilon, P_{0}+z}+\Phi_{\epsilon, z} \tag{1.9}
\end{equation*}
$$

where

$$
z=\epsilon\left(\frac{1}{2 \sqrt{2}} d\left(P_{0}, \partial \Omega\right) a+\tilde{z}\right)
$$

and substitute into equation (1.2). We linearize equation (1.2) around $w_{\epsilon, P_{0}+z}$. The linearized operator is

$$
L_{\epsilon} \Phi=\triangle \Phi+\left(1-3 w_{\epsilon, P_{0}+z}^{2}\right) \Phi+3 \frac{1}{|\Omega|} \int_{\Omega} w_{\epsilon, P_{0}+z}^{2} \Phi d x
$$

The error term $\Phi_{\epsilon, z}$ is exponentially small. We need to obtain the precise exponential asymptotics. This is done in section 5 .

In section 6, we use the classical Liapunov-Schmidt reduction procedure. We first define the approximate kernel

$$
K_{\epsilon, z}=\operatorname{span}\left\{\left.\frac{\partial w_{\epsilon, P_{0}+z}}{\partial z_{i}} \right\rvert\, i=1, \ldots, N\right\} \subset H^{2}\left(\Omega_{\epsilon}\right)
$$

and approximate cokernel

$$
C_{\epsilon, z}=\operatorname{span}\left\{\left.\frac{\partial w_{\epsilon, P_{0}+z}}{\partial z_{i}} \right\rvert\, i=1, \ldots, N\right\} \subset L^{2}\left(\Omega_{\epsilon}\right)
$$

We solve $\Phi_{\epsilon, z}$ in the approximate kernel. To this end, we need to analyze the small eigenvalues of $L_{\epsilon}$ (modulo $K_{\epsilon, z}$ ). We will show that these small eigenvalues are of order $O\left(\epsilon^{2}\right)$. Thus $\Phi_{\epsilon, z}$ can be solved. Equation (1.2) is reduced to finite dimensions.

In section 7 we apply a degree-theoretic argument to solve the reduced finitedimensional problem (in which the nondegeneracy of the peak point $P_{0}$ is essential) and complete the proof of Theorem 1.1.

We note that Ward in [27] obtained identities similar to condition (2) about bubbles. In [28], he also derived a similar identity for the location of peaks of localized solutions for a semilinear elliptic equations with Robin boundary conditions. Such kind of identities have also appeared in the analysis of interior spike solutions for the stationary reaction-diffusion equation

$$
\begin{cases}\epsilon^{2} \triangle u+f(u)=0 & \text { in } \Omega  \tag{1.10}\\ \frac{\partial u}{\partial \nu}=0 \text { or } u=0 & \text { on } \partial \Omega\end{cases}
$$

See [22], [29], [30], [31], [34], etc.
Throughout this paper, we use $C, C_{0}, C_{N}, c$, etc. to denote various generic constants. The symbols $O(A), o(A)$ mean that $|O(A)| \leq C|A|, o(A) /|A| \rightarrow 0$, respectively. $A \sim B$ means $A / B \rightarrow C$ in some limit. The numbers $\mu, \delta$ are small positive numbers.
2. Equation in $\boldsymbol{R}^{\boldsymbol{N}}$. In this section, we study a parametrized semilinear elliptic equation in $R^{N}$.

Let $v_{\sigma}$ be the unique solution of the problem

$$
\begin{cases}\triangle v+v-v^{3}=\sigma & \text { in } R^{N}  \tag{2.11}\\ v(0)=\max _{y \in R^{N}} v(y), v \geqslant \tau_{\sigma}, v(y) \longrightarrow \tau_{\sigma} & \text { as }|y| \rightarrow+\infty\end{cases}
$$

For $\sigma$ small, let $v-v^{3}-\sigma=\left(v-\tau_{\sigma}\right)\left(v-a_{\sigma}\right)\left(b_{\sigma}-v\right)$, where $\tau_{\sigma}<a_{\sigma}<b_{\sigma}$. Then

$$
\begin{equation*}
\tau_{\sigma}=-1+c_{0} \sigma+O\left(\sigma^{2}\right), \quad a_{\sigma}=0+c_{1} \sigma+O\left(\sigma^{2}\right), \quad b_{\sigma}=1+c_{2} \sigma+O\left(\sigma^{2}\right) \tag{2.12}
\end{equation*}
$$

where $c_{0}, c_{1}, c_{2}$ are constants.

Let $R_{\sigma}$ be the radius such that

$$
\begin{equation*}
v_{\sigma}\left(R_{\sigma}\right)=0 \tag{2.13}
\end{equation*}
$$

We have the following.
Lemma 2.1.

$$
\begin{equation*}
\sigma R_{\sigma}=c_{b}+O(\sigma) \tag{2.14}
\end{equation*}
$$

as $\sigma \rightarrow 0$ where $c_{b}>0$ is a positive constant.
Proof. We divide the proof into the following steps.
STEP 1. $R_{\sigma} \rightarrow \infty$ as $\sigma \rightarrow 0$.
We have $v_{\sigma} \rightarrow v_{0}$ uniformly in any compact set, where $v_{0}$ satisfies

$$
\left\{\begin{array}{l}
\triangle v_{0}+v_{0}-v_{0}^{3}=0  \tag{2.15}\\
v_{0}(0)=1, \quad v_{0}^{\prime}(0)=0
\end{array}\right.
$$

This implies $v_{0} \equiv 1$ (since $v_{0}$ is radial). Therefore, $R_{\sigma} \rightarrow \infty$ as $\sigma \rightarrow 0$ and Step 1 is proved.

STEP 2. $v_{\sigma}\left(R_{\sigma}+s\right) \rightarrow U_{0}(s)$ in $C_{l o c}^{2}(R)$ as $\sigma \rightarrow 0$, where $U_{0}(s)$ is the unique solution of the $O D E$

$$
\left\{\begin{array}{l}
u^{\prime \prime}+u-u^{3}=0, \quad-\infty<r<+\infty  \tag{2.16}\\
u(0)=0, \quad \lim _{r \rightarrow-\infty} u(r)=-1, \quad \lim _{r \rightarrow+\infty} u(r)=+1
\end{array}\right.
$$

Set $\hat{v}_{\sigma}(|x|):=v_{\sigma}(x)$ and $\tilde{v}_{\sigma}(s):=\hat{v}_{\sigma}\left(R_{\sigma}+s\right)$. Note that $\tilde{v}_{\sigma}$ satisfies

$$
\begin{equation*}
\tilde{v}_{\sigma}^{\prime \prime}+\frac{N-1}{R_{\sigma}+s} \tilde{v}_{\sigma}^{\prime}+\tilde{v}_{\sigma}-\tilde{v}_{\sigma}^{3}=\sigma \tag{2.17}
\end{equation*}
$$

Now

$$
\begin{equation*}
\frac{1}{R_{\sigma}+s} \rightarrow 0 \tag{2.18}
\end{equation*}
$$

uniformly with respect to $s$ in any compact subset of the real line $R$ since $R_{\sigma} \rightarrow \infty$.
This implies that $\tilde{v}_{\sigma} \rightarrow U_{0}$ in $C_{l o c}^{2}(R)$, where $U_{0}$ satisfies (2.16). Step 2 is thus proved.

STEP 3. $\sigma R_{\sigma}=c_{b}+O(\sigma)$ as $\sigma \rightarrow 0$.
Set $\Phi_{\sigma}(s)=\tilde{v}_{\sigma}(s)-U_{0}(s)$. Then $\Phi_{\sigma}$ satisfies

$$
\begin{equation*}
\Phi_{\sigma}^{\prime \prime}+\left(1-3 U_{0}^{2}\right) \Phi_{\sigma}+O\left(\left|\Phi_{\sigma}\right|\right) \Phi_{\sigma}=\sigma-\frac{N-1}{R_{\sigma}+s} \tilde{v}_{\sigma}^{\prime} \tag{2.19}
\end{equation*}
$$

uniformly in any compact subset of $R$. This implies

$$
\begin{equation*}
\left\|\Phi_{\sigma}\right\|_{C_{l o c}^{2}\left[-R_{\sigma}, \infty\right)} \leq C \operatorname{Max}\left(\sigma, R_{\sigma}^{-1}\right) \tag{2.20}
\end{equation*}
$$

Furthermore, $U_{0}^{\prime}$ satisfies

$$
\begin{equation*}
\left(U_{0}^{\prime}\right)^{\prime \prime}+\left(1-3 U_{0}^{2}\right) U_{0}^{\prime}=0 \tag{2.21}
\end{equation*}
$$

Multiplying (2.19) by $U_{0}^{\prime}$ and (2.21) by $\Phi_{\sigma}$, integrating, and taking the difference, we get

$$
\begin{align*}
& \Phi_{\sigma}^{\prime} U_{0}^{\prime}-\left.\Phi_{\sigma} U_{0}^{\prime \prime}\right|_{-R_{\sigma}} ^{\infty}+\int_{-R_{\sigma}}^{\infty} O\left(\left|\Phi_{\sigma}\right|^{2}\right) U_{0}^{\prime} d s \\
& \quad=\sigma \int_{-R_{\sigma}}^{\infty} U_{0}^{\prime} d s-\int_{-R_{\sigma}}^{\infty} \frac{N-1}{R_{\sigma}+s} \tilde{v}_{\sigma}^{\prime} U_{0}^{\prime} d s \tag{2.22}
\end{align*}
$$

This implies

$$
\begin{equation*}
\sigma R_{\sigma}=\frac{N-1}{2} \int_{-\infty}^{\infty}\left(U_{0}^{\prime}\right)^{2} d s+O\left(R_{\sigma} \operatorname{Max}\left(\sigma^{2}, R_{\sigma}^{-2}\right)\right) \tag{2.23}
\end{equation*}
$$

as $\sigma \rightarrow 0$. Therefore, Step 3 is proved and Lemma 2.1 follows. $\square$
Let $U_{0}(r)$ be the solution of $(2.16)$. We then have the following.
Lemma 2.2 .

$$
\begin{equation*}
v_{\sigma}(r)=U_{0}\left(r-R_{\sigma}\right)+O(\sigma) \tag{2.24}
\end{equation*}
$$

Proof. Lemma 2.2 follows by Lemma 2.1 and (2.20).
Next we shall study the eigenvalues associated with the linearized operator

$$
\begin{gathered}
L_{\sigma} \Phi:=\triangle \Phi+\left(1-3 v_{\sigma}^{2}\right) \Phi \\
L_{\sigma}: H_{N}^{2}\left(\Omega_{\epsilon, P}\right) \rightarrow L^{2}\left(\Omega_{\epsilon, P}\right)
\end{gathered}
$$

where

$$
\Omega_{\epsilon, P}=\{y \mid \epsilon y+P \in \Omega\}
$$

and

$$
H_{N}^{2}\left(\Omega_{\epsilon, P}\right)=\left\{u \in H^{2}\left(\Omega_{\epsilon, P}\right) \left\lvert\, \frac{\partial u}{\partial \nu}=0\right. \text { on } \partial \Omega_{\epsilon, P}\right\} .
$$

We first consider the operator on $R^{N}$ :

$$
\begin{aligned}
& L \Phi:=\triangle \Phi+\left(1-3 v_{\sigma}^{2}\right) \Phi \\
& L: H^{2}\left(R^{N}\right) \rightarrow L^{2}\left(R^{N}\right)
\end{aligned}
$$

Lemma 2.3. For $\sigma>0$ sufficiently small

$$
\operatorname{Kernel}(L):=X=\operatorname{span}\left\{\left.\frac{\partial v_{\sigma}}{\partial y_{j}} \right\rvert\, j=1,2, \ldots, N\right\} \subset H^{2}\left(R^{N}\right)
$$

Proof. By [26], $L_{\sigma}$ is invertible in the space $H_{r}^{2}\left(R^{N}\right)=\left\{u=u(|y|) \in H^{2}\left(R^{N}\right)\right\}$. Similar to the proof of Lemma B. 2 in [21], we have Lemma 2.3.

We now use a perturbation analysis to extend Lemma 2.3 to the operator defined on $\Omega_{\epsilon, P}$. Similar to [32], we introduce a notion of "distance" between two closed subspaces $E, F$ of a Hilbert space $H:=L^{2}\left(\Omega_{\epsilon}\right)$. Following [15], we set

$$
\vec{d}(E, F)=\sup \left\{d(x, F) \mid x \in E,\|x\|_{H}=1\right\}
$$

It is easy to see that $\vec{d}$ is nonsymmetric, $\vec{d}(E, F) \leqslant 1$, and that

$$
\begin{equation*}
\vec{d}(E, F)=1 \quad \text { if and only if } E \perp F \tag{2.25}
\end{equation*}
$$

Moreover, it is not hard to show that

$$
\vec{d}(E, F)=\vec{d}\left(F^{\perp}, E^{\perp}\right)
$$

Then the following two lemmata are proved in [15].
Lemma 2.4. Let $A$ be a self-adjoint operator on a Hilbert space $H, I$ a compact interval in $R$, and $\left\{\Psi_{1}, \ldots, \Psi_{N}\right\}$ linearly independent normalized elements in $D(A)$. Assume that the following conditions are true:
(i)

$$
\left\{\begin{array}{c}
A \Psi_{j}=\mu_{j} \Psi_{j}+r_{j}, \quad\left\|r_{j}\right\|<\epsilon^{\prime} \\
\mu_{j} \in I, j=1, \ldots, N
\end{array}\right.
$$

(ii) There is a number $a>0$ such that $I$ is a-isolated in the spectrum of $A$ :

$$
(\sigma(A) \backslash I) \cap(I+(-a, a))=\emptyset
$$

Then

$$
\vec{d}(E, F)=\sup \left\{d(x, F) \mid x \in E,\|x\|_{H}=1\right\} \leq \frac{N^{1 / 2} \epsilon^{\prime}}{a\left(\lambda_{\min }\right)^{1 / 2}}
$$

where

$$
E=\operatorname{span}\left\{\Psi_{1}, \ldots, \Psi_{N}\right\}
$$

$F=$ closed subspace associated to $\sigma(A) \cap I$,
$\lambda_{\min }=$ the smallest eigenvalue of the matrix $\left(\left\langle\Psi_{i}, \Psi_{j}\right\rangle\right)$.
Lemma 2.5. Let $K>0$, and consider that part of the spectra of two linear operators $L$ and $M$ which lie in $I(\epsilon)=\left(-\infty, K \epsilon^{2}\right)$. Let $E$ and $F$ be the corresponding spectral subspaces. Assume, moreover, that $I(\epsilon)$ is $\epsilon^{2}$-isolated in $\sigma(L)$ for $\epsilon<\epsilon_{0}$ :

$$
\sigma(L) \cap\left(K \epsilon^{2},(K+\bar{a}) \epsilon^{2}\right)=\emptyset
$$

for some $\bar{a}>0$. Then there is a bijection

$$
b: \sigma(L) \cap I(\epsilon) \rightarrow \sigma(M) \cap I(\epsilon)
$$

(counting multiplicities) such that for $\epsilon<\epsilon_{0}$ the following estimates hold:

$$
\begin{align*}
& b(\lambda)-\lambda=O\left(e^{-C / \epsilon}\right)  \tag{2.26}\\
& \vec{d}(E, F)=O\left(e^{-C / \epsilon}\right)  \tag{2.27}\\
& \vec{d}(F, E)=O\left(e^{-C / \epsilon}\right) \tag{2.28}
\end{align*}
$$

for some $C>0$.

The following result gives an approximation of the kernel of the linear operator $L_{\sigma}$ defined on $\Omega_{\epsilon, P}$.

Lemma 2.6. Suppose that $\sigma=c \epsilon+O\left(\epsilon^{2}\right)$, where $c>0$ is constant. For $\epsilon>0$ sufficiently small there exists $C>0$ such that

$$
\vec{d}\left(\operatorname{Kernel}(L), X_{\sigma}\right)=O\left(e^{-C / \epsilon}\right)
$$

and

$$
\vec{d}\left(X_{\sigma}, \operatorname{Kernel}(L)\right)=O\left(e^{-C / \epsilon}\right)
$$

where

$$
X_{\sigma}=\operatorname{span}\left\{\left.\frac{\partial v_{\sigma}}{\partial y_{j}} \in L^{2}\left(\Omega_{\epsilon, P}\right) \right\rvert\, j=1,2, \ldots, N\right\}
$$

is the kernel of $L_{\sigma}$ defined on $\Omega_{\epsilon, P}$.
Proof. The lemma is an immediate consequence of Lemma 2.5.
Now we estimate the eigenvalues of the operator defined on $\Omega_{\epsilon, P}$.
LEMMA 2.7. Let $\left(\tau, \Phi_{\tau}\right)$ with $\Phi_{\tau} \in H^{2}\left(\Omega_{\epsilon, P}\right)$ be a solution of the following eigenvalue problem

$$
\begin{cases}\Delta \Phi+\left(1-3 v_{\sigma}^{2}\right) \Phi=\tau \Phi & \text { in } \Omega_{\epsilon, P}  \tag{2.29}\\ \frac{\partial \Phi}{\partial \nu}=0 & \text { on } \partial \Omega_{\epsilon, P}\end{cases}
$$

Suppose that $\sigma=c \epsilon+O\left(\epsilon^{2}\right)$ and $\Phi_{\tau} \perp X_{\sigma}$, where $c>0$ and

$$
X_{\sigma}:=\operatorname{span}\left\{\left.\frac{\partial v_{\sigma}}{\partial y_{j}} \in L^{2}\left(\Omega_{\epsilon, P}\right) \right\rvert\, j=1,2, \ldots, N\right\} .
$$

Then $|\tau| \geq C \sigma^{2}$, where $C$ is independent of $\sigma \ll 1$.
Proof. Suppose Lemma 2.7 is not true. Then there exist sequences $\tau_{k}$ and $\sigma_{k}$, $k=1,2, \ldots$ such that $\frac{\tau_{k}}{\sigma_{k}^{2}} \rightarrow 0$ as $k \rightarrow \infty$. Here $\tau_{k}$ is an eigenvalue of $L_{\sigma_{k}}$ and $\tau_{k} \neq 0$, i.e.,

$$
L_{\sigma_{k}} \Phi_{k}=\tau_{k} \Phi_{k}, \quad \Phi_{k} \perp X_{\sigma_{k}}
$$

where

$$
X_{\sigma_{k}}=\left\{\frac{\partial v_{\sigma_{k}}}{\partial y_{j}}, j=1,2, \ldots, N\right\} \subset L^{2}\left(\Omega_{\epsilon, P}\right)
$$

$\Phi_{k}$ satisfies

$$
\begin{equation*}
\Phi_{k}^{\prime \prime}+\frac{N-1}{r} \Phi_{k}^{\prime}+\frac{1}{r^{2}} \triangle_{S^{N-1}} \Phi_{k}+\left(1-3 v_{\sigma_{k}}^{2}\right) \Phi_{k}=\tau_{k} \Phi_{k} \tag{2.30}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
\left\|\Phi_{k}\right\|_{H^{2}\left(\Omega_{\epsilon, P}\right)}=1 \tag{2.31}
\end{equation*}
$$

Extend $\Phi_{k}$ from $\Omega_{\epsilon, P}$ to a function in $R^{N}$ such that $\Phi_{k}=O\left(e^{-C|y|}\right)$ for $y \in R^{N} \backslash \Omega_{\epsilon, P}$ and such that the same result holds for the first and second derivatives of $\Phi_{k}$.

We make the following decomposition:

$$
\begin{equation*}
\Phi_{k}(r)=\sum_{m=1}^{\infty} \Phi_{k, m}\left(r-R_{\sigma_{k}}\right) e_{m}(\theta), \tag{2.32}
\end{equation*}
$$

where $r=|y|$. Here $e_{m}(\theta)$ are the eigenfunctions of $\Delta_{S^{N-1}}$, i.e.,

$$
\triangle_{S^{N-1}} e_{m}+\mu_{m} e_{m}=0 .
$$

Note that $\Phi_{k}(r)=O\left(e^{-\delta R_{\sigma}}\right)$ for $\left|r-R_{\sigma}\right| \geq \beta \delta_{0}>0$. Hence, there exists $\delta>0$ such that

$$
\Phi_{k, m}(r)=\int_{|\theta|=1} \Phi_{k}(r) e_{m}(\theta) d \theta=O\left(e^{-\delta R_{\sigma}}\right) \quad \text { for }\left|r-R_{\sigma}\right| \geq \beta \delta_{0}>0 .
$$

It is well known that

$$
\mu_{0}=0, \quad \mu_{1}=\cdots=\mu_{N}=N-1, \quad \mu_{N+1}>N-1, \quad \mu_{m} \sim m^{2} \text { as } m \rightarrow \infty .
$$

Furthermore, $\Phi_{k, m}$ satisfies

$$
\begin{equation*}
\Phi_{k, m}^{\prime \prime}+\frac{N-1}{R_{\sigma_{k}}+s} \Phi_{k, m}^{\prime}-\frac{\mu_{m}}{\left(R_{\sigma_{k}}+s\right)^{2}} \Phi_{k, m}+\left(1-3 \tilde{v}_{\sigma_{k}}^{2}\right) \Phi_{k, m}=\tau_{k} \Phi_{k, m} \tag{2.33}
\end{equation*}
$$

in $\left[-R_{\sigma}, \infty\right)$. Note that $\tilde{v}_{\sigma_{k}}^{\prime}$ satisfies

$$
\begin{equation*}
\left(\tilde{v}_{\sigma_{k}}^{\prime}\right)^{\prime \prime}+\frac{N-1}{R_{\sigma_{k}}+s}\left(\tilde{v}_{\sigma_{k}}^{\prime}\right)^{\prime}+\left(1-3 \tilde{v}_{\sigma_{k}}^{2} \tilde{v}_{\sigma_{k}}^{\prime}=\frac{N-1}{\left(R_{\sigma_{k}}+s\right)^{2}} \tilde{v}_{\sigma_{k}}^{\prime} \quad \text { in }\left[-R_{\sigma}, \infty\right) .\right. \tag{2.34}
\end{equation*}
$$

We next decompose $\Phi_{k, m}$ into

$$
\Phi_{k, m}=C_{k, m} \tilde{v}_{\sigma_{k}}^{\prime}+\Phi_{k, m}^{2},
$$

where

$$
\Phi_{k, m}^{2} \perp \tilde{v}_{\sigma_{k}}^{\prime} .
$$

Multiplying (2.33) by $\tilde{v}_{\sigma_{k}}^{\prime}$, multiplying (2.34) by $\Phi_{k, m}$, taking the difference, and integrating we obtain

$$
\begin{equation*}
\int_{-R_{\sigma}}^{\infty}\left(\tau_{k}+\frac{\mu_{m}-(N-1)}{\left(R_{\sigma_{k}}+s\right)^{2}}\right) \Phi_{k, m} \tilde{v}_{\sigma_{k}}^{\prime} d s=O\left(e^{-\delta R_{\sigma}}\right) . \tag{2.35}
\end{equation*}
$$

Since $\tau_{k}=o(1) \sigma_{k}^{2}$, we have

$$
\begin{equation*}
C_{k, m}=O\left(\frac{R_{\sigma}^{2} e^{-\delta R_{\sigma}}}{\mu_{m}}\right) \tag{2.36}
\end{equation*}
$$

Note that $\Phi_{k, m}^{2}$ satisfies

$$
\begin{align*}
& \left(\Phi_{k, m}^{2}\right)^{\prime \prime}+\frac{N-1}{R_{\sigma_{k}}+s}\left(\Phi_{k, m}^{2}\right)^{\prime}+\left(1-3 \tilde{v}_{\sigma_{k}}^{2}\right)\left(\Phi_{k, m}^{2}\right)=\frac{\mu_{m}}{\left(R_{\sigma_{k}}+s\right)^{2}} \Phi_{k, m}^{2} \\
& +\tau_{k} \Phi_{k, m}^{2}+\frac{\mu_{m}-(N-1)}{\left(R_{\sigma_{k}}+s\right)^{2}} C_{k, m} \tilde{v}_{\sigma_{k}}^{\prime}+\tau_{k} C_{k, m} \tilde{v}_{\sigma_{k}}^{\prime} \quad \text { in }\left[-R_{\sigma}, \infty\right) . \tag{2.37}
\end{align*}
$$

Multiplying (2.37) by $\Phi_{k, m}^{2}$ and integrating by parts, we have

$$
\begin{gather*}
\int_{-R_{\sigma}}^{\infty}\left[\left(\left(\Phi_{k, m}^{2}\right)^{\prime}\right)^{2}-\left(1-3 \tilde{v}_{\sigma_{k}}^{2}\right)\left(\Phi_{k, m}^{2}\right)^{2}+\left(\frac{\mu_{m}}{\left(R_{\sigma_{k}}+s\right)^{2}}+\tau_{k}\right)\left(\Phi_{k, m}^{2}\right)^{2}\right. \\
\left.-\frac{N-1}{R_{\sigma_{k}}+s}\left(\Phi_{k, m}^{2}\right)^{\prime} \Phi_{k, m}^{2}\right] d s=O\left(e^{-\delta R_{\sigma}}\right) \tag{2.38}
\end{gather*}
$$

Since $\Phi_{k, m}^{2} \perp \tilde{v}_{\sigma_{k}}^{\prime}$, we have that

$$
\begin{align*}
\int_{-R_{\sigma}}^{\infty}[ & \left(\left(\Phi_{k, m}^{2}\right)^{\prime}\right)^{2}-\left(1-3 \tilde{v}_{\sigma_{k}}^{2}\right)\left(\Phi_{k, m}^{2}\right)^{2}+\left(\frac{\mu_{m}}{\left(R_{\sigma_{k}}+s\right)^{2}}+\tau_{k}\right)\left(\Phi_{k, m}^{2}\right)^{2} \\
& \left.-\frac{N-1}{R_{\sigma_{k}}+s}\left(\Phi_{k, m}^{2}\right)^{\prime} \Phi_{k, m}^{2}\right] d s \geq \int_{-R_{\sigma}}^{\infty} \sigma_{0}\left[\left(\left(\Phi_{k, m}^{2}\right)^{\prime}\right)^{2}+\left(\Phi_{k, m}^{2}\right)^{2}\right] d s \tag{2.39}
\end{align*}
$$

(Suppose not. Then there exists a subsequence, again denoted by $\Phi_{k, m}^{2}$, such that $\Phi_{k, m}^{2} \rightarrow \Phi_{0}$ in $H^{1}(-\infty, \infty)$, where $\int_{-\infty}^{\infty}\left(\left(\Phi_{0}\right)^{\prime}\right)^{2}+\left(\Phi_{0}\right)^{2}=1$ and $\Phi_{0} \perp U_{0}^{\prime}$. Furthermore, $\Phi_{0}$ satisfies

$$
\int_{-\infty}^{\infty}\left[\left(\left(\Phi_{0}\right)^{\prime}\right)^{2}-\left(1-3\left(U_{0}\right)^{2}\right)\left(\Phi_{0}\right)^{2}\right] d s=0
$$

This is a contradiction since the operator $-\Delta+\left(1-3 U_{0}^{2}\right)$ is positive and has the kernel $\operatorname{span}\left(U_{0}^{\prime}\right)$.)

Hence, combining (2.38) and (2.39),

$$
\int_{-R_{\sigma}}^{\infty}\left[\left(\left(\Phi_{k, m}^{2}\right)^{\prime}\right)^{2}+\left(\Phi_{k, m}^{2}\right)^{2}\right] d s=O\left(\frac{e^{-\delta R_{\sigma}}}{R_{\sigma}^{2}+\mu_{m}}\right)=O\left(\frac{e^{-\delta R_{\sigma}}}{\mu_{m}}\right)
$$

or, in other words,

$$
\left\|\Phi_{k, m}^{2}\right\|_{H^{1}\left(\left[-R_{\sigma}, \infty\right)\right)}^{2}=O\left(e^{-\delta R_{\sigma}} / \mu_{m}\right)
$$

By elliptic regularity theory we also know that

$$
\left\|\Phi_{k, m}^{2}\right\|_{H^{2}\left(\left[-R_{\sigma}, \infty\right)\right)}=O\left(e^{-\delta R_{\sigma}} / \mu_{m}\right)
$$

Hence,

$$
\begin{equation*}
\left\|\Phi_{k, m}^{2}\right\|_{H^{2}\left(R^{N}\right)}^{2}=O\left(R_{\sigma}^{N-1} e^{-\delta R_{\sigma}} / \mu_{m}\right) \tag{2.40}
\end{equation*}
$$

By (2.36) and (2.40),

$$
\left\|\Phi_{k}\right\|_{H^{2}\left(\Omega_{\epsilon, P}\right)}^{2} \leq \sum_{m=N+1}^{\infty}\left\|\Phi_{k, m}\right\|_{H^{2}\left(R^{N}\right)}^{2}=O\left(R_{\sigma}^{N+1} e^{-\delta R_{\sigma}}\right) \sum_{m=N+1}^{\infty} \frac{1}{\mu_{m}}=o(1)
$$

This is a contradiction! The proof is finished.
Corollary 2.1. For all $\Phi \in H_{N}^{2}\left(\Omega_{\epsilon, P}\right)$, where $\Phi$ is orthogonal to the kernel of $L_{\sigma}$, we have

$$
\begin{equation*}
\left\|L_{\sigma} \Phi\right\|_{L^{2}\left(\Omega_{\epsilon, P}\right)} \geq C \sigma^{2}\|\Phi\|_{H^{2}\left(\Omega_{\epsilon, P}\right)} \tag{2.41}
\end{equation*}
$$

where $C>0$ is independent of $\sigma \ll 1$.

Proof. Let $L_{\sigma} \Phi=\sigma^{2} f$. Then by Lemma 2.4, we have

$$
\left\|\sigma^{2} f\right\|_{L^{2}\left(\Omega_{\epsilon, P}\right)} \geq C \sigma^{2}\|\Phi\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}
$$

On the other hand, $\Phi$ satisfies

$$
\Delta \Phi-2 \Phi=\left(3 v_{\sigma}^{2}-3\right) \Phi+\sigma^{2} f
$$

Hence, by elliptic regularity estimates, we have

$$
\begin{aligned}
& \|\Phi\|_{H^{2}\left(\Omega_{\epsilon, P}\right)} \leq C\left(\|\Phi\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}+\sigma^{2}\|f\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}\right) \\
& \quad \leq C\|f\|_{L^{2}\left(\Omega_{\epsilon, P}\right)} \leq C \sigma^{-2}\left\|L_{\sigma} \Phi\right\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}
\end{aligned}
$$

The corollary is thus proved.
Finally, we study the asymptotic behavior of $v_{\sigma}$.
Lemma 2.8. For $\sigma$ sufficiently small, we have

$$
\begin{equation*}
v_{\sigma}-\tau_{\sigma}=C\left(\frac{r}{R_{\sigma}}\right)^{-\frac{N-1}{2}} e^{\bar{\nu}_{\sigma}\left(R_{\sigma}-r\right)}(1+O(\sigma)) \quad \text { for } r \geq R_{\sigma} \tag{2.42}
\end{equation*}
$$

where $\tau_{\sigma}$ is defined in section 2 (note that $\tau_{\sigma} \rightarrow-1$ as $\sigma \rightarrow 0$ ), $C \neq 0$ is a generic constant, and

$$
\bar{\nu}_{\sigma}=\sqrt{3 \tau_{\sigma}^{2}-1}
$$

Proof. We use matched asymptotics as in [27], although the proof can be made rigorous by ODE arguments and the maximum principle.

Let $\hat{v}_{\sigma}=v_{\sigma}-\tau_{\sigma}$. Linearizing (2.1) around $\tau_{\sigma}$, we have that $\hat{v}_{\sigma}$ satisfies

$$
\hat{v}_{\sigma}^{\prime \prime}+\frac{N-1}{r} \hat{v}_{\sigma}^{\prime}-\bar{\nu}_{\sigma}^{2} \hat{v}_{\sigma}+O\left(\hat{v}_{\sigma}^{2}\right)=0 .
$$

Note that $\bar{\nu}_{\sigma}=\sqrt{2}+O(\sigma)$, and the exact solution of the following problem

$$
u^{\prime \prime}+\frac{N-1}{r} u^{\prime}-\bar{\nu}_{\sigma}^{2} u=0, \quad u\left(R_{\sigma}\right)=-\tau_{\sigma}, \quad r \geq R_{\sigma}, \quad u(r) \rightarrow 0 \text { as } r \rightarrow \infty
$$

is $\left(-\tau_{\sigma}\right)\left(\frac{r}{R_{\sigma}}\right)^{1-N / 2} K_{m}\left(\bar{\nu}_{\sigma} r\right)\left(K_{m}\left(\bar{\nu}_{\sigma} R_{\sigma}\right)\right)^{-1}$, where $m=(N-2) / 2$ and $K_{m}(z)$ is the modified Bessel function of the second kind of order $m$.

Since

$$
K_{m}(z)=\left(1+O\left(\frac{1}{z}\right)\right)(\pi /(2 z))^{1 / 2} e^{-z}
$$

as $z \rightarrow \infty$, we have

$$
\begin{equation*}
\hat{v}_{\sigma}=C_{\sigma}\left(\frac{r}{R_{\sigma}}\right)^{1-\frac{N}{2}}\left(\frac{\pi}{2 r}\right)^{\frac{1}{2}} e^{-\bar{\nu}_{\sigma} r}(1+O(\sigma)) \quad \text { as } r \rightarrow \infty, \tag{2.43}
\end{equation*}
$$

where $C_{\sigma}$ may depend on $\sigma$. On the other hand, let $r=R_{\sigma}+s$; then

$$
\begin{equation*}
\hat{v}_{\sigma}=C_{0} e^{-\bar{\nu}_{\sigma} s}(1+O(\sigma)) \tag{2.44}
\end{equation*}
$$

for $s$ large, where $C_{0} \neq 0$ is a generic constant. Combining (2.43) and (2.44), we have

$$
C_{\sigma}=C_{0} \pi^{-1 / 2}\left(2 \bar{\nu}_{\sigma} R_{\sigma}\right)^{1 / 2} e^{\bar{\nu}_{\sigma} R_{\sigma}}
$$

Hence Lemma 2.8 is proved.
In the following, it will be more convenient to rewrite (2.42) as follows:

$$
\begin{equation*}
v_{\sigma}-\tau_{\sigma}=C \sigma^{l} r^{-\frac{N-1}{2}} e^{\bar{\nu}_{\sigma}\left(R_{\sigma}-r\right)}(1+O(\sigma)) \quad \text { for } r \geq R_{\sigma} \tag{2.45}
\end{equation*}
$$

where $l=-(N-1) / 2$.
3. The projection of $\boldsymbol{v}_{\boldsymbol{\sigma}}$. In this section, we construct a modified function $P_{\Omega_{\epsilon, P}} v_{\sigma}$. It is close to $v_{\sigma}$ and satisfies the Neumann boundary condition. Furthermore, we provide an error estimate for $\Psi_{\epsilon, P}=v_{\sigma}-P_{\Omega_{\epsilon, P}} v_{\sigma}$.

Let $\Psi_{\epsilon, P}$ be the unique solution of

$$
\begin{cases}\epsilon^{2} \triangle u-\bar{\nu}_{\sigma}^{2} u=0 & \text { in } \Omega  \tag{3.46}\\ \frac{\partial u}{\partial \nu}=\frac{\partial v_{\sigma}((x-P) / \epsilon)}{\partial \nu} & \text { on } \partial \Omega\end{cases}
$$

Define $P_{\Omega_{\epsilon, P}} v_{\sigma}:=v_{\sigma}-\Psi_{\epsilon, P}$. Later, in section 4, we will show that for every small $\epsilon>0$ there exists exactly one $\sigma=\sigma(\epsilon)$ satisfying a certain nonlinear equation, and, furthermore, we have $\sigma(\epsilon)=\gamma_{0} \epsilon+O\left(\epsilon^{2}\right)$ as $\epsilon \rightarrow 0$, where $\gamma_{0}$ is some positive constant. In this section we will write $\sigma$ and $\epsilon$ with the understanding that this relation holds. We set

$$
\nu_{\epsilon}=\bar{\nu}_{\sigma(\epsilon)}
$$

Note that by (2.45) on the boundary of $\partial \Omega$,

$$
v_{\sigma}\left(\frac{x-P}{\epsilon}\right)=\tau_{\sigma}+C \sigma^{l}\left(\frac{|x-P|}{\epsilon}\right)^{-\frac{N-1}{2}} e^{-\nu_{\epsilon}\left(|x-P| / \epsilon-R_{\sigma}\right)}(1+O(\sigma))
$$

In particular, we have the following asymptotic expansion of $\Psi_{\epsilon, P}$. A proof can be found in [34].

Lemma 3.1. For $\epsilon$ sufficiently small, we have

$$
\begin{align*}
\Psi_{\epsilon, P}(x)= & \left(C_{N}+O(\epsilon)\right) \epsilon^{l_{1}} e^{\nu_{\epsilon} R_{\sigma}} \\
& \times \int_{\partial \Omega}\left\{e^{-\nu_{\epsilon} \frac{|t-P|+|t-x|}{\epsilon}}|t-P|^{-\frac{N-1}{2}}|t-x|^{-\frac{N-1}{2}} \frac{\langle t-x, \nu\rangle}{|t-x|}\right\} d t \tag{3.47}
\end{align*}
$$

where $l_{1}$ is a rational number.
Let us introduce the following notation:

$$
\begin{equation*}
\tilde{\varphi}_{\epsilon, P}(P):=\left[\int_{0}^{\infty}\left(\tau_{\sigma}^{2}-v_{\sigma}^{2}(r)\right) v_{\sigma}^{\prime}(r) u_{\sigma}^{\prime}(r) r^{N-1} d r\right] \Psi_{\epsilon, P}(P) \tag{3.48}
\end{equation*}
$$

where $u_{\sigma}$ is the unique solution of

$$
\begin{equation*}
\Delta u-\nu_{\epsilon}^{2} u=0, u(0)=1, u>0, u=u(r) \text { for } r \in[0, \infty) \tag{3.49}
\end{equation*}
$$

We have the following key computations.

LEMmA 3.2. Let $P_{0}$ be a nondegenerate peak point of $\Omega$, and $\alpha_{0}>0$ is given by condition (2) in section 1. Suppose $P_{\epsilon}=P_{0}+\epsilon\left(\frac{a}{2 \sqrt{2}} d\left(P_{0}, \partial \Omega\right)+\tilde{z}\right)$ with $|\tilde{z}|=$ $O\left(\epsilon^{\alpha}\right), 0<\alpha<\alpha_{0}$. Then

$$
\begin{align*}
L_{j}(\epsilon, \tilde{z}) & :=\int_{\Omega_{\epsilon, P}}\left(\tau_{\sigma}^{2}-v_{\sigma}^{2}\right) \Psi_{\epsilon, P_{\epsilon}} \frac{\partial v_{\sigma}}{\partial y_{j}}  \tag{3.50}\\
& =L_{j}(\tilde{z}) \tilde{\varphi}_{\epsilon, P_{\epsilon}}\left(P_{\epsilon}\right)+O\left(\tilde{\varphi}_{\epsilon, P_{\epsilon}}\left(P_{\epsilon}\right) \epsilon^{\min \left(1,2 \alpha, \alpha_{0}\right)}\right)
\end{align*}
$$

where $L(\tilde{z}):=\left(L_{1}(\tilde{z}), \ldots, L_{N}(\tilde{z})\right)$ is a matrix which satisfies

$$
L_{j}(\tilde{z})=\gamma \frac{\int_{\partial \Omega} e^{\left\langle t-P_{0}, a\right\rangle}\left\langle t-P_{0}, \tilde{z}\right\rangle\left(t_{j}-P_{0, j}\right) d \mu_{P_{0}}(t)}{\int_{\partial \Omega} e^{\lambda t-P_{0}, a\langle } d \mu_{P_{0}}(t)}
$$

where $\gamma \neq 0$ is a constant depending on $N$ and $d\left(P_{0}, \partial \Omega\right)$ only.
Proof. Since the proof is quite similar to the proof of Lemma 3.4 in [34], we will merely sketch it. Note that

$$
\begin{gathered}
L_{j}(\epsilon, \tilde{z})=\int_{\Omega_{\epsilon, P_{\epsilon}}}\left(\tau_{\sigma}^{2}-v_{\sigma}^{2}\right) \Psi_{\epsilon, P_{\epsilon}} \frac{\partial v_{\sigma}}{\partial y_{j}} \\
=\int_{0}^{\infty}\left(\tau_{\sigma}^{2}-v_{\sigma}^{2}\right) v_{\sigma}^{\prime} r^{N-1} d r \int_{|\theta|=1} \theta_{j} \Psi_{\epsilon, P_{\epsilon}}\left(\epsilon y+P_{\epsilon}\right) d \theta+O\left(\tilde{\varphi}_{\epsilon, P_{\epsilon}}^{1+\mu}\left(P_{\epsilon}\right)\right) .
\end{gathered}
$$

However (let $\left.x=\epsilon y+P_{\epsilon}\right)$,

$$
\begin{aligned}
& \Psi_{\epsilon, P_{\epsilon}}\left(\epsilon y+P_{\epsilon}\right) \\
& =\Psi_{\epsilon, P_{\epsilon}}\left(P_{\epsilon}\right) \frac{\int_{\partial \Omega}\left\{e^{-\nu_{\epsilon} \frac{\left|t-P_{\epsilon}\right|+|t-x|}{\epsilon}}\left|t-P_{\epsilon}\right|^{-\frac{N-1}{2}}|t-x|^{-\frac{N-1}{2}}(\langle t-x, \nu\rangle /|t-x|)\right\} d t}{\int_{\partial \Omega}\left\{e^{-\nu_{\epsilon} \frac{2\left|t-P_{\epsilon}\right|}{\epsilon}}\left|t-P_{\epsilon}\right|^{-\frac{N-1}{2}}|t-x|^{-\frac{N-1}{2}}(\langle t-x, \nu\rangle /|t-x|)\right\} d t} \\
& =\Psi_{\epsilon, P_{\epsilon}\left(P_{\epsilon}\right)} \\
& \quad \times \frac{\int_{\partial \Omega}\left\{e^{\left.-\nu_{\epsilon} \frac{2\left|t-P_{\epsilon}\right|}{\epsilon} \right\rvert\,} e^{\nu_{\epsilon}\left\langle\frac{t-P_{\epsilon}}{\left|t-P_{\epsilon}\right|}, y\right\rangle}\left|t-P_{\epsilon}\right|^{-\frac{N-1}{2}}|t-x|^{-\frac{N-1}{2}}(\langle t-x, \nu\rangle /|t-x|)\right\} d t}{\int_{\partial \Omega}\left\{e^{-\nu_{\epsilon} \frac{2\left|t-P_{\epsilon}\right|}{\epsilon}}\left|t-P_{\epsilon}\right|^{-\frac{N-1}{2}}|t-x|^{-\frac{N-1}{2}}(\langle t-x, \nu\rangle /|t-x|)\right\} d t} \\
& =\Psi_{\epsilon, P_{\epsilon}}\left(P_{\epsilon}\right) \int_{\partial \Omega} e^{\left\langle t-P_{0}, a\right\rangle} e^{\nu_{\epsilon}\left\langle\frac{t-P_{0}}{\left|t-P_{0}\right|}, y\right\rangle} d \mu_{P_{0}}^{a}(t)\left(1+O\left(\epsilon^{\alpha_{0}}\right)\right)
\end{aligned}
$$

by condition (2) in section 1 , where

$$
d \mu_{P}^{a}(t)=\lim _{\epsilon \rightarrow 0} \frac{e^{-2 \nu_{\epsilon}\left|t-P_{\epsilon}\right| / \epsilon} d t}{\int_{\partial \Omega} e^{-2 \nu_{\epsilon}\left|t-P_{\epsilon}\right| / \epsilon} d t}
$$

Hence,

$$
\begin{aligned}
L_{j}(\epsilon, \tilde{z})= & {\left[\int_{0}^{\infty}\left(\tau_{\sigma}^{2}-v_{\sigma}^{2}(r)\right) v_{\sigma}^{\prime}(r) u_{\sigma}^{\prime}(r) r^{N-1} d r\right] \Psi_{\epsilon, P_{\epsilon}}\left(P_{\epsilon}\right) L_{j}(\tilde{z}) } \\
& +O\left(\tilde{\varphi}_{\epsilon, P_{\epsilon}}\left(P_{\epsilon}\right) \epsilon^{\min \left(1,2 \alpha, \alpha_{0}\right)}\right) \\
= & L_{j}(\tilde{z}) \tilde{\varphi}_{\epsilon, P_{\epsilon}}\left(P_{\epsilon}\right)+O\left(\tilde{\varphi}_{\epsilon, P_{\epsilon}}\left(P_{\epsilon}\right) \epsilon^{\min \left(1,2 \alpha, \alpha_{0}\right)}\right)
\end{aligned}
$$

4. Choosing $\boldsymbol{\sigma}$. In this section we choose $\sigma$ and give an asymptotic expansion including error estimate for its behavior as $\epsilon \rightarrow 0$.

Let $P_{\Omega_{\epsilon, P}} v_{\sigma}$ be defined as in section 3. Set

$$
\begin{equation*}
\sigma=m-\frac{1}{|\Omega|} \int_{\Omega} P_{\Omega_{\epsilon, P}} v_{\sigma} d x \tag{4.51}
\end{equation*}
$$

We show that this equation has a unique solution $\sigma$ if $\epsilon$ is small enough.
Note that

$$
\int_{\Omega}\left(P_{\Omega_{\epsilon, P}} v_{\sigma}\right)^{3} d x=\int_{\Omega} v_{\sigma}^{3} d x+\int_{\Omega}\left[\left(P_{\Omega_{\epsilon, P}} v_{\sigma}\right)^{3}-v_{\sigma}^{3}\right] d x
$$

Now choose $R_{\sigma}$ such that, for $r_{b}=\epsilon R_{\sigma}$,

$$
\begin{equation*}
\frac{\left|B_{r_{b}}\right|-\left|\Omega \backslash B_{r_{b}}\right|}{|\Omega|}=m+O(\sigma)+O(\epsilon) \tag{4.52}
\end{equation*}
$$

as $\sigma, \epsilon \rightarrow 0$. This implies

$$
\frac{1}{|\Omega|} \int_{\Omega} v_{\sigma}^{3} d x=m+c \sigma+O\left(\sigma^{2}\right)
$$

for some constant $c>0$. Furthermore, there exists $C>0$ such that

$$
\int_{\Omega}\left[\left(P_{\Omega_{\epsilon, P}} v_{\sigma}\right)^{3}-v_{\sigma}^{3}\right] d x \leq C \int_{\Omega}\left|\Psi_{\epsilon, P}\right|=O\left(e^{-C / \epsilon}\right)
$$

Therefore, by the implicit function theorem, if $\epsilon$ is small enough, there exists exactly one solution $\sigma$ of (4.51). Furthermore, this $\sigma$ satisfies

$$
\begin{equation*}
\sigma=\gamma_{0} \epsilon+O\left(\epsilon^{2}\right) \tag{4.53}
\end{equation*}
$$

as $\epsilon \rightarrow 0$, where $\gamma_{0}=c_{b} / r_{b}$.
5. Technical framework. In this section, we set up the technical framework to solve equation (1.2). As we mentioned in section 1, this framework was originated by Floer and Weinstein [11] and later used by Oh [23], [24]. We modified their approach to the Cahn-Hilliard equation in [32], [33], and [34]. We shall follow [34].

Without loss of generality, we assume that $P_{0}=0 \in \Omega$ is a nondegenerate peak point, i.e.,
(1) $\Lambda_{0}=\left\{d \mu_{0}(t)\right\}$,
(2) $\exists a \in R^{N}$ such that

$$
\int_{\partial \Omega} e^{\langle t, a\rangle} t d \mu_{0}(t)=0
$$

and

$$
\int_{\partial \Omega}\left\{\frac{e^{-\frac{|t|}{\epsilon}} e^{\langle t, a\rangle}}{\int_{\partial \Omega} e^{-\frac{|t|}{\epsilon}} d t}\right\} t d t=O\left(\epsilon^{\alpha_{0}}\right)
$$

for some $\alpha_{0}>0$,
(3) the matrix $G(0):=\left(\int_{\partial \Omega} e^{\langle t, a\rangle}\left(t_{i} t_{j}\right) d \mu_{0}(t)\right)$ is nondegenerate.

Let $z=\epsilon\left(\frac{a}{2 \sqrt{2}} d(0, \partial \Omega)+\tilde{z}\right)$, where $|\tilde{z}|<\epsilon^{\alpha}$, with $0<\alpha<1$ to be chosen later.
We assume that $\sigma=\sigma(\epsilon)$, where $\sigma(\epsilon)$ is defined in section 4 .
Define $H_{\epsilon}: H_{N}^{2}\left(\Omega_{\epsilon}\right) \rightarrow L^{2}\left(\Omega_{\epsilon}\right)$ by

$$
\begin{equation*}
H_{\epsilon}(u):=\triangle u+u-u^{3}-m+\frac{1}{\left|\Omega_{\epsilon}\right|} \int_{\Omega_{\epsilon}} u^{3} d y \tag{5.54}
\end{equation*}
$$

where

$$
H_{N}^{2}\left(\Omega_{\epsilon}\right):=\left\{u \in H^{2}\left(\Omega_{\epsilon}\right): \frac{\partial u}{\partial \nu}=0 \text { on } \partial \Omega_{\epsilon}\right\}
$$

We are looking for a nontrivial zero of (5.1). We make the ansatz

$$
u=P_{\Omega_{\epsilon, z}} v_{\sigma}+\Phi_{\epsilon}
$$

where $\Phi_{\epsilon}$ is now the unknown. Recall that we set $w_{\epsilon, z}=P_{\Omega_{\epsilon, z}} v_{\sigma}$. We assume that $\epsilon>0$ is small and $\Phi_{\epsilon}$ is small in $C_{l o c}^{2}\left(\Omega_{\epsilon}\right)$. We shall see that solutions of this particular form correspond to bubble solutions of (1.2), where the center of the bubble is located near zero. Inserting this into the equation gives

$$
\begin{aligned}
\Delta \Phi_{\epsilon}+\Phi_{\epsilon} & +\triangle\left(P_{\Omega_{\epsilon, z}} v_{\sigma}\right)+P_{\Omega_{\epsilon, z}} v_{\sigma}-\left(P_{\Omega_{\epsilon, z}} v_{\sigma}+\Phi_{\epsilon}\right)^{3} \\
& =m-\frac{1}{\left|\Omega_{\epsilon}\right|} \int_{\Omega_{\epsilon}}\left(P_{\Omega_{\epsilon, z}} v_{\sigma}+\Phi_{\epsilon}\right)^{3} d y
\end{aligned}
$$

Recall that

$$
\begin{gathered}
\triangle\left(P_{\Omega_{\epsilon, z}} v_{\sigma}\right)+P_{\Omega_{\epsilon, z}} v_{\sigma}=\Delta v_{\sigma}-\Delta \Psi_{\epsilon, z}+v_{\sigma}-\Psi_{\epsilon, z} \\
=v_{\sigma}^{3}+\sigma-3 \tau_{\sigma}^{2} \Psi_{\epsilon, z}
\end{gathered}
$$

This implies

$$
\begin{aligned}
\Delta \Phi_{\epsilon}+ & \Phi_{\epsilon}+v_{\sigma}^{3}+\sigma-3 \tau_{\sigma}^{2} \Psi_{\epsilon, z}-\left(P_{\Omega_{\epsilon, z}} v_{\sigma}+\Phi_{\epsilon}\right)^{3} \\
& =m-\frac{1}{\left|\Omega_{\epsilon}\right|} \int_{\Omega_{\epsilon}}\left(P_{\Omega_{\epsilon, z}} v_{\sigma}+\Phi_{\epsilon}\right)^{3} d y
\end{aligned}
$$

By the choice of $\sigma$,

$$
L_{\epsilon} \Phi_{\epsilon}+v_{\sigma}^{3}-3 \tau_{\sigma}^{2} \Psi_{\epsilon, z}-\left(v_{\sigma}-\Psi_{\epsilon, z}\right)^{3}+N_{\epsilon, z}\left(\Phi_{\epsilon}\right)=0
$$

where

$$
L_{\epsilon} \Phi_{\epsilon}:=\triangle \Phi_{\epsilon}+\Phi_{\epsilon}-3\left(P_{\Omega_{\epsilon, z}} v_{\sigma}\right)^{2} \Phi_{\epsilon}+3 \frac{1}{\left|\Omega_{\epsilon}\right|} \int_{\Omega_{\epsilon}}\left(P_{\Omega_{\epsilon, z}} v_{\sigma}\right)^{2} \Phi_{\epsilon} d y
$$

and

$$
N_{\epsilon, z}\left(\Phi_{\epsilon}\right)=-3 P_{\Omega_{\epsilon, z}} v_{\sigma} \Phi_{\epsilon}^{2}-\Phi_{\epsilon}^{3}+\frac{1}{\left|\Omega_{\epsilon}\right|} \int_{\Omega_{\epsilon}}\left[3 P_{\Omega_{\epsilon, z}} v_{\sigma} \Phi_{\epsilon}^{2}+\Phi_{\epsilon}^{3}\right] d y
$$

Recalling that $\Phi_{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$ in $C_{l o c}^{2}\left(\Omega_{\epsilon}\right)$, we finally arrive at

$$
L_{\epsilon} \Phi_{\epsilon}+3\left(v_{\sigma}^{2}-\tau_{\sigma}^{2}\right) \Psi_{\epsilon, z}+N_{\epsilon, z}\left(\Phi_{\epsilon}\right)+M_{\epsilon, z}\left(\Psi_{\epsilon, z}\right)=0
$$

where

$$
M_{\epsilon, z}\left(\Psi_{\epsilon, z}\right)=-3 v_{\sigma} \Psi_{\epsilon, z}^{2}+\Psi_{\epsilon, z}^{3} .
$$

It is easy to see the following.
Lemma 5.1. For $\epsilon$ sufficiently small,

$$
\begin{aligned}
& \left\|N_{\epsilon, z}\left(\Phi_{\epsilon}\right)\right\|_{L^{2}\left(\Omega_{\epsilon, z}\right)} \leqslant c\left\|\Phi_{\epsilon}\right\|_{H^{2}\left(\Omega_{\epsilon, z}\right)}^{2} \\
& \left\|M_{\epsilon, z}\left(\Psi_{\epsilon, z}\right)\right\|_{L^{2}\left(\Omega_{\epsilon, z}\right)} \leqslant c\left\|\Psi_{\epsilon, z}\right\|_{L^{2}\left(\Omega_{\epsilon, z}\right)} \leq c\left|\tilde{\varphi}_{\epsilon, z}(z)\right|
\end{aligned}
$$

Furthermore,

$$
\left\|N_{\epsilon, z}\left(\Phi_{\epsilon}^{(1)}\right)-N_{\epsilon, z}\left(\Phi_{\epsilon}^{(2)}\right)\right\|_{L^{2}\left(\Omega_{\epsilon, z}\right)} \leq c\left\|\Phi_{\epsilon}^{(1)}-\Phi_{\epsilon}^{(2)}\right\|_{H^{2}\left(\Omega_{\epsilon, z}\right)}^{2}
$$

It remains then to estimate the term $3\left(v_{\sigma}^{2}-\tau_{\sigma}^{2}\right) \Psi_{\epsilon, z}$. We have the following.
Lemma 5.2. For $\epsilon$ sufficiently small, we have

$$
\begin{equation*}
\left\|\left(v_{\sigma}^{2}-\tau_{\sigma}^{2}\right) \Psi_{\epsilon, z}\right\|_{L^{2}\left(\Omega_{\epsilon}, z\right)}^{2} \leq C\left|\tilde{\varphi}_{\epsilon, z}(z)\right|^{1.5} \tag{5.55}
\end{equation*}
$$

Proof. In fact,

$$
\left(v_{\sigma}^{2}-\tau_{\sigma}^{2}\right) \Psi_{\epsilon, z}=e^{\nu_{\epsilon} R_{\sigma}} u_{\sigma}\left(v_{\sigma}^{2}-\tau_{\sigma}^{2}\right) u_{\sigma}^{-1} e^{-\nu_{\epsilon} R_{\sigma}} \Psi_{\epsilon, z}
$$

where $u_{\sigma}$ is the unique radial solution of $\Delta u-\nu_{\epsilon}^{2} u=0, u(0)=1, u>0$.
Now

$$
\begin{equation*}
\left|u_{\sigma}\left(v_{\sigma}^{2}-\tau_{\sigma}\right)\right| \leq e^{\left(\nu_{\epsilon}+\delta\right) R_{\sigma}}, \tag{5.56}
\end{equation*}
$$

where $\delta>0$ is small. Furthermore, by Lemma 3.1, (note that $\epsilon y+z=x$ ),

$$
\begin{gathered}
e^{-\nu_{\epsilon} R_{\sigma}} \Psi_{\epsilon, z} \\
=\left(C_{N}+O(\epsilon)\right) \int_{\partial \Omega}\left\{e^{-\nu_{\epsilon} \frac{|t-z|+|t-x|}{\epsilon}}|t-z|^{-\frac{N-1}{2}}|t-x|^{-\frac{N-1}{2}} \frac{\langle t-x, \nu\rangle}{|t-x|}\right\} d t \\
\leq e^{\nu_{\epsilon} R_{\sigma}} e^{-2 \nu_{\epsilon} d(z, \partial \Omega) / \epsilon} e^{\left(\nu_{\epsilon}+\delta\right)|y|}
\end{gathered}
$$

Therefore,

$$
\begin{equation*}
\left|u_{\sigma}^{-1} e^{-\nu_{\epsilon} R_{\sigma}} \Psi_{\epsilon, z}\right| \leq C e^{-2 \nu_{\epsilon} d(z, \partial \Omega) / \epsilon} e^{\left(\nu_{\epsilon}+\delta\right) R_{\sigma}} \tag{5.57}
\end{equation*}
$$

Combining (5.56) and (5.57), we obtain

$$
\begin{aligned}
\left|\left(v_{\sigma}^{2}-\tau_{\sigma}^{2}\right) \Psi_{\epsilon, z}\right| & \leq C e^{-2 \nu_{\epsilon}\left(d(z, \partial \Omega)-\epsilon R_{\sigma}\right)+2\left(\delta+\nu_{\epsilon}\right) R_{\sigma}} \\
& \leq C\left(\tilde{\varphi}_{\epsilon, z}(z)\right)^{0.8}
\end{aligned}
$$

This implies

$$
\left\|\left(v_{\sigma}^{2}-\tau_{\sigma}^{2}\right) \Psi_{\epsilon, z}\right\|_{L^{2}\left(\Omega_{\epsilon, z}\right)}^{2} \leq \tilde{\varphi}_{\epsilon, z}(z)^{1.5}
$$

The lemma is thus proved.
6. Reduction to finite dimensions: Fredholm inverses. In this section, we show that $H_{\epsilon}^{\prime}\left(w_{\epsilon, z}\right)$, modulo its approximate kernel, is an invertible linear operator if $\epsilon$ is small enough. Moreover, we show that the operator norm of the inverse operator is bounded by $C \epsilon^{-2}$. (Note that in [11], [23], [24], and [34] the operator norm of the inverse operator is uniformly bounded.)

Set

$$
\begin{equation*}
K_{\epsilon, z}=\operatorname{span}\left\{\left.\frac{\partial w_{\epsilon, z}}{\partial z_{i}} \right\rvert\, i=1, \ldots, N\right\} \subset H_{N}^{2}\left(\Omega_{\epsilon}\right) \tag{6.58}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{\epsilon, z}=\operatorname{span}\left\{\left.\frac{\partial w_{\epsilon, z}}{\partial z_{i}} \right\rvert\, i=1, \ldots, N\right\} \subset L^{2}\left(\Omega_{\epsilon}\right) \tag{6.59}
\end{equation*}
$$

$K_{\epsilon, z}$ is called the approximate kernel, while $C_{\epsilon, z}$ is called the approximate cokernel. Note that a function $\Phi \in$ cokernel of $H_{\epsilon}^{\prime}\left(w_{\epsilon, z}\right)$ if and only if for all $\psi \in H_{N}^{2}\left(\Omega_{\epsilon}\right)$ we have

$$
\int_{\Omega_{\epsilon}} \Phi H_{\epsilon}^{\prime}\left(w_{\epsilon, z}\right) \psi d y=0
$$

Integrating by parts, we have

$$
\begin{aligned}
& \int_{\partial \Omega_{\epsilon}} \psi \frac{\partial \Phi}{\partial \nu} d o+\int_{\Omega_{\epsilon}}\left[\left(\Delta \Phi+\left(1-3 w_{\epsilon, z}^{2}\right) \Phi\right) \psi\right] d y \\
& \quad+3 \frac{1}{\left|\Omega_{\epsilon}\right|} \int_{\Omega_{\epsilon}} \Phi d y \int_{\Omega_{\epsilon}} w_{\epsilon, z}^{2} \psi d y=0, \quad \text { for all } \psi \in H_{N}^{2}\left(\Omega_{\epsilon}\right)
\end{aligned}
$$

Hence, $\Phi \in$ cokernel of $H_{\epsilon}^{\prime}\left(w_{\epsilon, z}\right)$ if and only if

$$
\begin{cases}\Delta \Phi+\left(1-3 w_{\epsilon, z}^{2}\right) \Phi+3 w_{\epsilon, z}^{2} \frac{1}{\left|\Omega_{\epsilon}\right|} \int_{\Omega_{\epsilon}} \Phi d y=0 & \text { in } \Omega_{\epsilon} \\ \frac{\partial \Phi}{\partial \nu}=0 & \text { in } \partial \Omega_{\epsilon}\end{cases}
$$

Observe also that $\operatorname{span}\left\{\left(\partial v_{\sigma} / \partial y_{i}\right) \mid i=1, \ldots, N\right\}$ is the kernel of $L$, where $L$ is the linear operator defined as

$$
L \Phi:=\Delta \Phi+\Phi-3 v_{\sigma}^{2} \Phi, \quad \Phi \in H^{2}\left(R^{N}\right)
$$

Our main result in this section can be stated as follows.
Proposition 6.1. There exist positive constants $\epsilon_{1}, \lambda$ such that, for all $\epsilon \in\left(0, \epsilon_{1}\right)$,

$$
\begin{equation*}
\left\|L_{\epsilon, z} \Phi\right\|_{L^{2}\left(\Omega_{\epsilon}\right)} \geqslant \lambda \sigma^{2}\|\Phi\|_{H^{2}\left(\Omega_{\epsilon}\right)} \tag{6.60}
\end{equation*}
$$

for all $|z| \leq C \epsilon$ and for all $\Phi \in K_{\epsilon, z}^{\perp}$, where

$$
\begin{equation*}
L_{\epsilon, z}=\pi_{\epsilon, z} \circ H_{\epsilon}^{\prime}\left(w_{\epsilon, z}\right) \tag{6.61}
\end{equation*}
$$

and $\pi_{\epsilon, z}$ is the $L^{2}$-orthogonal projection from $L^{2}\left(\Omega_{\epsilon}\right)$ to $C_{\epsilon, z}^{\perp}$.
The next proposition gives the surjectivity of $L_{\epsilon, z}$.
Proposition 6.2. There exists a positive constant $\epsilon_{2}$ such that, for all $\epsilon \in\left(0, \epsilon_{2}\right)$ and $|z| \leq C \epsilon$, the map

$$
L_{\epsilon, z}=\pi_{\epsilon, z} \circ H_{\epsilon}^{\prime}\left(w_{\epsilon, z}\right): K_{\epsilon, z}^{\perp} \longrightarrow C_{\epsilon, z}^{\perp}
$$

is surjective.

Combining Propositions 6.1 and 6.2 gives us the invertibility of $L_{\epsilon, z}$.
Proposition 6.3.

$$
L_{\epsilon, z}: K_{\epsilon, z}^{\perp} \longrightarrow C_{\epsilon, z}^{\perp}
$$

is invertible, namely,

$$
L_{\epsilon, z}^{-1}: C_{\epsilon, z}^{\perp} \longrightarrow K_{\epsilon, z}^{\perp}
$$

exists. Furthermore, $L_{\epsilon, z}^{-1}$ is bounded in the operator norm by $C \epsilon^{-2}$.
We now begin to prove Proposition 6.1.
Proof of Proposition 6.1. We use a different strategy than in [32].
Suppose (6.60) is false. Then there exist sequences $\left\{\epsilon_{k}\right\},\left\{z_{k}\right\}$, and $\left\{\Phi_{k}\right\}$, with $\left|z_{k}\right| \leqslant C \epsilon_{k}$ and $\epsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$ such that

$$
\Phi_{k} \in K_{\epsilon_{k}, z_{k}}^{\perp}
$$

and

$$
\begin{equation*}
\left\|L_{\epsilon_{k}, z_{k}}\left(\Phi_{k}\right)\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}=o(1) \epsilon_{k}^{2}, \quad\left\|\Phi_{k}\right\|_{H^{2}\left(\Omega_{\epsilon_{k}}\right)}=1 \tag{6.62}
\end{equation*}
$$

We denote, for $i=1, \ldots, N$,

$$
\begin{equation*}
e_{k, i}=\frac{\left(\partial w_{\epsilon_{k}, z_{k}} / \partial z_{i}\right)}{\left\|\left(\partial w_{\epsilon_{k}, \epsilon_{k}} / \partial z_{i}\right)\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}}, \quad e_{k, i}^{*}=\frac{\left(\partial v_{\sigma_{k}} / \partial y_{i}\right)}{\left\|\left(\partial v_{\sigma_{k}} / \partial y_{i}\right)\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}} . \tag{6.63}
\end{equation*}
$$

Note that the difference between $e_{k, i}$ and $e_{k, i}^{*}$ is exponentially small. Hence, after applying the Gram-Schmidt process to $\left\{e_{k, i} \mid i=1, \ldots, N\right\}$, we obtain a family of orthonormal functions $\left\{\tilde{e}_{k, i} \mid i=1, \ldots, N\right\}$ with

$$
\tilde{e}_{k, i}=e_{k, i}+\delta_{k, i}, \quad i=1, \ldots, N
$$

where $\delta_{k, i}=O\left(e^{-\delta / \epsilon}\right)$ in $L^{2}\left(\Omega_{\epsilon_{k}}\right)$ as $k \rightarrow \infty$ for each $i=1, \ldots, N$.
Hence,

$$
\begin{equation*}
L_{\epsilon_{k}, z_{k}} \Phi_{k}=H_{\epsilon_{k}}^{\prime}\left(w_{\epsilon_{k}, z_{k}}\right) \Phi_{k}-\sum_{i=1}^{N-1}\left(\int_{\Omega_{\epsilon_{k}}}\left[H_{\epsilon_{k}}^{\prime}\left(w_{\epsilon_{k}, z_{k}}\right) \Phi_{k}\right] e_{k, i} d y\right) e_{k, i}+E_{k} \tag{6.64}
\end{equation*}
$$

where $E_{k}$ is defined by (6.64), and it is easy to see that $\left\|E_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}=O\left(e^{-\delta / \epsilon_{k}}\right)$ as $k \rightarrow \infty$.

Note that

$$
\begin{align*}
\left\|L_{\epsilon_{k}, z_{k}} \Phi_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}^{2}= & \left\|H_{\epsilon_{k}}^{\prime}\left(w_{\epsilon_{k}, z_{k}}\right) \Phi_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}^{2} \\
& -\sum_{i=1}^{n}\left(\int_{\Omega_{\epsilon_{k}}}\left[H_{\epsilon_{k}}^{\prime}\left(w_{\epsilon_{k}, z_{k}}\right) \Phi_{k}\right] e_{k, i} d y\right)^{2}+O\left(e^{-\delta / \epsilon_{k}}\right) \tag{6.65}
\end{align*}
$$

as $k \rightarrow \infty$.
Let us denote

$$
\Delta \Phi_{k}+\left(1-3 w_{\epsilon_{k}, z_{k}}^{2}\right) \Phi_{k}+3 \frac{1}{\left|\Omega_{\epsilon_{k}}\right|} \int_{\Omega_{\epsilon_{k}}} w_{\epsilon_{k}, z_{k}}^{2} \Phi_{k} d y=\sigma_{k}^{2} f_{k}
$$

By Corollary 2.1, we have

$$
\begin{equation*}
\left\|f_{k}-3 \frac{1}{\left|\Omega_{\epsilon_{k}}\right| \sigma_{k}^{2}} \int_{\Omega_{\epsilon_{k}}} w_{\epsilon_{k}, z_{k}}^{2} \Phi_{k} d y\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)} \geq C\left\|\Phi_{k}\right\|_{H^{2}\left(\Omega_{\epsilon_{k}}\right)} \tag{6.66}
\end{equation*}
$$

Note that since $\Phi_{k}$ satisfies the Neumann boundary condition, we have

$$
\left|\int_{\Omega_{\epsilon_{k}}} \Phi_{k}\right|=\left|\sigma_{k}^{2} \int_{\Omega_{\epsilon_{k}}} f_{k} d y\right| \leq C \epsilon_{k}^{2-\frac{N}{2}}\left\|f_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}
$$

Hence,

$$
3 \frac{1}{\left|\Omega_{\epsilon_{k}}\right| \sigma_{k}^{2}} \int_{\Omega_{\epsilon_{k}}} w_{\epsilon_{k}, z_{k}}^{2} \Phi_{k} d y \leq C \epsilon_{k}^{\frac{N}{2}}\left\|f_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}
$$

Thus,

$$
\left\|3 \frac{1}{\left|\Omega_{\epsilon_{k}}\right| \sigma_{k}^{2}} \int_{\Omega_{\epsilon_{k}}} w_{\epsilon_{k}, z_{k}}^{2} \Phi_{k} d y\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)} \leq C\left\|f_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}
$$

The last inequality and (6.66) imply that

$$
\left\|f_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)} \geq C\left\|\Phi_{k}\right\|_{H^{2}\left(\Omega_{\epsilon_{k}}\right)} \geq C
$$

Therefore,

$$
\begin{equation*}
\left\|H_{\epsilon_{k}}^{\prime}\left(w_{\epsilon_{k}, z_{k}}\right) \Phi_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}^{2} \geq C \sigma_{k}^{2} \tag{6.67}
\end{equation*}
$$

Now we estimate

$$
\begin{aligned}
\int_{\Omega_{\epsilon_{k}}} & {\left[H_{\epsilon_{k}}^{\prime}\left(w_{\epsilon_{k}, z_{k}}\right) \Phi_{k}\right] e_{k, i} d y } \\
& =\int_{\Omega_{\epsilon_{k}}}\left[H_{\epsilon_{k}}^{\prime}\left(w_{\epsilon_{k}, z_{k}}\right) \Phi_{k}\right] \frac{\partial w_{\epsilon_{k}, z_{k}}}{\partial z_{i}} d y+O\left(e^{-\delta / \epsilon_{k}}\right) \\
= & \int_{\Omega_{\epsilon_{k}}}\left[\Delta \Phi_{k}+\left(1-3 v_{\sigma_{k}}^{2}\right) \Phi_{k}+3 \frac{1}{\left|\Omega_{\epsilon_{k}}\right|} \int_{\Omega_{\epsilon_{k}}} v_{\sigma_{k}}^{2} \Phi_{k} d y\right] \frac{\partial v_{\sigma_{k}}}{\partial y_{i}} d y+O\left(e^{-\delta / \epsilon_{k}}\right) \\
= & \int_{\partial \Omega_{\epsilon_{k}}}\left[\frac{\partial v_{\sigma_{k}}}{\partial y_{i}} \frac{\partial \Phi_{k}}{\partial \nu}-\Phi_{k} \frac{\partial}{\partial \nu}\left(\frac{\partial v_{\sigma_{k}}}{\partial y_{i}}\right)\right] d o \\
& +3 \frac{1}{\left|\Omega_{\epsilon_{k}}\right|} \int_{\Omega_{\epsilon_{k}}} v_{\sigma_{k}}^{2} \Phi_{k} d y \int_{\Omega_{\epsilon_{k}}} \frac{\partial v_{\sigma_{k}}}{\partial y_{i}} d y \\
& +O\left(e^{-\delta / \epsilon_{k}}\right)=O\left(e^{-\delta / \epsilon_{k}}\right)
\end{aligned}
$$

Therefore, (6.65) implies that

$$
\begin{equation*}
o(1) \epsilon_{k}^{2} \geq C \sigma_{k}^{2}-o\left(e^{-\delta / \epsilon_{k}}\right) \tag{6.68}
\end{equation*}
$$

This is a contradiction! Proposition 6.1 is thus proved.
The following lemma, which can be found in [15], will be needed in the proof of Proposition 6.2.

Lemma 6.1 (see [15, Lemma 1.3]). If $\vec{d}(E, F):=\sup \left\{d(x, F) \mid x \in E,\|x\|_{H}=\right.$ $1\}<1$, then $\pi_{F \mid E}: E \rightarrow F$ is injective and $\pi_{E \mid F}: F \rightarrow E$ has a bounded right inverse, where $\pi_{E}\left(\pi_{F}\right.$, respectively) is the orthogonal projection from $H$ to $E$ ( $F$, respectively). In particular, $\pi_{E \mid F}: F \rightarrow E$ is surjective.

We are now ready to prove Proposition 6.2.
Proof of Proposition 6.2. Let $C K_{\epsilon, z}=$ cokernel of $H_{\epsilon}^{\prime}\left(w_{\epsilon, z}\right)$. We first claim that

$$
\begin{equation*}
\vec{d}\left(C K_{\epsilon, z}, C_{\epsilon, z}\right)<1 \tag{6.69}
\end{equation*}
$$

for all $\epsilon>0$ sufficiently small.
In fact, suppose (6.69) is not true. Then there exist $\epsilon_{k} \rightarrow 0$ and $\Phi_{k} \in C K_{\epsilon_{k}, z_{k}}$ such that

$$
\begin{gather*}
\Delta \Phi_{k}+\left(1-3 w_{\epsilon_{k}, z_{k}}^{2}\right) \Phi_{k}+3 w_{\epsilon_{k}, z_{k}}^{2} \frac{1}{\left|\Omega_{\epsilon_{k}}\right|} \int_{\Omega_{\epsilon_{k}}} \Phi_{k} d y=0 \quad \text { in } \Omega_{\epsilon_{k}}  \tag{6.70}\\
\frac{\partial \Phi_{k}}{\partial \nu}=0 \quad \text { on } \partial \Omega_{\epsilon_{k}}  \tag{6.71}\\
\left\|\Phi_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}=1  \tag{6.72}\\
\int_{\Omega_{\epsilon_{k}}} \Phi_{k} \frac{\partial\left(w_{\epsilon_{k}, z_{k}}\right)}{\partial z_{i}} d y=0, \quad i=1, \ldots, N \tag{6.73}
\end{gather*}
$$

By (6.70) and (6.71), we have

$$
\int_{\Omega_{\epsilon_{k}}}\left(1-3 w_{\epsilon_{k}, z_{k}}^{2}\right) \Phi_{k} d y+3 \int_{\Omega_{\epsilon_{k}}} w_{\epsilon_{k}, z_{k}}^{2} d y \frac{1}{\left|\Omega_{\epsilon_{k}}\right|} \int_{\Omega_{\epsilon_{k}}} \Phi_{k} d y=0
$$

Note that

$$
\int_{\Omega_{\epsilon_{k}}} w_{\epsilon_{k}, z_{k}}^{2} d y=\left|\Omega_{\epsilon_{k}}\right|\left(1+O\left(\epsilon_{k}\right)\right)
$$

Hence, we have

$$
\int_{\Omega_{\epsilon_{k}}} \Phi_{k} d y=\int_{\Omega_{\epsilon_{k}}}\left(1 / 3-w_{\epsilon_{k}, z_{k}}^{2}\right) \Phi_{k} d y\left(1+O\left(\epsilon_{k}\right)\right) \leq O\left(\epsilon_{k}^{\frac{N+1}{2}}\right)\left\|\Phi_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}}\right)}
$$

Similar to the proof of Proposition 6.1, we conclude that

$$
\begin{equation*}
\left\|\Phi_{k}\right\|_{H^{2}\left(\Omega_{\epsilon_{k}}\right)}=o(1) \tag{6.74}
\end{equation*}
$$

This is a contradiction! Hence, (6.69) is true.
Now by the fact that $\vec{d}(E, F)=\vec{d}\left(F^{\perp}, E^{\perp}\right)$, we have

$$
\vec{d}\left(\bar{C}_{\epsilon, z}^{\perp}, \overline{C K}_{\epsilon, z}^{\perp}\right)<1
$$

where $\bar{C}_{\epsilon, z}^{\perp}\left(\overline{C K}_{\epsilon, z}^{\perp}\right.$, respectively $)$ is the orthogonal complement of $C_{\epsilon, z}\left(C K_{\epsilon, z}\right.$, respectively) in $L^{2}\left(\Omega_{\epsilon}\right)$. Thus, the map

$$
\begin{equation*}
\left.\pi_{\bar{C}_{\epsilon, z}}^{\perp}\right|_{C K_{\epsilon, z}} ^{\perp}: \overline{C K}_{\epsilon, z}^{\perp} \rightarrow \bar{C}_{\epsilon, z}^{\perp} \tag{6.75}
\end{equation*}
$$

is surjective by Lemma 6.1.

Since $\overline{C K_{\epsilon, z}} \perp$ is the range of $L_{\epsilon}$, it suffices to show that the map in (6.75), when restricted to $C K_{\epsilon, z}^{\perp}$, which is just $\pi_{\epsilon, z}$, is onto $C_{\epsilon, z}^{\perp}$. However, this follows easily from the expression

$$
\pi_{\bar{C}_{\epsilon, z}}^{\perp}(\Phi)=\Phi-\pi_{C_{\epsilon, z}} \Phi
$$

Finally, in this section we solve the following equation for $\Phi_{\epsilon} \in K_{\epsilon, z}^{\perp}$ :

$$
\begin{equation*}
\pi_{\epsilon, z} \circ H_{\epsilon}\left(w_{\epsilon, z}\right)\left(w_{\epsilon, z}+\Phi_{\epsilon}\right)=0 \tag{6.76}
\end{equation*}
$$

Since $\left.L_{\epsilon, z}\right|_{K_{\epsilon, z}^{\perp}}$ is invertible (and we shall denote its inverse just by $L_{\epsilon, z}^{-1}$ ) by Proposition 6.3, this is equivalent to solving

$$
\begin{gathered}
\Phi_{\epsilon}=L_{\epsilon, z}^{-1} \circ \pi_{\epsilon, z}\left(L_{\epsilon}\left(\Phi_{\epsilon}\right)\right)=-L_{\epsilon, z}^{-1} \circ \pi_{\epsilon, z}\left(3\left(v_{\sigma}^{2}-\tau_{\sigma}^{2}\right) \Psi_{\epsilon, z}+N_{\epsilon, z}\left(\Phi_{\epsilon}\right)+M_{\epsilon, z}\left(\Psi_{\epsilon, z}\right)\right) \\
: \equiv Q_{\epsilon, z}\left(\Phi_{\epsilon}\right)
\end{gathered}
$$

where $Q_{\epsilon, z}$ is defined in the last equality for every $\Phi_{\epsilon} \in H_{N}^{2}\left(\Omega_{\epsilon}\right)$.
By Proposition 6.3, we have

$$
\left\|L_{\epsilon, z}^{-1}\right\| \leq C \epsilon^{-2}
$$

Hence,

$$
\begin{aligned}
\left\|Q_{\epsilon, z}\left(\Phi_{\epsilon}\right)\right\|_{H^{2}\left(\Omega_{\epsilon}\right)} \leqslant & C \epsilon^{-2}\left(\left\|\left(v_{\sigma}^{2}-\tau_{\sigma}^{2}\right) \Psi_{\epsilon, z}\right\|_{L^{2}\left(\Omega_{\epsilon}\right)}+\left\|N_{z, \epsilon}\left(\Phi_{\epsilon}\right)\right\|_{L^{2}\left(\Omega_{\epsilon}\right)}\right. \\
& \left.+\left\|M_{z, \epsilon}\left(\Psi_{\epsilon, z}\right)\right\|_{L^{2}\left(\Omega_{\epsilon}\right)}\right) \\
\leqslant & c \epsilon^{-2}\left(\tilde{\varphi}_{\epsilon, z}^{\frac{1}{2}+\tilde{\eta}}+\delta\left\|\Phi_{\epsilon}\right\|_{H^{2}\left(\Omega_{\epsilon}\right)}\right)
\end{aligned}
$$

for some $\tilde{\eta}>0$ (in fact, we can take $\tilde{\eta}=\frac{1}{4}$ by Lemma 5.1).
Take $\delta=\left|\tilde{\varphi}_{\epsilon, z}(z)\right|^{\frac{1+\eta}{2}}$ for $0<\eta<2 \tilde{\eta}$. Then we have (since $\delta \epsilon^{-2}=o(1)$ )

$$
\begin{equation*}
\left\|Q_{\epsilon, z}\left(\Phi_{\epsilon}\right)\right\|_{H^{2}\left(\Omega_{\epsilon}\right)} \leqslant C\left(\tilde{\varphi}_{\epsilon, z}^{\frac{1+\eta}{2}}(z)\right) \tag{6.77}
\end{equation*}
$$

Equation (6.77) says that $Q_{\epsilon, z}(\Phi)$ is a continuous map:

$$
B_{\delta}(0) \cap H_{N}^{2}\left(\Omega_{\epsilon}\right) \longrightarrow B_{\delta}(0) \cap H_{N}^{2}\left(\Omega_{\epsilon}\right)
$$

Furthermore, $Q_{\epsilon, z}(\Phi)$ is a contracting map if $\epsilon$ is small by Lemma 5.1. Hence, by the contraction mapping principle we have the following proposition.

Proposition 6.4. There exists $\epsilon_{0}>0$ such that, for $\epsilon<\epsilon_{0},|z| \leq C \epsilon$ there is a unique $\Phi_{\epsilon, z} \in K_{\epsilon, z}^{\perp}$ such that

$$
\begin{equation*}
H_{\epsilon}\left(w_{\epsilon, z}+\Phi_{\epsilon, z}\right) \in C_{\epsilon, z} . \tag{6.78}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\left\|\Phi_{\epsilon, z}\right\|_{H^{2}\left(\Omega_{\epsilon}\right)} \leq C \tilde{\varphi}_{\epsilon, z}^{\frac{1+\mu}{2}}(z) \tag{6.79}
\end{equation*}
$$

7. The reduced problem. In this section, we shall prove our main result, Theorem 1.1.

By Proposition 6.4, for $\epsilon \leqslant \epsilon_{0}$ and $|z| \leq C \epsilon$, there exists a unique $\Phi_{\epsilon, z}$ such that

$$
\begin{equation*}
H_{\epsilon}\left(w_{\epsilon, z}+\Phi_{\epsilon, z}\right) \in C_{\epsilon, z} . \tag{7.80}
\end{equation*}
$$

Therefore, it is enough to show that for some $|z| \leq C \epsilon$, we have

$$
H_{\epsilon}\left(w_{\epsilon, z}+\Phi_{\epsilon, z}\right) \perp C_{\epsilon, z} .
$$

To this end, we now define a vector field

$$
\begin{equation*}
V_{\epsilon, j}(\tilde{z}):=\frac{1}{\epsilon^{\alpha-1} \tilde{\varphi}_{\epsilon, z}(z)}\left[\int_{\Omega_{\epsilon}} H_{\epsilon}\left(w_{\epsilon, z}+\Phi_{\epsilon, z}\right) \frac{\partial w_{\epsilon, z}}{\partial z_{j}} d y\right] \tag{7.81}
\end{equation*}
$$

where $z=\epsilon \frac{a}{2 \sqrt{2}} d(0, \partial \Omega)+\epsilon^{\alpha+1} \tilde{z},|\tilde{z}| \leqslant 1$, and $\vec{a}$ is given by conditions (2) and (3) in section 1 .

The main estimate of this section is the following.
Lemma 7.1. For every $0<\alpha<\alpha_{0}$, the vector field $V_{\epsilon}$ converges uniformly to $V_{0}$ in $B_{1}(0)$ as $\epsilon \rightarrow 0$, where

$$
\begin{aligned}
V_{0} & =\left(V_{0,1}, \ldots, V_{0, N}\right) \\
V_{0, j} & =\frac{\gamma}{\int_{\partial \Omega} e^{\left\langle t-P_{0}, a\right\rangle} d \mu_{P_{0}}(t)} \sum_{i=1}^{N}\left(\int_{\partial \Omega} e^{\left\langle x-P_{0}, a\right\rangle} x_{i} x_{j} d \mu_{P_{0}}(x) \tilde{z_{i}}\right), \quad j=1, \ldots, N
\end{aligned}
$$

and $\gamma$ is given by Lemma 3.2.
Once Lemma 7.1 is proved, then Theorem 1.1 follows easily. In fact, since 0 is a nondegenerate peak point, $V_{0}$ has a nondegenerate zero at 0 (with degree different from 0 ). Then Lemma 7.1 and a simple degree theoretic argument imply that $V_{\epsilon}$ has a zero $\tilde{z}(\epsilon) \in B_{\frac{1}{2}}(0)$ for every $\epsilon$ sufficiently small. This solves the equation $H_{\epsilon}\left(w_{\epsilon, z}+\Phi_{\epsilon, z}\right)=0$ for every $\epsilon$ sufficiently small. Setting $z(\epsilon)=\epsilon \frac{a}{2 \sqrt{2}} d(0, \partial \Omega)+\epsilon^{\alpha+1} \tilde{z}(\epsilon)$ and

$$
v_{\epsilon}=w_{\epsilon, z(\epsilon)}+\Phi_{\epsilon, z(\epsilon)}
$$

for $x \in \Omega$ and $\epsilon$ sufficiently small, it then follows that

$$
v_{\epsilon} \not \equiv 0 \quad \text { since } \Phi_{\epsilon, z(\epsilon)} \rightarrow 0 \quad \text { in } H^{2}\left(\Omega_{\epsilon}\right) \quad \text { as } \epsilon \rightarrow 0
$$

while $w_{\epsilon, z(\epsilon)}$ remains bounded away from 0 in $H^{2}\left(\Omega_{\epsilon}\right)$ as $\epsilon \rightarrow 0$.
In other words, $v_{\epsilon}$ is a nontrivial solution of (1.2). By the structure of $v_{\epsilon}, v_{\epsilon}$ has all the properties of Theorem 1.1.

It remains to prove Lemma 7.1. To this end, we have

$$
\begin{aligned}
& \int_{\Omega_{\epsilon, z}} H_{\epsilon}\left(w_{\epsilon, z}+\Phi_{\epsilon, z}\right) \frac{\partial w_{\epsilon, z}}{\partial z_{j}} \\
&= \int_{\Omega_{\epsilon, z}}\left[H_{\epsilon}^{\prime}\left(w_{\epsilon, z}\right) \Phi_{\epsilon, z}\right] \frac{\partial w_{\epsilon, z}}{\partial z_{j}} \\
&+\int_{\Omega_{\epsilon, z}}\left[N_{\epsilon, z}\left(\Phi_{\epsilon, z}\right)\right] \frac{\partial w_{\epsilon, z}}{\partial z_{j}} \\
&+\int_{\Omega_{\epsilon, z}} M_{\epsilon, z}\left(\Psi_{\epsilon, z}\right) \frac{\partial w_{z, \epsilon}}{\partial z_{j}} \\
&+\int_{\Omega_{\epsilon, z}} 3\left[v_{\sigma}^{2}-\tau_{\sigma}^{2}\right] \Psi_{\epsilon, z} \frac{\partial w_{\epsilon, z}}{\partial z_{j}} \\
&= I_{1}+I_{2}+I_{3}+I_{4}
\end{aligned}
$$

where $I_{i}, i=1,2,3,4$ are defined by the last equality.

Note that

$$
\begin{aligned}
I_{1}= & 3 \int_{\Omega_{\epsilon, z}}\left[\left(P_{\Omega_{\epsilon, z}} v_{\sigma}\right)^{2}-v_{\sigma}^{2}\right] \Phi_{\epsilon, z} \frac{\partial w_{\epsilon, z}}{\partial z_{j}} d y \\
& +3 \int_{\Omega_{\epsilon, z}} \frac{\partial w_{\epsilon, z}}{\partial z_{j}} d y \int_{\Omega_{\epsilon, z}}\left(P_{\Omega_{\epsilon, z}} v_{\sigma}\right)^{2} \Phi_{\epsilon, z} d y \\
\leq & C\left\|\left(P_{\Omega_{\epsilon, z}} v_{\sigma}-v_{\sigma}\right) \frac{\partial w_{\epsilon, z}}{\partial z_{j}}\right\|_{L^{2}\left(\Omega_{\epsilon, z}\right)}\left\|\Phi_{\epsilon, z}\right\|_{L^{2}\left(\Omega_{\epsilon, z}\right)} \\
& +3 \int_{\Omega_{\epsilon, z}} \frac{\partial w_{\epsilon, z}}{\partial z_{j}} d y \epsilon^{-N / 2}\left\|\Phi_{\epsilon, z}\right\|_{L^{2}\left(\Omega_{\epsilon, z}\right)} \\
\leq & C \tilde{\varphi}_{\epsilon, z}(z)^{\frac{1+\mu}{2}} \tilde{\varphi}_{\epsilon, z}(z)^{\frac{1+\mu}{2}} \\
= & O\left(\tilde{\varphi}_{\epsilon, z}^{1+\mu}(z)\right),
\end{aligned}
$$

where $\mu>0$ is some small number. By Lemma 5.1 and Proposition 6.4, we have

$$
\left|I_{2}\right| \leq C\left|\tilde{\varphi}_{\epsilon, z}(z)\right|^{1+\mu}
$$

and

$$
\left|I_{3}\right| \leq C\left|\tilde{\varphi}_{\epsilon, z}(z)\right|^{1+\mu}
$$

since $N_{\epsilon, z}(\cdot)$ and $M_{\epsilon, z}(\cdot)$ depend on their arguments only in the second or higher powers. So we just need to compute $I_{4}$. In fact,

$$
\begin{aligned}
I_{4}= & -\int_{\Omega_{\epsilon, z}} 3\left[\tau_{\sigma}^{2}-v_{\sigma}^{2}\right] \Psi_{\epsilon, z} \frac{\partial P_{\Omega_{\epsilon, z}} v_{\sigma}}{\partial z_{j}} \\
= & -\epsilon \int_{\Omega_{\epsilon, z}} 3\left[\tau_{\sigma}^{2}-v_{\sigma}^{2}\right] \Psi_{\epsilon, z} \frac{\partial v_{\sigma}}{\partial y_{j}} \\
& +O\left(e^{-\sqrt{\nu_{\epsilon}} \frac{(2+\mu) d(z, \partial \Omega)}{\epsilon}}\right)
\end{aligned}
$$

By Lemma 3.2, we conclude the proof of Lemma 7.1.
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Note Added in Proof. After the paper was accepted for publication we were informed by Professor Alikakos that in [35] an implicit proof of the existence of stationary bubbles in a general domain is given. However, the exact location of stationary bubbles is left open.
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# SINGULAR PERTURBATION APPROACH TO A 3-COMPONENT REACTION-DIFFUSION SYSTEM ARISING IN POPULATION DYNAMICS* 
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#### Abstract

In order to understand theoretically predation-mediated coexistence of competing species which is often observed in ecological systems, we consider a 3-component reaction-diffusion system describing the interaction of one predator and two competing prey species which move by diffusion. It is shown that there exist stable spatially inhomogeneous positive equilibrium solutions of the one-dimensional system under the Neumann boundary condition. This implies ecologically that in the presence of the predator, two competing species coexist with spatially segregating structures. The main tools we use are the singular perturbation technique and the associated singular limit spectral analysis.
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1. Introduction. It is often observed that predation may have a tendency to increase species diversity in competitive communities. This is called predation-mediated coexistence. There have been a number of theoretical studies on the possibility of temporal coexistence of competing species under predation pressure by using ODE models with Lotka-Volterra prey-predator interaction (for example, see Takeuchi and Adachi [18]). In this paper, we consider the situation where all species can move by diffusion and study the spatial structure of competing species that may coexist in the presence of predators.

In order to study this situation, we propose here the following 3-component reaction-diffusion system for two prey and one predator species:

$$
\left\{\begin{array}{l}
u_{1 t}=d_{1} \Delta u_{1}+u_{1}\left(a_{1}-b_{1} u_{1}-c_{1} u_{2}-k_{1} v\right)  \tag{1.1a}\\
u_{2 t}=d_{2} \Delta u_{2}+u_{2}\left(a_{2}-c_{2} u_{1}-b_{2} u_{2}-k_{2} v\right) \\
v_{t}=d_{v} \Delta v+v\left(-r+\alpha_{1} k_{1} u_{1}+\alpha_{2} k_{2} u_{2}\right), \quad x \in \Omega, \quad t>0
\end{array}\right.
$$

where $u_{1}$ and $u_{2}$ are the population densities of two competing prey species, and $v$ is that of their predator. $d_{1}, d_{2}$, and $d_{v}$ are the diffusion rates, $r$ is the death rate for the predator, $a_{i}$ is the intrinsic growth rate, $b_{i}$ and $c_{i}$ are the intraspecific and interspecific competition rates, respectively, $k_{i}$ is the predation rate, and $\alpha_{i}$ is the transformation rate of predation $(i=1,2)$. All of the coefficients are positive constants. $\Omega$ is a bounded domain with smooth boundary $\partial \Omega$. We assume that $u_{1}, u_{2}$, and $v$ satisfy the Neumann boundary conditions on the boundary $\partial \Omega$, given by

$$
\begin{equation*}
\frac{\partial}{\partial \nu} u_{1}=0, \quad \frac{\partial}{\partial \nu} u_{2}=0, \quad \frac{\partial}{\partial \nu} v=0, \quad x \in \partial \Omega, \quad t>0, \tag{1.1b}
\end{equation*}
$$

[^92]where $\nu$ is the outward normal unit vector on $\partial \Omega$.
Let us begin by reviewing the qualitative behaviors of solutions of two 2 -species systems deriving from (1.1). The first system is a two-competing-species model for $\left(u_{1}, u_{2}\right)$ in the absence of the predator $(v=0)$ :
\[

\left\{$$
\begin{array}{l}
u_{1 t}=d_{1} \Delta u_{1}+u_{1}\left(a_{1}-b_{1} u_{1}-c_{1} u_{2}\right),  \tag{1.2}\\
u_{2 t}=d_{2} \Delta u_{2}+u_{2}\left(a_{2}-c_{2} u_{1}-b_{2} u_{2}\right), \quad x \in \Omega, \quad t>0, \\
\frac{\partial}{\partial \nu} u_{1}=0, \quad \frac{\partial}{\partial \nu} u_{2}=0, \quad x \in \partial \Omega, \quad t>0 .
\end{array}
$$\right.
\]

Suppose

$$
\begin{equation*}
\frac{b_{1}}{c_{2}}<\frac{a_{1}}{a_{2}}<\frac{c_{1}}{b_{2}} \tag{1.3}
\end{equation*}
$$

which indicates that the interspecific competition is stronger than the intraspecific one for the competing species. For an arbitrary convex domain $\Omega$, Kishimoto and Weinberger [11] proved that any spatially inhomogeneous positive (SIP) equilibrium solution of (1.2) is unstable even if it exists, that is, any stable positive equilibrium solution of (1.2) has to be spatially homogeneous. The condition (1.3) means that any positive solution $\left(u_{1}, u_{2}\right)$ of (1.2) generically tends to either $\left(0, a_{2} / b_{2}\right)$ or $\left(a_{1} / b_{1}, 0\right)$ as $t \rightarrow+\infty$, which ecologically implies that competitive exclusion occurs between two species. On the other hand, Matano and Mimura [13] showed that when the domain $\Omega$ is of suitable dumbbell shape, there are stable SIP equilibrium solutions which exhibit regionally segregating coexistence of two competing species. These results indicate that the stability as well as the existence of SIP equilibrium solutions of the competition-diffusion system (1.2) depends on the shapes of the domain $\Omega$.

The second system is a one prey-one predator model in the absence of one of the competing species (either $u_{1}=0$ or $u_{2}=0$ ), under which (1.1) becomes

$$
\left\{\begin{array}{l}
u_{t}=d \Delta u+u(a-b u-k v),  \tag{1.4}\\
v_{t}=d_{v} \Delta v+v(-r+\alpha k u), \quad x \in \Omega, \quad t>0 \\
\frac{\partial}{\partial \nu} u=0, \quad \frac{\partial}{\partial \nu} v=0, \quad x \in \partial \Omega, \quad t>0
\end{array}\right.
$$

where $d, a, b, k$, and $\alpha$ are positive constants which have the same meanings as $d_{i}$, $a_{i}, b_{i}, k_{i}$, and $\alpha_{i}$, respectively, in (1.1). For any domain $\Omega$, it is shown in Rothe [17] that any positive solution of (1.4) tends to a homogeneous equilibrium solution

$$
\left(\frac{r}{\alpha k}, \max \left\{0, \frac{a \alpha k-b r}{\alpha k^{2}}\right\}\right)
$$

as $t \rightarrow+\infty$.
Integrating the above results, we address the following questions: (i) Does the system (1.1) possess stable SIP equilibrium solutions when $\Omega$ is convex? (ii) If such solutions exist, what is the spatial profile of the two competing species $\left(u_{1}, u_{2}\right)$ ? In a previous paper [15], we numerically answered that solutions stably exist such that $u_{1}$ and $u_{2}$ exhibit spatially segregating structures for values of parameters in a suitable region. Figure 1 demonstrates that in the absence of the predator $\left(t<t_{0}\right)$, the $u_{1}$-species occupies almost the whole interval and the $u_{2}$-species is extinct due to competition, but when the predator is present $\left(t \geq t_{0}\right)$, the spatial segregating coexistence occurs for two competing species. This clearly shows the occurrence of predation-mediated coexistence of two competing species which move by diffusion.


Fig. 1. Spatially segregating coexistence of $u_{1}$ and $u_{2}$ in the presence of $v$. The predator is absent for $0<t<t_{0}$ and is present for $t>t_{0}$.

In this paper, we restrict our discussion to the one-dimensional problem of (1.1) in the interval $(0,1)$ and show the existence of stable SIP equilibrium solutions when the diffusion rates of $u_{1}$ and $u_{2}$ are sufficiently smaller than that of $v$. To express (1.1) in nondimensional variables, we set

$$
\begin{gathered}
\bar{t}=a_{1} t, \quad \bar{u}_{1}=b_{1} u_{1} / a_{1}, \quad \bar{u}_{2}=c_{2} u_{2} / a_{1}, \quad \bar{v}=k_{1} v / a_{1}, \quad \bar{r}=r b_{1} /\left(a_{1} \alpha_{1} k_{1}\right) \\
a=a_{2} / a_{1}, \quad b=b_{2} / b_{1}, \quad c=c_{1} / c_{2}, \quad d=d_{2} / d_{1}, \quad k=k_{2} / k_{1} \\
\varepsilon^{2}=d_{1} / a_{1}, \quad \sigma=a_{1} / d_{v}, \quad \alpha=\alpha_{1} k_{1} / b_{1}, \quad \beta=\alpha_{2} b_{1} /\left(\alpha_{1} c_{2}\right)
\end{gathered}
$$

Dropping the overbar of $\bar{t}, \bar{u}_{1}, \bar{u}_{2}, \bar{v}$, and $\bar{r}$, we can rewrite (1.1) as

$$
\left\{\begin{array}{l}
\boldsymbol{u}_{t}=\varepsilon^{2} D \boldsymbol{u}_{x x}+\boldsymbol{f}(\boldsymbol{u}, v)  \tag{1.5}\\
\sigma v_{t}=v_{x x}+\sigma g(\boldsymbol{u}, v), \quad x \in(0,1), \quad t>0 \\
\boldsymbol{u}_{x}=0, \quad v_{x}=0, \quad x=0,1, \quad t>0
\end{array}\right.
$$

where $\boldsymbol{u}=\left(u_{1}, u_{2}\right), D=\operatorname{diag}(1, d), \boldsymbol{f}(\boldsymbol{u}, v)=\left(f_{1}, f_{2}\right)(\boldsymbol{u}, v)$ with

$$
\begin{gathered}
f_{1}(\boldsymbol{u}, v)=u_{1}\left(1-u_{1}-c u_{2}-v\right) \\
f_{2}(\boldsymbol{u}, v)=u_{2}\left(a-b u_{1}-u_{2}-k v\right) \\
g(\boldsymbol{u}, v)=\alpha v\left(-r+u_{1}+\beta k u_{2}\right)
\end{gathered}
$$

and all of the coefficients in the system are positive constants.
For the kinetics $(\boldsymbol{f}, g)$ in (1.5), we first assume

$$
\begin{equation*}
k<a<1 / c<b \tag{H.1}
\end{equation*}
$$

which is ecologically interpreted as follows: Suppose that the predator $v$ is always constant. Then (1.5) is reduced to a two-competing-species model with a parameter $v$ :

$$
\left\{\begin{array}{l}
\boldsymbol{u}_{t}=\varepsilon^{2} D \boldsymbol{u}_{x x}+\boldsymbol{f}(\boldsymbol{u}, v), \quad x \in(0,1), \quad t>0  \tag{1.6}\\
\boldsymbol{u}_{x}=0, \quad x=0,1, \quad t>0
\end{array}\right.
$$

Let $v_{ \pm}$and $\boldsymbol{h}_{ \pm}(v)$ be

$$
v_{-}=\frac{1-a c}{1-c k}, \quad v_{+}=\frac{b-a}{b-k}, \quad \boldsymbol{h}_{-}(v)=(0, a-k v), \quad \boldsymbol{h}_{+}(v)=(1-v, 0)
$$

$\left(0<v_{-}<v_{+}\right.$by (H.1)). If the initial condition $\boldsymbol{u}(x, 0)$ is nonnegative but not identically zero on $[0,1]$, then the asymptotic behavior of the solution $\boldsymbol{u}(x, t)$ of (1.6) can be classified into the following three cases (see de Mottoni [3], for instance):
(a) If $v \leq v_{-}$, then $\lim _{t \rightarrow+\infty} \boldsymbol{u}(x, t)=\boldsymbol{h}_{+}(v)$.
(b) If $v \in\left(v_{-}, v_{+}\right)$, then almost every solution converges to either $\boldsymbol{h}_{-}(v)$ or $\boldsymbol{h}_{+}(v)$ as $t \rightarrow+\infty$, depending on the initial condition.
(c) If $v \geq v_{+}$, then $\lim _{t \rightarrow+\infty} \boldsymbol{u}(x, t)=\boldsymbol{h}_{-}(v)$.

Inequalities $k<a<1 / c$ in (H.1) mean that the predator prefers to eat the $u_{1}$-species over the $u_{2}$-species. Therefore, cases (a), (b), and (c) can be easily interpreted as the following: Suppose that $v$ is constant. Then only the $u_{1}$-species always survives and the $u_{2}$-species is extinct for smaller $v>0$, while the situation is the reverse for larger $v>0$.

First of all, we consider the situation where all of the diffusion rates are very large (that is, $\varepsilon>0$ and $\sigma^{-1}>0$ are both very large) in (1.5). Under this situation, it turns out that any solution of (1.5) becomes spatially homogeneous asymptotically so that the asymptotic state of solutions of (1.5) is described by the diffusionless system of (1.5):

$$
\begin{equation*}
\boldsymbol{u}_{t}=\boldsymbol{f}(\boldsymbol{u}, v), \quad v_{t}=g(\boldsymbol{u}, v), \quad t>0 \tag{1.7}
\end{equation*}
$$

(see Conway, Hoff, and Smoller [1]). The existence and stability of positive solutions of the ODEs (1.7) have been intensively studied, from viewpoints on the possibility of temporally segregating coexistence of two competing species (see Fujii [5], Hsu [6], and Takeuchi and Adachi [18], for instance). Let $E_{+++}$be an equilibrium point of (1.7) in the positive quadrant, which indicates the coexistence of two competing species. When $r$ and $k$ are taken as free parameters and the others appropriately fixed, the existence region of $E_{+++}$is shown in Figure 2. The region consists of two subregions $A$ and $B$ which are surrounded by the curves $r=r_{c}^{-}(k)$ and $r=r_{c}^{+}(k)$, where

$$
r_{c}^{-}(k)=\beta k \frac{a-k}{1-c k}, \quad r_{c}^{+}(k)=\frac{a-k}{b-k} .
$$

In region $A$, the stability of $E_{+++}$depends on the values of the parameters $a, b$, $c, \alpha$, and $\beta$. If $E_{+++}$is not stable, there exist not only periodic solutions but also chaotic ones (for more information, we refer to [15]). On the other hand, in the region $B, E_{+++}$is always unstable. In the region not including $A$, numerical calculations suggest that neither stable positive equilibria nor stable positive periodic solutions exist. In view of these results, we may conclude that there occurs no predationmediated coexistence for arbitrarily fixed $(r, k)$ in the region not including $A$, if all of the diffusion rates are very large.

We now propose the following problem: Under the situation where $(r, k)$ is arbitrarily fixed in the region not including $A$ (that is, there occurs no predation-mediated coexistence under spatially homogeneous situations), is it possible for two competing species to coexist in the presence of a predator when one of the diffusion rates is not necessarily large?

In order to study this problem, we assume that


Fig. 2. Existence region of $E_{+++}$.
(H.2) $\varepsilon>0$ is sufficiently small compared with other parameters, which indicates that the prey species diffuse very slowly compared to the predator.
(H.3) $r$ and $k$ satisfy

$$
\left(r_{t}^{-}(k) \equiv\right) a_{0} \beta k \frac{a-k}{a_{0}-k}<r<\frac{a-k}{a_{0}-k}\left(\equiv r_{t}^{+}(k)\right)
$$

where $a_{0}$ is given by Lemma 2.1 in the next section. If $k>0$ is sufficiently small, the inequalities $1 / c<a_{0}<b$ give the inequalities $r_{t}^{-}(k)<r_{c}^{-}(k)<r_{c}^{+}(k)<r_{t}^{+}(k)$. Hence it turns out that $(r, k)$ does not lie in the region $A$ shown in Figure 2 if $(r, k)$ satisfies either

$$
r_{t}^{-}(k)<r<r_{c}^{-}(k) \quad \text { or } \quad r_{c}^{+}(k)<r<r_{t}^{+}(k)
$$

Our main theorem is stated as follows.
Theorem 1.1. Under the assumptions (H.1), (H.2), and (H.3), there exist $\varepsilon_{0}>0$, $\sigma_{0}>0$, and $k_{0}>0$ such that (1.5) has a stable SIP equilibrium solution $\left(\boldsymbol{u}^{\varepsilon, \sigma}, v^{\varepsilon, \sigma}\right)(x)$ for any $(\varepsilon, \sigma, k) \in\left(0, \varepsilon_{0}\right] \times\left(0, \sigma_{0}\right] \times\left(0, k_{0}\right]$. Furthermore $\left(\boldsymbol{u}^{\varepsilon, \sigma}, v^{\varepsilon, \sigma}\right)(x)$ satisfies the following properties:
(i) $\left(\boldsymbol{u}^{\varepsilon, \sigma}, v^{\varepsilon, \sigma}\right)$ is bounded in $\mathcal{Z}_{\varepsilon} \times C^{2}([0,1])$,
(ii) $\lim _{(\varepsilon, \sigma) \rightarrow(0,0)} \boldsymbol{u}^{\varepsilon, \sigma}(x)=\boldsymbol{h}\left(x, v_{0}, x_{0}\right)$ uniformly on $\left[0, x_{0}-\kappa\right) \cup\left(x_{0}+\kappa, 1\right]$ for any $\kappa>0$,
(iii) $\lim _{(\varepsilon, \sigma) \rightarrow(0,0)} v^{\varepsilon, \sigma}(x)=v_{0}$ uniformly on $[0,1]$
(see Figure 3), where $v_{0}$ is given in Lemma 2.1 and satisfies

$$
g\left(\boldsymbol{h}_{-}\left(v_{0}\right), v_{0}\right)<0<g\left(\boldsymbol{h}_{+}\left(v_{0}\right), v_{0}\right),
$$

and $\mathcal{Z}_{\varepsilon}, x_{0}$, and $\boldsymbol{h}(x, v, \tau)$ are defined by

$$
\begin{gathered}
\mathcal{Z}_{\varepsilon}=\left\{\boldsymbol{u} \in C^{0}\left([0,1], \mathbf{R}^{2}\right) \mid\|\boldsymbol{u}\|_{\mathcal{Z}_{\varepsilon}}<+\infty\right\} \\
\|\boldsymbol{u}\|_{\mathcal{Z}_{\varepsilon}}=\sum_{j=0}^{2}\left\|\left(\varepsilon \frac{d}{d x}\right)^{j} \boldsymbol{u}\right\|_{C^{0}\left(\left[0, x_{0}\right) \cup\left(x_{0}, 1\right], \mathbf{R}^{2}\right)} \\
x_{0}=\frac{g\left(\boldsymbol{h}_{+}\left(v_{0}\right), v_{0}\right)}{g\left(\boldsymbol{h}_{+}\left(v_{0}\right), v_{0}\right)-g\left(\boldsymbol{h}_{-}\left(v_{0}\right), v_{0}\right)} \quad \text { and } \quad \boldsymbol{h}(x, v, \tau)= \begin{cases}\boldsymbol{h}_{-}(v) & \text { for } x<\tau, \\
\boldsymbol{h}_{+}(v) & \text { for } x>\tau,\end{cases}
\end{gathered}
$$

respectively.


FIG. 3. Spatial profiles of SIP equilibrium solution $\left(u_{1}, u_{2}, v\right)(x)$ of (1.5).

The proof is achieved by the singular perturbation technique and the associated singular limit eigenvalue problem (SLEP) method. It is stated in sections 2 and 3.

Figure 3 demonstrates the spatial profiles of the SIP equilibrium solution $(\boldsymbol{u}, v)(x)$, where the solution $\boldsymbol{u}(x)$ clearly exhibits spatial segregation of two competing species, which are separated by an internal layer, while $v(x)$ is distributed smoothly in $(0,1)$.
2. Construction of equilibrium solutions. In order to obtain SIP equilibrium solutions shown in Figure 3, we use singular perturbation methods for sufficiently small $\varepsilon>0$. Since the case of multi-internal layers can be treated similarly, we restrict our discussion to the case of a single internal layer.

Let us consider the situation where such an internal layer exists in the vicinity of $x=\tau$, where $\tau$ is not known a priori. The resulting problem is the following stationary problem of (1.5):

$$
\begin{align*}
& \left\{\begin{array}{l}
0=\varepsilon^{2} D \boldsymbol{u}_{x x}+\boldsymbol{f}(\boldsymbol{u}, v), \\
0=v_{x x}+\sigma g(\boldsymbol{u}, v), \quad x \in(0, \tau), \\
\boldsymbol{u}_{x}(0)=0, \quad v_{x}(0)=0, \\
\boldsymbol{u}(\tau)=\hat{\boldsymbol{u}}, \quad v(\tau)=\hat{v},
\end{array}\right.  \tag{2.1L}\\
& \left\{\begin{array}{l}
0=\varepsilon^{2} D \boldsymbol{u}_{x x}+\boldsymbol{f}(\boldsymbol{u}, v), \\
0=v_{x x}+\sigma g(\boldsymbol{u}, v), \quad x \in(\tau, 1), \\
\boldsymbol{u}(\tau)=\hat{\boldsymbol{u}}, \quad v(\tau)=\hat{v}, \\
\boldsymbol{u}_{x}(1)=0, \quad v_{x}(1)=0,
\end{array}\right.  \tag{2.1R}\\
& \boldsymbol{u}_{x}(\tau-)=\boldsymbol{u}_{x}(\tau+), \quad v_{x}(\tau-)=v_{x}(\tau+), \tag{2.1B}
\end{align*}
$$

where $\hat{\boldsymbol{u}}, \hat{v}$, and $\tau$ are constants to be determined appropriately, and $u(x-)$ and $u(x+)$ are denoted by

$$
u(x-)=\lim _{\delta \uparrow 0} u(x+\delta), \quad u(x+)=\lim _{\delta \downarrow 0} u(x+\delta),
$$

respectively. Our strategy to construct SIP equilibrium solutions is stated as follows:
(i) Construct an inner (respectively, outer) approximated solution of (2.1L), (2.1R) in a neighborhood of (respectively, outside of) $x=\tau$ which is of $C^{1}$-class in $(\varepsilon, \hat{\boldsymbol{u}}, \hat{v})$ (respectively, $(\sigma, \hat{v}, \tau)$ ).
(ii) Assume $\varepsilon>0$ and $\sigma>0$ to be sufficiently small, and seek a solution of (2.1L), (2.1R) by using the inner and outer approximated solutions constructed in (i).
(iii) Determine $\hat{\boldsymbol{u}}, \hat{v}$, and $\tau$ as $C^{1}$-class functions of $(\varepsilon, \sigma)$ such that the solution given in (ii) satisfies the boundary condition (2.1B).
This is a modified version of the usual singular perturbation method (for instance, see Fife [4]).
2.1. Inner approximation. In this subsection, we obtain an approximated solution of (2.1) in a neighborhood of $x=\tau$. To do this, we use the stretched variable $\xi=(x-\tau) / \varepsilon$ to rewrite (2.1) as

$$
0=D \boldsymbol{u}_{\xi \xi}+\boldsymbol{f}(\boldsymbol{u}, v), \quad 0=v_{\xi \xi}+\varepsilon^{2} \sigma g(\boldsymbol{u}, v)
$$

When $\varepsilon \rightarrow 0$, the second equation formally becomes $v_{\xi \xi}=0$, so that $v$ becomes constant because of the Neumann boundary condition, which implies $v(.) \rightarrow \hat{v}$ as $\varepsilon \rightarrow 0$. Hence as $\varepsilon \rightarrow 0$, the above equation can be approximated by

$$
\left\{\begin{array}{l}
0=D \boldsymbol{u}_{\xi \xi}+\boldsymbol{f}(\boldsymbol{u}, \hat{v}), \quad \xi \in R_{-} \cup R_{+}  \tag{2.2a}\\
\boldsymbol{u}(0)=\hat{\boldsymbol{u}}
\end{array}\right.
$$

where $R_{-}=(-\infty, 0)$ and $R_{+}=(0,+\infty)$. For the boundary conditions of $\boldsymbol{u}$ at $\xi= \pm \infty$, we may take

$$
\begin{equation*}
\boldsymbol{u}(-\infty)=\boldsymbol{h}_{-}(\hat{v}), \quad \boldsymbol{u}(+\infty)=\boldsymbol{h}_{+}(\hat{v}) \tag{2.2~b}
\end{equation*}
$$

Let us define the order relations $\preceq_{s}$ and $\preceq_{o}$ in the following manner:

$$
\begin{aligned}
& \left(u_{1}, u_{2}\right) \preceq_{s}\left(\bar{u}_{1}, \bar{u}_{2}\right) \Longleftrightarrow u_{1} \leq \bar{u}_{1}, u_{2} \leq \bar{u}_{2}, \\
& \left(u_{1}, u_{2}\right) \preceq_{o}\left(\bar{u}_{1}, \bar{u}_{2}\right) \Longleftrightarrow u_{1} \leq \bar{u}_{1}, u_{2} \geq \bar{u}_{2} .
\end{aligned}
$$

Similarly to the above definition, $\prec_{s}$ and $\prec_{o}$ are also defined by replacing $\leq$ with $<$. We shall say that $\boldsymbol{u}(\xi)$ is monotone if $\boldsymbol{u}_{\xi}(\xi) \succ_{o}(0,0)$ holds for any $\xi \in \mathbf{R}$.

Lemma 2.1 (Theorem A2 in [14]). Under the assumption (H.1), there exists $a_{0}=a_{0}(b, c) \in(1 / c, b)$ such that (2.2) with

$$
\hat{v}=\frac{a_{0}-a}{a_{0}-k}\left(\equiv v_{0} \in\left(v_{-}, v_{+}\right)\right)
$$

has a monotone solution $\boldsymbol{u}_{0}(\xi)=\left(u_{01}, u_{02}\right)(\xi) \in C^{2}\left(\mathbf{R}, \mathbf{R}^{2}\right)$.
Let us define the linear operators $\mathcal{L}_{0}$ and $\mathcal{L}_{0}^{*}$ by $\mathcal{L}_{0} \boldsymbol{u}=D \boldsymbol{u}_{\xi \xi}+\boldsymbol{f}_{\boldsymbol{u}}\left(\boldsymbol{u}_{0}(\xi), v_{0}\right) \boldsymbol{u}$ and its formal adjoint operator, respectively. Setting

$$
\begin{gathered}
\gamma_{1}^{ \pm}=\sqrt{-f_{1 u_{1}}\left(\boldsymbol{h}_{ \pm}\left(v_{0}\right), v_{0}\right)}, \quad \gamma_{2}^{ \pm}=\sqrt{-f_{2 u_{2}}\left(\boldsymbol{h}_{ \pm}\left(v_{0}\right), v_{0}\right) / d} \\
\Gamma_{1}^{ \pm}=\min \left\{\gamma_{1}^{ \pm}, \gamma_{2}^{ \pm}\right\}, \quad \Gamma_{2}^{ \pm}=\max \left\{\gamma_{1}^{ \pm}, \gamma_{2}^{ \pm}\right\}, \quad m_{ \pm}=2-{ }^{\#}\left\{\gamma_{1}^{ \pm}, \gamma_{2}^{ \pm}\right\}
\end{gathered}
$$

where ${ }^{\#} A$ is the number of elements of the set $A$, we obtain the following lemmas.
Lemma 2.2 (section 3.2 in [7]). There exists a fundamental set $\left\{\boldsymbol{U}_{j}(\xi)\right\}_{j=1}^{4}$ of solutions of $\mathcal{L}_{0} \boldsymbol{u}=0$ such that the limits as $\xi \rightarrow \pm \infty$ given by

$$
\begin{array}{ll}
\lim _{\xi \rightarrow-\infty} \mid \boldsymbol{U}_{1}(\xi) \xi^{-m_{-}} e^{\Gamma_{2}^{-}} \xi & \lim _{\xi \rightarrow+\infty}\left|\boldsymbol{U}_{1}(\xi) e^{\Gamma_{2}^{+} \xi}\right|, \\
\lim _{\xi \rightarrow-\infty}\left|\boldsymbol{U}_{2}(\xi) e^{\Gamma_{1}^{-} \xi}\right|, & \lim _{\xi \rightarrow+\infty}\left|\boldsymbol{U}_{2}(\xi) e^{-\Gamma_{1}^{+} \xi}\right| \\
\lim _{\xi \rightarrow-\infty}\left|\boldsymbol{U}_{3}(\xi) \xi^{-m_{-}} e^{-\Gamma_{1}^{-} \xi}\right|, & \lim _{\xi \rightarrow+\infty}\left|\boldsymbol{U}_{3}(\xi) \xi^{-m_{+}} e^{\Gamma_{1}^{+} \xi}\right|, \\
\lim _{\xi \rightarrow-\infty}\left|\boldsymbol{U}_{4}(\xi) e^{-\Gamma_{2}^{-} \xi}\right|, & \lim _{\xi \rightarrow+\infty}\left|\boldsymbol{U}_{4}(\xi) \xi^{-m_{+}} e^{-\Gamma_{2}^{+} \xi}\right|
\end{array}
$$

exist and all of the limits are positive. Furthermore, $\boldsymbol{U}_{1}(\xi), \boldsymbol{U}_{3}(\xi)$, and $\boldsymbol{U}_{4}(\xi)$ can be chosen to satisfy

$$
\boldsymbol{U}_{1}(\xi) \succ_{s}(0,0), \quad \boldsymbol{U}_{3}(\xi)=\boldsymbol{u}_{0 \xi}(\xi), \quad \boldsymbol{U}_{4}(\xi) \succ_{s}(0,0)
$$

for any $\xi \in \mathbf{R}$.
Lemma 2.3 (Theorem A. 2 in [10]). Any nontrivial solution $\left(u_{1}^{*}, u_{2}^{*}\right)(\xi)$ of $\mathcal{L}_{0}^{*} \boldsymbol{u}=$ 0 satisfies $u_{1}^{*}(\xi) u_{2}^{*}(\xi)<0$ for any $\xi \in \mathbf{R}$.

Lemma 2.4 (Theorem 3.6 in [9]). There exists $\mu_{0}>0$ such that

$$
\sigma\left(\mathcal{L}_{0}\right) \subset\{0\} \cup\left\{\lambda \in \mathbf{C} \mid \operatorname{Re} \lambda \leq-\mu_{0}\right\}
$$

holds, where $\sigma\left(\mathcal{L}_{0}\right)$ is the set of spectra of $\mathcal{L}_{0}$ relative to the space of bounded uniformly continuous functions from $\mathbf{R}$ to $\mathbf{R}^{2}$ with the supremum norm. Furthermore $0 \in \sigma\left(\mathcal{L}_{0}\right)$ is a simple eigenvalue.

Putting $\hat{v}=v_{0}+\omega$, we show that (2.2) has a positive solution for any $\omega$ in a neighborhood of $\omega=0$. To do this, we use the new variable $\boldsymbol{y}$ with the form $\boldsymbol{y}\left(\equiv\left(y_{1}, y_{2}, y_{3}, y_{4}\right)\right)=\left(\boldsymbol{u}, \boldsymbol{u}_{\xi}\right)$ so that

$$
\left\{\begin{array}{l}
\frac{d}{d \xi} \boldsymbol{y}=\boldsymbol{F}(\boldsymbol{y}, \omega), \quad \xi \in R_{-} \cup R_{+}  \tag{2.3}\\
\boldsymbol{y}( \pm \infty)=\boldsymbol{H}_{ \pm}(\omega), \quad\left(y_{1}, y_{2}\right)(0)=\hat{\boldsymbol{u}}
\end{array}\right.
$$

where $\boldsymbol{F}(\boldsymbol{y}, \omega)=\left(\boldsymbol{u}_{\xi},-D^{-1} \boldsymbol{f}\left(\boldsymbol{u}, v_{0}+\omega\right)\right)$ and $\boldsymbol{H}_{ \pm}(\omega)=\left(\boldsymbol{h}_{ \pm}\left(v_{0}+\omega\right), 0,0\right)$. Without loss of generality, we may assume $\hat{\boldsymbol{u}}=\boldsymbol{u}_{0}(0)+(0, \eta)$, where $\eta$ will be determined later. Setting

$$
\boldsymbol{y}=\boldsymbol{y}_{0}(\xi)+\boldsymbol{H}_{ \pm}(\omega)-\boldsymbol{H}_{ \pm}(0)+\boldsymbol{z} \quad \text { on } R_{ \pm}
$$

we rewrite (2.3) as

$$
\left\{\begin{array}{l}
\frac{d}{d \xi} \boldsymbol{z}=A(\xi) \boldsymbol{z}+\boldsymbol{N}(\xi, \boldsymbol{z}, \omega), \quad \xi \in R_{-} \cup R_{+}  \tag{2.4}\\
\boldsymbol{z}( \pm \infty)=0, \quad \boldsymbol{z}(0 \pm)=\boldsymbol{H}_{ \pm}(0)-\boldsymbol{H}_{ \pm}(\omega)+\left(0, \eta, \boldsymbol{q}_{ \pm}\right)
\end{array}\right.
$$

where

$$
A(\xi)=\boldsymbol{F}_{\boldsymbol{y}}\left(\boldsymbol{y}_{0}(\xi), 0\right), \quad \boldsymbol{N}(\xi, \boldsymbol{z}, \omega)=\boldsymbol{F}(\boldsymbol{y}, \omega)-\boldsymbol{F}\left(\boldsymbol{y}_{0}(\xi), 0\right)-A(\xi) \boldsymbol{z}
$$

for $\boldsymbol{y}_{0}(\xi)=\left(\boldsymbol{u}_{0}, \boldsymbol{u}_{0 \xi}\right)(\xi)$, and $\eta, \omega$, and $\boldsymbol{q}=\left(\boldsymbol{q}_{-}, \boldsymbol{q}_{+}\right)$will be determined later.
We define $X(\xi)$ by

$$
X(\xi)=\left(\begin{array}{cccc}
\boldsymbol{U}_{3} & \boldsymbol{U}_{4} & \boldsymbol{U}_{1} & \boldsymbol{U}_{2} \\
\boldsymbol{U}_{3 \xi} & \boldsymbol{U}_{4 \xi} & \boldsymbol{U}_{1 \xi} & \boldsymbol{U}_{2 \xi}
\end{array}\right)(\xi)
$$

where $\left\{\boldsymbol{U}_{j}(\xi)\right\}_{j=1}^{4}$ is a fundamental set of solutions of $\mathcal{L}_{0} \boldsymbol{u}=0$ given in Lemma 2.2. We easily see that $X(\xi)$ is a fundamental matrix of $\frac{d}{d \xi} \boldsymbol{x}=A(\xi) \boldsymbol{x}$. It follows from Lemma 2.2 and the definition of Coppel [2] that $\frac{d}{d \xi} \boldsymbol{x}=A(\xi) \boldsymbol{x}$ has an exponential dichotomy on $R_{-}$(respectively, $R_{+}$) with the projection matrix $P_{-}=\operatorname{diag}(0,0,1,1)$ (respectively, $\left.P_{+}=\operatorname{diag}(1,0,1,0)\right)$. Let $\boldsymbol{x}_{i}^{*}(\xi)$ and $x_{i j}^{*}(\xi)$ be the $i$ th row vector and the $(i, j)$ th element, respectively, of $X(\xi)^{-1}$. Using the estimates in Lemma 2.2, we can calculate $X(\xi)^{-1}$ directly, and then obtain

$$
\boldsymbol{x}_{4}^{*}(\xi)= \begin{cases}O\left(\xi^{m_{-}} e^{\Gamma_{1}^{-} \xi}\right) & \text { as } \xi \rightarrow-\infty \\ O\left(\xi^{m_{+}} e^{-\Gamma_{1}^{+} \xi}\right) & \text { as } \xi \rightarrow+\infty\end{cases}
$$

which means that $\left(u_{01}^{*}, u_{02}^{*}\right)(\xi) \equiv\left(x_{43}^{*}, x_{44}^{*} / d\right)(\xi)$ is a bounded solution of $\mathcal{L}_{0}^{*} \boldsymbol{u}=0$. By Lemma 2.3, we have $u_{01}^{*}(\xi) u_{02}^{*}(\xi)<0$ for any $\xi \in \mathbf{R}$.

Lemma 2.5 (Lemma 3.2 in Kokubu [12]). $\boldsymbol{z}(\xi, \boldsymbol{q}, \eta, \omega)$ is a solution of (2.4) if and only if $\boldsymbol{z}(\xi, \boldsymbol{q}, \eta, \omega)$ satisfies

$$
E(\boldsymbol{q}, \eta, \omega) \equiv\left(\begin{array}{l}
\boldsymbol{x}_{3}^{*}(0) \boldsymbol{z}(0-, \boldsymbol{q}, \eta, \omega)-\int_{R_{-}} \boldsymbol{x}_{3}^{*}(\xi) \boldsymbol{N}(\xi, \boldsymbol{z}(\xi, \boldsymbol{q}, \eta, \omega), \omega) d \xi \\
\boldsymbol{x}_{4}^{*}(0) \boldsymbol{z}(0-, \boldsymbol{q}, \eta, \omega)-\int_{R_{-}} \boldsymbol{x}_{4}^{*}(\xi) \boldsymbol{N}(\xi, \boldsymbol{z}(\xi, \boldsymbol{q}, \eta, \omega), \omega) d \xi \\
\boldsymbol{x}_{2}^{*}(0) \boldsymbol{z}(0+, \boldsymbol{q}, \eta, \omega)+\int_{R_{+}} \boldsymbol{x}_{2}^{*}(\xi) \boldsymbol{N}(\xi, \boldsymbol{z}(\xi, \boldsymbol{q}, \eta, \omega), \omega) d \xi \\
\boldsymbol{x}_{4}^{*}(0) \boldsymbol{z}(0+, \boldsymbol{q}, \eta, \omega)+\int_{R_{+}} \boldsymbol{x}_{4}^{*}(\xi) \boldsymbol{N}(\xi, \boldsymbol{z}(\xi, \boldsymbol{q}, \eta, \omega), \omega) d \xi
\end{array}\right)=0 .
$$

Let $B=\left(b_{i j}\right)$ be an arbitrary $n \times n$ matrix. We denote by $\Delta_{j_{1}, \ldots, j_{\ell}}^{i_{1}, \ldots, i_{\ell}}(B)$ the determinant of the $(n-\ell) \times(n-\ell)$-matrix obtained by eliminating the $i_{1}$ th, $\ldots, i_{\ell}$ th rows and $j_{1}$ th, $\ldots, j_{\ell}$ th columns in $B$. By definition, we have $b_{i j}=(-1)^{i+j} \Delta_{i}^{j}\left(B^{-1}\right) \operatorname{det} B$ for each $i$ and $j$, if the inverse matrix $B^{-1}$ exists. We know the following formula (for example, see [19, p. 379]):

$$
\begin{equation*}
\Delta_{j_{1}, j_{2}}^{i_{1}, i_{2}}(B) \operatorname{det} B=\Delta_{j_{1}}^{i_{1}}(B) \Delta_{j_{2}}^{i_{2}}(B)-\Delta_{j_{2}}^{i_{1}}(B) \Delta_{j_{1}}^{i_{2}}(B) \tag{2.5}
\end{equation*}
$$

holds for any $i_{1}<i_{2}$ and $j_{1}<j_{2}$.
Clearly we know that $E(0,0,0)=0$ because $\boldsymbol{z}(\xi, 0,0,0)=0$ for any $\xi \in \mathbf{R}$. Since $\boldsymbol{N}_{\boldsymbol{z}}(\xi, 0,0)=0$ on $\mathbf{R}$ and $\boldsymbol{N}_{\omega}(\xi, 0,0)=A(\xi) \boldsymbol{H}_{ \pm}^{\prime}(0)+\boldsymbol{F}_{\omega}\left(\boldsymbol{y}_{0}(\xi), 0\right)$ on $R_{ \pm}$are satisfied, we obtain

$$
\begin{aligned}
& \left.\frac{\partial}{\partial \boldsymbol{q}} \int_{0}^{\xi} \boldsymbol{x}_{j}^{*}(\zeta) \boldsymbol{N}(\zeta, \boldsymbol{z}(\zeta, \boldsymbol{q}, 0,0), 0) d \zeta\right|_{\boldsymbol{q}=0}=0 \\
& \left.\frac{\partial}{\partial \eta} \int_{0}^{\xi} \boldsymbol{x}_{j}^{*}(\zeta) \boldsymbol{N}(\zeta, \boldsymbol{z}(\zeta, 0, \eta, 0), 0) d \zeta\right|_{\eta=0}=0 \\
& \left.\frac{\partial}{\partial \omega} \int_{0}^{\xi} \boldsymbol{x}_{j}^{*}(\zeta) \boldsymbol{N}(\zeta, \boldsymbol{z}(\zeta, 0,0, \omega), \omega) d \zeta\right|_{\omega=0} \\
& \quad=\left(\boldsymbol{x}_{j}^{*}(0)-\boldsymbol{x}_{j}^{*}(\xi)\right) \boldsymbol{H}_{ \pm}^{\prime}(0)+\int_{0}^{\xi} \boldsymbol{x}_{j}^{*}(\zeta) \boldsymbol{F}_{\omega}\left(\boldsymbol{y}_{0}(\zeta), 0\right) d \zeta
\end{aligned}
$$

and then we have

$$
E_{\boldsymbol{q}}(0,0,0)=\left(\begin{array}{cccc}
\hat{x}_{33}^{*} & \hat{x}_{34}^{*} & 0 & 0 \\
\hat{x}_{43}^{*} & \hat{x}_{44}^{*} & 0 & 0 \\
0 & 0 & \hat{x}_{23}^{*} & \hat{x}_{24}^{*} \\
0 & 0 & \hat{x}_{43}^{*} & \hat{x}_{44}^{*}
\end{array}\right), \quad \frac{\partial E}{\partial(\eta, \omega)}(0,0,0)=\left(\begin{array}{cc}
\hat{x}_{32}^{*} & -F_{3}^{-} \\
\hat{x}_{42}^{*} & -F_{4}^{-} \\
\hat{x}_{22}^{*} & F_{2}^{+} \\
\hat{x}_{42}^{*} & F_{4}^{+}
\end{array}\right)
$$

where $\hat{x}_{i j}^{*}=x_{i j}^{*}(0)$ and

$$
F_{j}^{ \pm}=\int_{R_{ \pm}} \boldsymbol{x}_{j}^{*}(\xi) \boldsymbol{F}_{\omega}\left(\boldsymbol{y}_{0}(\xi), 0\right) d \xi=\int_{R_{ \pm}}\left(x_{j 3}^{*}(\xi) u_{01}(\xi)+k x_{j 4}^{*}(\xi) u_{02}(\xi) / d\right) d \xi
$$

By (2.5) and Lemma 2.2, we have

$$
\operatorname{det} E_{\boldsymbol{q}}(0,0,0)=-\frac{\operatorname{det}\left(\boldsymbol{U}_{3}, \boldsymbol{U}_{4}\right)(0) \operatorname{det}\left(\boldsymbol{U}_{3}, \boldsymbol{U}_{1}\right)(0)}{(\operatorname{det} X(0))^{2}} \neq 0
$$

Consequently it follows from the implicit function theorem that there exists a $C^{1}$ class function $\boldsymbol{q}(\eta, \omega)=\left(\boldsymbol{q}_{-}, \boldsymbol{q}_{+}\right)(\eta, \omega)$ defined in a neighborhood of $(\eta, \omega)=(0,0)$ such that $E(\boldsymbol{q}(\eta, \omega), \eta, \omega)=0$ is satisfied for each $(\eta, \omega)$. Since

$$
\begin{aligned}
\frac{\partial\left(\boldsymbol{q}_{+}-\boldsymbol{q}_{-}\right)}{\partial \eta}(0,0) & =\left(\begin{array}{cc}
\hat{x}_{33}^{*} & \hat{x}_{34}^{*} \\
\hat{x}_{43}^{*} & \hat{x}_{44}^{*}
\end{array}\right)^{-1}\binom{\hat{x}_{32}^{*}}{\hat{x}_{42}^{*}}-\left(\begin{array}{ll}
\hat{x}_{23}^{*} & \hat{x}_{24}^{*} \\
\hat{x}_{43}^{*} & \hat{x}_{44}^{*}
\end{array}\right)^{-1}\binom{\hat{x}_{22}^{*}}{\hat{x}_{42}^{*}} \\
& =\frac{u_{01 \xi}(0)}{\operatorname{det} X(0) \operatorname{det} E_{\boldsymbol{q}}(0,0,0)}\binom{-\hat{x}_{44}^{*}}{\hat{x}_{43}^{*}}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\partial\left(\boldsymbol{q}_{+}-\boldsymbol{q}_{-}\right)}{\partial \omega}(0,0)= & -\left(\begin{array}{ll}
\hat{x}_{23}^{*} & \hat{x}_{24}^{*} \\
\hat{x}_{43}^{*} & \hat{x}_{44}^{*}
\end{array}\right)^{-1}\binom{F_{2}^{+}}{F_{4}^{+}}-\left(\begin{array}{ll}
\hat{x}_{33}^{*} & \hat{x}_{34}^{*} \\
\hat{x}_{43}^{*} & \hat{x}_{44}^{*}
\end{array}\right)^{-1}\binom{F_{3}^{-}}{F_{4}^{-}} \\
= & \left(\frac{F_{2}^{+}}{\Delta_{1,2}^{1,3}\left(X(0)^{-1}\right)}+\frac{F_{3}^{-}}{\Delta_{1,2}^{1,2}\left(X(0)^{-1}\right)}\right)\binom{-\hat{x}_{44}^{*}}{\hat{x}_{43}^{*}} \\
& +\frac{F_{4}^{+}}{\Delta_{1,2}^{1,3}\left(X(0)^{-1}\right)}\binom{\hat{x}_{24}^{*}}{-\hat{x}_{23}^{*}}+\frac{F_{4}^{-}}{\Delta_{1,2}^{1,2}\left(X(0)^{-1}\right)}\binom{\hat{x}_{34}^{*}}{-\hat{x}_{33}^{*}}
\end{aligned}
$$

hold by virtue of (2.5), we have

$$
\begin{aligned}
\operatorname{det} \frac{\partial\left(\boldsymbol{q}_{+}-\boldsymbol{q}_{-}\right)}{\partial(\eta, \omega)}(0,0)= & \frac{u_{01 \xi}(0)}{\operatorname{det} X(0) \operatorname{det} E_{\boldsymbol{q}}(0,0,0)} \\
& \quad \times \int_{\mathbf{R}}\left(u_{01}(\xi) u_{01}^{*}(\xi)+k u_{02}(\xi) u_{02}^{*}(\xi)\right) d \xi\left(\equiv J_{1}(k)\right) .
\end{aligned}
$$

By combining the above argument with the comparison principle, we obtain the following lemma.

Lemma 2.6. There exists a $C^{1}$-class function $\boldsymbol{u}^{I}(., \eta, \omega)$ defined on a neighborhood of $(\eta, \omega)=(0,0)$ such that $(2.2)$ has a positive solution $\boldsymbol{u}^{I}(\xi, \eta, \omega)$ for each $(\eta, \omega)$, which satisfies $\boldsymbol{u}^{I}(., \eta, \omega) \rightarrow \boldsymbol{u}_{0}$ in the $C^{2}$-sense as $(\eta, \omega) \rightarrow(0,0)$, and furthermore

$$
\left.\operatorname{det} \frac{\partial\left(\boldsymbol{u}_{\xi}^{I}(0+, \eta, \omega)-\boldsymbol{u}_{\xi}^{I}(0-, \eta, \omega)\right)}{\partial(\eta, \omega)}\right|_{(\eta, \omega)=(0,0)}=J_{1}(k)
$$

2.2. Outer approximation. In this subsection, we shall construct an approximate solution of (2.1) outside of $x=\tau$. As $\varepsilon \rightarrow 0,(2.1)$ is formally reduced to

$$
\left\{\begin{array}{l}
0=\boldsymbol{f}(\boldsymbol{u}, v)  \tag{2.6}\\
0=v_{x x}+\sigma g(\boldsymbol{u}, v), \quad x \in(0, \tau) \cup(\tau, 1) \\
v_{x}(0)=0, \quad v(\tau)=v_{0}+\omega, \quad v_{x}(1)=0
\end{array}\right.
$$

By the definition of $\boldsymbol{h}(x, v, \tau)$, we easily have $\boldsymbol{f}(\boldsymbol{h}(x, v, \tau), v)=0$ for any $x \in[0, \tau) \cup$ $(\tau, 1]$. Substituting $\boldsymbol{u}=\boldsymbol{h}(x, v, \tau)$ into the second equation of (2.6), we obtain the following equation for $v$ only:

$$
\begin{cases}0=v_{x x}+\sigma g(\boldsymbol{h}(x, v, \tau), v), & x \in(0, \tau) \cup(\tau, 1)  \tag{2.7}\\ v_{x}(0)=0, \quad v(\tau)=v_{0}+\omega, & v_{x}(1)=0\end{cases}
$$

Setting $J_{2}(v, \tau)=\int_{0}^{1} g(\boldsymbol{h}(x, v, \tau), v) d x$, we find $J_{2}\left(v_{0}, x_{0}\right)=0$ and

$$
J_{2 \tau}\left(v_{0}, x_{0}\right)=g\left(\boldsymbol{h}_{-}\left(v_{0}\right), v_{0}\right)-g\left(\boldsymbol{h}_{+}\left(v_{0}\right), v_{0}\right)<0
$$

Lemma 2.7. Under the assumptions (H.1) and (H.3), there exist $\sigma_{1}>0, \delta_{1}>0$, and $\omega_{1}>0$ such that (2.7) with $\tau=x_{0}+\delta$ has a unique solution $v^{O}(x, \sigma, \delta, \omega)$ for any $\sigma \in\left[0, \sigma_{1}\right],|\delta| \leq \delta_{1}$, and $|\omega| \leq \omega_{1}$ which satisfies the following properties:
(i) $v^{O}(x, \sigma, \delta, \omega)$ is of $C^{1}$-class with respect to $(\sigma, \delta, \omega)$;
(ii) $\frac{\partial}{\partial \delta}\left[v_{x}^{O}\left(x_{0}+\delta-, \sigma, \delta, \omega\right)-v_{x}^{O}\left(x_{0}+\delta+, \sigma, \delta, \omega\right)\right] / \sigma \rightarrow-J_{2 \tau}\left(v_{0}, x_{0}\right)$ as $(\sigma, \delta, \omega) \rightarrow$ $(0,0,0)$.

Proof. Setting $v=v_{0}+\omega+\sigma V$, we see that $V(x)$ satisfies

$$
\left\{\begin{array}{l}
0=V_{x x}+g\left(\boldsymbol{h}\left(x, v, x_{0}+\delta\right), v\right), \quad x \in\left(0, x_{0}+\delta\right) \cup\left(x_{0}+\delta, 1\right)  \tag{2.8}\\
V_{x}(0)=0, \quad V\left(x_{0}+\delta\right)=0, \quad V_{x}(1)=0
\end{array}\right.
$$

Since $J_{2}\left(v_{0}, x_{0}\right)=0$ holds and the variational problem of (2.8) with respect to $V$ at $(\sigma, \delta, \omega)=0$ is represented as

$$
\left\{\begin{array}{l}
0=V_{x x}, \quad x \in\left(0, x_{0}\right) \cup\left(x_{0}, 1\right) \\
V_{x}(0)=0, \quad V\left(x_{0}\right)=0, \quad V_{x}(1)=0
\end{array}\right.
$$

property (i) can be shown by virtue of the implicit function theorem. Furthermore by (2.7), we obtain

$$
\begin{aligned}
\frac{1}{\sigma} \frac{\partial}{\partial \delta} & {\left[v_{x}^{O}\left(x_{0}+\delta-, \sigma, \delta, \omega\right)-v_{x}^{O}\left(x_{0}+\delta+, \sigma, \delta, \omega\right)\right] } \\
& =-\frac{\partial}{\partial \delta} \int_{0}^{1} g\left(\boldsymbol{h}\left(x, v^{O}(x, \sigma, \delta, \omega), x_{0}+\delta\right), v^{O}(x, \sigma, \delta, \omega)\right) d x \rightarrow-J_{2 \tau}\left(v_{0}, x_{0}\right)
\end{aligned}
$$

as $(\sigma, \delta, \omega) \rightarrow(0,0,0)$, which proves property (ii).
2.3. Construction of solutions. In this subsection, we shall prove the existence of a $C^{2}$-class solution $(\boldsymbol{u}, v)(x)$ of $(2.1)$ on the whole interval $[0,1]$ by matching the inner and outer approximated solutions which were constructed in the previous subsections. In order to do this, we define $\boldsymbol{u}^{a}(x, \rho)$ and $v^{a}(x, \rho)$ with $\rho=(\varepsilon, \sigma, \delta, \eta, \omega)$ by

$$
\begin{aligned}
\boldsymbol{u}^{a}(x, \rho)= & \boldsymbol{h}\left(x, v^{O}(x, \sigma, \delta, \omega), x_{0}+\delta\right) \\
& \quad+\theta(x)\left(\boldsymbol{u}^{I}\left(\left(x-x_{0}-\delta\right) / \varepsilon, \eta, \omega\right)-\boldsymbol{h}\left(x, v_{0}+\omega, x_{0}+\delta\right)\right) \\
v^{a}(x, \rho)= & v^{O}(x, \sigma, \delta, \omega)
\end{aligned}
$$

where

$$
\theta(x)= \begin{cases}\theta_{0}\left(x /\left(x_{0}+\delta\right)\right) & \text { for } x \leq x_{0}+\delta \\ \theta_{0}\left((1-x) /\left(1-x_{0}-\delta\right)\right) & \text { for } x>x_{0}+\delta\end{cases}
$$

with a $C^{\infty}$-cutoff function $\theta_{0}(x)$ which satisfies $0 \leq \theta_{0}(x) \leq 1$ for any $x \geq 0$ and

$$
\theta_{0}(x)= \begin{cases}0 & \text { for } 0 \leq x \leq 1 / 4 \\ 1 & \text { for } x \geq 3 / 4\end{cases}
$$

We shall find a solution $(\boldsymbol{u}, v)$ of (2.1) in the following form:

$$
(\boldsymbol{u}, v)=\left(\boldsymbol{u}^{a}, v^{a}\right)(x, \rho)+t, \quad t=(\boldsymbol{r}, s)
$$

Here we define $\mathcal{T}: \mathcal{X} \rightarrow \mathcal{Y}$ by

$$
\mathcal{T}(t, \rho)=\binom{\varepsilon^{2} D \boldsymbol{u}_{y y}+\chi(., \delta) \boldsymbol{f}(\boldsymbol{u}, v)}{v_{y y}+\sigma \chi(., \delta) g(\boldsymbol{u}, v)}
$$

where

$$
\left.\begin{array}{c}
y= \begin{cases}\frac{x_{0} x}{x_{0}+\delta} & \text { for } x<x_{0}+\delta \\
x_{0}+\frac{\left(1-x_{0}\right)\left(x-x_{0}-\delta\right)}{1-x_{0}-\delta} & \text { for } x>x_{0}+\delta,\end{cases} \\
\chi(y, \delta)= \begin{cases}\frac{\left(x_{0}+\delta\right)^{2}}{x_{0}^{2}} & \text { for } y<x_{0} \\
\frac{\left(1-x_{0}-\delta\right)^{2}}{\left(1-x_{0}\right)^{2}} & \text { for } y>x_{0}\end{cases} \\
\mathcal{X}=\mathcal{X}_{u} \times\left(H^{2}(0,1) \cap \mathcal{Z}_{0}([0,1], \mathbf{R})\right), \quad \mathcal{X}_{u}=\mathcal{Z}_{\varepsilon} \cap \mathcal{Z}_{0}\left([0,1], \mathbf{R}^{2}\right) \\
\mathcal{Y}=\mathcal{Y}_{u} \times L^{2}(0,1), \quad \mathcal{Y}_{u}=C^{0}\left([0,1], \mathbf{R}^{2}\right)
\end{array}\right\} \begin{aligned}
& \mathcal{Z}_{0}\left([0,1], \mathbf{R}^{\ell}\right)=\left\{u \in C^{1}\left([0,1], \mathbf{R}^{\ell}\right) \mid u_{y}(0)=0, u\left(x_{0}\right)=0, u_{y}(1)=0\right\}
\end{aligned}
$$

Lemma 2.8. The following properties are satisfied in a neighborhood of $\rho=0$ :
(i) $\mathcal{T}$ is of $C^{1}$-class with respect to $t$, and there exists $C_{1}>0$ such that

$$
\left\|\mathcal{T}_{t}\left(t_{1}, \rho\right)-\mathcal{T}_{t}\left(t_{2}, \rho\right)\right\|_{\mathcal{L}(\mathcal{X}, \mathcal{Y})} \leq C_{1}\left\|t_{1}-t_{2}\right\|_{\mathcal{X}}
$$

for any $t_{1}, t_{2} \in \mathcal{X}$.
(ii) $\mathcal{T}_{t}(0, \rho)$ has an inverse.
(iii) $\|\mathcal{T}(0, \rho)\|_{\mathcal{Y}} \rightarrow 0$ as $\varepsilon \rightarrow 0$ uniformly in $(\sigma, \delta, \eta, \omega)$.

Proof. Using the arguments in Fife [4], we may only show that there exist $C_{2}>0, \varepsilon_{1}>0$, and $\sigma_{2}>0$ such that $\left\|\left(\hat{\mathcal{L}}^{\varepsilon, \sigma}\right)^{-1}\right\|_{\mathcal{L}\left(\mathcal{X}_{u}, \mathcal{Y}_{u}\right)} \leq C_{2}$ holds for any $(\varepsilon, \sigma) \in\left(0, \varepsilon_{1}\right] \times\left(0, \sigma_{2}\right]$, where $\boldsymbol{f}_{\boldsymbol{u}}^{a}(y, \varepsilon, \sigma)=\boldsymbol{f}_{\boldsymbol{u}}\left(\left(\boldsymbol{u}^{a}, v^{a}\right)(y, \varepsilon, \sigma, 0,0,0)\right)$ and $\hat{\mathcal{L}}^{\varepsilon, \sigma} \boldsymbol{u}=$ $\varepsilon^{2} D \boldsymbol{u}_{y y}+\boldsymbol{f}_{\boldsymbol{u}}^{a}(y, \varepsilon, \sigma) \boldsymbol{u}$.

Contrary to the conclusion, suppose that there exists $\left\{\left(\hat{\boldsymbol{u}}_{n}(y), \hat{\varepsilon}_{n}, \hat{\sigma}_{n}\right)\right\}_{n=1}^{\infty}$ such that $\lim _{n \rightarrow \infty}\left(\hat{\varepsilon}_{n}, \hat{\sigma}_{n}\right)=(0,0)$ and $1=\left\|\hat{\boldsymbol{u}}_{n}\right\|_{\mathcal{X}_{u}} \geq n\left\|\mathcal{L}^{\hat{\varepsilon}_{n}, \hat{\sigma}_{n}} \hat{\boldsymbol{u}}_{n}\right\|_{\mathcal{Y}_{u}}$ for any $n \in \mathbf{N}$. Since

$$
\boldsymbol{f}_{\boldsymbol{u}}^{a}\left(x_{0}+\varepsilon \xi, \varepsilon, \sigma\right) \rightarrow \boldsymbol{f}_{\boldsymbol{u}}\left(\boldsymbol{u}_{0}(\xi), v_{0}\right) \quad \text { as }(\varepsilon, \sigma) \rightarrow(0,0)
$$

uniformly on any compact set of $\mathbf{R}$ in the $C^{0}$-sense, it follows from the Ascoli-Arzelà theorem that there exists $\hat{\boldsymbol{u}}_{0}(\xi)$ such that $\hat{\boldsymbol{u}}_{0}(\xi)$ is a solution of $\mathcal{L}_{0} \boldsymbol{u}=0$ on $R_{-} \cup R_{+}$ and satisfies $\hat{\boldsymbol{u}}_{0}(0)=0$ and $\left\|\hat{\boldsymbol{u}}_{0}\right\|_{C^{2}\left(R_{-} \cup R_{+}, \mathbf{R}^{2}\right)}=1$. By Lemma 2.2, we have $\hat{\boldsymbol{u}}_{0}(\xi)=$ 0 for any $\xi \in \mathbf{R}$. This contradiction implies that the desired result holds. $\quad \square$

By the above lemma and the implicit function theorem [4, Theorem 3.4], we see that there exists a solution family $(\boldsymbol{u}, v)(x, \rho)$ of $(2.1 \mathrm{~L})$ and $(2.1 \mathrm{R})$ in a neighborhood of $\rho=0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{u}(., \rho)-\boldsymbol{u}^{a}(., \rho)\right\|_{Z_{\varepsilon}}+\left\|v(., \rho)-v^{a}(., \rho)\right\|_{H^{2}(0,1)} \rightarrow 0 \tag{2.9}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$.

We now define $(\Phi, \Psi)(\rho)$ by

$$
(\Phi, \Psi)(\rho)=\left(\varepsilon \boldsymbol{u}_{x}, v_{x} / \sigma\right)\left(x_{0}+\delta+, \rho\right)-\left(\varepsilon \boldsymbol{u}_{x}, v_{x} / \sigma\right)\left(x_{0}+\delta-, \rho\right)
$$

By Lemma 2.7 and (2.9), it is obvious that $(\Phi, \Psi)(0)=0$,

$$
\frac{\partial \Phi}{\partial \delta}(0)=0, \quad \text { and } \quad \frac{\partial \Psi}{\partial \delta}(0)=J_{2 \tau}\left(v_{0}, x_{0}\right)(<0)
$$

hold. Lemma 2.3 implies that there exists $k_{0}>0$ such that

$$
\int_{\mathbf{R}}\left(u_{01}(\xi) u_{01}^{*}(\xi)+k u_{02}(\xi) u_{02}^{*}(\xi)\right) d \xi \neq 0
$$

holds for any $k \in\left[0, k_{0}\right]$. Thus we find

$$
\operatorname{det} \frac{\partial(\Phi, \Psi)}{\partial(\delta, \eta, \omega)}(0)=-J_{1}(k) J_{2 \tau}\left(v_{0}, x_{0}\right) \neq 0
$$

for $k \in\left[0, k_{0}\right]$. By using the implicit function theorem, we find that there exist $\varepsilon_{2}>0$ and $\sigma_{3}>0$ such that $(2.1)$ has a solution $\left(\boldsymbol{u}^{\varepsilon, \sigma}, v^{\varepsilon, \sigma}\right)(x)$ for any $(\varepsilon, \sigma) \in\left(0, \varepsilon_{2}\right] \times\left(0, \sigma_{3}\right]$.

We thus find that the spatial profile of $\boldsymbol{u}^{\varepsilon, \sigma}(x)$ indicates that two competing species exhibit spatial segregation with a small overlapping zone in $[0,1]$, as was shown in Figure 3.
3. Stability. In this section, we shall discuss the stability of the equilibrium solution $\left(\boldsymbol{u}^{\varepsilon, \sigma}, v^{\varepsilon, \sigma}\right)(x)$ of (1.5) which was given in the previous section. To do this, it is enough to study the distribution of eigenvalues of the following linearized eigenvalue problem of (1.5) around $\left(\boldsymbol{u}^{\varepsilon, \sigma}, v^{\varepsilon, \sigma}\right)(x)$ for $(\varepsilon, \sigma) \in\left(0, \varepsilon_{2}\right] \times\left(0, \sigma_{3}\right]$ :

$$
\left\{\begin{array}{l}
\lambda \boldsymbol{w}=\varepsilon^{2} D \boldsymbol{w}_{x x}+\boldsymbol{f}_{u}^{\varepsilon, \sigma}(x) \boldsymbol{w}+\boldsymbol{f}_{v}^{\varepsilon, \sigma}(x) z  \tag{3.1}\\
\lambda \sigma z=z_{x x}+\sigma g_{\boldsymbol{u}}^{\varepsilon, \sigma}(x) \boldsymbol{w}+\sigma g_{v}^{\varepsilon, \sigma}(x) z, \quad x \in(0,1) \\
\boldsymbol{w}_{x}=0, \quad z_{x}=0, \quad x=0,1
\end{array}\right.
$$

where $\boldsymbol{f}_{\boldsymbol{u}}^{\varepsilon, \sigma}(x)=\boldsymbol{f}_{\boldsymbol{u}}\left(\left(\boldsymbol{u}^{\varepsilon, \sigma}, v^{\varepsilon, \sigma}\right)(x)\right)$, and the other functions $\boldsymbol{f}_{v}^{\varepsilon, \sigma}(x), g_{\boldsymbol{u}}^{\varepsilon, \sigma}(x)$, and $g_{v}^{\varepsilon, \sigma}(x)$ are similarly defined.

We define the operators $\mathcal{L}^{\varepsilon, \sigma}$ and $\mathcal{L}^{* \varepsilon, \sigma}$ by

$$
\mathcal{L}^{\varepsilon, \sigma} \boldsymbol{w}=\varepsilon^{2} D \boldsymbol{w}_{x x}+\boldsymbol{f}_{\boldsymbol{u}}^{\varepsilon, \sigma}(x) \boldsymbol{w} \quad \text { and } \quad \mathcal{L}^{* \varepsilon, \sigma} \boldsymbol{w}=\varepsilon^{2} D \boldsymbol{w}_{x x}+{ }^{t} \boldsymbol{f}_{\boldsymbol{u}}^{\varepsilon, \sigma}(x) \boldsymbol{w}
$$

respectively. Let $\left\{\zeta_{n}^{\varepsilon, \sigma}\right\}_{n=0}^{\infty}$ be the set of eigenvalues of $\mathcal{L}^{\varepsilon, \sigma}$ with the Neumann boundary condition, and let $\phi_{n}^{\varepsilon, \sigma}$ (respectively, $\phi_{n}^{* \varepsilon, \sigma}$ ) be an eigenfunction of $\mathcal{L}^{\varepsilon, \sigma}$ (respectively, $\mathcal{L}^{* \varepsilon, \sigma}$ ) corresponding to the eigenvalue $\zeta_{n}^{\varepsilon, \sigma}$ (respectively, $\overline{\zeta_{n}^{\varepsilon, \sigma}}$ ) for each $n$. Here we normalize $\phi_{n}^{\varepsilon, \sigma}$ and $\phi_{n}^{* \varepsilon, \sigma}$ as $\left\|\phi_{n}^{\varepsilon, \sigma}\right\|_{L^{2}(0,1)}=1$ and $\left\langle\phi_{n}^{\varepsilon, \sigma}, \phi_{n}^{* \varepsilon, \sigma}\right\rangle=1$ for each $n \geq 0$, where $\langle.,$.$\rangle is the inner product in L^{2}(0,1)$. Without loss of generality, we may assume that $\zeta_{n}^{\varepsilon, \sigma}$ satisfies $\operatorname{Re} \zeta_{n}^{\varepsilon, \sigma} \leq \operatorname{Re} \zeta_{0}^{\varepsilon, \sigma}$ for any $n \geq 1$. In a similar manner to the proof of Lemma 1.4 in Nishiura and Fujii [16], the following lemma can be proved by using Lemma 2.4.

Lemma 3.1. $\left\{\zeta_{n}^{\varepsilon, \sigma}\right\}_{n=0}^{\infty}$ satisfies the following properties:
(i) $\operatorname{Re} \zeta_{0}^{\varepsilon, \sigma}=o(\varepsilon)$ as $(\varepsilon, \sigma) \rightarrow(0,0)$.
(ii) There exist $\varepsilon_{3}>0, \sigma_{4}>0$, and $\mu_{1}>0$ such that $\operatorname{Re} \zeta_{n}^{\varepsilon, \sigma} \leq-\mu_{1}$ for any $(\varepsilon, \sigma) \in\left(0, \varepsilon_{3}\right] \times\left(0, \sigma_{4}\right]$ and $n \geq 1$.

We denote by $\Sigma^{\varepsilon, \sigma}$ the set of eigenvalues of (3.1) for $(\varepsilon, \sigma)$. Let the projection $P_{\varepsilon, \sigma}$ be $P_{\varepsilon, \sigma} \boldsymbol{u}=\boldsymbol{u}-\left\langle\boldsymbol{u}, \phi_{0}^{* \varepsilon, \sigma}\right\rangle \phi_{0}^{\varepsilon, \sigma}$. By setting $\mu_{2}=\mu_{1} / 2$ and $\Lambda(\mu)=\{\lambda \in \mathbf{C} \mid \operatorname{Re} \lambda \geq$ $-\mu\}$, Lemma 3.1 shows that $\left(\mathcal{L}^{\varepsilon, \sigma}-\lambda\right) P_{\varepsilon, \sigma}$ has a uniformly $L^{2}$-bounded inverse for any $(\varepsilon, \sigma) \in\left(0, \varepsilon_{3}\right] \times\left(0, \sigma_{4}\right]$ and $\lambda \in \Lambda\left(\mu_{2}\right)$, i.e.,

$$
\left\|\left[\left(\mathcal{L}^{\varepsilon, \sigma}-\lambda\right) P_{\varepsilon, \sigma}\right]^{-1}\right\| \leq \frac{C_{3}}{\left|\mu_{2}+\lambda\right|}
$$

for some $C_{3}>0$. Hence we see that the solution $\boldsymbol{w}$ of $\left(\mathcal{L}^{\varepsilon, \sigma}-\lambda\right) \boldsymbol{w}=-\boldsymbol{f}_{v}^{\varepsilon, \sigma} z$ is represented as

$$
\boldsymbol{w}=-\frac{\left\langle\boldsymbol{f}_{v}^{\varepsilon, \sigma} z, \phi_{0}^{* \varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda} \phi_{0}^{\varepsilon, \sigma}-\left[\left(\mathcal{L}^{\varepsilon, \sigma}-\lambda\right) P_{\varepsilon, \sigma}\right]^{-1} P_{\varepsilon, \sigma}\left[\boldsymbol{f}_{v}^{\varepsilon, \sigma} z\right] .
$$

Substituting the above formula into the second equation of (3.1), we obtain the following eigenvalue problem:

$$
\left\{\begin{align*}
0= & \frac{1}{\sigma} z_{x x}-\frac{\left\langle\boldsymbol{f}_{v}^{\varepsilon, \sigma} z, \phi_{0}^{* \varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda} g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}  \tag{3.2}\\
& \quad-g_{u}^{\varepsilon, \sigma}\left[\left(\mathcal{L}^{\mathcal{E}, \sigma}-\lambda\right) P_{\varepsilon, \sigma}\right]^{-1} P_{\varepsilon, \sigma}\left[f_{v}^{\varepsilon, \sigma} z\right] \\
& +g_{v}^{\varepsilon, \sigma} z-\lambda z, \quad x \in(0,1), \\
z_{x}=0, & x=0,1,
\end{align*}\right.
$$

so that

$$
\begin{aligned}
& 0=K^{\varepsilon, \sigma}(z, \lambda) \equiv \frac{\left\langle\boldsymbol{f}_{v}^{\varepsilon, \sigma} z, \phi_{0}^{* \varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda}\left\langle g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}, 1\right\rangle \\
&+\left\langle g_{u}^{\varepsilon, \sigma}\left[\left(\mathcal{L}^{\varepsilon, \sigma}-\lambda\right) P_{\varepsilon, \sigma}\right]^{-1} P_{\varepsilon, \sigma}\left[\boldsymbol{f}_{v}^{\varepsilon, \sigma} z\right], 1\right\rangle-\left\langle g_{v}^{\varepsilon, \sigma} z, 1\right\rangle+\lambda\langle z, 1\rangle
\end{aligned}
$$

is satisfied for any eigenvalue $\lambda \in \Sigma^{\varepsilon, \sigma}$ and its eigenfunction $z(x)$.
Let $B_{\delta}$ be a closed ball with center at the origin and radius $\delta$ in the complex plane C. We set $\Lambda_{\delta}(\mu)=\Lambda(\mu) \backslash B_{\delta}$ for an arbitrarily fixed small constant $\delta>0$. For a given $(\varepsilon, \sigma)$-dependent function $u^{\varepsilon, \sigma}$, we define $u^{0,0}$ by $u^{0,0}=\lim _{(\varepsilon, \sigma) \rightarrow(0,0)} u^{\varepsilon, \sigma}$. We obtain the following lemma.

Lemma 3.2 (Sublemma 2.1 and Corollary 2.1 in [16]). There exists $C_{4}>0$ such that for each $(\varepsilon, \sigma) \in\left(0, \varepsilon_{3}\right] \times\left(0, \sigma_{4}\right],|\lambda| \leq C_{4}$ and $1 \leq\|z\|_{H^{1}(0,1)} \leq \sqrt{1+\sigma C_{4}}$ hold for any eigenvalue $\lambda \in \Lambda_{\delta}\left(\mu_{2}\right)$ and its eigenfunction $z(x)$ with $\|z\|_{L^{2}(0,1)}=1$.

Lemma 3.3 (Lemmas 2.2 and 2.3 in [16]). As $(\varepsilon, \sigma) \rightarrow(0,0)$, the following assertion holds: For $z \in L^{2}(0,1) \cap L^{\infty}(0,1)$,
(i) $\left[\left(\mathcal{L}^{\varepsilon, \sigma}-\lambda\right) P_{\varepsilon, \sigma}\right]^{-1} P_{\varepsilon, \sigma}\left[\boldsymbol{f}_{v}^{\varepsilon, \sigma} z\right] \rightarrow\left(\boldsymbol{f}_{u}^{0,0}-\lambda\right)^{-1}\left[\boldsymbol{f}_{v}^{0,0} z\right]$ strongly in the $L^{2}(0,1)$ sense;
(ii) $\left\langle\boldsymbol{f}_{v}^{\varepsilon, \sigma} z, \phi_{0}^{* \varepsilon, \sigma}\right\rangle\left\langle g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}, 1\right\rangle / \varepsilon \rightarrow C_{0} z\left(x_{0}\right)$,
where

$$
\begin{aligned}
C_{0}=\left(g \left(\boldsymbol{h}_{-}\left(v_{0}\right)\right.\right. & \left.\left., v_{0}\right)-g\left(\boldsymbol{h}_{+}\left(v_{0}\right), v_{0}\right)\right) \\
& \times \frac{\int_{\mathbf{R}}\left(u_{01}(\xi) u_{01}^{*}(\xi)+k u_{02}(\xi) u_{02}^{*}(\xi)\right) d \xi}{\int_{\mathbf{R}}\left(u_{01 \xi}(\xi) u_{01}^{*}(\xi)+u_{02 \xi}(\xi) u_{02}^{*}(\xi)\right) d \xi} .
\end{aligned}
$$

The convergence in (i) and (ii) is uniform for $\lambda \in \Lambda\left(\mu_{2}\right)$. Furthermore if $z \in H^{1}(0,1)$, then the convergence in (i) is also uniform on a bounded set in $H^{1}(0,1)$.

By (H.3) and Lemma 2.3, we easily find $C_{0}<0$ for $k \in\left(0, k_{0}\right]$.

We set

$$
\begin{gathered}
\Sigma_{1}=\cap_{(p, q) \in\left(0, \varepsilon_{3}\right] \times\left(0, \sigma_{4}\right]} \overline{U_{(\varepsilon, \sigma) \in(0, p] \times(0, q]} \Sigma^{\varepsilon, \sigma}}, \\
Q_{1}(x)= \begin{cases}f_{2 u_{2}}\left(\boldsymbol{h}_{-}\left(v_{0}\right), v_{0}\right)(<0) & \text { for } x<x_{0}, \\
f_{1 u_{1}}\left(\boldsymbol{h}_{+}\left(v_{0}\right), v_{0}\right)(<0) & \text { for } x>x_{0},\end{cases} \\
Q_{2}(x)= \begin{cases}f_{2 v}\left(\boldsymbol{h}_{-}\left(v_{0}\right), v_{0}\right) g_{u_{2}}\left(\boldsymbol{h}_{-}\left(v_{0}\right), v_{0}\right)(<0) & \text { for } x<x_{0}, \\
f_{1 v}\left(\boldsymbol{h}_{+}\left(v_{0}\right), v_{0}\right) g_{u_{1}}\left(\boldsymbol{h}_{+}\left(v_{0}\right), v_{0}\right)(<0) & \text { for } x>x_{0},\end{cases} \\
\mu_{3}=\min \left\{\mu_{2},\left\langle Q_{2} /\left(2 Q_{1}\right), 1\right\rangle, \inf _{x \in\left[0, x_{0}\right) \cup\left(x_{0}, 1\right]}\left|Q_{1}(x) / 4\right|\right\}(>0),
\end{gathered}
$$

and assume that $\lambda$ satisfies $\lambda \in\left(\Sigma_{1} \cap \Lambda\left(\mu_{3}\right)\right) \backslash\{0\}$. By the definition of $\Sigma_{1}$, we see that there exists $\left\{\left(\hat{\varepsilon}_{n}, \hat{\sigma}_{n}, \hat{\lambda}_{n}\right)\right\}_{n=1}^{\infty}$ such that $\lim _{n \rightarrow \infty}\left(\hat{\varepsilon}_{n}, \hat{\sigma}_{n}, \hat{\lambda}_{n}\right)=(0,0, \lambda)$ and $\hat{\lambda}_{n} \in \Sigma^{\hat{\varepsilon}_{n}, \hat{\sigma}_{n}}$ for each $n$. Let $\hat{z}_{n}(x)$, which is normalized as $\left\|\hat{z}_{n}\right\|_{L^{2}(0,1)}=1$, be an eigenfunction of (3.2) corresponding to $\hat{\lambda}_{n}$. We know $\left\langle g_{v}^{0,0}, 1\right\rangle=0$ by construction. Since $\hat{z}_{n}(x) \rightarrow 1$ as $n \rightarrow \infty$ by virtue of Lemma 3.2 , we obtain

$$
0=K^{\hat{\varepsilon}_{n}, \hat{\sigma}_{n}}\left(\hat{z}_{n}, \hat{\lambda}_{n}\right) \rightarrow K_{0}(\lambda) \equiv\left\langle\frac{Q_{2}}{Q_{1}-\lambda}+\lambda, 1\right\rangle \quad \text { as } n \rightarrow \infty
$$

Since $Q_{1}(x) \leq Q_{1}(x)-\lambda<0$ holds for any $x \in\left[0, x_{0}\right) \cup\left(x_{0}, 1\right]$ and $\lambda \in\left(-\mu_{3}, 0\right]$, we have

$$
\begin{aligned}
& 0=K_{0}(\lambda) \begin{cases}>0 & \text { if } \lambda>0 \\
\geq\left\langle Q_{2} / Q_{1}, 1\right\rangle+\lambda>0 & \text { if } \lambda \in\left(-\mu_{3}, 0\right]\end{cases} \\
& 0=\operatorname{Re} K_{0}(\lambda)-\frac{\operatorname{Re} \lambda}{\operatorname{Im} \lambda} \operatorname{Im} K_{0}(\lambda) \\
& \quad=\int_{0}^{1} \frac{Q_{2}(x)\left(Q_{1}(x)-2 \operatorname{Re} \lambda\right)}{\left|Q_{1}(x)-\lambda\right|^{2}} d x>0 \quad \text { if } \lambda \in \Lambda\left(\mu_{3}\right) \backslash \mathbf{R} .
\end{aligned}
$$

This is a contradiction, which leads to $\Sigma_{1} \cap \Lambda\left(\mu_{3}\right) \subset\{0\}$.
We define $\mathcal{K}^{\varepsilon, \sigma, \lambda}$ by

$$
\mathcal{K}^{\varepsilon, \sigma, \lambda} z=\frac{1}{\sigma} z_{x x}-g_{\boldsymbol{u}}^{\varepsilon, \sigma}\left[\left(\mathcal{L}^{\varepsilon, \sigma}-\lambda\right) P_{\varepsilon, \sigma}\right]^{-1} P_{\varepsilon, \sigma}\left[\boldsymbol{f}_{v}^{\varepsilon, \sigma} z\right]+g_{v}^{\varepsilon, \sigma} z-\lambda z
$$

Then we have the following lemma.
Lemma 3.4 (Lemma 3.1 in [16]). There exist $\varepsilon_{4}>0, \sigma_{5}>0$, and $\mu_{4}>0$ such that $\mathcal{K}^{\varepsilon, \sigma, \lambda}$ has a uniformly bounded inverse $\left(\mathcal{K}^{\varepsilon, \sigma, \lambda}\right)^{-1}: H^{-1}(0,1) \rightarrow H_{N}^{1}(0,1)$ for any $(\varepsilon, \sigma) \in\left(0, \varepsilon_{4}\right] \times\left(0, \sigma_{5}\right]$ and $\lambda \in \Lambda\left(\mu_{4}\right)$, which is continuous on $(\varepsilon, \sigma)$ and analytical on $\lambda$ in the operator norm sense, where $H_{N}^{1}(0,1)=\left\{z \in H^{1}(0,1) \mid z_{x}(0)=\right.$ $\left.0=z_{x}(1)\right\}$. Furthermore, $\left(\mathcal{K}^{\varepsilon, \sigma, \lambda}\right)^{-1} z \rightarrow-\langle z, 1\rangle / K_{0}(\lambda)$ as $(\varepsilon, \sigma) \rightarrow(0,0)$ holds for any $\lambda \in \Lambda\left(\mu_{4}\right)$.

Let $\lambda^{\varepsilon, \sigma}$ be an eigenvalue of (3.1) for $(\varepsilon, \sigma)$ which satisfies $\lambda^{\varepsilon, \sigma} \rightarrow 0$ as $(\varepsilon, \sigma) \rightarrow$ $(0,0)$, and let $\left(\boldsymbol{w}^{\varepsilon, \sigma}, z^{\varepsilon, \sigma}\right)(x)$ be an eigenfunction of (3.1) corresponding to $\lambda^{\varepsilon, \sigma}$. Since $z^{\varepsilon, \sigma}(x)$ is represented as

$$
z^{\varepsilon, \sigma}=\frac{\left\langle\boldsymbol{f}_{v}^{\varepsilon, \sigma} z^{\varepsilon, \sigma}, \phi_{0}^{* \varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda^{\varepsilon, \sigma}}\left(\mathcal{K}^{\varepsilon, \sigma, \lambda^{\varepsilon, \sigma}}\right)^{-1}\left[g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right]
$$



Fig. 4. Bifurcation picture of positive equilibrium solutions. Solid curves indicate the stable branch, and broken ones the unstable branch. The profile of the $u_{1}$-component on the branch is shown. $E_{0++}$ and $E_{+0+}$ indicate the equilibrium points $\left(0, r /(\beta k),(a \beta k-r) /\left(\beta k^{2}\right)\right)$ and $(r, 0,1-r)$, respectively.
we find

$$
\left\langle\boldsymbol{f}_{v}^{\varepsilon, \sigma} z^{\varepsilon, \sigma}, \phi_{0}^{* \varepsilon, \sigma}\right\rangle\left\{1-\frac{\left\langle\boldsymbol{f}_{v}^{\varepsilon, \sigma}\left(\mathcal{K}^{\varepsilon, \sigma, \lambda^{\varepsilon, \sigma}}\right)^{-1}\left[g_{u}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right], \phi_{0}^{* \varepsilon, \sigma}\right\rangle}{\zeta_{0}^{\varepsilon, \sigma}-\lambda^{\varepsilon, \sigma}}\right\}=0 .
$$

If $\left\langle\boldsymbol{f}_{v}^{\varepsilon, \sigma} z^{\varepsilon, \sigma}, \phi_{0}^{* \varepsilon, \sigma}\right\rangle=0$ holds, then $\left(\boldsymbol{w}^{\varepsilon, \sigma}, z^{\varepsilon, \sigma}\right)(x)=0$ is satisfied for any $x \in[0,1]$. Therefore we obtain $\left\langle\boldsymbol{f}_{v}^{\varepsilon, \sigma} z^{\varepsilon, \sigma}, \phi_{0}^{* \varepsilon, \sigma}\right\rangle \neq 0$. From $K_{0}(0)>0$ and Lemmas 3.1, 3.3, and 3.4 , we have

$$
\frac{\lambda^{\varepsilon, \sigma}}{\varepsilon}=\frac{1}{\varepsilon}\left\{\zeta_{0}^{\varepsilon, \sigma}-\left\langle\boldsymbol{f}_{v}^{\varepsilon, \sigma}\left(\mathcal{K}^{\varepsilon, \sigma, \lambda^{\varepsilon, \sigma}}\right)^{-1}\left[g_{\boldsymbol{u}}^{\varepsilon, \sigma} \phi_{0}^{\varepsilon, \sigma}\right], \phi_{0}^{* \varepsilon, \sigma}\right\rangle\right\} \rightarrow C_{0} / K_{0}(0)<0
$$

as $(\varepsilon, \sigma) \rightarrow(0,0)$ for any $k \in\left(0, k_{0}\right]$.
By summarizing the above results, we arrive at the fact that $\left(\boldsymbol{u}^{\varepsilon, \sigma}, v^{\varepsilon, \sigma}\right)(x)$ is stable for sufficiently small $\varepsilon>0$ and $\sigma>0$.
4. Concluding remarks. In this paper, we have proved that there are stable SIP equilibrium solutions of the 3 -component reaction-diffusion system which describes the interaction of one predator and two competing prey species. This result is ecologically stated in the following: Consider the situation where coexistence of two competing species never occurs even in the presence of a predator if the diffusion rates of the three species are very large. Then, if the diffusion rates of two competing species are much smaller than that of the predator $(\varepsilon>0$ and $\sigma>0$ are sufficiently small), predator-mediated coexistence possibly occurs so that two competing species coexist with spatial segregation.

For the existence of stable SIP equilibrium solutions, we assumed $r$ satisfied the inequality (H.3) for fixed $k>0$. It would be interesting to consider the case when (H.3) is violated. In Figure 4, the global structure of positive equilibrium solutions is


Figure 5a. $\quad a=0.85, \alpha=0.1$ and $\sigma=100$.


Figure 5b. $a=0.95, \alpha=0.05$ and $\sigma=100$.
Fig. 5. Numerical simulations of equilibrium solutions (a) and periodic solutions (b), where $\varepsilon=0.02, d=1, b=1.5, c=1, k=0.1, r=0.4$, and $\beta=1$.
numerically shown when $r$ is globally varied. The branch of SIP equilibrium solutions with a single layer bifurcates from $E_{+++}$at $r=r_{c}^{-}$and $r=r_{c}^{+}$and consists of three parts: (i) an upper branch $\left(r_{t}^{-}<r<r_{c}^{-}\right)$, (ii) a middle branch $\left(r_{t}^{-}<t<r_{t}^{+}\right)$, and (iii) a lower branch $\left(r_{c}^{+}<r<r_{t}^{+}\right)$. The stable solutions which we discussed in the previous section correspond to the middle branch. On the other hand, there are SIP equilibrium solutions with a boundary layer in a neighborhood of $x=1$ or $x=0$ which correspond to the upper and lower branches, respectively. Quite recently the existence and instability of such solutions have been proved in [8].

In this paper, we restricted our discussion to the case when $\sigma>0$ is small. When $\sigma>0$ is not so small, the situation is changed and our equilibrium solutions might be destabilized through Hopf bifurcation so that there are periodic solutions as shown in Figure 5. These periodic solutions demonstrate spatially oscillating segregation of two competing species. This will be discussed elsewhere.
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