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Abstract. The Fokker–Planck equation, or forward Kolmogorov equation, describes the evolu-
tion of the probability density for a stochastic process associated with an Ito stochastic differential
equation. It pertains to a wide variety of time-dependent systems in which randomness plays a role.
In this paper, we are concerned with Fokker–Planck equations for which the drift term is given by
the gradient of a potential. For a broad class of potentials, we construct a time discrete, iterative
variational scheme whose solutions converge to the solution of the Fokker–Planck equation. The
major novelty of this iterative scheme is that the time-step is governed by the Wasserstein metric on
probability measures. This formulation enables us to reveal an appealing, and previously unexplored,
relationship between the Fokker–Planck equation and the associated free energy functional. Namely,
we demonstrate that the dynamics may be regarded as a gradient flux, or a steepest descent, for the
free energy with respect to the Wasserstein metric.
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1. Introduction and overview. The Fokker–Planck equation plays a central
role in statistical physics and in the study of fluctuations in physical and biological
systems [7, 22, 23]. It is intimately connected with the theory of stochastic differential
equations: a (normalized) solution to a given Fokker–Planck equation represents the
probability density for the position (or velocity) of a particle whose motion is described
by a corresponding Ito stochastic differential equation (or Langevin equation). We
shall restrict our attention in this paper to the case where the drift coefficient is
a gradient. The simplest relevant physical setting is that of a particle undergoing
diffusion in a potential field [23].

It is known that, under certain conditions on the drift and diffusion coefficients,
the stationary solution of a Fokker–Planck equation of the type that we consider
here satisfies a variational principle. It minimizes a certain convex free energy func-
tional over an appropriate admissible class of probability densities [12]. This free
energy functional satisfies an H-theorem: it decreases in time for any solution of the
Fokker–Planck equation [22]. In this work, we shall establish a deeper, and appar-
ently previously unexplored, connection between the free energy functional and the
Fokker–Planck dynamics. Specifically, we shall demonstrate that the solution of the
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Fokker–Planck equation follows, at each instant in time, the direction of steepest
descent of the associated free energy functional.

The notion of a steepest descent, or a gradient flux, makes sense only in context
with an appropriate metric. We shall show that the required metric in the case of the
Fokker–Planck equation is the Wasserstein metric (defined in section 3) on probability
densities. As far as we know, the Wasserstein metric cannot be written as an induced
metric for a metric tensor (the space of probability measures with the Wasserstein
metric is not a Riemannian manifold). Thus, in order to give meaning to the assertion
that the Fokker–Planck equation may be regarded as a steepest descent, or gradient
flux, of the free energy functional with respect to this metric, we switch to a discrete
time formulation. We develop a discrete, iterative variational scheme whose solutions
converge, in a sense to be made precise below, to the solution of the Fokker–Planck
equation. The time-step in this iterative scheme is associated with the Wasserstein
metric. For a different view on the use of implicit schemes for measures, see [6, 16].

For the purpose of comparison, let us consider the classical diffusion (or heat)
equation

∂ρ(t, x)

∂t
= ∆ρ(t, x) , t ∈ (0,∞) , x ∈ Rn ,

which is the Fokker–Planck equation associated with a standard n-dimensional Brow-
nian motion. It is well known (see, for example, [5, 24]) that this equation is the
gradient flux of the Dirichlet integral 1

2

∫
Rn
|∇ρ|2 dx with respect to the L2(Rn) met-

ric. The classical discretization is given by the scheme

Determine ρ(k) that minimizes

1
2 ‖ρ(k−1) − ρ‖2L2(Rn) + h

2

∫
Rn
|∇ρ|2 dx


over an appropriate class of densities ρ. Here, h is the time step size. On the other
hand, we derive as a special case of our results below that the scheme

Determine ρ(k) that minimizes

1
2 d(ρ(k−1), ρ)2 + h

∫
Rn
ρ log ρ dx

over all ρ ∈ K ,

(1)

where K is the set of all probability densities on Rn having finite second moments,
is also a discretization of the diffusion equation when d is the Wasserstein metric.
In particular, this allows us to regard the diffusion equation as a steepest descent
of the functional

∫
Rn ρ log ρ dx with respect to the Wasserstein metric. This re-

veals a novel link between the diffusion equation and the Gibbs–Boltzmann entropy
(− ∫

Rn
ρ log ρ dx) of the density ρ. Furthermore, this formulation allows us to at-

tach a precise interpretation to the conventional notion that diffusion arises from the
tendency of the system to maximize entropy.

The connection between the Wasserstein metric and dynamical problems involving
dissipation or diffusion (such as strongly overdamped fluid flow or nonlinear diffusion
equations) seems to have first been recognized by Otto in [19]. The results in [19]
together with our recent research on variational principles of entropy and free energy
type for measures [12, 11, 15] provide the impetus for the present investigation. The
work in [12] was motivated by the desire to model and characterize metastability
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and hysteresis in physical systems. We plan to explore in subsequent research the
relevance of the developments in the present paper to the study of such phenomena.
Some preliminary results in this direction may be found in [13, 14].

The paper is organized as follows. In section 2, we first introduce the Fokker–
Planck equation and briefly discuss its relationship to stochastic differential equations.
We then give the precise form of the associated stationary solution and of the free
energy functional that this density minimizes. In section 3, the Wasserstein metric is
defined, and a brief review of its properties and interpretations is given. The iterative
variational scheme is formulated in section 4, and the existence and uniqueness of its
solutions are established. The main result of this paper—namely, the convergence
of solutions of this scheme (after interpolation) to the solution of the Fokker–Planck
equation—is the topic of section 5. There, we state and prove the relevant convergence
theorem.

2. The Fokker–Planck equation, stationary solutions, and the free en-
ergy functional. We are concerned with Fokker–Planck equations having the form

∂ρ

∂t
= div (∇Ψ(x)ρ) + β−1∆ρ , ρ(x, 0) = ρ0(x),(2)

where the potential Ψ(x) : Rn → [0,∞) is a smooth function, β > 0 is a given
constant, and ρ0(x) is a probability density on Rn. The solution ρ(t, x) of (2) must,
therefore, be a probability density on Rn for almost every fixed time t. That is,
ρ(t, x) ≥ 0 for almost every (t, x) ∈ (0,∞) × Rn, and

∫
Rn ρ(t, x) dx = 1 for almost

every t ∈ (0,∞).
It is well known that the Fokker–Planck equation (2) is inherently related to the

Ito stochastic differential equation [7, 22, 23]

dX(t) = −∇Ψ(X(t))dt+
√

2β−1 dW (t) , X(0) = X0 .(3)

Here, W (t) is a standard n-dimensional Wiener process, and X0 is an n-dimensional
random vector with probability density ρ0. Equation (3) is a model for the motion
of a particle undergoing diffusion in the potential field Ψ. X(t) ∈ Rn then represents
the position of the particle, and the positive parameter β is proportional to the in-
verse temperature. This stochastic differential equation arises, for example, as the
Smoluchowski–Kramers approximation to the Langevin equation for the motion of a
chemically bound particle [23, 4, 17]. In that case, the function Ψ describes the chemi-

cal bonding forces, and the term
√

2β−1 dW (t) represents white noise forces resulting
from molecular collisions [23]. The solution ρ(t, x) of the Fokker–Planck equation (2)
furnishes the probability density at time t for finding the particle at position x.

If the potential Ψ satisfies appropriate growth conditions, then there is a unique
stationary solution ρs(x) of the Fokker–Planck equation, and it takes the form of the
Gibbs distribution [7, 22]

ρs(x) = Z−1 exp(−βΨ(x)),(4)

where the partition function Z is given by the expression

Z =

∫
Rn

exp(−βΨ(x)) dx.

Note that, in order for equation (4) to make sense, Ψ must grow rapidly enough to
ensure that Z is finite. The probability measure ρs(x) dx, when it exists, is the unique
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invariant measure for the Markov process X(t) defined by the stochastic differential
equation (3).

It is readily verified (see, for example, [12]) that the Gibbs distribution ρs satisfies
a variational principle—it minimizes over all probability densities on Rn the free
energy functional

F (ρ) = E(ρ) + β−1S(ρ),(5)

where

E(ρ) :=

∫
Rn

Ψρ dx(6)

plays the role of an energy functional, and

S(ρ) :=

∫
Rn
ρ log ρ dx(7)

is the negative of the Gibbs–Boltzmann entropy functional.
Even when the Gibbs measure is not defined, the free energy (5) of a density ρ(t, x)

satisfying the Fokker–Planck equation (2) may be defined, provided that F (ρ0) is
finite. This free energy functional then serves as a Lyapunov function for the Fokker–
Planck equation: if ρ(t, x) satisfies (2), then F (ρ(t, x)) can only decrease with time
[22, 14]. Thus, the free energy functional is an H-function for the dynamics. The
developments that follow will enable us to regard the Fokker–Planck dynamics as a
gradient flux, or a steepest descent, of the free energy with respect to a particular
metric on an appropriate class of probability measures. The requisite metric is the
Wasserstein metric on the set of probability measures having finite second moments.
We now proceed to define this metric.

3. The Wasserstein metric. The Wasserstein distance of order two, d(µ1, µ2),
between two (Borel) probability measures µ1 and µ2 on Rn is defined by the formula

d(µ1, µ2)2 = inf
p∈P(µ1,µ2)

∫
Rn×Rn

|x− y|2 p(dxdy),(8)

where P(µ1, µ2) is the set of all probability measures on Rn ×Rn with first marginal
µ1 and second marginal µ2, and the symbol | · | denotes the usual Euclidean norm
on Rn. More precisely, a probability measure p is in P(µ1, µ2) if and only if for each
Borel subset A ⊂ Rn there holds

p(A× Rn) = µ1(A), p(Rn ×A) = µ2(A).

Wasserstein distances of order q with q different from 2 may be analogously defined
[10]. Since no confusion should arise in doing so, we shall refer to d in what follows
as simply the Wasserstein distance.

It is well known that d defines a metric on the set of probability measures µ on Rn

having finite second moments:
∫
Rn |x|2µ(dx) < ∞ [10, 21]. In particular, d satisfies

the triangle inequality on this set. That is, if µ1, µ2, and µ3 are probability measures
on Rn with finite second moments, then

d(µ1, µ3) ≤ d(µ1, µ2) + d(µ2, µ3) .(9)

We shall make use of this property at several points later on.
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We note that the Wasserstein metric may be equivalently defined by [21]

d(µ1, µ2)2 = inf E|X − Y |2 ,(10)

where E(U) denotes the expectation of the random variable U , and the infimum is
taken over all random variables X and Y such that X has distribution µ1 and Y
has distribution µ2. In other words, the infimum is over all possible couplings of the
random variables X and Y . Convergence in the metric d is equivalent to the usual
weak convergence plus convergence of second moments. This latter assertion may be
demonstrated by appealing to the representation (10) and applying the well-known
Skorohod theorem from probability theory (see Theorem 29.6 of [1]). We omit the
details.

The variational problem (8) is an example of a Monge–Kantorovich mass transfer-
ence problem with the particular cost function c(x, y) = |x−y|2 [21]. In that context,
an infimizer p∗ ∈ P(µ1, µ2) is referred to as an optimal transference plan. When µ1

and µ2 have finite second moments, the existence of such a p∗ for (8) is readily verified
by a simple adaptation of our arguments in section 4. For a probabilistic proof that
the infimum in (8) is attained when µ1 and µ2 have finite second moments, see [10].
Brenier [2] has established the existence of a one-to-one optimal transference plan
in the case that the measures µ1 and µ2 have bounded support and are absolutely
continuous with respect to Lebesgue measure. Caffarelli [3] and Gangbo and McCann
[8, 9] have recently extended Brenier’s results to more general cost functions c and to
cases in which the measures do not have bounded support.

If the measures µ1 and µ2 are absolutely continuous with respect to the Lebesgue
measure, with densities ρ1 and ρ2, respectively, we will write P(ρ1, ρ2) for the set of
probability measures having first marginal µ1 and second marginal µ2. Correspond-
ingly, we will denote by d(ρ1, ρ2) the Wasserstein distance between µ1 and µ2. This
is the situation that we will be concerned with in what follows.

4. The discrete scheme. We shall now construct a time-discrete scheme that is
designed to converge in an appropriate sense (to be made precise in the next section)
to a solution of the Fokker–Planck equation. The scheme that we shall describe
was motivated by a similar scheme developed by Otto in an investigation of pattern
formation in magnetic fluids [19]. We shall make the following assumptions concerning
the potential Ψ introduced in section 2:

Ψ ∈ C∞(Rn);

Ψ(x) ≥ 0 for all x ∈ Rn ;(11)

|∇Ψ(x)| ≤ C (Ψ(x) + 1) for all x ∈ Rn(12)

for some constant C <∞. Notice that our assumptions on Ψ allow for cases in which∫
Rn

exp(−βΨ) dx is not defined, so the stationary density ρs given by (4) does not
exist. These assumptions allow us to treat a wide class of Fokker–Planck equations.
In particular, the classical diffusion equation ∂ρ

∂t = β−1∆ρ, for which Ψ ≡ const., falls
into this category. We also introduce the set K of admissible probability densities:

K :=

{
ρ:Rn → [0,∞) measurable

∣∣∣∣∫
Rn

ρ(x) dx = 1 ,M(ρ) <∞
}
,

where

M(ρ) =

∫
Rn
|x|2 ρ(x) dx .
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With these conventions in hand, we now formulate the iterative discrete scheme:

Determine ρ(k) that minimizes

1
2 d(ρ(k−1), ρ)2 + hF (ρ)

over all ρ ∈ K .

(13)

Here we use the notation ρ(0) = ρ0. The scheme (13) is the obvious generalization of
the scheme (1) set forth in the Introduction for the diffusion equation. We shall now
establish existence and uniqueness of the solution to (13).

PROPOSITION 4.1. Given ρ0 ∈ K, there exists a unique solution of the scheme
(13).

Proof. Let us first demonstrate that S is well defined as a functional on K with
values in (−∞,+∞] and that, in addition, there exist α < 1 and C < ∞ depending
only on n such that

S(ρ) ≥ −C (M(ρ) + 1)
α

for all ρ ∈ K .(14)

Actually, we shall show that (14) is valid for any α ∈ ( n
n+2 , 1). For future reference,

we prove a somewhat finer estimate. Namely, we demonstrate that there exists a
C < ∞, depending only on n and α, such that for all R ≥ 0, and for each ρ ∈ K,
there holds∫

Rn−BR
|min{ρ log ρ, 0}| dx ≤ C

(
1

R2 + 1

) (2+n)α−n
2

(M(ρ) + 1)
α
,(15)

where BR denotes the ball of radius R centered at the origin in Rn. Indeed, for α < 1
there holds

|min{z log z, 0}| ≤ C zα for all z ≥ 0.

Hence by Hölder’s inequality, we obtain∫
Rn−BR

|min{ρ log ρ, 0}| dx

≤ C
∫
Rn−BR

ρα dx

≤ C
(∫

Rn−BR

(
1

|x|2 + 1

) α
1−α

dx

)1−α
(M(ρ) + 1)

α
.

On the other hand, for α
1−α >

n
2 , we have

∫
Rn−BR

(
1

|x|2 + 1

) α
1−α

dx ≤ C

(
1

R2 + 1

) α
1−α−n2

.

Let us now prove that for given ρ(k−1) ∈ K, there exists a minimizer ρ ∈ K of
the functional

K 3 ρ 7→ 1
2 d(ρ(k−1), ρ)2 + hF (ρ) .(16)
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Observe that S is not bounded below on K and hence F is not bounded below on K
either. Nevertheless, using the inequality

M(ρ1) ≤ 2M(ρ0) + 2 d(ρ0, ρ1)2 for all ρ0, ρ1 ∈ K(17)

(which immediately follows from the inequality |y|2 ≤ 2|x|2 + 2|x− y|2 and from the
definition of d) together with (14) we obtain

1
2 d(ρ(k−1), ρ)2 + hF (ρ)

(17)

≥ 1
4 M(ρ) − 1

2 M(ρ(k−1)) + hS(ρ)(18)

(14)

≥ 1
4 M(ρ) − C (M(ρ) + 1)

α − 1
2 M(ρ(k−1)) for all ρ ∈ K ,

which ensures that (16) is bounded below. Now, let {ρν} be a minimizing sequence
for (16). Obviously, we have that

{S(ρν)}ν is bounded above ,(19)

and according to (18),

{M(ρν)}ν is bounded .(20)

The latter result, together with (15), implies that{∫
Rn
|min{ρν log ρν , 0}| dx

}
ν

is bounded ,

which combined with (19) yields that{∫
Rn

max{ρν log ρν , 0} dx
}
ν

is bounded .

As z 7→ max{z log z, 0}, z ∈ [0,∞), has superlinear growth, this result, in conjunction
with (20), guarantees the existence of a ρ(k) ∈ K such that (at least for a subsequence)

ρν
w
⇀ ρ(k) in L1(Rn) .(21)

Let us now show that

S(ρ(k)) ≤ lim inf
ν↑∞

S(ρν) .(22)

As [0,∞) 3 z 7→ z log z is convex and [0,∞) 3 z 7→ max{z log z, 0} is convex and
nonnegative, (21) implies that for any R <∞,∫

BR

ρ(k) log ρ(k) dx ≤ lim inf
ν↑∞

∫
BR

ρν log ρν dx ,(23) ∫
Rn−BR

max{ρ(k) log ρ(k), 0} dx ≤ lim inf
ν↑∞

∫
Rn−BR

max{ρν log ρν , 0} dx.(24)

On the other hand we have according to (15) and (20)

lim
R↑∞

sup
ν∈N

∫
Rn−BR

|min{ρν log ρν , 0}| dx = 0 .(25)



8 R. JORDAN, D. KINDERLEHRER, AND F. OTTO

Now observe that for any R <∞, there holds

S(ρ(k)) ≤
∫
BR

ρ(k) log ρ(k) dx +

∫
Rn−BR

max{ρ(k) log ρ(k), 0} dx ,

which together with (23), (24), and (25) yields (22).
It remains for us to show that

E(ρ(k)) ≤ lim inf
ν↑∞

E(ρν) ,(26)

d(ρ(k−1), ρ(k))2 ≤ lim inf
ν↑∞

d(ρ(k−1), ρν)2 .(27)

Equation (26) follows immediately from (21) and Fatou’s lemma. As for (27), we
choose pν ∈ P(ρ(k−1), ρν) satisfying∫

Rn×Rn
|x− y|2 pν(dx dy) ≤ d(ρ(k−1), ρν)2 + 1

ν .

By (20) the sequence of probability measures {ρν dx}ν↑∞ is tight, or relatively com-
pact with respect to the usual weak convergence in the space of probability measures
on Rn (i.e., convergence tested against bounded continuous functions) [1]. This, to-
gether with the fact that the density ρ(k−1) has finite second moment, guarantees
that the sequence {pν}ν↑∞ of probability measures on Rn×Rn is tight. Hence, there
is a subsequence of {pν}ν↑∞ that converges weakly to some probability measure p.
From (21) we deduce that p ∈ P(ρ(k−1), ρ(k)). We now could invoke the Skorohod
theorem [1] and Fatou’s lemma to infer (27) from this weak convergence, but we prefer
here to give a more analytic proof. For R < ∞ let us select a continuous function
ηR:Rn → [0, 1] such that

ηR = 1 inside of BR and ηR = 0 outside of B2R .

We then have ∫
Rn×Rn

ηR(x) ηR(y) |x− y|2 p(dx dy)

= lim
ν↑∞

∫
Rn×Rn

ηR(x) ηR(y) |x− y|2 pν(dx dy)

≤ lim inf
ν↑∞

d(ρ(k−1), ρν)2


(28)

for each fixed R <∞. On the other hand, using the monotone convergence theorem,
we deduce that

d(ρ(k−1), ρ(k))2 ≤
∫
Rn×Rn

|x− y|2 p(dx dy)

= lim
R↑∞

∫
Rn×Rn

ηR(x) ηR(y) |x− y|2 p(dx dy) ,

which combined with (28) yields (27).
To conclude the proof of the proposition we establish that the functional (16) has

at most one minimizer. This follows from the convexity of K and the strict convexity
of (16). The strict convexity of (16) follows from the strict convexity of S, the linearity
of E, and the (obvious) convexity over K of the functional ρ 7→ d(ρ(k−1), ρ)2.
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Remark. One of the referees has communicated to us the following simple estimate
that could be used in place of (14)–(15) in the previous and subsequent analysis: for
any Ω ⊂ Rn (in particular, for Ω = Rn −BR) and for all ρ ∈ K there holds∫

Ω

|min{ρ log ρ, 0}| dx ≤ C
∫

Ω

e−
|x|
2 dx+ εM(ρ) +

1

4ε

∫
Ω

ρ dx(29)

for any ε > 0. To obtain the inequality (29), select C > 0 such that for all z ∈ [0, 1],
we have z| log z| ≤ C

√
z. Then, defining the sets Ω0 = Ω ∩ {ρ ≤ exp(−|x|)} and

Ω1 = Ω ∩ {exp(−|x|) < ρ ≤ 1}, we have∫
Ω

|min{ρ log ρ, 0}| dx =

∫
Ω0

ρ|(log ρ)−| dx+

∫
Ω1

ρ|(log ρ)−| dx

≤ C
∫

Ω

e−
|x|
2 dx+

∫
Ω

|x|ρ dx .

The desired result (29) then follows from the inequality |x| ≤ ε|x|2 + 1/(4ε) for ε > 0.

5. Convergence to the solution of the Fokker–Planck equation. We come
now to our main result. We shall demonstrate that an appropriate interpolation of
the solution to the scheme (13) converges to the unique solution of the Fokker–Planck
equation. Specifically, the convergence result that we will prove here is as follows.

THEOREM 5.1. Let ρ0 ∈ K satisfy F (ρ0) <∞, and for given h > 0, let {ρ(k)
h }k∈N

be the solution of (13). Define the interpolation ρh: (0,∞)×Rn → [0,∞) by

ρh(t) = ρ
(k)
h for t ∈ [k h, (k+ 1)h) and k ∈ N ∪ {0}.

Then as h ↓ 0,

ρh(t) ⇀ ρ(t) weakly in L1(Rn) for all t ∈ (0,∞) ,(30)

where ρ ∈ C∞((0,∞)×Rn) is the unique solution of

∂ρ

∂t
= div(ρ∇Ψ) + β−1∆ρ ,(31)

with initial condition

ρ(t) → ρ0 strongly in L1(Rn) for t ↓ 0(32)

and

M(ρ), E(ρ) ∈ L∞((0, T )) for all T <∞ .(33)

Remark. A finer analysis reveals that

ρh → ρ strongly in L1((0, T )×Rn) for all T <∞ .

Proof. The proof basically follows along the lines of [19, Proposition 2, Theorem
3]. The crucial step is to recognize that the first variation of (16) with respect to the
independent variables indeed yields a time-discrete scheme for (31), as will now be
demonstrated. For notational convenience only, we shall set β ≡ 1 from here on in.
As will be evident from the ensuing arguments, our proof works for any positive β. In
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fact, it is not difficult to see that, with appropriate modifications to the scheme (13),
we can establish an analogous convergence result for time-dependent β.

Let a smooth vector field with bounded support, ξ ∈ C∞0 (Rn,Rn), be given, and
define the corresponding flux {Φτ}τ∈R by

∂τ Φτ = ξ ◦ Φτ for all τ ∈ R and Φ0 = id .

For any τ ∈ R, let the measure ρτ (y) dy be the push forward of ρ(k)(y) dy under Φτ .
This means that∫

Rn
ρτ (y) ζ(y) dy =

∫
Rn

ρ(k)(y) ζ(Φτ (y)) dy for all ζ ∈ C0
0 (Rn) .(34)

As Φτ is invertible, (34) is equivalent to the following relation for the densities:

det∇Φτ ρτ ◦ Φτ = ρ(k) .(35)

By (16), we have for each τ > 0

1
τ

((
1
2 d(ρ(k−1), ρτ )2 + hF (ρτ )

)
−
(

1
2 d(ρ(k−1), ρ(k))2 + hF (ρ(k))

))
≥ 0,(36)

which we now investigate in the limit τ ↓ 0. Because Ψ is nonnegative, equation (34)
also holds for ζ = Ψ, i.e.,∫

Rn
ρτ (y) Ψ(y) dy =

∫
Rn

ρ(k)(y) Ψ(Φτ (y)) dy .

This yields

1
τ

(
E(ρτ )− E(ρ(k))

)
=

∫
Rn

1
τ (Ψ(Φτ (y))−Ψ(y)) ρ(k)(y) dy .

Observe that the difference quotient under the integral converges uniformly to∇Ψ(y)·ξ(y),
hence implying that

d
d τ [E(ρτ )]τ=0 =

∫
Rn
∇Ψ(y)·ξ(y) ρ(k)(y) dy .(37)

Next, we calculate d
d τ [S(ρτ )]τ=0. Invoking an appropriate approximation argument

(for instance approximating log by some function that is bounded below), we obtain∫
Rn

ρτ (y) log(ρτ (y)) dy

(34)
=

∫
Rn

ρ(k)(y) log(ρτ (Φτ (y))) dy

(35)
=

∫
Rn

ρ(k)(y) log

(
ρ(k)(y)

det∇Φτ (y)

)
dy .

Therefore, we have

1
τ

(
S(ρτ )− S(ρ(k))

)
= −

∫
Rn

ρ(k)(y) 1
τ log(det∇Φτ (y)) dy .
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Now using

d
dτ [det∇Φτ (y)]τ=0 = divξ(y) ,

together with the fact that Φ0 = id, we see that the difference quotient under the
integral converges uniformly to divξ, hence implying that

d
d τ [S(ρτ )]τ=0 = −

∫
Rn
ρ(k) divξ dy .(38)

Now, let p be optimal in the definition of d(ρ(k−1), ρ(k))2 (see section 3). The formula∫
Rn×Rn

ζ(x, y) pτ (dx dy) =

∫
Rn×Rn

ζ(x,Φτ (y)) p(dx dy) , ζ ∈ C0
0 (Rn×Rn)

then defines a pτ ∈ P(ρ(k−1), ρτ ). Consequently, there holds

1
τ

(
1
2 d(ρ(k−1), ρτ )2 − 1

2 d(ρ(k−1), ρ(k))2
)

≤
∫
Rn×Rn

1
τ

(
1
2 |Φτ (y)− x|2 − 1

2 |y − x|2
)
p(dx dy) ,

which implies that

lim sup
τ↓0

1
τ

(
1
2 d(ρ(k−1), ρτ )2 − 1

2 d(ρ(k−1), ρ(k))2
)

≤
∫
Rn×Rn

(y − x)·ξ(y) p(dx dy) .(39)

We now infer from (36), (37), (38), and (39) (and the symmetry in ξ → −ξ) that∫
Rn×Rn

(y − x)·ξ(y) p(dx dy) + h

∫
Rn

(∇Ψ·ξ − divξ) ρ(k) dy = 0

for all ξ ∈ C∞0 (Rn,Rn) .

(40)

Observe that because p ∈ P(ρ(k−1), ρ(k)), there holds∣∣∣∣∫
Rn

(ρ(k) − ρ(k−1)) ζ dy −
∫
Rn×Rn

(y − x)·∇ζ(y) p(dx dy)

∣∣∣∣
=

∣∣∣∣∫
Rn×Rn

(ζ(y)− ζ(x) + (x− y)·∇ζ(y)) p(dx dy)

∣∣∣∣
≤ 1

2 sup
Rn
|∇2ζ|

∫
Rn×Rn

|y − x|2 p(dx dy)

= 1
2 sup
Rn
|∇2ζ| d(ρ(k−1), ρ(k))2

for all ζ ∈ C∞0 (Rn). Choosing ξ = ∇ζ in (40) then gives∣∣∣∣∫
Rn

{
1
h (ρ(k) − ρ(k−1)) ζ + (∇Ψ·∇ζ −∆ζ) ρ(k)

}
dy

∣∣∣∣
≤ 1

2 sup
Rn
|∇2ζ| 1

h d(ρ(k−1), ρ(k))2 for all ζ ∈ C∞0 (Rn) .
(41)
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We wish now to pass to the limit h ↓ 0. In order to do so we will first establish
the following a priori estimates: for any T <∞, there exists a constant C <∞ such
that for all N ∈ N and all h ∈ [0, 1] with N h ≤ T , there holds

M(ρ
(N)
h ) ≤ C ,(42) ∫

Rn
max{ρ(N)

h log ρ
(N)
h , 0} dx ≤ C ,(43)

E(ρ
(N)
h ) ≤ C ,(44)

N∑
k=1

d(ρ
(k−1)
h , ρ

(k)
h )2 ≤ C h .(45)

Let us verify that the estimate (42) holds. Since ρ
(k−1)
h is admissible in the variational

principle (13), we have that

1
2 d(ρ

(k−1)
h , ρ

(k)
h )2 + hF (ρ

(k)
h ) ≤ hF (ρ

(k−1)
h ) ,

which may be summed over k to give

N∑
k=1

1
2h d(ρ

(k−1)
h , ρ

(k)
h )2 + F (ρ

(N)
h ) ≤ F (ρ0) .(46)

As in Proposition 4.1, we must confront the technical difficulty that F is not bounded
below. The inequality (42) is established via the following calculations:

M(ρ
(N)
h )

(17)

≤ 2 d(ρ0, ρ
(N)
h )2 + 2M(ρ0)

≤ 2N

N∑
k=1

d(ρ
(k−1)
h , ρ

(k)
h )2 + 2M(ρ0)

(46)

≤ 4hN
(
F (ρ0)− F (ρ

(N)
h )

)
+ 2M(ρ0)

(14)

≤ 4T
(
F (ρ0) + C (M(ρ

(N)
h ) + 1)α

)
+ 2M(ρ0) ,

which clearly gives (42). To obtain the second line of the above display, we have made
use of the triangle inequality for the Wasserstein metric (see equation (9)) and the
Cauchy–Schwarz inequality. The estimates (43), (44), and (45) now follow readily
from the bounds (14) and (15), the estimate (42), and the inequality (46), as follows:∫

Rn
max{ρ(N)

h log ρ
(N)
h , 0} dx ≤ S(ρ

(N)
h ) +

∫
Rn
|min{ρ(N)

h log ρ
(N)
h , 0}| dx

(15)

≤ S(ρ
(N)
h ) + C (M(ρ

(N)
h ) + 1)α

≤ F (ρ
(N)
h ) + C (M(ρ

(N)
h ) + 1)α

(46)

≤ F (ρ0) + C (M(ρ
(N)
h ) + 1)α ;

E(ρ
(N)
h ) = F (ρ

(N)
h ) − S(ρ

(N)
h )

(14)

≤ F (ρ
(N)
h ) + C (M(ρ

(N)
h ) + 1)α

(46)

≤ F (ρ0) + C (M(ρ
(N)
h ) + 1)α ;



VARIATIONAL FORMULATION OF THE FOKKER–PLANCK EQUATION 13

N∑
k=1

d(ρ
(k−1)
h , ρ

(k)
h )2

(46)

≤ 2h
(
F (ρ0) − F (ρ

(N)
h )

)
(14)

≤ 2h
(
F (ρ0) + C (M(ρ

(N)
h ) + 1)α

)
.

Now, owing to the estimates (42) and (43), we may conclude that there exists a
measurable ρ(t, x) such that, after extraction of a subsequence,

ρh ⇀ ρ weakly in L1((0, T )×Rn) for all T <∞ .(47)

A straightforward analysis reveals that (42), (43), and (44) guarantee that

ρ(t) ∈ K for a.e. t ∈ (0,∞) ,

M(ρ), E(ρ) ∈ L∞((0, T )) for all T <∞ .
(48)

Let us now improve upon the convergence in (47) by showing that (30) holds. For
a given finite time horizon T < ∞, there exists a constant C < ∞ such that for all
N,N ′ ∈ N and all h ∈ [0, 1] with N h ≤ T , and N ′ h ≤ T , we have

d(ρ
(N ′)
h , ρ

(N)
h )2 ≤ C |N ′ h−N h| .

This result is obtained from (45) by use of the triangle inequality (9) for d and
the Cauchy–Schwarz inequality. Furthermore, for all ρ, ρ′ ∈ K , p ∈ P(ρ, ρ′), and
ζ ∈ C∞0 (Rn), there holds∣∣∣∣∫

Rn
ζ ρ′ dx −

∫
Rn

ζ ρ dx

∣∣∣∣ =

∣∣∣∣∫
Rn×Rn

(ζ(x) − ζ(y)) p(dx dy)

∣∣∣∣
≤ sup

Rn
|∇ζ|

∫
Rn×Rn

|x− y| p(dx dy)

≤ sup
Rn
|∇ζ|

(∫
Rn×Rn

|x− y|2 p(dx dy)

) 1
2

,

so from the definition of d we obtain∣∣∣∣∫
Rn

ζ ρ′ dx −
∫
Rn

ζ ρ dx

∣∣∣∣ ≤ sup
Rn
|∇ζ| d(ρ, ρ′) for ρ, ρ′ ∈ K and ζ ∈ C∞0 (Rn) .

Hence, it follows that∣∣∣∣∫
Rn
ζ ρh(t′) dx −

∫
Rn
ζ ρh(t) dx

∣∣∣∣ ≤ C sup
Rn
|∇ζ| (|t′ − t|+ h)

1
2

for all t, t′ ∈ (0, T ), and ζ ∈ C∞0 (Rn) .

(49)

Let t ∈ (0, T ) and ζ ∈ C∞0 (Rn) be given, and notice that for any δ > 0, we have∣∣∣∣∫
Rn

ζ ρh(t) dx −
∫
Rn

ζ ρ(t) dx

∣∣∣∣
≤

∣∣∣∣∣
∫
Rn

ζ ρh(t) dx − 1
2 δ

∫ t+δ

t−δ

∫
Rn

ζ ρh(τ) dx dτ

∣∣∣∣∣
+

∣∣∣∣∣ 1
2 δ

∫ t+δ

t−δ

∫
Rn

ζ ρh(τ) dx dτ − 1
2 δ

∫ t+δ

t−δ

∫
Rn

ζ ρ(τ) dx dτ

∣∣∣∣∣
+

∣∣∣∣∣ 1
2 δ

∫ t+δ

t−δ

∫
Rn

ζ ρ(τ) dx dτ −
∫
Rn

ζ ρ(t) dx

∣∣∣∣∣ .
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According to (49), the first term on the right-hand side of this equation is bounded
by

C sup
Rn
|∇ζ| (δ + h)

1
2 ,

and owing to (47), the second term converges to zero as h ↓ 0 for any fixed δ > 0. At
this point, let us remark that from the result (47) we may deduce that ρ is smooth on
(0,∞)×Rn. This is the conclusion of assertion (a) below, which will be proved later.
From this smoothness property, we ascertain that the final term on the right-hand
side of the above display converges to zero as δ ↓ 0. Therefore, we have established
that ∫

Rn
ζ ρh(t) dx →

∫
Rn

ζ ρ(t) dx for all ζ ∈ C∞0 (Rn) .(50)

However, the estimate (42) guarantees that M(ρh(t)) is bounded for h ↓ 0. Conse-
quently, (50) holds for any ζ ∈ L∞(Rn), and therefore, the convergence result (30)
does indeed hold.

It now follows immediately from (41), (45), and (47) that ρ satisfies

−
∫

(0,∞)×Rn
ρ (∂tζ −∇Ψ·∇ζ + ∆ζ) dx dt =

∫
Rn
ρ0 ζ(0) dx ,

for all ζ ∈ C∞0 (R×Rn) .

(51)

In addition, we know that ρ satisfies (33). We now show that
(a) any solution of (51) is smooth on (0,∞)×Rn and satisfies equation (31);
(b) any solution of (51) for which (33) holds satisfies the initial condition (32);
(c) there is at most one smooth solution of (31) which satisfies (32) and (33).

The corresponding arguments are, for the most part, fairly classical.
Let us sketch the proof of the regularity part (a). First observe that (51) implies∫

Rn
ρ(t1) ζ(t1) dx−

∫
(t0,t1)×Rn

ρ (∂tζ −∇Ψ·∇ζ + ∆ζ) dx dt

=

∫
Rn
ρ(t0) ζ(t0) dx(52)

for all ζ ∈ C∞0 (R×Rn) and a.e. 0 ≤ t0 < t1 .

We fix a function η ∈ C∞0 (Rn) to serve as a cutoff in the spatial variables. It
then follows directly from (52) that for each ζ ∈ C∞0 (R×Rn) and for almost every
0 ≤ t0 < t1, there holds∫

Rn
η ρ(t1) ζ(t1) dx −

∫
(t0,t1)×Rn

η ρ (∂tζ + ∆ζ) dx dt

=

∫
(t0,t1)×Rn

ρ (∆η −∇Ψ·∇η) ζ dx dt

+

∫
(t0,t1)×Rn

ρ (2∇η − η∇Ψ) ·∇ζ dx dt

+

∫
Rn
η ρ(t0) ζ(t0) dx .


(53)

Notice that for fixed (t1, x1) ∈ (0,∞)×Rn and for each δ > 0, the function

ζδ(t, x) = G(t1 + δ − t, x− x1)
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is an admissible test function in (53). Here G is the heat kernel

G(t, x) = t−
n
2 g(t−

1
2x) with g(x) = (2π)−

n
2 exp(− 1

2 |x|2).(54)

Inserting ζδ into (53) and taking the limit δ ↓ 0, we obtain the equation

(ρ η)(t1) =

∫ t1

t0

[ρ(t) (∆η −∇Ψ·∇η)] ∗G(t1 − t) dt

+

∫ t1

t0

[ρ(t) (2∇η − η∇Ψ)] ∗ ∇G(t1 − t) dt
+ (ρ η)(t0) ∗G(t1 − t0) for a.e. 0 ≤ t0 < t1 ,

(55)

where ∗ denotes convolution in the x-variables. From (55), we extract the following
estimate in the Lp-norm:

‖(ρ η)(t1)‖Lp =

∫ t1

t0

‖ρ(t) (∆η −∇Ψ·∇η)‖L1 ‖G(t1 − t)‖Lp dt

+

∫ t1

t0

‖ρ(t) (2∇η − η∇Ψ)‖L1 ‖∇G(t1 − t)‖Lp dt
+ ‖(ρ η)(t0)‖L1 ‖G(t1 − t0)‖Lp for a.e. 0 ≤ t0 < t1 .

Now observe that

‖G(t)‖Lp = t(
1
p−1) n2 ‖g‖Lp ,

‖∇G(t)‖Lp , = t
1
p
n
2−n+1

2 ‖∇g‖Lp ,
which leads to

‖(ρ η)(t1)‖Lp

= ess sup
t∈(t0,t1)

‖ρ(t) (∆η −∇Ψ·∇η)‖L1

∫ t1−t0

0

t(
1
p−1) n2 ‖g‖Lp dt

+ ess sup
t∈(t0,t1)

‖ρ(t) (2∇η − η∇Ψ)‖L1

∫ t1−t0

0

t
1
p
n
2−n+1

2 ‖∇g‖Lp dt

+ ‖(ρ η)(t0)‖L1 ‖G(t1 − t0)‖Lp for a.e. 0 ≤ t0 < t1 .

For p < n
n−1 the t-integrals are finite, from which we deduce that

ρ ∈ Lploc((0,∞)×Rn) .

We now appeal to the Lp-estimates [18, section 3, (3.1), and (3.2)] for the potentials
in (55) to conclude by the usual bootstrap arguments that any derivative of ρ is in
Lploc((0,∞)×Rn), from which we obtain the stated regularity condition (a).

We now prove assertion (b). Using (55) with t0 = 0, and proceeding as above, we
obtain

‖(ρ η)(t1) − (ρ0 η) ∗G(t1)‖L1

= ess sup
t∈(0,t1)

‖ρ(t) (∆η −∇Ψ·∇η)‖L1

∫ t1

0

‖g‖L1 dt

+ ess sup
t∈(0,t1)

‖ρ(t) (2∇η − η∇Ψ)‖L1

∫ t1

0

t−
1
2 ‖∇g‖L1 dt for all t1 > 0
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and therefore,

(ρ η)(t) − (ρ0 η) ∗G(t) → 0 in L1(Rn) for t ↓ 0 .

On the other hand, we have

(ρ0 η) ∗G(t) → ρ0 η in L1(Rn) for t ↓ 0 ,

which leads to

(ρ η)(t) → ρ0 η in L1(Rn) for t ↓ 0 .

From this result, together with the boundedness of {M(ρ(t))}t↓0, we infer that (32)
is satisfied.

Finally, we prove the uniqueness result (c) using a well-known method from the
theory of elliptic–parabolic equations (see, for instance, [20]). Let ρ1, ρ2 be solutions
of (32) which are smooth on (0,∞)×Rn and satisfy (32), (33). Their difference ρ
satisfies the equation

∂ρ

∂t
− div [ρ∇Ψ +∇ρ] = 0.

We multiply this equation for ρ by φ′δ(ρ), where the family {φδ}δ↓0 is a convex and
smooth approximation to the modulus function. For example, we could take

φδ(z) = (z2 + δ2)
1
2 .

This procedure yields the inequality

∂t[φδ(ρ)] − div [φδ(ρ)∇Ψ +∇[φδ(ρ)]]

= −φ′′δ (ρ) |∇ρ|2 + (φ′δ(ρ) ρ− φδ(ρ)) ∆Ψ

≤ (φ′δ(ρ) ρ− φδ(ρ)) ∆Ψ,

which we then multiply by a nonnegative spatial cutoff function η ∈ C∞0 (Rn) and
integrate over Rn to obtain

d

dt

[∫
Rn

φδ(ρ(t)) η dx

]
+

∫
Rn

φδ(ρ(t)) (∇Ψ·∇η −∆η) dx

≤
∫
Rn

(φ′δ(ρ) ρ− φδ(ρ)) ∆Ψ η dx .

Integrating over (0, t) for given t ∈ (0,∞), we obtain with help of (32)∫
Rn

φδ(ρ(t)) η dx +

∫
(0,t)×Rn

φδ(ρ(t)) (∇Ψ·∇η −∆η) dx dt

≤
∫

(0,t)×Rn
(φ′δ(ρ) ρ− φδ(ρ)) ∆Ψ η dx dt .

Letting δ tend to zero yields∫
Rn
|ρ(t)| η dx +

∫
(0,t)×Rn

|ρ(t)| (∇Ψ·∇η −∆η) dx dt ≤ 0 .(56)

According to (12) and (33), ρ and ρ∇Ψ are integrable on the entire Rn. Hence, if we
replace η in (56) by a function ηR satisfying

ηR(x) = η1

( x
R

)
, where η1(x) = 1 for |x| ≤ 1 , η1(x) = 0 for |x| ≥ 2 ,

and let R tend to infinity, we obtain
∫
Rn
|ρ(t)| dx = 0. This produces the desired

uniqueness result.
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Abstract. In this paper, we study the nonlinear stability of travelling wave solutions with shock
profile for a relaxation model with a nonconvex flux, which is proposed by Jin and Xin [Comm. Pure
Appl. Math., 48 (1995), pp. 555–563] to approximate an original hyperbolic system numerically
under the subcharacteristic condition introduced by T. P. Liu [Comm. Math. Phys., 108 (1987),
pp. 153–175]. The travelling wave solutions with strong shock profile are shown to be asymptotically
stable under small disturbances with integral zero using an elementary but technical energy method.
Proofs involve detailed study of the error equation for disturbances using the same weight function
introduced in [Comm. Math. Phys., 165 (1994), pp. 83–96].
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1. Introduction. Relaxation occurs when the underlying material is in nonequi-
librium and usually takes the form of hyperbolic conservation laws with source terms.
Relaxation is often stiff when the relaxation rate is much shorter than the scales of
other physical quantities.

The relaxation limit for nonlinear systems of the following form was first studied
by Liu [4]:

(1.0)

{
∂tu + ∂xf(u, v) = 0,

∂tv + ∂xg(u, v) = v∗(u)−v
τ(u) ,

provided that the travelling waves are weak and f(u, v∗(u)) is a convex function. And
the subcharacteristic condition for stability was formulated in [4]. The dissipative
entropy condition was formulated for general nonlinear relaxation systems later by
Chen, Levermore, and Liu [1].

Recently, a class of relaxation models were proposed by Jin and Xin [10] to ap-
proximate the original conservation laws numerically. The special structure of these
relaxation systems enables one to solve them numerically with underresolved stable
discretization without using either Riemann solvers spatially or nonlinear systems of
algebraic equations solvers temporally.

In this paper, we study the following relaxation model introduced in [10]:

(1.1)

{
ut + vx = 0, x ∈ R1,

vt + aux = −1
ε (v − f(u)),
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with the initial data

(1.2) (u, v)(x, 0) = (u0, v0)(x) → (u±, v±) asx → ±∞, v± = f(u±),

where a is a positive constant satisfying

(1.3) −
√

a < f ′(u) <
√

a

for all u under consideration. (1.3) is the subcharacteristic condition introduced by
Liu [4]. We will show that the travelling wave solutions are stable as ε → 0.

In the relaxation limit, ε → 0+, the leading order of the relaxation system (1.1)
is

v = f(u),

(1.4) ut + f(u)x = 0.

In fact, (1.1) was the prototype of the relaxation model introduced in [10] to solve
(1.4) using a local relaxation approximation.

Using Chapman–Enskog expansion [4], the first-order approximation to (1.1) is

v = f(u) − ε(a − f ′(u)2)ux,

(1.5) ut + f(u)x = ε((a − f ′(u)2)ux)x.

Since (1.5) is dissipative provided that condition (1.3) is satisfied, then similar to the
diffusion, the relaxation term has smoothing and dissipative effects for the hyperbolic
conservation laws. The stability of the viscous travelling waves with nonconvex flux
was investigated by many authors, cf. [2], [5], [7], [8], etc. Using a weight function
introduced in [7], we study the stability of strong travelling waves for the relaxation
model (1.1) with a nonconvex flux. The behavior of solutions as ε → 0 when subchar-
acteristic condition is violated was investigated by R. Leveque and J. Wang [3] under
the assumption that the relaxation term is linear.

Under the scaling (x, t) → (εx, εt), equation (1.1) becomes

(1.6)

{
ut + vx = 0, x ∈ R1,

vt + aux = f(u) − v.

The behavior of the solution (u, v) of (1.1) and (1.2) at any fixed time t as ε → 0+ is
equivalent to the long time behavior of (u, v) of (1.6) as t → ∞.

In section 2, we will show that there exist travelling wave solutions with shock
profile for (1.6), i.e.,

(u, v)(x, t) = (U, V )(x − st) ≡ (U, V )(z), (U, V )(z) → (u±, v±) as z → ±∞,

if the shock speed s lies between −
√

a and
√

a and (u−, u+) is an admissible shock
of (1.4), that is, the constants u± and s (shock speed) satisfy the Rankine–Hugoniot
condition

(1.7) −s(u+ − u−) + f(u+) − f(u−) = 0

and the entropy condition

(1.8) Q(u) ≡ f(u) − f(u±) − s(u − u±)

{
< 0 for u+ < u < u−,

> 0 for u− < u < u+.
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Note that the U component of a travelling wave solution of (1.6) is a travelling
wave solution of the viscous conservation law

(1.9) ut + f(u)x = µuxx

with µ = a−s2. This also gives another justification of the dynamic subcharacteristic
condition s2 < a [4].

The purpose of this paper is to show the stability of the strong travelling wave
satisfying s2 < a for any nonconvex flux f which satisfies the entropy condition (1.7)
and (1.8); our result also gives a justification of relaxation schemes introduced in [4]
for the case of scalar nonconvex conservation laws.

Notation. Hereafter, C denotes a generic positive constant. L2 denotes the space
of square integrable functions on R with the norm

||f || =
(∫

R

|f |2dx

)1/2

.

Without any ambiguity, the integral region R will be omitted. Hj(j > 0) denotes the
usual jth-order Sobolev space with the norm

||f ||Hj = ||f ||j =

(
j∑

k=0

||∂k
xf ||2

)1/2

.

For a weight function w > 0, L2
w denotes the space of measurable functions f satisfying√

wf ∈ L2 with the norm

|f |w =
(∫

w(x)|f(x)|2dx

)1/2

.

2. Preliminaries and theorem. We first state the existence of the travelling
wave solution with shock profile for the system (1.6). Substituting

(u, v)(x, t) = (U, V )(z), z = x − st,

into (1.6), we have

(2.1)

{
−sUz + Vz = 0,

−sVz + aUz = f(U) − V,

hence

(2.2) (a − s2)Uz = f(U) − V.

Integrating the first equation of (2.1) over (±∞, z) and using (U, V )(±∞) = (u±, v±)
and v± = f(u±) yields

(2.3) −sU + V = −su± + v± = −su± + f(u±).

Combining (2.2) and (2.3), we obtain

(2.4) Uz =
Q(U)
a − s2 ,

where Q(U) ≡ f(U) − f(u±) − s(U − u±) and

s =
v+ − v−
u+ − u−

=
f(u+) − f(u−)

u+ − u−
.
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Since (2.4) is a scalar ordinary differential equation of U , the trajectories satisfying
boundary conditions U(±∞) = u± necessarily connect adjacent equilibria u− and u+.
It is easy to check that there is a trajectory from u− to u+ if and only if condition
(u+ − u−)Q(U)

a−s2 > 0 that holds for u lies strictly between u+ and u−. By virtue of
s2 < a, this implies

Q(u)(u+ − u−) > 0

for u that lies strictly between u+ and u−, i.e., if and only if

u =

{
u−, x − st < 0,

u+, x − st > 0

is an admissible shock for (1.4).
Without loss of generality, we study only the following case:

(2.5) u+ < u− and Uz < 0.

Then the ordinary differential equation (2.4) with boundary condition U(±∞) = u±
has a unique smooth solution. Moreover, if f ′(u+) < s < f ′(u−) or Q′(u±) 6= 0, then
Q(U) ∼ −|U−u±| as U → u±. Hence |(U−u±, V −v±)(z)| ∼ exp(−c±|z|) as z → ±∞
for some constants c± > 0. While if s = f ′(u+) or Q′(u+) = 0, |(U −u+, V −v+)(z)| ∼
z

− 1
k+ as z → +∞ provided Q(U) ∼ −|U − u+|1+k+ for k+ > 0. Note k+ = n if

Q′(u+) = · · · = Q(n)(u+) = 0 and Q(n+1)(u+) 6= 0.
Thus we have the existence of travelling wave solutions.
LEMMA 2.1. Assume that Q(U) < 0 for U ∈ (u+, u−), s = f(u+)−f(u−)

u+−u−
, v± =

f(u±), and |Q(U)| ∼ |U − u+|1+k+ as U → u+ with k+ ≥ 0. Then there exists a
travelling wave solution (U, V )(x − st) of (1.1) with (U, V )(±∞) = (u±, v±), which is
unique up to a shift and the speed satisfies

(2.6) s2 < a.

Moreover, it holds as z → ±∞

|(U − u±, V − v±)(z)| ∼ exp(−c±|z|) if f ′(u+) < s < f ′(u−);

|(U − u+, V − v+)(z)| ∼ z
− 1

k+ if s = f ′(u+).

For the initial disturbance, without loss of generality, we assume

(2.7)
∫ +∞

−∞
(u0 − U)(x)dx = 0.

For a pair of travelling wave solutions given by Lemma 2.1, we let

(2.8) (φ0, ψ0)(x) =
(∫ x

−∞
(u0 − U)(y)dy, (v0 − V )(x)

)
.

Our goal is to show that the solution (u, v)(x, t) of (1.6), (1.2) will approach the
travelling wave solution (U, V )(x − st) as t → ∞; the main theorem is as follows.

THEOREM 2.2 (stability). Suppose that (1.7)–(1.8) hold and f ′(u)2 < a, where
a > 0 is a suitably large constant and f(u) is a smooth function. Let (U, V )(x − st)
be a travelling wave solution determined by (2.7) with speed s2 < a, and assume that
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u0 − U is integrable on R and φ0 ∈ H3, ψ0 ∈ H2. Then there exists a constant ε0 > 0
independent of (u±, v±) such that if

N(0) ≡ ||u0 − U, v0 − V ||2 + ||φ0, ψ0|| < ε0,

the initial value problem (1.6), (1.2) has a unique global solution (u, v)(x, t) satisfying

(u − U, v − V ) ∈ C0(0,∞;H2) ∩ L2(0,∞;H2).

Furthermore, the solution satisfies

(2.9) sup
x∈R

|(u, v)(x, t) − (U, V )(x − st)| → 0 as t → +∞.

3. Reformulation of the problem. The proof of Theorem 2.2 is based on L2

energy estimates. We first rewrite the problem (1.6), (1.2) using the moving coordinate
z = x − st. Under the assumption of (2.7), we will look for a solution of the following
form:

(3.1) (u, v)(x, t) = (U, V )(z) + (φz, ψ)(z, t),

where (φ, ψ) is in some space of integrable functions which will be defined later.
We substitute (3.1) into (1.6), by virtue of (2.1), and integrate the first equation

once with respect to z; the perturbation (φ, ψ) satisfies

(3.2)

{
φt − sφz + ψ = 0,

ψt − sψz + aφzz = f(U + φz) − f(U) − ψ.

The first equation of (3.2) gives

(3.3) ψ = −(φt − sφz).

Substituting (3.3) into the second equation of (3.2), we get a closed equation for φ:

(3.4) L(φ) ≡ (φt − sφz)t − s(φt − sφz)z − aφzz + φt + λφz = −F (U, φz),

where F (U, φz) = f(U +φz)− f(U)− f ′(U)φz = O(1)(φ2
z) is a higher order term and

λ = Q′(U) = f ′(U) − s.
The corresponding initial data for (3.4) becomes

(3.5) φ(z, 0) = φ0(z), φt(z, 0) = sφ′
0(z) − ψ0 = φ1(z).

The asymptotic stability of the profile (U, V ) means that the perturbation (φz, ψ)
decays to zero as t → ∞. The left-hand side of (3.4) contains a first-order term with
speed λ which plays the essential role of governing the large-time behavior of the
solution.

Now, we introduce the solution space of the problem (3.4), (3.5) as follows:

X(0, T ) = {φ(z, t) : φ ∈ C0([0, T );H3) ∩ C1(0, T ;H2), (φz, φt) ∈ L2(0, T ;H2)},

with 0 < T ≤ +∞. By virtue of (3.3), we have

ψ ∈ C0([0, T );H2) ∩ L2(0, T ;H2).

By the Sobolev embedding theorem, if we let

N(t) = sup
0≤τ≤t

{||φ(τ)||3 + ||φt(τ)||2},
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then

(3.6) sup
z∈R

{|φ|, |φz|, |φzz, |φt|, |φtz|} ≤ CN(t).

Thus Theorem 2.2 is a consequence of the following theorem.
THEOREM 3.1. Under the conditions of Theorem 2.2, there exists a positive con-

stant δ1 such that if

(3.7) N(0) = ||φ0||3 + ||φ1||2 ≤ δ1,

then the problem (3.4), (3.5) has a unique global solution φ ∈ X(0,+∞) satisfying

(3.8) ||φ(t)||23 + ||φt||22 +
∫ t

0
||(φt, φz)(τ)||22dτ ≤ CN(0)2

for t ∈ [0,+∞). Furthermore,

(3.9) sup
z∈R

|(φz, φt)(z, t)| → 0 as t → ∞.

For the solution φ in the above theorem, we define (φ, ψ) by (3.3). Then it becomes
a global solution of the problem (3.2) with (φ, ψ)(z, 0) = (φ0, ψ0)(z), and consequently
we have the desired solution of the problem (1.6), (1.2) through the relation (3.1). On
the other hand the solution of (1.6) is unique in the space C0(0, T ;H2). Therefore
Theorem 2.2 follows from Theorem 3.1. Global existence for φ will be derived from
the following local existence theorem for φ combined with an a priori estimate. (3.8)
gives

(3.10) ||φt, φz||21 → 0 as t → ∞,

from which we have

φ2
t + φ2

z =
∫ z

−∞
(2φtφtz + 2φzφzz)(y, t)dy

≤
(∫ +∞

−∞
(φ2

t + φ2
z)dy

)1/2 (∫ +∞

−∞
(φ2

tz + φ2
zz)dy

)1/2

→ 0, as t → ∞.

PROPOSITION 3.2 (local existence). For any δ0 > 0, there exists a positive con-
stant T0 depending on δ0 such that if φ0 ∈ H3 and φ1 ∈ H2, with N(0) < δ0/2, then
the problem (3.4), (3.5) has a unique solution φ ∈ X(0, T0) satisfying

(3.11) N(t) < 2N(0)

for any 0 ≤ t ≤ T0.
PROPOSITION 3.3 (a priori estimate). Let φ ∈ X(0, T ) be a solution for a positive

constant T ; then there exists a positive constant δ2 independent of T such that if

N(t) < δ2, t ∈ [0, T ],

then φ satisfies (3.8) for any 0 ≤ t ≤ T .
Proposition 3.2 can be proved in the standard way, so we omit the proof; cf. [9].

To prove Proposition 3.3 is our main task in the following section.
Here we prove Theorem 3.1 by the continuation arguments based on Proposition

3.2 and Proposition 3.3.
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Proof of Theorem 3.1. By the definition of N(t), we have

(3.12) N(t)2 ≤ 2 sup
0≤τ≤t

[||φ(τ)||23 + ||φt(τ)||22].

Then the inequality (3.8) implies

(3.13) N(t) <
√

2CN(0).

Choose δ1 such that δ1 = min{ δ2
2 , δ2

2
√

2C
}; then the local solution of (3.4) can be

continued globally in time, provided the smallness condition N(0) ≤ δ1 is satisfied.
In fact we have N(0) < δ1 ≤ δ2/2. Therefore, by Proposition 3.2, there is a positive
constant T0 = T0(δ2) such that a solution exists on [0, T0] and satisfies N(t) < 2N(0) ≤
δ2 for t ∈ [0, T0].

Hence we can apply Proposition 3.3 with T = T0 and get the estimate (3.8), that
is, N(t) ≤

√
2CN(0) ≤ δ2

2 for t ∈ [0, T0]. Then we apply Proposition 3.2 by taking
t = T0 as the new initial time. We have a solution on [T0, 2T0] with the estimate
N(t) ≤ 2N(T0) ≤ δ2 for t ∈ [T0, 2T0]. Therefore N(t) ≤ δ2 holds on [0, 2T0]. Hence
this again gives the estimate (3.8) for t ∈ [0, 2T0]. In the same way we can extend the
solution to the interval [0, nT0] successively, n = 1, 2, . . . , and get a global solution φ.
This completes the proof of Theorem 3.1.

4. Energy estimates. In this section, we will complete the proof of our stability
theorem. We establish the basic L2 estimate as follows.

LEMMA 4.1. There are positive constants C such that if

−
√

a < f ′(u) <
√

a, u ∈ (u+, u−),

and a is sufficiently large, then

||φ(t)||21 + ||φt(t)||2 +
∫ t

0
||(φt, φz)(τ)||2dτ +

∫ t

0

∫
R

|Uz|φ2dzdτ

(4.1) ≤ C{||φ0||21 + ||φ1||2 +
∫ t

0

∫
R

|F |(|φ| + |(φt, φz)|)dzdτ}

holds for t ∈ [0, T ].
Proof. When f is a nonconvex function, the standard energy method used in

[6] does not work for our problem (3.4), (3.5). To overcome this difficulty, we use a
weight function w(U) introduced in [7] depending on the shock profile U .

First, by multiplying (3.4) by 2w(U)φ, we obtain

(4.2) 2w(U)φ · L(φ) = −2Fw(U)φ.

The left-hand side of (4.2) can be reduced to
(4.3)

2[(φt − sφz)t − s(φt − sφz)z − aφzz]wφ + 2(φt + λφz)wφ

= [2wφ(φt − sφz)]t − 2wφt(φt − sφz) − 2s[wφ(φt − sφz)]z
+2swzφ(φt − sφz) + 2swφz(φt − sφz) − 2a(wφφz)z + 2awφ2

z

+(awzφ
2)z − awzzφ

2 + (wφ2)t + (λwφ2)z − φ2(λw)z

= [wφ2 + 2wφ(φt − sφz)]t − 2w(φt − sφz)2 + 2awφ2
z − awzzφ

2

−(λw)zφ
2 + swz(φ2)t − s2{wz(φ2)}z + s2wzzφ

2

+{−2swφ(φt − sφz) − 2awφφz + awzφ
2 + λwφ2}z

= [wφ2 + 2wφ(φt − sφz) + swzφ
2]t − 2w(φt − sφz)2 + 2awφ2

z + Aφ2 + {· · ·}z;
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here A = (s2 − a)wzz − (λw)z, {· · ·}z denotes the terms which will disappear after
integration with respect to z ∈ R.

Secondly, we calculate

(4.4) 2(φt − sφz)w · L(φ) = −2F (φt − sφz)w.

The left-hand side of (4.4) is

(4.5)

2[(φt − sφz)t − s(φt − sφz)z − aφzz]w(φt − sφz)
+2w(φt − sφz)(φt − sφz + f ′(U)φz)

= [w(φt − sφz)2]t − s[w(φt − sφz)2]z + swz(φt − sφz)2

−2a[wφz(φt − sφz)]z + 2awzφz(φt − sφz) + 2awφz(φt − sφz)z

+2w(φt − sφz)2 + 2wf ′(U)φz(φt − sφz)

= [w(φt − sφz)2]t + (2w + swz)(φt − sφz)2 + 2awzφz(φt − sφz)

+2wf ′(U)φz(φt − sφz) + [awφ2
z]t − [aswφ2

z]z + aswzφ
2
z

−[sw(φt − sφz)2 + 2awφz(φt − sφz)]z
= [awφ2

z + w(φt − sφz)2]t + (2w + swz)(φt − sφz)2

+sawzφ
2
z + 2f ′(U)wφz(φt − sφz) + 2awzφz(φt − sφz)

−[sw(φt − sφz)2 + 2awφz(φt − sφz) + aswφ2
z]z.

Hence, the combination (4.2) ×µ+ (4.4) with a positive constant µ yields

(4.6)
{E1(φ, (φt − sφz)) + E3(φz)}t + E2(φz, (φt − sφz)) + E4(φ) + {· · ·}z

= −2Fw{µφ + (φt − sφz)},

where
(4.7)

E1(φ, (φt − sφz)) = w(φt − sφz)2 + 2µwφ(φt − sφz) + µ(w + swz)φ2,

E3(φz) = awφ2
z,

E2(φz, (φt − sφz)) = (2w + swz − 2µw)(φt − sφz)2

+2(f ′(U)w + awz)φz(φt − sφz) + a(2µw + swz)φ2
z,

E4(φ) = µAφ2.

Due to (a − s2)Uz = Q(U) and w = w(U), we have

(4.8)
A = −{(a − s2)w′(U)Uz + λw}z

= −{w′(U)Q(U) + Q′(U)w}z

= −{wQ}′′Uz.

The monotonicity of the shock profile U implies Uz < 0; thus we need to choose
w ∈ C2[u+, u−] such that

(4.9) (wQ)′′ ≥ ν > 0.

On the other hand, we need to choose a constant µ > 0 and w such that the
discriminants of Ei (i = 1, 2) are negative; that is, the inequalities

(4.10) sup
j

Dj < 0, j = 1, 2,
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hold uniformly in (u±, v±), where Dj is the discrimant of the functions Ej(j = 1, 2),
respectively.

D1 = 4µw[(µ − 1)w − swz],

D2 = 4{(f ′w + awz)2 − a(2µw + swz)(2w + swz − 2µw)},

and 2µw + swz > 0. For this choice of µ and w, there exist positive constants c and
C such that

(4.11)

{
c{φ2 + (φt − sφz)2} ≤ E1 ≤ C{φ2 + (φt − sφz)2},

c{φ2
z + (φt − sφz)2} ≤ E2.

On the other hand, (4.8) and a > 0 gives

(4.12)

{
0 ≤ E3 = awφ2

z,

E4 ≥ µν|Uz|φ2 ≥ 0.

Thus the equality (4.6) together with the estimates (4.11)–(4.12) give the desired
estimate (4.1) after integration with respect to t and z.

It remains to check conditions (4.8)–(4.10). First we choose the weight function
w(U) introduced in [7] for the scalar viscous conservation laws with nonconvex flux

(4.13) w(U) =
(U − u+)(U − u−)

Q(U)
.

Then w ∈ C2[u+, u−] and (4.8) holds, i.e., (wQ)′′ = ν = 2. Furthermore, choosing
µ = 1

2 , the two inequalities in (4.10) are equivalent to

(4.14) 1 + 2s
wz

w
> 0,

(4.15)
(
f ′ + a

wz

w

)2
< a

(
1 + s

wz

w

)2
,

since

wz

w
=

w′

w

Q

a − s2 =
O(1)
a − s2 ,

which is small provided a is suitably large. This fact, together with f ′2 < a, gives us
(4.14) and (4.15); thus conditions (4.8) and (4.10) are satisfied. This completes the
proof of Lemma 4.1.

Next we estimate the higher derivatives of φ, multiplying the derivative of (3.4)
with respect to z by φz and (φt − sφz)z, respectively; we have

2∂zL(φ) · φz = −2Fzφz,

2∂zL(φ) · (φt − sφz)z = −2Fz(φt − sφz)z.

Letting φz = Φ, then

(4.16)
∂zL(φ) = (φzt − sφzz)t − s(φzt − sφzz)z − aφzzz + φzt + λφzz + λzφz

= L(φz) + λzφz = L(Φ) + λzΦ.
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By a similar argument to obtain (4.3) and (4.5) with w = 1, we have

(4.17)
[Φ2 + 2Φ(Φt − sΦz)]t + 2aΦ2

z − 2(Φt − sΦz)2 − λzΦ2 + 2λzΦ2 + {· · ·}z

= −2FzΦ,

and

(4.18)

[(Φt − sΦz)2 + aΦ2
z]t + 2(Φt − sΦz)2 + 2f ′(U)Φz(Φt − sΦz)

+2λzΦ(Φt − sΦz) + {· · ·}z

= −2Fz(Φt − sΦz).

The combination (4.17)×1
2+(4.18) yields

(4.19)
{E1(Φ, (Φt − sΦz)) + E2(Φz)}t + E3(Φz, (Φt − sΦz)) + G + {· · ·}z

= −Fz{Φ + 2(Φt − sΦz)},

where

(4.20)

G = λz

2 Φ2 + 2λzΦ(Φt − sΦz),

E1(Φ, (Φt − sΦz)) = (Φt − sΦz)2 + Φ(Φt − sΦz) + 1
2Φ2,

E2(Φz) = aΦ2
z,

E3(Φz, (Φt − sΦz)) = (Φt − sΦz)2 + 2f ′(U)Φz(Φt − sΦz) + aΦ2
z.

After integration with respect to t and z, (4.19) together with (4.20) gives the following
estimate:
(4.21)

||Φ(t)||21 + ||Φt(t)||2 +
∫ t

0
||(Φt,Φz)(τ)||2dτ

≤ C

{
||Φ0||21 + ||Φ1||2 +

∫ t

0

∫
|G|dzdτ +

∫ t

0

∫
R

|Fz|(|Φ| + |(Φt,Φz)|)dzdτ

}
;

here Φ0 = φ′
0 and Φ1 = φ′

1.
Using the estimate (4.1), we obtain

(4.22)∫ t

0

∫
|G|dzdτ ≤

∫ t

0

∫ [
|λz|
2

Φ2 + 2|λz|2Φ2 +
1
2
Φ2

t + 2s2|λz|2Φ2 +
1
2
Φ2

z

]
dzdτ

≤ 1
2

∫ t

0
||(Φt,Φz)(τ)||2dτ + C

∫ t

0

∫
Φ2dzdτ

≤ 1
2

∫ t

0
||(Φt,Φz)(τ)||2dτ

+C

{
||φ0||21 + ||φ1||2 +

∫ t

0

∫
|F |(φ| + |(φt, φz)|)dzdτ

}
,

where we have used Lemma 4.1 and the boundness of |λz|.
Substituting (4.22) into (4.21) and replacing Φ by ∂zφ, we have the following

lemma.
LEMMA 4.2. There are positive constants C such that if

−
√

a < f ′(u) <
√

a for u ∈ (u+, u−),
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then

(4.23)

||∂zφ(t)||21 + ||∂zφt||2 +
1
2

∫ t

0
||(∂zφt, ∂zφz)(τ)||2dτ

≤ C

{
||φ0||22 + ||φ1||21 +

∫ t

0

∫
|Fz|(|∂zφ| + |(∂zφt, ∂zφz)|)dzdτ

+
∫ t

0

∫
|F |(|φ| + |(φt, φz)|)dzdτ

}
holds for t ∈ [0, T ].

Next we calculate the equality

∂2
zφ · ∂2

zL(φ) + 2∂2
z (φt − sφz) · ∂2

zL(φ) = −∂2
zF{∂2

zφ + 2∂2
z (φt − sφz)}

in the same way as for the proof of Lemma 4.2; it is easy to get the following equality
for Ψ = ∂2

zφ:
(4.24)[
(Ψt − sΨz)2 + aΨ2

z + Ψ(Ψt − sΨz) +
1
2
Ψ2

]
t

+ (Ψt − sΨz)2 + 2f ′(U)Ψz(Ψt − sΨz)

+aΨ2
z + 4λzΨ(Ψt − sΨz) +

3
2
λzΨ2 + λzzΨφz + 2λzzφz(Ψt − sΨz) + {· · ·}z

= −Fzz[Ψ + 2(Ψt − sΨz)].

Thus, noting Ψ = φzz, we have from (4.24) that
(4.25)

||∂2
zφ(t)||21 + ||∂2

zφt||2 +
1
3

∫ t

0
||(∂2

zφt, ∂
2
zφz)(τ)||2dτ − C

∫ t

0
{||∂2

zφ||2 + ||φz||2}dτ

≤ C

{
||φ0||23 + ||φ1||22 +

∫ t

0

∫
|Fzz|(|∂2

zφ| + |(∂2
zφt, ∂

2
zφz)|)dzdτ

}
,

where we have used the fact that λz, λzz are smooth bounded functions and the
Young inequality for the terms 4λzΨ(Ψt − sΨz) and 2λzzφz(Ψt − sΨz). Combining
successively the estimates (4.1), (4.23), and (4.25), we have
(4.26)

||φ(t)||23 + ||φt(t)||22 +
∫ t

0

∫
|λz|φ2dzdτ +

∫ t

0
||(φt, φz)||22dτ

≤ C

{
||φ0||23 + ||φ1||22 +

∫ t

0

∫
{|F |(|φ| + |(φt, φz)|) + |Fz|(|∂zφ| + |(∂zφt, ∂zφz)|)

+|Fzz|(|∂2
zφ| + |(∂2

zφt, ∂
2
zφz)|)}dzdτ

}
.

Since F = f(U + φz) − f ′(U)φz − f(U), we have

|F | = O(1)(φ2
z), |Fz| = O(1)(φ2

z + φ2
zz),

|Fzz| = O(1)(φ2
z + φ2

zz + |φzφzzz|).

By virtue of (3.6), the integral on the right-hand side of (4.26) is majored by

CN(t)
∫ t

0
||(φt, φz)||22dτ ;
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then we have

N2(t) +
∫ t

0
||(φt, φz)||22dτ +

∫ t

0

∫
|λz|φ2dzdτ ≤ N(0)2 + CN(t)

∫ t

0
||(φt, φz)||22dτ.

Therefore, by assuming N(T ) ≤ 1
2C , we obtain the desired estimate

N2(t) +
∫ t

0
||(φt, φz)||22dτ ≤ CN(0)2 for t ∈ [0, T ].

Thus the proof of Proposition 3.3 is completed.
Remark. When s = f ′(u+) or s = f ′(u−), we need a weight of the order 〈x〉 =√

1 + x2 as x → +∞ or −∞ for a stability theorem. The stability analysis for φ in
this case can be investigated similarly using the weighted function space

Xw(0, T ) = {φ(z, t) : φ ∈ C0([0, T );H3 ∩ L2
w(U)) ∩ C1(0, T ;H2 ∩ L2

w(U)),

(φz, φt) ∈ L2(0, T ;H2 ∩L2
w(U))},

where w(U(z)) ∼ 〈z〉 as z → ±∞ by virtue of Lemma 2.1 and the definition of w(U)
in (4.13).
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Abstract. A linear Boltzmann model is used for studying a condensation–evaporation prob-
lem in a bounded domain. First the time asymptotic limit is derived, which solves the associated
stationary problem. Then the Milne problem is discussed for the boundary layer. Finally a fluid
approximation is obtained in the small mean free path limit with initial and boundary layers of
zeroth order.

Key words. boundary layer, condensation, evaporation, hydrodynamic limit, initial layer, Milne
problem, time asymptotics
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Introduction. The kinetic description of a rarefied gas can be given through
the Boltzmann equation for the density function f(t, x, v) of particles with velocity
v at position x and time t. A coarser theory consists of describing the gas as a
continuous fluid with local density ρ(t, x), velocity u(t, x), and temperature T (t, x)
satisfying the Euler or Navier–Stokes equations. In the limit of small mean free path,
the fluid dynamic equations may be derived from the Boltzmann equation through
either a Hilbert or Chapman–Enskog expansion; see, e.g., [2, 8, 9, 12]. However, the
fluid dynamic limits fail near shocks and for general indata near spatial or temporal
boundaries.

Among the many studies of the boundary layer structure let us mention the
following. In [3], the steady nonlinear Boltzmann equation for a gas with zero bulk
velocity between two plates at two different temperatures is solved for a small mean
free path, using a Chapman–Enskog expansion between the two plates. Here the fluid
part of the solution contains Fourier’s law for heat conduction which can be made to
satisfy different temperature values at the two plates. This is why the boundary layer
terms only need to be of first order with respect to the mean free path. An analogous
study also including the initial layer is performed in [16] for the linear semiconductor
case where further references in the field may also be found. For more results in the
area see also [5, 10, 13, 19].

The present paper addresses the added presence of condensation–evaporation on
the boundary. In this context a formal analysis and numerical computations are
carried out in [17, 18] for a rarefied gas with varying temperatures and condensation–
evaporation on the boundaries. On the basis of the linearized Boltzmann equation
for hard sphere molecules, zeroth-order boundary layer terms are needed for solving
the problem. Our paper considers the same problem for a rarefied solute in a solvent
gas, and with varying temperatures on the boundary. The linear Boltzmann equation
is used as a model for the solute. We prove that a fluid approximation in the interior
together with initial and boundary layer structures are available to describe the solute
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gas. Here the fluid approximation is derived from the boundary layer analysis. Indeed,
like [17, 18] this boundary layer structure requires zeroth-order terms with respect to
the mean free path.

In the first section an existence and uniqueness result for the initial boundary
value problem with given indata in a bounded region is recalled. We then determine
the solution to the stationary boundary value problem from the time asymptotics of
the initial boundary value solution. The approach is designed for prospective future
use in the nonlinear case. For another approach to the nonlinear stationary problem
see [1]. Section 2 is devoted to the solution of the Milne problem. For indepth
discussions and bibliography see [4, 6]. Depending on the sign of the normal velocity
of the solvent gas, two kinds of solutions are of interest for the following boundary
layer analysis. In the last section we perform in the slab case a fluid approximation
with respect to the mean free path by splitting the solution into a zeroth-order initial
layer term together with a stationary boundary value contribution having a fluid part
with zeroth-order boundary layer terms and a first order remainder term.

1. The initial boundary value problem and its time asymptotic behav-
ior. The linear Boltzmann equation models the interaction between a solvent gas
and a solute gas. The solute gas is rarefied enough so that collisions with itself are
negligible in comparison with collisions with the solvent gas. Both gases are located
in a bounded convex domain Ω ⊂ R3. The distribution function f(t, x, v) of the solute
gas satisfies the linear Boltzmann equation

∂tf + v · ∇xf = Q(f),(1.1)

where

Q(f)(t, x, v) =
∫

B(θ, w)(f ′F ′
∗ − fF∗)dv∗dθdε = Q+(f) − νf.

Here

f ′ = f(t, x, v′), F ′
∗ = F (t, x, v′

∗),

f = f(t, x, v), F∗ = F (t, x, v∗),

w = |v − v∗|, v′ = v − 2
1 + κ

((v − v∗) · e)e,

v′
∗ = v∗ +

2κ

1 + κ
((v − v∗) · e)e, e ∈ S2.

F is the solvent distribution function, assumed to be known, and κ is the ratio between
the solute molecular mass m and the solvent molecular mass m∗.

Assuming that the collisions between the two gases are governed by a cut-off in-
verse power law interaction potential U(ρ) = cρ−k+1, k > 2 depending on the distance
ρ of two colliding particles, the weight function B is B(θ, w) = wγb(θ), 0 ≤ θ < π

2 ,
w > 0 (cf. [7]), where γ = k−5

k−1 and b is a nonnegative L1-function defined on [0, π
2 ],

with
∫ π

2
0 b(θ)dθ > 0. We assume hard interactions, i.e., k > 5 or 0 < γ < 1. A

principle of detailed balance only holds [14], when F is a Maxwellian,

F (v) =
(

2πT

m∗

)− 3
2

exp
(

−m∗
(v − U)2

2T

)
.

This is also assumed throughout the paper.
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The collision frequency ν(v) is bounded from above and below by a positive
multiple of (1+ |v|)γ . The choice of the bulk velocity U = (u, 0, 0) ∈ R3 in connection
with the given boundary temperature follows from the boundary value problem for
the solvent gas. The present study of the solute holds for any U and boundary
temperature. The solute Maxwellian with the same bulk velocity U and temperature
T is M(v) = (2πT

m )− 3
2 exp(−m (v−U)2

2T ). It satisfies

F∗M = F ′
∗M

′.(1.2)

(1.1) is complemented with an initial condition

f(0, x, v) = fi(x, v)(1.3)

and given indata on the boundary

f(t, x, v) = fb(x, v), x ∈ ∂Ω, v · n(x) > 0.(1.4)

Here n(x) denotes the inward normal at x. Let (∂Ω × R3)+ and (∂Ω × R3)− denote
the sets of (x, v) ∈ ∂Ω × R3 such that v · n(x) > 0 and v · n(x) < 0, respectively.

For ∂Ω sufficiently smooth, say C1, the existence and uniqueness approach of [15]
can be used to prove the following theorem.

THEOREM 1.1. If (1+|v|)γfi and (1+|v|)γfb belong to L1(Ω×R3) and L1
v·n(x)((∂Ω×

R3)+), respectively, then there exists a unique solution f of (1.1)–(1.3–1.4) with
f(t)(1 + |v|)γ ∈ L1(Ω × R3) for t > 0. Moreover, f is nonnegative whenever fi

and fb are nonnegative.
Let us next discuss the collisions and the collision operator in velocity space. The

momentum and energy conservations imply

mv + m∗v∗ = mv′ + m∗v
′
∗,

m|v|2 + m∗|v∗|2 = m|v′|2 + m∗|v′
∗|2.

A transformation to the equal mass situation m = m∗ is given by

ṽ = v − α

2
(v − v∗), ṽ∗ = v∗ − α

2
(v − v∗),

where α = m∗−m
m∗+m . Hence

ṽ + ṽ∗ = ṽ′ + ṽ′
∗,

|ṽ|2 + |ṽ∗|2 = |ṽ′|2 + |ṽ′
∗|2.

Denote by f̃ , Q̃+(f̃), and Q̃(f̃)

f̃ = f

√
ν

M
, Q̃+(f̃) =

1√
νM

Q+(f), Q̃(f̃) = Q̃+(f̃) − f̃ .

By (1.2)

Q̃+(f̃) =
∫

B

√
F ′

∗F∗
ν′ν

f̃ ′dv ∗ dθdε.

Let ( , ) denote the scalar product in L2(R3).
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LEMMA 1.2. Every f̃ ∈ L2(R3) can uniquely be written

f̃ = cf

√
νM + w̃f ,(1.5)

with (
√

νM , w̃f ) = 0. Moreover

|(Q̃+w̃f , w̃f )| ≤ (1 − σ)‖w̃f‖2
L2(1.6)

for some constant σ such that 0 < σ < 1.
Proof. Q̃+ satisfies Grad’s conditions [12], so Q̃+ is a compact operator in Lq

s :=
Lq(R3, 1 + |v|s), 1 ≤ q < ∞, s ∈ R. Moreover, Q̃+ is symmetric in L2. Hence its
eigenvector spaces span L2 and are finite dimensional for nonzero eigenvalues. Then

|(Q̃+f̃ , f̃)| =
∫

B

√
F ′

∗
ν′ f̃ ′

√
F∗
ν

f̃ ≤
∫

B
F∗
ν

|f̃ |2 =
∫

|f̃ |2,

so −Q̃ is positive in L2 and ‖Q̃+‖ ≤ 1. The Q̃+-eigenvalue 1 is simple. Indeed,
Q̃+f̃ = f̃ implies (Q̃f̃ , f̃) = 0, which can be written∫

B

(√
F ′

∗
ν′ f̃ ′ −

√
F∗
ν

f̃

)2

dvdv∗ dθdε = 0.

Hence √
F ′

∗
ν′ f̃ ′ =

√
F∗
ν

f̃ ,

or f ′

M ′ = f
M by (1.2). It follows (see [14]) that f̃ = c

√
νM , where c is a constant. Now

−1 is not an eigenvalue of Q̃+. Otherwise, Q̃+f̃ = −f̃ for some f̃ implies∫
B

(√
F ′

ν′ f̃ ′ +

√
F∗
ν

f̃

)2

dvdv∗ dθdε = 0,

so f ′

M ′ = − f
M . Varying v∗ and the angular coordinate for v fixed gives that f has a

constant sign. Hence f̃ = 0. Since Q̃+ is compact and symmetric, ‖Q̃+‖ ≤ 1, −1 is
not an eigenvalue, and the eigenspace of 1 is c

√
νM , it follows that every f̃ ∈ L2 can

be uniquely written as

f̃ = cf

√
νM + w̃f , with (

√
νM, w̃f ) = 0

and

|(Q̃+w̃f , w̃f )| ≤ (1 − σ)‖w̃f‖2
L2 , 0 < σ < 1.

Let us next describe the time asymptotics for the solution of the initial boundary
value problem (1.1)–(1.3–1.4).

THEOREM 1.3. Let fi and fb be functions belonging to L2
1

M

(Ω × R3) and

L2
v·n(x)

M

((∂Ω × R3)+). When t tends to infinity, the solution to the initial bound-

ary value problem (1.1)–(1.3–1.4) converges in L1(Ω × R3) to the unique stationary
solution g of the linear stationary Boltzmann equation

v · ∇xg = Q(g),(1.7)

with g̃ ∈ L2, complemented with the boundary condition

g(x, v) = fb(x, v), (x, v) ∈ (∂Ω × R3)+.(1.8)
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Proof. Due to the linearity of (1.1), f can be split into the sum of the solution
to (1.1) with initial condition fi and zero boundary condition, and the solution to
(1.1) with a zero initial condition and fb boundary condition. Again by linearity it is
enough to consider nonnegative initial and boundary values. Let us first prove that
the first part tends to zero in L1

x,v when t tends to infinity. Let dα(x) denote the
measure on the boundary ∂Ω. The Green formula applied to (1.1), together with
(1.6), implies ∫

Ω×R3

|f̃(t, x, v)|2
ν(v)

dxdv

+
∫ t

0

∫
(∂Ω×R3)−

|v · n(x)|
ν(v)

|f̃(s, x, v)|2dsdα(x)dv

+ σ

∫ t

0

∫
Ω×R3

|w̃(s, x, v)|2dsdxdv ≤
∫

Ω×R3

|f̃(t, x, v)|2
ν(v)

dxdv

+
∫ t

0

∫
(∂Ω×R3)−

|v · n(x)|
ν(v)

|f̃(s, x, v)|2dsdα(x)dv

−
∫ t

0

∫
Ω
(Q̃w̃, w̃)(s, x)dsdx =

∫
Ω×R3

|f̃i(x, v)|2
ν(v)

dxdv.(1.9)

It follows that
∫
Ω×R3

1
ν(v) |f̃(t, x, v)|2dxdv decreases with time. Moreover, there is a

sequence tj tending to infinity and a function f̃∞ such that f̃(tj + t) tends weakly
to f̃∞ in L2

1
ν

, and
∫ t

0

∫
Ω×R3 |w̃(tj + t, x, v)|2 dtdxdv and

∫ 1
0

∫
(∂Ω×R3)−

|v·n(x)|
ν(v) |f̃(tj +

t, x, v)|2 dtdα(x)dv tend to zero when j tends to infinity. The function f∞ is a weak
solution to the equation (1.1) with zero boundary condition and w̃f∞ = 0. It follows
that f∞ = c∞M for some constant c∞. The null boundary conditions imply that
c∞ = 0. Hence f̃(t) weakly converges to zero in L2

1
v

. Since

‖f(t)‖L1
x,v

=
∫

Ω

∫
R3

√
M(v)
ν(v)

f̃(t, x, v)dxdv,

f(t) tends to zero strongly in L1
x,v, when t tends to infinity.

Let us prove that the solution to the initial boundary value problem (1.1)–(1.3–
1.4) with null initial condition and boundary condition fb tends to a stationary so-
lution g to (1.7–1.8). In view of possible future applications we prefer not to give a
proof based on the existence of stationary solutions being known but instead to de-
duce their existence from the long time behavior. By translation invariance in time,
the solution at time t + s is the sum of the solution at time t and the contribution at
time s carried forward with zero boundary values to t + s. So f(t, x, v) is increasing
with time and converges pointwise in x, v to a measurable function f∞, when t tends
to infinity. Let us prove that f̃∞ belongs to L2. For any set Γ ⊂ Ω × R3, multiplying
(1.1) by f̃ and using Green’s formula leads to∫

Γc

1
ν(v)

(|f̃(t + s)|2 − |f̃(t)|2)dxdv +
∫

Γ

1
ν(v)

|f̃(t + s)|2dxdv

+σ

∫ t+s

t

∫
Ω×R3

|w̃(τ, x, v)|2dτdxdv
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+
∫ t+s

t

∫
(∂Ω×R3)−

|v · n(x)|
ν(v)

|f̃(τ, x, v)|2dτdα(x)dv

≤
∫

Γ

1
ν(v)

|f̃(t)|2dxdv + sc,(1.10)

where

c :=
∫

(∂Ω×R3)+

v · n(x)
ν(v)

|f̃b(x, v)|2dα(x)dv.

Let Γsε ⊂ Ω × R3 be the set of (y, v) such that |v| ≤ 1
ε and the characteristic starting

at (t, y, v), namely, {(t + τ, y + τv, v); τ ≥ 0}, reaches (∂Ω × R3)− at a time smaller
than t + s. Then from the exponential form of the equation∫ t+s

t

∫
(∂Ω×R3)−

|v · n(x)|
ν(v)

|f̃(τ, x, v)|2dτdα(x)dv

≥ c(s, ε)
∫

Γsε

1
ν(v)

|f̃(t, x, v)|2dxdv

for some c(s, ε) ∈ (0, 1). Hence by (1.10)∫
Γsε

1
ν

|f̃(t + s)|2dxdv ≤ (1 − c(s, ε))
∫

Γsε

1
ν

|f̃(t)|2dxdv + sc.

It follows that

sup
t>0

∫
Γsε

1
ν(v)

|f̃(t, x, v)|2dxdv

is finite. Then by (1.10)

sup
t>0

∫ 3
2

0

∫
Ω×R3

|w̃(t + s, x, v)|2dsdxdv

is finite. Hence, by the previous two lines,

sup
t>0

∫ 3
2

0

∫
Γsε

|cf (t + s, x)|2M(v)dsdxdv

is bounded. Since Ω is bounded and convex, it follows that (for ε small)

inf
x∈Ω

∫
(x,v)∈Γ 1

2 ε

ν(v)M(v)dv > c

∫
R3

ν(v)M(v)dv.

This implies that

sup
t>0

∫ 3
2

1
2

∫
Ω×R3

|cf (t + s, x)|2ν(v)M(v)dsdxdv < ∞.

And so

sup
t>0

∫ 1

0

∫
Ω×R3

|cf (t + s, x)|2ν(v)M(v)dsdxdv
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is bounded. Finally

sup
t>0

∫ 1

0

∫
Ω×R3

|f̃(t + s, x, v)|2dsdxdv

and (since f̃ is an increasing function of time)

sup
t>0

∫
Ω×R3

|f̃(t, x, v)|2dxdv

are bounded. Hence f̃∞ belongs to L2(Ω × R3). Moreover, f∞ solves the stationary
problem (1.7–1.8), and f̃(t) tends to f̃∞ in L2(Ω × R3), when t tends to infinity.
Finally the solution of the stationary problem is unique in the class of functions g
such that g̃ ∈ L2. Indeed, let us prove that if a function g such that g̃ ∈ L2 satisfies

v · ∇xg = Q(g),(1.11)

g(x, v) = 0, (x, v) ∈ (∂Ω × R3)+,(1.12)

then g = 0. We notice that∫
Q+(g)sign(g)dv −

∫
ν|g|dv ≤

∫
Q+(|g|)dv −

∫
ν|g|dv = 0.

So, multiplying (1.11) by sign(g) and integrating implies that∫
(∂Ω×R3)−

v · n|g| = 0.

Hence

g(x, v) = 0, (x, v) ∈ ∂Ω × R3.(1.13)

g̃ belongs to L2 and can be expressed by (1.5) as

g̃ = c
√

Mν + w̃.(1.14)

It satisfies

1
ν(v)

v · ∇xg̃ = Q̃w̃.(1.15)

Integrating (1.15) with respect to x and v using (1.6) implies by (1.13) that w̃ is equal
to zero. Then g̃ = 0 follows from (1.11–1.12).

2. The Milne problem. Write the velocity as v = (ξ, v′) with ξ the velocity
component in the x-direction and v′ the orthogonal velocity component. We consider
the Milne problem

ξ

ν
∂xf̃ = Q̃f̃ , x > 0, v ∈ R3,(2.1)

f̃(0, v) = ϕ̃(v), ξ > 0.(2.2)

THEOREM 2.1. Let ϕ̃ ∈ L2
ξ
ν

(R+ × R2). There is a solution to (2.1–2.2) in the set

{f̃ ;∃c∞ ∈ R, f̃ − c∞
√

νM ∈ L2(R+ × R3)}, which satisfies
∫

ξf(x, v)dv = c∞u for
all x ≥ 0. For u < 0, this holds with c∞ = 0, i.e.,

∫
ξf(x, v)dv = 0 for all x ≥ 0.
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Proof. There is—by the approach of Theorem 1.3—a unique solution f̃a ∈
L2([0, a] × R3) of

ξ

ν
∂xf̃a = Q̃f̃ , x ∈ [0, a], v ∈ R3,

together with (2.2) and boundary conditions at x = a suitable for our purpose. For
u ≥ 0, we take

f̃a(a, ξ, v′) = f̃a(a,−ξ + 2u, v′), ξ < 0,(2.3)

whereas for u < 0,

f̃a(a, v) =

√
M(v)ν(v)∫

ξ<0 |ξ|M(v)dv

∫
ξ>0

ξfa(a, v)dv, ξ < 0.(2.4)

Remark. The boundary condition (2.3) can only be used for u > 0. A desired
nonnegativity (2.9) would not be obtained from the boundary condition (2.4) for
u > 0.

Clearly
∫

ξfa(x, v)dv is constant in both cases, moreover equal to zero for u ≤ 0.
Denote by uca this constant and bound it for u > 0 from above and below. First

uca =
∫

ξfa(0, v)dv ≤
∫

ξ>0
ξϕ(v)dv.(2.5)

Let f̃a(x, v) = ca(x)
√

ν(v)M(v) +w̃a(x, v) be the decomposition of f̃a from section 1.
By orthogonality

−(Q̃f̃a, f̃a) = −(Q̃w̃a, w̃a) ≥ σ(w̃a, w̃a).(2.6)

Multiplying (2.1) by f̃a and integrating over R3
v leads to

∂x

∫
ξ

ν
|f̃a|2(x, v)dv = 2(Q̃f̃a, f̃a) ≤ −2σ‖w̃a‖2 ≤ 0.(2.7)

Hence for u ≥ 0, ∫
ξ

ν
|f̃a|2(x, v)dv ≥

∫
ξ

ν
|f̃a|2(a, v)dv(2.8)

≥
∫

ξ<0

ξ

ν
|f̃a|2(a, v)dv +

∫
ξ>2u

ξ

ν
|f̃a|2(a, v)dv

= 2u
∫

ξ>2u

1
ν

|f̃a|2(a, v)dv ≥ 0,

whereas for u < 0, ∫
ξ

ν
|f̃a|2(x, v)dv ≥

∫
ξ

ν
|f̃a|2(a, v)dv(2.9)

≥
(

1 −
∫

ξ>0 ξM∫
ξ<0 |ξ|M

)∫
ξ>0

ξ

ν
|f̃a|2(a, v)dv ≥ 0.
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Indeed, using (2.4)∫
ξ<0

|ξ|
ν(v)

|f̃a|2(a, v)dv =
1∫

ξ<0 |ξ|M

(∫
ξ>0

ξfa(a, v)dv

)2

≤
∫

ξ>0 ξM∫
ξ<0 |ξ|M

∫
ξ>0

ξ

ν(v)
|f̃a|2(a, v)dv.

But
∫

ξ>0 ξM(v)dv∫
ξ<0 |ξ|M(v)dv

< 1 for u < 0 and so (2.9) follows. Finally by (2.8)

uca ≥
∫

ξ<0
ξfa(0, v)dv

= −
∫

ξ<0
|ξ|

√
M(v)
ν(v)

f̃a(0, v)dv

≥ −
(∫

ξ<0
|ξ|M(v)dv

∫
ξ<0

|ξ|
ν

|f̃a|2(0, v)dv

) 1
2

≥ −
(∫

ξ<0
|ξ|M(v)dv

∫
ξ>0

ξ

ν(v)
ϕ̃2(v)dv

) 1
2

.(2.10)

In the case u = 0 the theorem can from here be derived using, e.g., [2] or [16]. So let
us only detail the case when u 6= 0. First w̃a is bounded in L2([0, a] × R3) uniformly
with respect to a. Indeed by (2.8), (2.9)

σ

∫ a

0

∫
|w̃a|2(x, v)dxdv

≤ −
∫ a

0
(Q̃f̃a, f̃a) = −

∫ a

0

∫
ξ

ν(v)
f̃a∂xf̃adxdv

=
1
2

(∫
ξ

ν(v)
|f̃a|2(0, v)dv −

∫
ξ

ν
|f̃a|2(a, v)dv

)
(2.11)

≤ 1
2

∫
ξ>0

ξ

ν(v)
ϕ̃2(v)dv.

Since fa(x, v) = ca(x)M(v) + wa(x, v),

|ca − ca(x)| =
1
|u|

∣∣∣∣∫ ξwa(x, v)dv

∣∣∣∣
≤ 1

|u|

(∫
ξ2 M(v)

ν(v)
dv

∫
|w̃a|2(x, v)dv

) 1
2

so that ∫ a

0

∫ ∣∣∣f̃a(x, v) − ca

√
M(v)ν(v)

∣∣∣2 dxdv ≤ c

∫ a

0

∫
|w̃a|2(x, v)dxdv.(2.12)

By (2.5), (2.11), and (2.12), there exist a sequence (aj) tending to infinity, a number
c∞, and a function f̃ such that caj

tends to c∞ and f̃aj − caj

√
νM converges weakly
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in L2 to f̃ − c∞
√

νM . One can then check that f̃ is a solution to the Milne problem
(2.1–2.2) with the desired properties.

For the boundary layer study in section 3, some decay of g̃ := f̃ − c∞
√

νM is
needed.

PROPOSITION 2.2. Assume that

sup
v∈R3

+

|ϕ̃(v)|(1 + |v|)s < ∞, s ∈ R+.(2.13)

Then for s ∈ R+,
∫ |ξ|

ν(v) |g̃(x, v)|2dv ≤ cx−s, x > 0.
This result can essentially be found in [11]. For the convenience of the reader

we give their proof with the differences introduced by the nonzero bulk velocity of
the Maxwellian. The proof is based on the entropy method introduced by Bardos,
Santos, and Sentis [2], and uses the following decay properties of g̃, pointwise in v
and integral in x.

LEMMA 2.3. Under (2.13) for s ∈ R+,

sup
x>0,v∈R3

(1 + |v|)s|g̃(x, v)| ≤ c1,(2.14)

∫ ∞

0

∫
R3

xs|g̃(x, v)|2dxdv ≤ c2.(2.15)

The constants c1, c2 depend on ϕ and s.
Proof of Proposition 2.2. Write∫

R3

|ξ|
ν

|g̃(x, v)|2dv ≤
∫

|ξ|≤r

|ξ|
ν

|g̃(x, v)|2dv

+
∫

|ξ|>r,|v|≤ρ

|ξ|
ν

|g̃(x, v)|2dv +
∫

|v|≥ρ

|ξ|
ν

|g̃(x, v)|2dv

:= a + b + c.

By (2.14), a(r) and c(ρ) satisfy

a(r) ≤ cr

∫
|ξ|≤r

(1 + |v|)−2s−γdv ≤ cr for s >
3
2

− γ

2
,(2.16)

c(ρ) ≤ c

∫
|v|≥ρ

(1 + |v|)−2s+1−γdv ≤ cρ−1 for s >
5
2

− γ

2
.(2.17)

Evidently

b(r, ρ) ≤ cr−1ργ

∫
R3

∣∣∣∣ξg̃(x, v)
ν(v)

∣∣∣∣2 dv.

Now
ξ

ν
(g̃(y, v) − g̃(x, v)) =

∫ y

x

Q̃(w̃g)(z, v)dz,

and so by (2.15)∫
|ξ|>r,|v|≤ρ

∣∣∣∣ ξν (g̃(y, v) − g̃(x, v))
∣∣∣∣2 dv ≤ c

(∫ y

x

(∫
R3

|w̃g(z, v)|2dv

) 1
2

dz

)2

≤ cx−s+1
∫ y

x

∫
R3

zs|g̃(z, v)|2dvdz ≤ cx−s+1.
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Since g̃ ∈ L2(R+ ×R3), a sequence yj → ∞ can be chosen so that limj→∞ g̃(yj , . ) = 0
in L2(R3). It follows that∫

|ξ|>r,|v|≤ρ

∣∣∣∣ ξν g̃(x, v)
∣∣∣∣2 dv ≤ cx−s+1

and so

b(r, ρ) ≤ cr−1ργx−s+1.

The choice r = x− s
3 , ρ = x

s
3 in (2.16–2.17) gives the desired result.

Proof of (2.14). By [11, Prop. 4.3]

sup
x>0

‖g̃(x, . )‖L2(R3) ≤ c,(2.18)

where c depends on ϕ̃ in the L2 ∩ L∞ sense. Also

Q̃+(g̃)(x, v) =
∫

R3
k(v, v1)g̃(x, v1)dv1(2.19)

with

|k(v, v1)| ≤ (1 + |v| + |v1|)−1+γ(1 + |v1|)− γ
2 φ(v, v1)

and ∫
R3

φ2(v, v1)dv1 ≤ c(1 + |v|)−1−γ .

Hence

(1 + |v|) 3
2 − γ

2 |Q̃+g̃(x, v)| ≤ c‖g̃(x, . )‖L2(R3).

The exponential form of (2.1–2.2) gives

(1 + |v|) 3
2 − γ

2 |g̃(x, v)| ≤ |ϕ̃(v)|(1 + |v|) 3
2 − γ

2 χξ>0

+ c sup
x>0

‖g̃(x, . )‖L2(R3).(2.20)

Here χξ>0 is the characteristic function of the set {v ∈ R3; ξ > 0}. By (2.18) the
right-hand side is finite. Also∫

R3
(1 + |v|)s+1(1 + |v1|)−sk(v, v1)dv1 < ∞, s ∈ R+.

Using this together with (2.20), a direct estimate in the exponential form of (2.1–2.2)
gives (2.14).

Proof of 2.15. By (2.11), which also holds for w̃g, there is a sequence yj → ∞
such that ∫

|w̃g(yj , v)|2dv → 0.(2.21)
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It follows from Theorem 2.1 that
∫

R3 ξg(x, v)dv = 0, x ∈ R+, and so the orthogonal
decomposition g̃(x, v) = c∞(x)

√
ν(v)M(v) + w̃g(x, v) gives

|uc∞(x)| =
∣∣∣∣∫ ξwg(v)dv

∣∣∣∣
≤

(
ξ2M(v)

ν(v)
dv

∫
|w̃g(x, v)|2dv

) 1
2

.(2.22)

In particular

lim
j→∞

c∞(yj) = 0.(2.23)

Now the proof is based on a study of the entropy flux

H(x) =
∫

ξ

ν
|g̃(x, v)|2dv.

Using the orthogonal decomposition of g̃ and splitting the domain of integration we
get

lim
j→∞

H(yj) ≤ lim
j→∞

Cc(yj)2 + lim
j→∞

C

∫
R3

w̃g(yj , v)2dv

+ lim
j→∞

C

∫
|v|≥ρ

ξ

ν(v)
g̃(yj , v)2dv.

By (2.21) and (2.23) the first two of these limits are zero. By (2.14) the third one is
bounded by

c

∫
|v|≥ρ

|ξ|
ν(v)

(1 + |v|)−5dv ≤ c

ρ
.

It follows that limj→∞ H(yj) = 0. A multiplication of (2.1) by g̃ and v-integration
show that H(x) is nonincreasing. And so

0 ≤ H(x) ≤ H(0) ≤
∫

ξ>0

ξ

ν
ϕ̃(v)2dv.(2.24)

Since g̃ ∈ L2(R+ × R3), it is enough for (2.15) to consider∫ ∞

1

∫
R3

xsg̃(x, v)2dxdv.

A multiplication of (2.1) by xsg̃ and integration gives

H(y)ys +
∫ y

1

(
xs

∫
R3

w̃g(x, v)2dv − sxs−1H(x)
)

dx

≤ H(1) ≤
∫

ξ>0

ξ

ν
ϕ̃(v)2dv.(2.25)

The positivity of H(y) implies that∫ y

1

(
xs

∫
R3

w̃g(x, v)2dv − sxs−1H(x)
)

dx ≤ H(1).
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Now ∫
|v|≤ρ

|ξ|
ν

g̃(x, v)2dv ≤ cρ1−γ‖g̃(x, . )‖2
L2(R3),

and by (2.14), for any λ ∈ R+,∫
|v|≥ρ

|ξ|
ν

g̃(x, v)2dv ≤ cλρ−λ.

This together with (2.22) and (2.25) implies for some α > 0 that∫ y

1
xs

(∫
g̃(x, v)2dv

) (
α − cρ1−γ

x

)
dx ≤ H(1) + cλ

∫ y

1
ρ−λsxs−1dx.

The choice ρ(x) = (αx
2c )

1
1−γ , λ > s(1 − γ) yields∫ ∞

1
xs

∫
g̃(x, v)2dvdx ≤ cs.

3. The fluid approximation with initial and boundary layers for nonzero
bulk velocity. Introduce the mean free path ε > 0 and take u > 0. This section
considers the slab problem

∂tfε +
1
ε2

ξ∂xfε =
1
ε3

Q(fε), t > 0, x ∈ (0, 1), v ∈ R3,(3.1)

together with the initial condition

fε(0, x, v) = fi(x, v), x ∈ (0, 1), v ∈ R3,(3.2)

and the boundary conditions

fε(t, 0, v) = f0(v), t > 0, ξ > 0; fε(t, 1, v) = f1(v), t > 0, ξ < 0.(3.3)

After an initial layer, the unique solution satisfies the stationary problem

ξ∂xgε =
1
ε
Q(gε), x ∈ (0, 1), v ∈ R3,(3.4)

together with the boundary conditions

gε(0, v) = f0(v), ξ > 0; gε(1, v) = f1(v), ξ < 0,(3.5)

if one disregards the error term from the initial layer. Moreover, gε can be split into
a fluid part cM in the interior of the domain together with boundary layers and with
the error term tending to zero strongly in L1, when ε tends to zero.

THEOREM 3.1. Let fi, f0, f1 be given with f̃i ∈ L2
1
ν

((0, 1)×R3), f̃0 ∈ L2
ξ
ν

(Rξ
+×R2),

f̃1 ∈ L2
|ξ|
ν

(Rξ
−×R2). Denote by fε and gε the unique solutions of (3.1–3.3), respectively,

(3.4–3.5) with these given initial and boundary values. Then for t > 0

lim
ε→0

fε(t, . ) − gε(. ) = 0

strongly in L1((0, 1) × R3).



A CONDENSATION–EVAPORATION PROBLEM IN KINETIC THEORY 43

THEOREM 3.2. Under the same hypotheses there are a constant c, boundary
layer terms lε(x, v) = l0(x

ε , v), and rε(x, v) = r0(x−1
ε , v), with l̃0 and r̃0, respectively,

belonging to L2(R+ × R3) and L2(R− × R3) such that

gε = cM + lε + rε + Sε.(3.6)

Here the terms l̃0 and r̃0 have the decay properties of Proposition 2.2, and the remain-
der term Sε tends to 0 in L1((0, 1) × R3

v), when ε tends to 0.
The proof of Theorem 3.1 is based on the following lemma.
LEMMA 3.3. Let fi be given with 0 ≤ f̃i ∈ L2

1
ν

((0, 1) × R3). Denote by fε(t, x, v)
the solution of (3.1–3.3) with fi as initial value and boundary values f0 = f1 = 0. For
s > 0, fε(s, . , . ) converges strongly in L1((0, 1) × R3) to zero, when ε tends to zero.

Proof. After scaling t → t
ε2 , the solution (still denoted fε) satisfies

(∂t + ξ∂x)fε =
1
ε

Q(fε), t ∈ R+, x ∈ (0, 1), v ∈ R3,

fε(0, . ) = fi(. ),

fε(t, 0, v) = 0, t > 0, ξ > 0, fε(t, 1, v) = 0, t > 0, ξ < 0.

Green’s formula implies that mass and entropy∫ 1

0

∫
R3

fε(t, x, v)dxdv,

∫ 1

0

∫
R3

f̃ε(t, x, v)2

ν(v)
dxdv

are decreasing with time. Suppose that the lemma does not hold. Then for some
s > 0, there is a sequence (εj) with limj→∞ εj = 0 such that

inf
j

∫ 1

0

∫
R3

fεj
(tj , x, v)dxdv > 0.

Here tj = s
ε2j

. The lemma follows if for a subsequence of (tj) (still denoted (tj)) there

is a sequence (t′j) with 0 ≤ t′j ≤ tj such that

lim
j→∞

∫ 1

0

∫
R3

fεj
(t′j , x, v)dxdv = 0.

With f̃εj
:= f̃j , w̃εj

:= w̃j , (1.9) gives∫ 1

0

∫
R3

f̃j(tj , x, v)2

ν(v)
dxdv +

σ

εj

∫ tj

0

∫ 1

0

∫
R3

w̃j(τ, x, v)2dτdxdv

≤
∫ 1

0

∫
R3

f̃i(x, v)2

ν(v)
dxdv := σc1.

If each of the sε
− 3

2
j intervals [lε− 1

2
j , (l + 1)ε− 1

2
j ] of [0, tj ] has

1
εj

∫ (l+1)ε
− 1

2
j

lε
− 1

2
j

∫ 1

0

∫
R3

w̃j(τ, x, v)2dτdxdv > ε
3
2
j

c1

s
,
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then

σ

εj

∫ tj

0

∫ 1

0

∫
R3

w̃j(τ, x, v)2dτdxdv > c1σ.

This contradiction implies that for some interval Ij ⊂ [0, tj ] and of length ε
− 1

2
j

1
εj

∫
Ij

∫ 1

0

∫
R3

w̃j(τ, x, v)2dτdxdv ≤ e
3
2
j

c1

s
.

In particular

lim
j→∞

ε−2
j

∫
Ij

∫ 1

0

∫
R3

w̃j(τ, x, v)2dτdxdv = 0.

With Ij = (t′j , t
′′
j ) it follows that for t ≥ 0 (and some subsequence of the j’s)

f̃j(t′j + t, x, v) ⇀ f̃∞(t, x, v)

weakly in L2
1
ν

((0, 1) × R3). Here∫ 1

0

∫
R3

f̃∞(t, x, v)2

ν(v)
dxdv ≤ σc1.

By the equicontinuity in t, it is enough to prove the above weak L2-convergence for
rational t’s. Using (1.9) we have for t fixed and j large enough that∫ 1

0

∫
R3

1
ν(v)

fj(t′j + t, x, v)2dxdv ≤ σc1.

So a subsequence of f̃j(t′j + t) converges weakly when j → 0. We conclude with a
Cantor diagonalization argument.

Also for a.e. t > 0,

w̃j(t′j + t, x, v) → 0

strongly in L2((0, 1) × R3), and so

f̃∞(t, x, v) = c∞(t, x, )
√

ν(v)M(v).

But f̃∞ satisfies

(∂t + ξ∂x)f̃∞ = 0, t > 0, x ∈ (0, 1), v ∈ R3,

f̃∞(t, 0, v) = 0, t > 0, ξ > 0; f̃∞(t, 1, v) = 0, t > 0, ξ < 0,

and so f̃∞ ≡ 0. In particular limj→∞ f̃j(t′j , . , . ) = 0 weakly in L2
1
ν

((0, 1) × R3). It
follows that

0 ≤ lim
j→∞

∫ 1

0

∫
R3

fj(tj , x, v)dxdv

≤ lim
j→∞

∫ 1

0

∫
R3

fj(t′j , x, v)dxdv = lim
j→∞

∫ 1

0

∫
R3

√
M(v)
ν(v)

f̃j(t′j , x, v)dxdv

= 0.

This completes the proof of the lemma.
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Proof of Theorem 3.1. The function fε − gε satisfies (3.1–3.3) with initial value
fi − gi and boundary value zero. By linearity it is enough to prove the theorem
when the boundary values are zero and fi − gi ≥ 0, and this case is contained in
Lemma 3.3.

Proof of Theorem 3.2. Essentially by section 1, there is a unique solution gε(x, v)
with g̃ε ∈ L2 to

ξ∂xgε =
1
ε

Q(gε),

gε(0, v) = f0(v), ξ > 0,

gε(1, v) = f1(v), ξ < 0.

From the results on the Milne problem in Theorem 2.1, there is a constant c such that

ξ

ν(v)
∂xq̃(x, v) = Q̃q̃(x, v), x > 0, v ∈ R3,

q̃(0, v) = f̃0(v), ξ > 0

has a solution q̃ = c
√

νM + l̃, with l̃ ∈ L2(R+ × R3
v). Define l0 by

l0(y, v) =

√
M(v)
ν(v)

l̃(y, v).

Also by Theorem 2.1 the Milne problem

ξ

ν(v)
r̃x(x, v) = Q̃r̃(x, v), x < 0, v ∈ R3,

r̃(0, v) = f̃1(v) − c
√

ν(v)M(v), ξ < 0

has a solution r̃ ∈ L2(R− × R3
v). Indeed for u > 0, looking for a solution defined in

R− corresponds to considering u < 0 in the R+ situation. Define r0 by

r0(y, v) =

√
M(v)
ν(v)

r̃(y, v).

Sε := gε − cM − lε − rε satisfies

ξ∂xSε =
1
ε

Q(Sε), x ∈ (0, 1), v ∈ R3,(3.7)

Sε(0, v) = −r0
(

−1
ε
, v

)
, ξ > 0,

Sε(1, v) = −l0
(

1
ε
, v

)
, ξ < 0.

Introduce as above the orthogonal decomposition

S̃ε(x, v) = cε(x)
√

νM + w̃ε.
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It follows from (3.4), Green’s formula, and (1.6) that∫
ξ<0

|ξ|
ν

|S̃ε(0, v)|2dv +
∫

ξ>0

ξ

ν
|S̃ε(1, v)|2dv

+
σ

ε

∫ 1

0

∫
R3

|w̃ε(x, v)|2dxdv

≤
∫

ξ>0

ξ

ν

∣∣∣∣r̃0
(

−1
ε
, v

)∣∣∣∣2 dv +
∫

ξ<0

|ξ|
ν

∣∣∣∣l̃0 (
1
ε
, v

)∣∣∣∣2 dv.(3.8)

By Proposition 2.2 the right-hand side tends superalgebraically to zero, when ε tends
to zero. By (3.4)

ucε =
∫

ξSε(x, v)dv

is independent of x. Multiplying (3.7) with signSε and integrating we get∫
ξ<0

|ξ| |Sε(0, v)|dv +
∫

ξ>0
ξ|Sε(1, v)|dv

≤
∫

ξ>0
ξ

∣∣∣∣r0
(

−1
ε
, v

)∣∣∣∣ dv +
∫

ξ<0

∣∣∣∣ξl0 (
1
ε
, v

)∣∣∣∣ dv.

Thus

|cε| ≤ 1
u

∫
|ξ|Sε(0, v)dv

≤ c

u

(∫
ξ>0

ξ

ν

∣∣∣∣r̃0
(

−1
ε
, v

)∣∣∣∣2 dv +
∫

ξ<0

|ξ|
ν

∣∣∣∣l̃0 (
1
ε
, v

)∣∣∣∣2 dv

)
,(3.9)

which tends to zero superalgebraically, when ε tends to zero. As in (2.12)∫ 1

0

∫
R3

∣∣∣S̃ε(x, v) − cε

√
ν(v)M(v)

∣∣∣2 dxdv

≤ c

∫ 1

0

∫
R3

|w̃ε(x, v)|2dxdv.(3.10)

By (3.5–3.7) ∫ 1

0

∫
R3

|S̃ε(x, v)|2dxdv

tends to zero superalgebraically, when ε tends to zero.
Remark . The evaporation at x = 0 determines the (fluid dynamic) mass flux

term cM through the boundary layer analysis. At the condensation boundary x = 1
this term is removed from the boundary layer correction.

Remark . It follows from this proof that the solution of the Milne problem in
Theorem 2.1 is unique. It also follows that the convergence to zero of the error term
in Theorem 3.2 is superalgebraic.
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A VARIATIONAL PROBLEM RELATED
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Abstract. A variational problem related to the Ginzburg–Landau model of superconductivity
with normal impurity inclusion is considered. A standing feature of this problem is the vortex-pinning
effect (i.e., the zeros of solutions are attracted to the region occupied by the normal impurities) as
some parameters are sufficiently small. Asymptotic behaviors of the solutions of this problem as
these parameters tend to zero is studied, and the vortex-pinning effect is proved.

Key words. Ginzburg–Landau model, superconductivity, normal impurities, asymptotic be-
havior, vortex-pinning effect

AMS subject classifications. 35J55, 35Q40
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1. Introduction. Let Ωn and Ω(Ωn ⊂⊂ Ω) be two bounded domains in R2,
g : ∂Ω → S1 be a smooth map with deg(g, ∂Ω) > 0. Set Ωs ≡ Ω\Ωn. Consider the
following variational problem: find a function u ∈ H1

g (Ω) such that

E(u, Ω) = min
v∈H1

g(Ω)
E(v,Ω),(1.1)

where

E(v,Ω) ≡ 1
2

∫
Ω

|∇v|2 +
1

4ε2

∫
Ωs

(1 − |v|2)2 +
1

2µ2

∫
Ωn

|v|2,(1.2)

H1
g (Ω) ≡ {v : Ω → C|v ∈ H1(Ω), v = g on ∂Ω},(1.3)

and ε, µ are small positive constants.
This problem is related to the Ginzburg–Landau model of superconductivity with

normal impurity inclusion such as superconducting-normal junctions (cf. [1]). Ωs

and Ωn represent the domains occupied by superconducting materials and normal
conducting materials, respectively. The solution u is the Ginzburg–Landau complex
order parameter. Zeros of u are known as Ginzburg–Landau vortices which are of
significance in the theory of superconductivity. When the vortices move, resistance
to the current is produced and causes loss of superconductivity. One way to prevent
the movement of the vortices is to add some impurities such as normal conducting
materials into the superconducting materials to provide pinning sites for the vortices.
In this setting, a simplified Ginzburg–Landau’s Gibbs free energy is given by (1.2)
(cf. [1], [2]).

This paper is devoted to the study of asymptotic behaviors of the solution u as
ε, µ, and diam Ωn tend to zero as well as the vortex-pinning effect of (1.1)–(1.3). For
simplicity, we shall let ε = µ, Ω = B1, Ωn = Bρ, and Ωs = B1\Bρ. Here 0 < ρ < 1

4
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and Br is the disc in R2 centered at the origin with radius r. Then our problem
becomes

E(u, B1) = min
v∈H1

g(B1)
E(v, B1),(1.4)

where

E(v, B1) ≡ 1
2

∫
B1

|∇v|2 +
1

4ε2

∫
B1\Bρ

(1 − |v|2)2 +
1

2ε2

∫
Bρ

|v|2(1.5)

and

H1
g (B1) ≡ {v : B1 → C|v ∈ H1(B1), v = g on ∂B1}.(1.6)

Our main result is the following theorem.
THEOREM. Suppose that g ∈ C2(∂B1, S

1) and deg(g, ∂B1) = d > 0. Given
any sequence {εn, ρn}+∞

n=1 satisfying εn → 0 and ρn → 0 as n → +∞, let un be a
solution of (1.4)–(1.6) with ε = εn and ρ = ρn. Then, by passing to an appropriate
subsequence, we have

un → u∗ in C1
loc

(
B1\

m⋃
i=0

{ai}
)

as n → +∞,

where a0, a1, . . . , am are m + 1 distinct points in B1, a0 = 0, 0 ≤ m ≤ d and u∗
is a harmonic map in B1\(∪m

j=0{aj}) such that deg(u∗, aj) = 1(j = 1, 2, . . . , m),
deg(u∗, 0) = d − m, and u∗ = g on ∂B1.

Moreover, there is a constant µ ≥ 1 depending only on g such that

1◦ deg(u∗, 0) < k if lim
n→+∞

εn

ρ2k−1
n

≥ µ, (k = 2, . . . , d),

2◦ deg(u∗, 0) > k if lim
n→+∞

εn

ρ2k+1
n

≤ 1
µ

, (k = 0, 1, . . . , d − 1).

In particular, we have the following vortex-pinning effect:

3◦ deg(u∗, 0) ≥ 1 if lim
n→+∞

εn

ρn
= 0,

4◦ deg(u∗, 0) = k if lim
n→+∞

εn

ρ2k−1
n

= 0 and lim
n→+∞

εn

ρ2k+1
n

= +∞

(k = 1, 2, . . . , d − 1),

5◦ deg(u∗, 0) = d if lim
n→+∞

εn

ρ2d−1
n

= 0.

One can easily see from the arguments in the following sections that, if lim
n→+∞ρn =

ρ0 > 0, the theorem also holds with a0 replaced by Bρ0 and deg(u∗, 0) by deg(u∗, Bρ0).
Hence 5◦ implies deg(u∗, Bρ0) = d and m = 0. Note that our arguments can be applied
for more general domains Ω and Ωn.
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We shall show some energy estimates in section 2 and prove the first part of the
theorem above (i.e., the convergence of the solution un to u∗ in C1

loc(B1\ ∪m
j=0 {aj})

as n → +∞) in section 3. In the last section, i.e., section 4, we shall study the degrees
of the singular points {a0, a1, . . . , am} and complete the proof of the theorem.

Throughout this paper, x = (x1, x2) ≡ x1 + ix2 denotes both a complex number
and a point in R2, (r, θ) is the polar coordinate of R2, and the capital letter “C”
denotes various constants which depend only on g. Moreover, for any domain Ω ⊂ R2,
we shall let

E(v,Ω) ≡ 1
2

∫
B1∩Ω

|∇v|2 +
1

4ε2

∫
(B1\Bρ)∩Ω

(1 − |v|2)2 +
1

2ε2

∫
Bρ∩Ω

|v|2.(1.7)

2. Some energy estimates. By the standard theory of variational problems,
(1.4)–(1.6) has at least one solution uε,ρ ∈ C1(B1) ∩ C2(B1\Bρ) ∩ C2(Bρ) satisfying

−∆u =
1
ε2 u(1 − |u|2) in B1\Bρ,(2.1)

−∆u = − 1
ε2 u in Bρ,(2.2)

u and ∇u are continuous across ∂Bρ,(2.3)

and

u = g on ∂B1.(2.4)

It follows from (2.1)–(2.4) that

0 ≤ |u| ≤ 1 in B1(2.5)

and

|∇u| ≤ C

ε
in B1.(2.6)

In fact, (2.5) can be proved by the maximum principle, and the proof of (2.6) can be
found in [3] (see the Appendix in [3]).

In this section we shall show some energy estimates for the solution u which will
be used in the next section.

LEMMA 2.1.

(2.7)j E(u, B1) ≤ πj log
1
ε

+ π(d − j)2 log
1
ρ

+ C
[
1 +

ρ

ε

]
for j = 0, 1, . . . , d.

Proof. We can assume ε < 1
4 by (2.5) and (2.6). For any integer j(0 ≤ j ≤ d),

choose j disjoint discs in B1\B 1
2

: {BR0(xk)}j
k=0. Here R0 is a small constant and

BR0(x0) ≡ φ. Define a comparison function v(x) in B1 by the following:

1◦ v is the harmonic map in (B1\B 1
2
)\(

⋃j
k=0 BR0(xk)) satisfy

v |∂B1 = g, v|∂B 1
2

= ei(d−j)θ, and

v|∂BR0 (xk) =
x − xk

|x − xk| , k = 0, 1, . . . , j,
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2◦ v =
x − xk

|x − xk| in BR0(xk)\BεR0(xk), k = 0, 1, . . . , j,

3◦ v is a minimizer of the functional E(v, BεR0(xk)) in H1(BεR0(xk)) with the
boundary condition

v =
x − xk

|x − xk| on ∂BεR0(xk), k = 0, 1, . . . , j,

where E(v, BεR0(xk)) is defined in (1.7).

4◦ v = ei(d−j)θ in B 1
2
\Bρ+ε,

5◦ v =
r − ρ

ε
ei(d−j)θ in Bρ+ε\Bρ,

6◦ v ≡ 0 in Bρ.

Obviously, v ∈ H1
g (B1). So E(u, B1) ≤ E(v, B1).

It is easy to verify that

E(v, D) ≤ πj log
1
ε

+ C,(2.8)

where D ≡ (B1\B 1
2
)\(∪j

k=0BεR0(xk)),

E(v, B 1
2
\Bρ+ε) ≤ π(d − j)2 log

1
ρ + ε

+ C(2.9)

and

E(v, Bρ+ε) ≤ π(d − j)2 log
ρ + ε

ρ
+ C

[ρ

ε
+ 1

]
.(2.10)

Set x − xk = εy and v̂(y) = v(xk + εy). Then

E(v, BεR0(xk)) =
∫

BR0

[
1
2
|∇v̂|2 + (1 − |v̂|2)2

]
dy.

Hence, we have from the minimality of v (see the definition 3◦) that

E(v, BεR0(xk)) ≤ C, k = 0, 1, . . . , j.(2.11)

Thus (2.7) follows from (2.8)–(2.11).
LEMMA 2.2.

E(u, Bγρ) ≤ C

1 − γ

[
1 +

ε

ρ
+

ε

ρ
log

1
ρ

]
(0 < γ < 1).(2.12)

Proof. It is easy to see from (2.7)0 that there is a constant γ̂ ∈ (γ, 1) such that∫ 2π

0

[
|∇u(γ̂ρ, θ)|2 +

1
2ε2 |u(γ̂ρ, θ)|2

]
dθ ≤ C

ρ2(1 − γ2)

[
1 +

ρ

ε
+ log

1
ρ

]
.(2.13)
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Multiplying (2.2) by u∗ (the complex conjugate function of u) and then integrating
over Bγ̂ρ, we find that ∫

Bγ̂ρ

[
|∇u|2 +

1
ε2 |u|2

]
=

∫
∂Bγ̂ρ

∂u

∂n
u∗

≤
(∫

∂Bγ̂ρ

|∇u|2
)1/2 (∫

∂Bγ̂ρ

|u|2
)1/2

≤ Cγ̂ρε

(1 − γ2)ρ2

[
log

1
ρ

+
ρ

ε
+ 1

]

≤ C

1 − γ2

[
1 +

ε

ρ
+

ε

ρ
log

1
ρ

]
.

Hence (2.12) follows.
LEMMA 2.3.

(2.14)j

E(u, B1\Bγρ) ≤ πj log
1
ε

+ π(d − j)2 log
1
ρ

+ Cγ

(
1 + log

1
ρ

)
,(

j = 0, 1, . . . , d, γ > 1, γρ <
1
4

)
,

where Cγ ≡ C( 1
γ2−1 + log γ + 1).

Proof. In the case 2ε ≥ ρ, (2.14) follows directly from (2.7). So we only need to
prove (2.14) for 2ε < ρ < 1

4 . Let

ū(r) =
{

1
2π

∫ 2π

0
|u(r, θ)|2dθ

}1/2

for r ∈ [0, 1].(2.15)

One can easily verify that

|ū(r)|2 =
1
2π

∫ 2π

0
|u(r, θ)|2dθ for r ∈ [0, 1],(2.16)

(1 − |ū(r)|2)2 ≤ 1
2π

∫ 2π

0
(1 − |u(r, θ)|2)2dθ, r ∈ [0, 1],(2.17)

and ∣∣∣∣∂ū(r)
∂r

∣∣∣∣2 ≤ 1
2π

∫ 2π

0

∣∣∣∣∂u(r, θ)
∂r

∣∣∣∣2 dθ for a.e. r ∈ [0, 1].(2.18)

Since (2.7)0 implies that there exists a constant γ̂ ∈ (1, γ) such that∫ 2π

0

[
1
2
|∇u(γ̂ρ, θ)|2 +

1
4ε2 (1 − |u(γ̂ρ, θ)|2)2

]
dθ

≤ C

(γ2 − 1)ρ2

[
log

1
ρ

+
ρ

ε
+ 1

]
,(2.19)
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we have from (2.17) and (2.19) that

(1 − |ū(γ̂ρ)|2)2 ≤ C

γ2 − 1

[
ε

ρ
+

ε2

ρ2 +
ε2

ρ2 log
1
ρ

]
.(2.20)

Now define a function ṽ in B1 by the following:

1◦ ṽ = v ∈ B1\B 1
2
,

where v is defined in the proof of Lemma 2.1.

2◦ ṽ = ei(d−j)θ in B 1
2
\Bε,

3◦ ṽ = r
εei(d−j)θ in Bε.

It is obvious that

E(ṽ, B 1
2
\Bγ̂ρ) ≤ π(d − j)2 log

1
ρ

+ C log γ,(2.21)

|∇ṽ| ≤ C

ρ
, |∇2ṽ| ≤ C

ρ2 in B 1
2
\B 1

2 ρ,(2.22)

and

|ṽ| ≤ 1, |∇ṽ| ≤ C

ε
in B 1

2
.(2.23)

Moreover, (2.8) and (2.11) give

E(ṽ, B1\B 1
2
) ≤ πj log

1
ε

+ C.(2.24)

Set

w(x) =


ṽ in B1\Bγ̂ρ+ε,[
1 − ū(γ̂ρ)

ε
(r − γ̂ρ) + ū(γ̂ρ)

]
ṽ in Bγ̂ρ+ε\Bγ̂ρ,

ūṽ in Bγ̂ρ.

(2.25)

Then w(x) ∈ H1
g (B1), and, consequently,

E(u, B1) ≤ E(w, B1)

= E(ṽ, B1\Bγ̂ρ+ε) + E(w, Bγ̂ρ+ε\Bγ̂ρ) + E(w, Bγ̂ρ).(2.26)

E(w, Bγ̂ρ+ε\Bγ̂ρ) ≤ C

∫
Bγ̂ρ+ε\Bγ̂ρ

[
|∇ṽ|2 +

1
ε2 (1 − ū(γ̂ρ))2

]
.

By (2.20) and (2.22), we get after simple calculations that

E(w, Bγ̂ρ+ε\Bγ̂ρ) ≤ C

γ2 − 1

(
1 + log

1
ρ

)
.(2.27)
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E(w, Bγ̂ρ) =
∫

Bγ̂ρ

1
2
|ṽ∇ū + ū∇ṽ|2 +

1
4ε2

∫
Bγ̂ρ\Bρ

(1 − |ū|2)2

+
1

2ε2

∫
Bρ

|ṽū|2

≤ E(ū, Bγ̂ρ) +
1
2

∫
Bγ̂ρ

|ū|2|∇ṽ|2

+
1
2

∫
Bγ̂ρ

[ṽū∇ū · ∇ṽ∗ + ṽ∗ū∇ū · ∇ṽ]

≡ E(ū, Bγ̂ρ) + I.

Integrating by parts and using (2.22) and (2.23), we have

|I| ≤ C


∫

Bγ̂ρ\B 1
2 ρ

|∆ṽ| +
∫

∂Bγ̂ρ∪∂B 1
2 ρ

|∇ṽ|

+
∫

Bγ̂ρ

|ū|2|∇ṽ|2 +
∫

B 1
2 ρ

|∇ū|2


≤ C

1 +
∫

Bγ̂ρ\B 1
2 ρ

|∇ṽ|2 +
∫

B 1
2 ρ

[
|∇ū|2 +

1
ε2 |ū|2

]
≤ C

1 +
∫

B 1
2 ρ

[
|∇ū|2 +

1
ε2 |ū|2

] .

By (2.15), (2.18), and Lemma 2.2, we get |I| ≤ C, therefore,

E(w, Bγ̂ρ) ≤ E(ū, Bγ̂ρ) + C.(2.28)

Combining (2.26)–(2.28), (2.21), (2.24), and (2.16)–(2.18), we yield

E(u, B1) ≤ πj log
1
ε

+ π(d − j)2 log
1
ρ

+ C

(
1

γ2 − 1
+ log γ + 1

) (
1 + log

1
ρ

)
+ E(u, Bγ̂ρ).

Hence, (2.14) follows.
LEMMA 2.4.

1
ε2

∫
B1\Bγρα

(1 − |u|2) ≤ C

1 − α

(
log γ +

1
γ2 − 1

+ 1
)

,(2.29)

where γ > 1, γρ < 1
4 , 0 < α < 1.
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Proof. Multiplying (2.1) by x · ∇u∗ and then integrating over B1\Br(ρ < r < 1),
after some elementary calculations we get

1
2

∫
∂B1

∣∣∣∣∂u

∂ν

∣∣∣∣2 +
r

2

∫
∂Br

∣∣∣∣∂u

∂τ

∣∣∣∣2
+

1
4ε2

∫
B1\Br

(1 − |u|2)2 +
r

4ε2

∫
∂Br

(1 − |u|2)2

=
1
2

∫
∂B1

∣∣∣∣∂u

∂τ

∣∣∣∣2 +
r

2

∫
∂Br

∣∣∣∣∂u

∂ν

∣∣∣∣2 +
1

4ε2

∫
∂B1

(1 − |u|2)2

(ρ < r < 1),(2.30)

where ν is the unit normal vector and τ is the unit tangential vector (for details, see
[2, Theorem III 2, p. 45]).

By Lemma 2.3 and the inequality

1
2

∫ γρα

γρ

1
r

(
r

∫
∂Br

|∇u|2
)

dr =
1
2

∫
Bγρα \Bγρ

|∇u|2 ≤ E(u, B1\Bγρ),

we can find a γ̂ ∈ (γρ, γρα) such that

γ̂

∫
∂Bγ̂

|∇u|2 ≤ E(u, B1\Bγρ)
(1 − α)| log ρ| ≤ C

1 − α

(
1

γ2 − 1
+ log γ + 1

)
.(2.31)

Thus (2.29) follows from (2.30) and (2.31).
Given any constant η ∈ (0, 1

2 ), consider the following variational problem: find a
function φ ∈ H1

u(Bη\Bξ), subject to (s.t.)

E(φ, Bη\Bξ) = min
v∈H1

u(Bη\Bξ)
E(v, Bη\Bξ),(2.32)

where ξ = 2 max{ρ, ε}, ξ < η/2, u is a solution of (1.4)–(1.6), E(v, Bη\Bξ) is defined
in (1.7), i.e.,

E(v, Bη\Bξ) ≡
∫

Bη\Bξ

[
1
2
|∇v|2 +

1
4ε2 (1 − |v|2)2

]
,(2.33)

and

H1
u(Bη\Bξ) ≡ {v : Bη\Bξ → C|v ∈ H1(Bη\Bξ), v = u on ∂Bη}.(2.34)

By the standard theory, (2.32) has at least one solution φ ∈ C2(Bη\Bξ) satisfying

−∆φ =
1
ε2 φ(1 − |φ|2) in Bη\Bξ,(2.35)

φ = u on ∂Bη,(2.36)

∂φ

∂ν
= 0 on ∂Bξ.(2.37)
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LEMMA 2.5. Let φ be a solution of (2.32); then

E(φ, Bη\Bξ) ≤ C log
1
ξ

≤ C log
1
ε
,(2.38)

|φ| ≤ 1 in Bη\Bξ,(2.39)

|∇φ| ≤ C

ε
in Bη\Bξ,(2.40)

and
1
ε2

∫
Bξα \Bξ

(1 − |φ|2)2 ≤ C

1 − α
(0 < α < 1, ξα < η).(2.41)

Moreover, if

1
2

∫
∂Bη

|∇u|2 +
1

4ε2

∫
∂Bη

(1 − |u|2)2 ≤ C

η
log

1
ξ
,(2.42)

then
1
ε2

∫
Bεα (x0)∩(Bη\Bξ)

(1 − |φ|2)2 ≤ C

α(1 − α)
(2.43)

for 0 < α < 1, x0 ∈ Bη\Bξ, and εα/2 ≤ η.
Proof. Since ξ = 2 max{ε, ρ}, (2.38) follows from Lemmas 2.1 and 2.3 and the

minimality of φ. (2.39) follows from (2.35)–(2.37), (2.5), and the maximum principle.
Set φ̂(y) = φ(εy). Then φ̂ solves

−∆φ̂ = φ(1 − |φ|2) for
ξ

ε
< |y| <

η

ε
,

∂φ̂

∂ν
= 0 on |y| =

ξ

ε
,

|φ̂| ≤ 1 for
ξ

ε
≤ |y| ≤ η

ε
.

Noting that ξ
ε ≥ 2 and η

ε − ξ
ε ≥ ξ

ε ≥ 2, we can apply the local estimates of elliptic
equations to φ̂ in the set { ξ

ε ≤ |y| ≤ ξ
ε + 1} and obtain

|∇φ̂| ≤ C for
ξ

ε
≤ |y| ≤ ξ

ε
+ 1.(2.44)

Similarly, set φ̃(y) = φ̂(y) − u(εy). Then φ̃ satisfies

−∆φ̃ = −u(1 − |u|2) + φ(1 − |φ|2) ≡ f,
ξ

ε
< |y| <

η

ε
,

φ̃ = 0 for |y| =
η

ε
,

|φ̃| ≤ 2, |f | ≤ 2 for
ξ

ε
≤ |y| ≤ η

ε
.

By applying local estimates of elliptic equations to φ̃ in η
ε − 1 ≤ |y| ≤ η

ε , we get

|∇φ̃| ≤ C for
η

ε
− 1 ≤ |y| ≤ η

ε
,
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which, together with (2.6), gives

|∇φ̂| ≤ C for
η

ε
− 1 ≤ |y| ≤ η

ε
.(2.45)

Now by (2.44), (2.45), and the interior estimates of elliptic equations, we yield

|∇φ̂| ≤ C for
ξ

ε
≤ |y| ≤ η

ε
.(2.46)

Recalling φ̂(y) = φ(εy), we get (2.40).
(2.41) can be proved in terms of (2.37), (2.38), and an argument similar to that

in the proof of Lemma 2.4.
If (2.42) holds, then, for any x0 ∈ Bη\Bξ,

(x − x0) · ν ≥ 0 on ∂Bη

and ∫
∂Bη∩Bεα (x0)

|x − x0| ·
[

1
2

∣∣∣∣∂u

∂τ

∣∣∣∣2 +
1

4ε2 (1 − |u|2)2
]

dS

≤ Cεα

η
log

1
ξ

≤ Cε
α
2 log

1
ε

≤ C

α
.

Thus an argument similar to that in the proof of Lemma 2.4 gives (2.43) when
Bεα(x0) ∩ ∂Bη 6= ∅ (see [4]). Notice that (2.43) follows directly from (2.41) when
Bεα(x0) ∩ ∂Bξ 6= ∅. Hence (2.43) is proved.

LEMMA 2.6. Assume (2.42),

|u| ≥ 1
2

in B2η\Bη,(2.47)

and

|deg(u, ∂Bη| ≤ C.(2.48)

Then there are finite integers δ0, δ1, . . . , δN and a positive constant ε0 = ε0(η) such
that

n∑
k=0

δk = deg(u, ∂Bη),(2.49)

0 ≤ N ≤ C, |δk| ≤ C (k = 0, 1, . . . , N),(2.50)

and

E(u, B2η\Bξ) ≡
∫

B2η\Bξ

[
1
2
|∇u|2 +

1
4ε2 (1 − |u|2)2

]

≥ πδ2
0 log

η

ξ
+ π

(
N∑

k=1

δ2
k

)
log

1
ε

− C for ε ≤ ε0,(2.51)

where u is a solution of (1.4)–(1.6), ξ = 2 max{ε, ρ}, and ξ ≤ η/2.
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Proof. In terms of Lemma 2.5 and the arguments in [2, Chapter IV] and in
[4], there are a positive constant λ(λ ≤ C) and a finite collection of disjoint discs
{Bλε(xk)}N

k=1 satisfying

xk ∈ Bη\Bξ, k = 1, 2, . . . , N, N ≤ C,(2.52)

|xi − xj | ≥ 8λε, 1 ≤ i < j ≤ N,(2.53)

|φ(xk)| <
1
2
, k = 1, 2, . . . , N,(2.54)

|φ(x)| ≥ 1
2

in (Bη\Bξ)

∖(
N⋃

k=1

Bλε(xk)

)
,(2.55)

and

|κk| ≤ C, κk ≡ deg(φ, ∂Bλε(xk)), k = 1, . . . , N.(2.56)

Because of N ≤ C and ε ≤ ξ
2 , we can assume without loss of generality that

|xk| ≥ 8ξ k = 1, 2, . . . , N.(2.57)

By (2.48) and (2.55)–(2.57), κ0 ≡ deg(φ, ∂Bξ) is well defined and

N∑
k=0

κk = deg(u, ∂Bη), |κk| ≤ C, k = 0, 1, . . . , N.(2.58)

Extend φ to B1 by φ = u in B1\Bη and let

φ0 ≡
N∑

k=0

(
x − xk

|x − xk|

)κk

.(2.59)

Combining the arguments in [2, Appendix IV, Theorem A.6] and [5], we can
deduce from Lemma 2.5, (2.47), (2.48), and (2.52)–(2.57) that∫

Ω
|∇φ|2 ≥

∫
Ω

|∇φ0|2 − C,(2.60)

where Ω ≡ B2η\(
⋃N

k=1 Bλε(xk) ∪ Bξ). For the convenience of our readers, we shall
prove (2.60) in the Appendix of this paper.

Without loss of generality, suppose deg(u, ∂Bη) ≥ 0 (otherwise, one can replace
u(r, θ) by u(r, −θ)). By repeating the proof of Theorem II.1 in [2], we have from
Corollary II.1 in [2] that

1
2

∫
Ω

|∇φ0|2 ≥ π min
(δ0,δ1,...,δN )∈P

{
δ2
0 log

η

ξ
+

(
N∑

k=1

δ2
k

)
log

1
ε

}
− C,(2.61)

where

P ≡
{

(δ0, δ1, . . . , δN ) |δk is an integer, k = 0, 1, . . . , N,

0 ≤ δk ≤ 1
2

(|κk| + κk), k = 0, 1, . . . , N,
N∑

k=0

δk = deg(u, ∂Bη)

}
.
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Now (2.51) follows from (2.60), (2.61), and the inequality E(u, B2η\Bξ) ≥
E(φ, B2η\Bξ).

3. Convergence of the solutions. Owing to (2.5), (2.6), Lemma 2.4, and the
argument in [2, Chapter IV], there is a finite collection of disjoint discs {Bλε(xk)}m̂

k=0;
Bλε(x0) ≡ ∅; xk ∈ B1\B

3ξ
1
2
, k = 1, 2, . . . , m̂, where ξ = 2 max{ε, ρ}; and λ is a

positive constant depending only on g such that

|u(xk)| <
1
2
, k = 1, 2, . . . , m̂,(3.1)

|u(x)| ≥ 1
2

in (B1\B
3ξ

1
2
)

∖(
m̂⋃

k=0

Bλε(xk)

)
,(3.2)

0 ≤ m̂ ≤ C, |deg(u, ∂Bλε(xk))| ≤ C, k = 1, . . . , m̂.(3.3)

For any sequence {εn, ρn}+∞
n=1, εn → 0, ρn → 0 as n → +∞, by passing to an

appropriate subsequence, we can assume that the limit set of {xk}m̂
k=0(xk ≡ xk(n),

m̂ ≡ m̂(n)) in B1\{0} as n → +∞ is given by {a1, a2, . . . , am}0 ≤ m ≤ C (by m = 0
denote the limit set is empty).

Let a0 = 0 and 0 < η ≤ 1
4 min

0≤i≤j≤m
|ai − aj |. Then it follows from (3.2) that

|un| ≥ 1
2

in B1

∖(
m⋃

k=0

Bη(ak)

)
(3.4)

for n large enough, where un is a solution of (1.4)–(1.6) with ε = εn and ρ = ρn.
Thus dk ≡ deg(un, ∂Bη(ak))(k = 0, 1, . . . , m) are well defined and, by (3.3),

|dk| ≤ C, k = 0, 1, . . . , m,

m∑
k=0

dk = d,(3.5)

where d ≡ deg(g, ∂B1) > 0. Therefore, by passing to a further subsequence, we can
assume dk (k = 0, 1, . . . , m) are independent of n.

LEMMA 3.1.

E(un, Bγρn) ≤ C(1 + log γ)
(

ρn

εn
+ 1

)
(γ > 1, γρn < 4η).(3.6)

Proof. By Lemmas 2.1 and 2.3, we can find a constant η̂ ∈ [ 12 η, η] such that

1
2

∫
∂Bη̂

|∇un|2 +
1

4ε2

∫
∂Bη̂

(1 − |un|2) ≤ C

η̂
log

1
ξ
,(3.7)

where ξ = 2 max{εn, ρn}. So it follows from Lemma 2.6 that

E(un, B2η\Bγξ) ≥ πδ2
0 log

η

ξ
+ π

(
N∑

k=1

δ2
k

)
log

η

εn
− C(log γ + 1)(3.8)

for some integers δ0, δ1, . . . , δN with
∑N

k=0 δk = d0 and 0 ≤ δk ≤ C(k = 0, 1, . . . , N).
By Lemma 2.4 and (3.4) we have

E(un, B2η(ak)) ≥ π|dk| log
η

εn
− C, k = 1, . . . , m,(3.9)

(see [2, Theorem V.2, p. 53]).
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Now we yield from (3.8), (3.9), and Lemma 2.1 that

E(un, Bγξ)

≤ πj log
1
εn

+ π(d − j)2 log
1
ρn

+ C

(
1 +

ρn

εn

)

−π

(
m∑

k=1

|dk|
)

log
η

εn
− π

(
N∑

k=1

δ2
k

)
log

η

εn

−πδ2
0 log

η

ξ
+ C(1 + log γ).(3.10)

Suppose εn ≥ ρn. Then ξ = 2εn. Letting j = d in (3.10), we get

E(un, Bγξ) ≤ π

(
d −

m∑
k=1

|dk| −
N∑

k=0

δ2
k

)
log

1
εn

+π

(
N∑

k=0

δ2
k +

m∑
k=1

|dk|
)

log
1
η

+ C(1 + log γ)
(

1 +
ρn

εn

)
.(3.11)

Since

d −
(

m∑
k=1

|dk| +
N∑

k=0

δ2
k

)
≤ d −

m∑
k=0

dk = d − d = 0,

we yield (3.6) for εn ≥ ρn by taking η = η0 ≡ 1
4

min
0≤i≤j≤m

|ai − aj |.
Suppose εn ≤ ρn. Then ξ = 2ρn. If |δ0| > d, let j = 0 in (3.10); if |δ0| ≤ d, let

j = d − |δ0| in (3.10). In both cases, we can get (3.6) for εn ≥ ρn.
LEMMA 3.2.

E(un, B1\Bγρn) ≤ πj log
1
εn

+ π(d − j)2 log
1
ρn

+
C

γ2 − 1
(1 + log γ)

(j = 0, 1, . . . , d, γ > 1).(3.12)

Proof. Obviously, we can suppose γρn < 4η. There is a constant γ̂ ∈ (1, γ) from
(3.6) such that ∫ 2π

0

[
1
2
|∇un(γ̂ρ, θ)|2 +

1
4ε2

n

(1 − |un(γ̂ρ, θ)|2)
]

dθ

≤ C(1 + log γ)
(γ2 − 1)ρ2

(
1 +

ρn

εn

)
.(3.13)

Replacing (2.19) by (3.13) and repeating the proof of Lemma 2.3, we can deduce
(3.12).

LEMMA 3.3.

E

(
un, B1\

m⋃
k=0

B2η(ak)

)
≤ π

(
N∑

k=0

δ2
k +

m∑
k=1

|dk|
)

log
1
η

+ C,(3.14)

where 0 < η ≤ 1
4 min

0≤i≤j≤m
|ai − aj |.
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Proof. (3.14) follows from (3.8), (3.9), and (3.12) in terms of the argument used
in the proof of Lemma 3.1.

From (3.14) and a result in [3] there exists a harmonic function u∗ defined in
B1\

⋃m
k=0{ak} such that

un → u∗ in C1
loc

(
B1\

m⋃
k=0

{ak}
)

as n → +∞.(3.15)

4. The degrees of the singular points.
LEMMA 4.1.

d0 ≥ 0, 0 ≤ m ≤ d,(4.1)

dk = 1, ak ∈ B1\{0}, k = 1, 2, . . . , m if m ≥ 1.(4.2)

Proof. Because
∑N

k=0 δ2
k ≤ C, we can assume

∑N
k=1 δ2

k and δ0 are independent of
n (by passing to a further subsequence).

Since ak(k = 1, 2, . . . , m) are the limit points of {xk}m̂
k=1(xk ≡ xk(n), m̂ = m̂(n))

as n → +∞, (3.1) and (3.14) imply

dk 6= 0, k = 1, . . . , m,(4.3)

(see [2, Step 1 of the proof of Theorem VI. 2, p. 61]).
It follows from (3.14) and (3.15) that

dk = deg(u∗, ∂Bη), k = 0, 1, . . . , m,(4.4)

and

1
2

∫
B1\

⋃m
k=0 Bη(ak)

|∇u∗|2 ≤ π

(
N∑

k=0

δ2
k +

m∑
k=1

|dk|
)

log
1
η

+ C,(4.5)

where 0 < η ≤ 1
8 min

0≤i<j≤m
|ai − aj |.

Set I ≡ {k|0 ≤ k ≤ m, ak ∈ ∂B1} and I ′ = {0, 1, . . . , m}\I. Then we have from
[2, Lemma VI.1, p. 63 and Corollary II.2, p. 33] that

1
2

∫
(B1∩Bη0 (ak))\Bη(ak)

|∇u∗|2 ≥ 2π|dk| log
1
η

− C for k ∈ I(4.6)

and

1
2

∫
Bη0 (ak)\Bη(ak)

|∇u∗|2 ≥ π|dk|2 log
1
η

− C for k ∈ I ′;(4.7)

here, η0 ≡ 1
4 min

0≤i<j<m
|ai − aj |.

Combining (4.5)–(4.7), we have(
2

∑
k∈I

|dk| +
∑
k∈I′

|dk|2
)

log
1
η

≤
(

N∑
k=0

δ2
k +

m∑
k=1

|dk|
)

log
1
η

+ C.(4.8)
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Taking η so small that C/ log 1
η ≤ 1

2 , we get from (4.8) that

2
∑
k∈I

|dk| +
∑
k∈I′

|dk|2 ≤
N∑

k=0

δ2
k +

m∑
k=1

|dk|.(4.9)

It is obvious from (3.8), (3.9), and Lemma 3.2 that(
m∑

k=1

|dk| +
N∑

k=1

δ2
k

)
log

1
εn

+ δ2
0 log

1
ξ

≤ j log
1
εn

+ (d − j)2 log
1
ρn

+ C, j = 0, 1, . . . , d.(4.10)

Suppose ξ ≡ 2 max{εn, ρn} = 2εn ≥ 2ρn. Then we get from (4.9) and (4.10) for
j = d that (

2
∑
k∈I

|dk| +
∑
k∈I′

|dk|2 −
m∑

k=0

dk

)
≤ C

| log εn| ;

therefore, for n large enough,∑
k∈I

(2|dk| − dk) +
∑
k∈I′

(|dk|2 − dk) ≤ 0,(4.11)

which, together with (4.3), gives I = ∅, 0 ≤ d0 ≤ 1, and dk = 1(k = 1, 2, . . . , m).
Thus (4.1) and (4.2) are true if εn ≥ ρn.

Suppose ξ ≡ 2 max{εn, ρn} = 2ρn ≥ 2εn. Then we find by taking j = d in (4.10)
and letting n → +∞ that

m∑
k=1

|dk| ≤ d;(4.12)

consequently,

d0 = d −
m∑

k=1

dk ≥ d −
m∑

k=1

dk ≥ 0.(4.13)

Let j =
∑m

k=1 |dk|; then 0 ≤ j ≤ d and, by (4.10),

N∑
k=0

δ2
k ≤

(
d −

m∑
k=1

|dk|
)2

≤ d2
0.

In particular, we have

|δ0| ≤ d0.(4.14)

So we can let j = d − |δ0| in (4.10), and by noting (4.9) we get

2
∑
k∈I

|dk| +
∑
k∈I′

|dk|2 − δ2
0 ≤ d − |δ0|,
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that is, ∑
k∈I

(2|dk| − dk) +
∑

k∈I′\{0}
(|dk|2 − dk)

≤ δ2
0 − d2

0 + d0 − |δ0|

= (d0 − |δ0|)(1 − d0 − |δ0|) ≤ 0;

consequently, I = φ and dk = 1 (k = 1, 2, . . . , m). Thus (4.1) and (4.2) are also true
when εn ≤ ρn for n large enough.

LEMMA 4.2. There is a constant µ ≥ 1, depending only on g, such that for n large
enough

d0 < k if εn ≥ µρ2k−1
n (k = 2, . . . , d)(4.15)

and

d0 > k if εn ≤ 1
µ

ρ2k+1
n (k = 0, 1, . . . , d − 1).(4.16)

In particular, for n large enough,

d0 ≥ 1 if εn ≤ 1
µ

ρn,(4.17)

d0 = k if µρ2k+1
n ≤ εn ≤ 1

µ
ρ2k−1

n (k = 1, 2, . . . , d − 1),(4.18)

and

d0 = d if εn ≤ 1
µ

ρ2d−1
n .(4.19)

Proof. Suppose εn ≥ ρn for n large enough. Then 0 ≤ d0 ≤ 1 by (4.11) and,
therefore, (4.15) holds. Note that the condition of (4.16) does not hold when εn ≥ ρn

for n large enough.
Suppose εn ≤ ρn for n large enough. Then by (4.9) and (4.10) we have

(d − d0) log
1
εn

+ d2
0 log

1
ρn

< j log
1
εn

+ (d − j)2 log
1
ρn

+ log µ,

where µ = eC . Hence

(d0 − d + j)(d0 + d − j) log
1
ρn

< (d0 − d + j) log
1
εn

+ log µ.(4.20)

Suppose d0 ≥ k for k = 2, . . . , d. Letting j = d − d0 + 1 in (4.20), we find

(2d0 − 1) log
1
ρn

< log
1
εn

+ log µ,

which is followed by

(2k − 1) log
1
ρn

< log
1
εn

+ log µ,
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that is

εn < µρ2k−1
n .

Thus (4.15) is true.
Suppose d0 ≤ k for k = 0, 1, . . . , d − 1. Letting j = d − d0 − 1 in (4.20), then

(2d0 + 1) log
1
ρn

> log
1
εn

− log µ,

which is followed by

εn >
1
µ

ρ2d0+1
n ≥ 1

µ
ρ2k+1

n .

So, (4.16) is also true.
(4.17)–(4.19) are direct consequences of (4.15) and (4.16).
Now the proof of the theorem stated in section 1 is completed.

Appendix. Let BR be the disc of radius R centered at 0. Let p1, p2, . . . , pm be
points in BR such that

(A.1) 4R1 ≤ |pj | ≤ R/2, j = 1, 2, . . . , m,

and

(A.2) |pj − pk| ≥ 4R0, 1 ≤ k < j ≤ m, 0 < R0 ≤ R1 ≤ 1.

Set

(A.3) Ω ≡ BR\

 m⋃
j=1

BR0(pj) ∪ BR1

 .

Let u be a smooth map from Ω to C and assume

(A.4) 0 < a ≤ |u| ≤ 1 in Ω,

(A.5)
1

R2
0

∫
Ω
(|u|2 − 1)2 ≤ K log

1
R1

,

(A.6)
1

R2
0

∫
Ω∩B

R

1
2
0

(pj)
(|u|2 − 1)2 ≤ K,

and

(A.7)
1

R2
1

∫
B

R

1
2
1

(|u|2 − 1)2 ≤ K.

Set

u0(x) =
m∏

j=0

(
x − pj

|x − pj |

)dj

,

where p0 = 0, d0 = deg(u, ∂BR1), and dj = deg(u, ∂BR0(pj)), j = 1, 2, . . . , m.
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THEOREM A. Assume (1)–(7); then

(A.8)
∫

Ω
|∇u|2 ≥

∫
Ω

|∇u0|2 − C,

where C depends only on a, m, K, and dj (j = 0, 1, . . . , m).
Proof. Set ρ = |u|. There is a well-defined single-valued function ψ : BR → R

such that

(A.9) u = ρu0e
iψ in Ω

and

(A.10)
∫

BR

|∇ψ|2 ≤ C

∫
Ω

|∇ψ|2,

where C is some universal constant (see [2, Appendix IV, Lemma A.1]). Write

(A.11) u0 = eiϕ0 , ϕ0 =
m∑

j=0

djθj , θj = Arg
(

x − pj

|x − pj |

)
.

Let rj = |x − pj |. Then

(A.12) ∇θj =
Vj

rj
, j = 0, 1, . . . , m,

where Vj(x) is the unit vector tangent to the circle of radius |x − pj |, centered at pj .
We have from (9) that

(A.13) |∇u|2 = |∇ρ|2 + ρ2|∇ϕ0 + ∇ψ|2

and consequently

(A.14)
∫

Ω
|∇u|2 ≥

∫
Ω

|∇ρ|2 +
∫

Ω
|∇u0|2 +

∫
Ω

a2|∇ψ|2 − X,

where

(A.15)
X =

∫
Ω
(1 − ρ2)|∇ϕ0|2 + 2

∫
Ω
(1 − ρ2)∇ϕ0 · ∇ψ − 2

∫
Ω

∇ϕ0∇ψ

≡ X1 + X2 + X3.

Estimate of X1.

|X1| ≤ C

∫
Ω
(1 − ρ2)

 m∑
j=0

d2
j |∇θj |2

 = C
m∑

j=0

d2
j

∫
Ω
(1 − ρ2)|∇θj |2.

For j = 1, 2, . . . , m, we compute∫
Ω
(1 − ρ2)|∇θj | ≤

∫
Ω
(1 − ρ2)

1
r2
j

=

∫
Ω\B

R

1
2
0

(pj)
+

∫
Ω∩B

R

1
2
0

(pj)

 (1 − ρ2)
r2
j

≡ I1 + I2,
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I1 ≤


∫

Ω\B
R

1
2
0

(pj)
(1 − ρ2)2


1/2 

∫
Ω\B

R

1
2
0

(pj)

1
r4
j


1/2

≤
(

KR2
0 log

1
R1

)1/2 (
2π

3

) 1
2

(
1

R0
− 1

R2

)1/2

≤ C

(
R0 log

1
R1

)1/2

≤ C

(
R1 log

1
R1

)1/2

≤ C.

Here we have used (5) in the second inequality.
Similarly, using (6), we have

I2 ≤


∫

Ω∩B
R

1
2
0

(pj)
(1 − ρ2)2


1/2 

∫
Ω∩B

R

1
2
0

(pj)

1
r4
j


1/2

≤ (KR2
0)

1/2
(

2π

3

)1/2 (
1

R2
0

− 1
R0

)1/2

≤ C.

Hence ∫
Ω
(1 − ρ2)|∇θj |2 ≤ C, j = 1, 2, . . . , m.

We can also show by the same method as above that∫
Ω
(1 − ρ2)|∇θ0|2 ≤ C.

Hence, we yield

(A.16) |X1| ≤ C.

Estimate of X2.

|X2| ≤ µ

∫
Ω

|∇ψ|2 +
C

µ

∫
Ω
(1 − ρ2)2|∇ϕ0|2 ≤ µ

∫
Ω

|∇ψ|2 +
C

µ
X1.

So (1.6) gives

(A.17) |X2| ≤ µ

∫
Ω

|∇ψ|2 +
C

µ
(µ > 0).

Estimate of X3.

X3 ≡ −2
∫

Ω
∇ϕ0∇ψ = −2

m∑
j=0

dj

∫
Ω

∇θj · ∇ψ = −2
m∑

j=0

dj

∫
Ω

Vj

rj
∇ψ.
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For j = 1, 2, . . . , m,∫
Ω

Vj

rj
∇ψ =

∫
Ω\BR0 (pj)

Vj

rj
∇ψ −

∑
k 6=j
k 6=0

∫
BR0 (pk)

Vj

rj
∇ψ −

∫
BR1

Vj

rj
∇ψ

≡ J1 + J2 + J3.

Let ρj = R − |pj | (j = 1, 2, . . . , m). Then R
2 ≤ ρj ≤ R by (1). Since∫

∂Br(pj)
Vj∇ψ =

∫
∂Br(pj)

∂ψ

∂τ
= 0 for 0 < r < ρj , j = 0, 1, . . . , m,

we have ∫
Bρj(pj)\BR0(pj)

Vj∇ψ

rj
= 0 j = 0, 1, . . . , m.

So

|J1| ≤ 1
ρj

∫
Ω\Bρj

(pj)
|∇ψ|

≤ |Ω|1/2

ρj

(∫
Ω

|∇ψ|2
)1/2

≤ µ

∫
Ω

|∇ψ|2 +
C

µ
(µ > 0).

The assumption (2) implies rj = |x − pj | ≥ |pk − pj | − R0 ≥ 3R0 for x ∈
BR0(pk)(k 6= j). Therefore

|J2| ≤ 1
3R0

∫
BR0 (pk)

|∇ψ|

≤ C

{∫
BR0 (pk)

|∇ψ|2
}1/2

≤ µ

∫
Ω

|∇ψ|2 +
C

µ
.

Here we have used (10).
Similarly,

|J3| ≤ µ

∫
Ω

|∇ψ|2 +
C

µ
.

Hence ∣∣∣∣∫
Ω

Vj

rj
∇ψ

∣∣∣∣ ≤ µ

∫
Ω

|∇ψ|2 +
C

µ
, j = 1, 2, . . . , m.

We can also deduce by the same method that∣∣∣∣∫
Ω

V0

r0
∇ψ

∣∣∣∣ ≤ µ

∫
Ω

|∇ψ|2 +
C

µ
.
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Thus

(A.18) |X3| ≤ µ

∫
Ω

|∇ψ|2 +
C

µ
.

Now, by combining (14)–(18), we yield∫
Ω

|∇u|2 ≥
∫

Ω
|∇ρ|2 +

∫
Ω

|∇u0|2 + a2
∫

Ω
|∇ψ|2 − 3µ

∫
Ω

|∇ψ|2 − C

µ
− C;

therefore, Theorem A is proved if we take µ = a2

6 .

REFERENCES

[1] S. J. CHAPMAN, Q. DU, AND M. D. GUNZBURGER, A Ginzburg-Landau type model of
superconducting-normal junctions including Josephson junction, European J. Appl. Math.,
6 (1995), pp. 97–114.
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ASYMPTOTIC BEHAVIOR OF THE SOLUTIONS
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Abstract. In this paper, we investigate the system of partial differential equations governing the
dynamics of martensitic phase transitions in shape memory alloys under the presence of a (possibly
small) viscous stress. The corresponding free energy is assumed in Landau–Ginzburg form and
nonconvex as a function of the order parameter. Results concerning the asymptotic behavior of the
solution as time tends to infinity are proved, and the compactness of the orbit is shown.

Key words. nonlinear thermoviscoelasticity, shape memory alloys, phase transitions, asymp-
totic behavior, compact orbits, Landau–Ginzburg theory
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PII. S0036141096297698

1. Introduction. In the present paper, we study the asymptotic behavior of
the solutions to a system that arises in the thermomechanical developments in a one-
dimensional heat-conducting viscous solid of constant mass density % (assumed to
be normalized to unity, i.e., % = 1). The solid is subjected to heating and loading.
We think of metallic solids that not only respond to a change of the strain ε by a
(possibly nonlinear) elastic stress σ = σ(ε), but also to a change of the curvature of
their metallic lattice by a couple stress µ = µ(εx).

We assume that the Helmholtz free energy density F is a potential of Landau–
Ginzburg form, i.e.,

F = F (ε, εx, θ),(1.1)

where θ denotes the absolute temperature. To cover systems modelling first-order,
stress-induced, and temperature-induced solid–solid phase transitions accompanied
by hysteresis phenomena, we do not assume that F is a convex function of the order
parameter ε.

A particular class of materials, in which both stress-induced and temperature-
induced first-order phase transitions leading to a rather spectacular hysteretic be-
havior occur, are the so-called shape memory alloys. In these materials the metallic
lattice is deformed by shear, and the assumption of a constant density is justified.
The shape memory effect itself is due to martensitic phase transitions between dif-
ferent configurations of the crystal lattice, namely, austenite and martensitic twins.
For an account of the physical properties of shape memory alloys, we refer the reader
to Chapter 5 in the monograph [4]. In a series of papers (cf., for instance, [7], [8]),
Falk has proposed a Landau–Ginzburg theory that uses the shear strain ε as order
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parameter in order to explain the occurrence of the martensitic transitions in shape
memory alloys. In this connection, we also refer to the works of Müller (cf., [1], [14]).

The simplest form for the free energy density F that accounts quite well for the
experimentally observed behavior and that takes couple stresses into account is (see
Falk [7], [8]) given by

F (ε, εx, θ) = F0(θ) + F1(ε)θ + F2(ε) +
δ

2
ε2

x ,(1.2)

where

F1(ε) = α1ε
2, F2(ε) = α3ε

6 − α2ε
4 − α1θ1ε

2 ,(1.3)

F0(θ) = −CV θ log
(

θ

θ2

)
+ CV θ + C̃ ,(1.4)

with positive physical constants θ1, δ, α1, α2, α3, θ2, CV , C̃. The constant CV denotes
the specific heat. Observe that in the interesting range of temperatures, for θ close to
θ1, F is not a convex function of the shear strain ε. In fact, F (·, εx, θ) may have up
to three minima that correspond to the austenitic and the two martensitic phases.

We want to forecast the dynamics of the phase transitions in the one-dimensional
situation. To this end, let Ω = (0, 1), and, for t > 0, Ωt = Ω×(0, t). Then the balance
laws of linear momentum and internal energy read

utt − σx + µxx = 0, in Ω∞ ,(1.5)

Ut + qx − σεt − µεxt = 0, in Ω∞ .(1.6)

The second law of thermodynamics is expressed by the Clausius–Duhem inequality

St +
(q

θ

)
x

≥ 0, in Ω∞ .(1.7)

Here, u, σ, µ, U, q, ε, S, and θ denote displacement, shear stress, couple stress,
internal energy density, heat flux, shear strain, entropy density, and absolute temper-
ature, in that order.

For one-dimensional homogeneous thermoviscoelastic materials, we have the con-
stitutive relations

ε = ux, σ =
∂F

∂ε
+ γεt, µ =

∂F

∂εx
, S = −∂F

∂θ
, U = F + θS ,(1.8)

where γ > 0 is the viscosity. For the heat flux q, we assume Fourier’s law

q = −kθx,(1.9)

where k > 0 is the heat conductivity (assumed constant). Obviously, this assumption
implies the validity of (1.7), so the second law of thermodynamics is automatically
satisfied.

Inserting the constitutive relations in the balance laws (1.5)–(1.6), we obtain the
system of partial differential equations

utt − (f1θ + f2)x − γεxt + δuxxxx = 0, in Ω∞,(1.10)

CV θt − kθxx − f1θεt − γε2
t = 0, in Ω∞,(1.11)

ε = ux, in Ω∞,(1.12)
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where

f1 = f1(ε) = F ′
1(ε), f2 = f2(ε) = F ′

2(ε).(1.13)

In addition, we prescribe the initial and boundary conditions

u|x=0 = εx|x=0 = 0, ε|x=1 = (γuxt − δuxxx + σ1)|x=1 = 0,(1.14)

with

σ1 = f1θ + f2,(1.15)

as well as

θx|x=0, 1 = 0,(1.16)

u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x) > 0, x ∈ Ω.(1.17)

The physical meaning of the boundary conditions is clear; for instance, the second
condition at x = 1 describes the stress-free situation.

Next, we employ an idea of Andrews [2] and Pego [17] to simplify the problem by
introducing the velocity potential

p(x, t) =
∫ x

1
ut(y, t) dy .(1.18)

Then,

εt = pxx, in Ω∞,(1.19)

and (1.10)–(1.11) can be rewritten as

pt − γpxx + δεxx − σ1 = 0, in Ω∞,(1.20)

CV θt − kθxx − f1θpxx − γp2
xx = 0, in Ω∞.(1.21)

Accordingly, the initial and boundary conditions (1.14), (1.16), (1.17) become

px|x=0 = pxxx|x=0 = εx|x=0 = 0,(1.22)

p|x=1 = pxx|x=1 = ε|x=1 = 0,(1.23)

ε(x, 0) = ε0 = u0x, p(x, 0) = p0(x) =
∫ x

1
u1(y) dy, θ(x, 0) = θ0, x ∈ Ω .(1.24)

It is easy to see that if (u, v, θ) is a smooth solution to (1.10)–(1.17), then (ε, p, θ) is
a smooth solution to (1.19)–(1.24), and vice versa. Therefore, it suffices to consider
the problem (1.19)–(1.24). In what follows, we assume without loss of generality that
CV = 1.

Before stating and proving our results, let us first recall some related results
in the literature. In the case δ = 0, Dafermos [5], Dafermos and Hsiao [6], Chen
and Hoffmann [9], and Jiang [11] proved the global existence of a classical solution
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to the system of (1.10)–(1.12) with various boundary conditions for a class of solid-
like materials. However, an analysis of the asymptotic behavior as t → ∞ was not
performed in these papers. Recently, on the basis of Dafermos [5] and Dafermos and
Hsiao [6], Luo [13] further investigated the asymptotic behavior of smooth solutions
as time tends to infinity for a special class of solid-like materials in which e = CV θ,
F2 = 0, and δ = 0. Racke and Zheng [18] obtained global existence, uniqueness, and
the asymptotic behavior of weak solutions to (1.10)–(1.12) for δ = 0 if both ends of
the rod are insulated and if at least one end is stress-free.

In the case δ > 0, we refer to Sprekels and Zheng [20] if δ > 0, γ = 0, and to
Hoffmann and Zochowski [10] if δ > 0, γ > 0, for global existence and uniqueness
results for Falk’s Landau–Ginzburg model of shape memory alloys. However, the a
priori estimates for the solution obtained in these papers depend on t, and hence the
asymptotic behavior of the solution for t → ∞ could not be treated there.

We also refer to the works of Andrews [2], Andrews and Ball [3], and Pego [17]
for the isothermal and purely viscoelastic case.

The purpose of our contribution is to study the asymptotic behavior as t → ∞ of
the solutions to the system (1.19)–(1.24) and to prove the compactness of the orbit.
Next, we state the main result of this paper.

THEOREM 1.1. Suppose that ε0, p0 ∈ H3, and θ0 ∈ H1 are given functions that
satisfy the compatibility conditions p0x|x=0 = ε0x|x=0 = 0, p0|x=1 = pxx|x=1 =
εx|x=1 = 0, and suppose that θ0 > 0 in [0, 1]. Then the following results hold.

(i) The problem admits a unique global solution (ε, p, θ) satisfying

ε ∈ C(R+;H3), εt ∈ C(R+;H1) ∩ L2(R+;H2);

p ∈ C(R+;H3) ∩ L2(R+;H4), pt ∈ C(R+;H1) ∩ L2(R+;H2);

θ ∈ C(R+;H1), θx ∈ L2(R+;H1), θt ∈ L2(R+;L2),

θ(x, t) > 0 ∀ (x, t) ∈ [0, 1] × R+.(1.25)

(ii) As t → ∞, it holds that

‖p(·, t)‖H3 → 0, ‖pt(·, t)‖H1 → 0,(1.26)

‖δεxx(·, t) − σ1(·, t)‖H1 → 0, ‖εt(·, t)‖H1 → 0, ‖θx(·, t)‖ → 0.(1.27)

(iii) For all ν > 0,

ε ∈ C([ν, +∞);H4), p ∈ C([ν, +∞);H4), θ ∈ C([ν, +∞);H3);(1.28)

i.e., the orbit is compact in H3 × H3 × H1.
(iv)

(ε(·, t), p(·, t), θ(·, t)) → (ε, 0, θ), as t → ∞, in H3 × H3 × H1 ,(1.29)

where (ε, θ) is one of the equilibria for the corresponding stationary problem.
The main difficulties in proving Theorem 1.1 are due to the higher degree of

nonlinearity inherent in the system (1.19)–(1.21) and to the higher order derivative
arising for δ > 0. The presence of this higher order derivative makes the problem in
two ways significantly different from the problem with δ = 0, γ > 0: it renders the
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orbit compact (while discontinuities of strain will persist in the case δ = 0, γ > 0, as
shown in [18]), and the technique needed to obtain the asymptotic behavior differs
considerably from that used in the case δ = 0, γ > 0. One of the main ingredients of
the proof in this paper is to bound the norms of ε, p, as well as their derivatives, in
terms of expressions of the form

1 + sup
0≤τ≤t

‖θ(τ)‖α
L∞ +

(∫ t

0
‖θt(τ)‖2 dτ

)β

,(1.30)

where 0 ≤ α ≤ 3
2 , 0 ≤ β ≤ 1

2 . This makes it possible to reduce the degree of
nonlinearity via interpolation techniques. To study the asymptotic behavior, we will
make repeated use of a basic lemma in analysis proved in Shen and Zheng [19]. In
section 2, we will prove the uniform a priori estimates and the compactness of the
orbit. In section 3, the asymptotic behavior is investigated.

The notation in this paper will be as follows: Lp, 1 ≤ p ≤ ∞, Wm,∞, m ∈ N,
H1 ≡ W 1,2, and H1

0 = W 1,2
0 , respectively, denote the usual Lebesgue and Sobolev

spaces on (0,1). By (·, ·), we denote the inner product in L2, and ‖ · ‖B denotes
the norm in the space B. We use the abbreviation ‖ · ‖ := ‖ · ‖L2 , and Ck(I, B),
k ∈ N0, denotes the space of k-times continuously differentiable functions from I ⊂ R
into a Banach space B. The spaces Lp(I, B), 1 ≤ p ≤ ∞, are defined analogously.
Finally, ∂t or d

dt or a subscript t and, likewise, ∂x or a subscript x, denote the partial
derivatives with respect to t and x, respectively.

2. Uniform a priori estimates. The general framework to prove global exis-
tence and uniqueness of solution has been established in earlier papers, for instance,
in Sprekels and Zheng [20] and Hoffmann and Zochowski [10]. The setting will become
more apparent soon during the derivation of uniform a priori estimates. Therefore, we
can focus our attention on the study of the asymptotic behavior and on the compact-
ness of the orbit. In order to get the asymptotic behavior of the solution as t → ∞,
we shall prove uniform a priori estimates on ε, p, and θ with respect to t. From now
on, we will always denote by C a universal positive constant that may depend on the
initial data, but not on t.

LEMMA 2.1. For any t > 0, the following estimates hold.

‖ε(t)‖ + ‖ε(t)‖L6 + ‖px(t)‖ + ‖εx(t)‖ + ‖θ(t)‖L1 ≤ C,(2.1)

‖p(t)‖L∞ + ‖ε(t)‖L∞ ≤ C,(2.2)

θ(x, t) > 0 ∀ (x, t) ∈ [0, 1] × R+.(2.3)

Proof. First, applying the maximum principle to (1.21), we find that

θ(x, t) > 0 ∀ (x, t) ∈ [0, 1] × R+ .(2.4)

Next, multiplying (1.20) by −pxx, adding the result to (1.21), and integrating with
respect to x over Ω, we arrive at

d

dt

∫ 1

0

(
θ + F2(ε) +

1
2
p2

x +
δ

2
ε2
x

)
(t) dx = 0.(2.5)

Thus, ∫ 1

0

(
θ + F2(ε) +

1
2
p2

x +
δ

2
ε2

x

)
(t) dx = E1 ,(2.6)

where E1 is a constant depending only on the initial data.
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Using Young’s inequality, we see that

F2(ε) ≥ C1ε
6 − C2 ,(2.7)

and thus,

‖ε(t)‖ + ‖px(t)‖ + ‖εx(t)‖ + ‖ε(t)‖L6 + ‖θ(t)‖L1 ≤ C.(2.8)

By virtue of the boundary conditions and of Poincaré’s inequality, we find

‖p(t)‖L∞ + ‖ε(t)‖L∞ ≤ C ,(2.9)

from which the assertion follows.
LEMMA 2.2. For any t > 0, the following estimates hold.∫ t

0

∫ 1

0

(
θ2

x

θ2 +
p2

xx

θ

)
dx dτ ≤ C,(2.10)

∫ t

0
‖px(τ)‖2dτ ≤

∫ t

0
‖px(τ)‖2

L∞dτ ≤ C,

∫ t

0
‖p(τ)‖2

L∞dτ ≤ C ,(2.11)

∫ t

0
‖px(τ)‖n+2dτ ≤ C ∀ n ≥ 0.(2.12)

Proof. Multiplication of (1.21) by θ−1 and integration with respect to x over Ω
yield

d

dt

∫ 1

0

(
log θ − F1(ε)

)
(t) dx −

∫ 1

0

(
kθ2

x

θ2 +
γp2

xx

θ

)
(t) dx = 0.(2.13)

Since log θ ≤ θ − 1 for all θ > 0, we obtain∫ t

0

∫ 1

0

(
kθ2

x

θ2 +
γp2

xx

θ

)
dx dτ ≤ C.(2.14)

From px|x=0 = 0 it follows that

px(x, t) = px(0, t) +
∫ x

0
pxx(y, t) dy =

∫ x

0
pxx(y, t) dy.(2.15)

Hence, ∫ t

0
‖px(τ)‖2

L∞dτ ≤
∫ t

0

(∫ 1

0
|pxx(x, τ)| dx

)2
dτ

≤
∫ t

0

(∫ 1

0

√
θ

|pxx|√
θ

dx

)2

dτ ≤
∫ t

0

(∫ 1

0
θ dx

) (∫ 1

0

p2
xx

θ
dx

)
dτ

≤ C

∫ t

0

∫ 1

0

p2
xx

θ
dx dτ ≤ C.(2.16)

Thus, ∫ t

0
‖px(τ)‖2dτ ≤

∫ t

0
‖px(τ)‖2

L∞dτ ≤ C.(2.17)
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Combining (2.11) with (2.8), a simple induction yields that to any n ∈ N there is
some C = C(n) such that ∫ t

0
‖px(τ)‖n+2dτ ≤ C .(2.18)

The proof of the assertion is complete.
In what follows we will see that (2.18) is very useful for reducing the degree of

nonlinearity. To get further estimates, we will now derive estimates for the derivatives
of the norms of ε, p by expressions of the form (1.30).

LEMMA 2.3. For any t > 0, the following estimates hold.∫ t

0
(‖εt(τ)‖2 + ‖pxx(τ)‖2) dτ ≤ C sup

0≤τ≤t
‖θ(τ)‖L∞ ,(2.19) ∫ t

0
‖θx(τ)‖2dτ ≤ C sup

0≤τ≤t
‖θ(τ)‖2

L∞ .(2.20)

Proof. Using Lemma 2.2, we obtain∫ t

0
‖pxx(τ)‖2dτ =

∫ t

0

∥∥∥∥√
θ
pxx√

θ
(τ)

∥∥∥∥2

dτ

≤ sup
0≤τ≤t

‖θ(τ)‖L∞

∫ t

0

∥∥∥∥pxx√
θ

(τ)
∥∥∥∥2

dτ

≤ C sup
0≤τ≤t

‖θ(τ)‖L∞ .(2.21)

Similarly, we have ∫ t

0
‖θx(τ)‖2dτ ≤ C sup

0≤τ≤t
‖θ(τ)‖2

L∞ .(2.22)

The proof is complete.
We can now show further estimates.
LEMMA 2.4. For any t > 0, the following estimates hold.

‖pxt(t)‖2 + ‖pxxx(t)‖2 +
∫ t

0
(‖pxxt(τ)‖2 + ‖εtt(τ)‖2) dτ

≤ C

(
1 + sup

0≤τ≤t
‖θ(τ)‖3

L∞ +
∫ t

0
‖θt(τ)‖2 dτ

)
,(2.23)

‖εxt(t)‖2 +
∫ t

0
(‖pxxxx(τ)‖2 + ‖εxxt(τ)‖2) dτ

≤ C

(
1 + sup

0≤τ≤t
‖θ(τ)‖3

L∞ +
∫ t

0
‖θt(τ)‖2 dτ

)
.(2.24)

Proof. First, differentiating (1.20) with respect to t, multiplying the result by
−εtt, and integrating with respect to x over Ω, we obtain

0 = (ptt(t),−pxxt(t)) + γ‖εtt(t)‖2 + (δεxt(t), εxtt(t)) +
∫ 1

0
σ1t(t) εtt(t) dx

= (pxtt(t), pxt(t)) + γ‖εtt(t)‖2 + δ(εxt(t), εxtt(t))

+
∫ 1

0

(
f ′
1(ε) εt θ + f ′

2(ε) εt + f1(ε) θt

)
(t) εtt(t) dx.(2.25)
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Combination with (2.9) yields

1
2

d

dt
(‖pxt(t)‖2+δ‖εxt(t)‖2)+γ‖εtt(t)‖2 ≤ γ

2
‖εtt(t)‖2+C

∫ 1

0

(
θ2ε2

t +ε2
t +θ2

t

)
(t) dx.

(2.26)
Integrating (2.26) with respect to t and applying Lemma 2.3, we arrive at

‖pxt(t)‖2 + ‖εxt(t)‖2 +
∫ t

0
‖εtt(τ)‖2dτ

≤ C + C

∫ t

0
(‖θ(τ) εt(τ)‖2 + ‖εt(τ)‖2 + ‖θt(τ)‖2) dτ

≤ C + C sup
0≤τ≤t

‖θ(τ)‖2
L∞

∫ t

0
‖εt(τ)‖2 dτ + C

∫ t

0
(‖εt(τ)‖2 + ‖θt(τ)‖2) dτ

≤ C
(
1 + sup

0≤τ≤t
‖θ(τ)‖3

L∞ +
∫ t

0
‖θt(τ)‖2dτ

)
.(2.27)

Here, we have used Young’s inequality in the form a ≤ Ca3 + C ′.
Next, we differentiate (1.20) with respect to t, then multiply by εxxt, and integrate

the result with respect to x over Ω to obtain

0 = (ptt(t), εxxt(t)) − γ(εtt(t), εxxt(t)) + δ‖εxxt(t)‖2 −
∫ 1

0
εxxt(t) σ1t(t) dx

= (pxxtt(t), εt(t)) + γ(εxtt(t), εxt(t)) + δ‖εxxt(t)‖2 −
∫ 1

0
εxxt(t) σ1t(t) dx

=
d

dt
(pxxt(t), εt(t)) − ‖pxxt(t)‖2 +

γ

2
d

dt
‖εxt(t)‖2 + δ‖εxxt(t)‖2

−
∫ 1

0
εxxt(t) σ1t(t) dx.(2.28)

However, by integration by parts, we have

(pxxt(t), εt(t)) = −(pxt(t), εxt(t)).(2.29)

Combining this with (2.28), and using (2.23) and Young’s inequality, we find

γ

4
‖εxt(t)‖2 + δ

∫ t

0
‖εxxt(τ)‖2dτ

≤ C +
δ

2

∫ t

0
‖εxxt(τ)‖2dτ + C

(
‖pxt(t)‖2 +

∫ t

0
(‖σ1t(τ)‖2 + ‖pxxt(τ)‖2) dτ

)
≤ C

(
1 + sup

0≤τ≤t
‖θ(τ)‖3

L∞ +
∫ t

0
‖θt(τ)‖2dτ

)
+

δ

2

∫ t

0
‖εxxt(τ)‖2dτ .(2.30)

The proof of the lemma is complete.
In what follows, we will find that the above lemma plays a crucial role in reducing

the degree of nonlinearity.
LEMMA 2.5. For any t > 0, the following estimates hold.

‖θx(t)‖2 +
∫ t

0
‖θt(τ)‖2dτ ≤ C.(2.31)

sup
0≤τ≤t

‖θ(τ)‖L∞ ≤ C.(2.32)
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Proof. Multiplying (1.21) by θt and integrating with respect to x over Ω, we
obtain

k

2
d

dt
‖θx(t)‖2 + ‖θt(t)‖2 =

∫ 1

0

(
f1(ε) θ θt pxx + γ θt p2

xx

)
(t) dx

≤ C

(
‖θ(t) pxx(t)‖ ‖θt(t)‖ +

(∫ 1

0
p4

xx(t) dx
) 1

2 ‖θt(t)‖
)

≤ C

(
‖θ(t)‖

1
2
L∞ ‖pxx(t)‖L∞

(∫ 1

0
θ(t) dx

) 1
2 ‖θt(t)‖ + ‖pxx(t)‖2

L4 ‖θt(t)‖
)

.(2.33)

Therefore, integration with respect to t yields

‖θx(t)‖2 +
∫ t

0
‖θt(τ)‖2dτ

≤ C

(
sup

0≤τ≤t
‖θ(τ)‖

1
2
L∞

(∫ t

0
‖pxx(τ)‖2

L∞dτ
) 1

2
(∫ t

0
‖θt(τ)‖2dτ

) 1
2

+
(∫ t

0
‖pxx(τ)‖4

L4dτ
) 1

2
(∫ t

0
‖θt(τ)‖2dτ

) 1
2

+ 1
)

= C (I1 + I2 + 1) .(2.34)

We now estimate the terms I1, I2. By virtue of Nirenberg’s inequality and the bound-
ary conditions, we obtain

‖pxx(t)‖L∞ ≤ C ‖pxxxx(t)‖ 1
2 ‖px(t)‖ 1

2 ,(2.35)

‖pxx(t)‖L4 ≤ C ‖pxxxx(t)‖ 5
12 ‖px(t)‖ 7

12 .(2.36)

Hence,

I1 = C

(
sup

0≤τ≤t
‖θ(τ)‖L∞

∫ t

0
‖θt(τ)‖2dτ

∫ t

0
‖pxx(τ)‖2

L∞dτ

) 1
2

≤ C

(
sup

0≤τ≤t
‖θ(τ)‖L∞

∫ t

0
‖θt(τ)‖2dτ

∫ t

0
‖pxxxx(τ)‖ ‖px(τ)‖ dτ

) 1
2

≤ C

(
sup

0≤τ≤t
‖θ(τ)‖L∞

∫ t

0
‖θt(τ)‖2dτ

) 1
2

(∫ t

0
‖pxxxx(τ)‖2dτ

∫ t

0
‖px(τ)‖2dτ

) 1
4

.

(2.37)

Using Lemmas 2.2 and 2.4 and Young’s inequality, we conclude that

I1 ≤ C

(
sup

0≤τ≤t
‖θ(τ)‖L∞

∫ t

0
‖θt(τ)‖2dτ

) 1
2

(∫ t

0
‖pxxxx(τ)‖2dτ

) 1
4

≤ C

(
sup

0≤τ≤t
‖θ(τ)‖L∞

∫ t

0
‖θt(τ)‖2dτ

) 1
2

(
1 + sup

0≤τ≤t
‖θ(τ)‖3

L∞ +
∫ t

0
‖θt(τ)‖2dτ

) 1
4

≤ 1
4

∫ t

0
‖θt(τ)‖2dτ + C

(
1 + sup

0≤τ≤t
‖θ(τ)‖

5
2
L∞

)
.

(2.38)
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Next, owing to Schwarz’s inequality and (2.36), we have

I2 = C

(∫ t

0
‖θt(τ)‖2dτ

∫ t

0
‖pxx(τ)‖4

L4dτ

) 1
2

≤ C

(∫ t

0
‖θt(τ)‖2dτ

∫ t

0
‖pxxxx(τ)‖ 5

3 ‖px(τ)‖ 7
3 dτ

) 1
2

≤ C

(∫ t

0
‖θt(τ)‖2dτ

) 1
2

(∫ t

0
‖pxxxx(τ)‖2dτ

) 5
12

(∫ t

0
‖px(τ)‖14dτ

) 1
12

.(2.39)

Applying (2.18) with n = 12 and Lemma 2.4, we get

I2 ≤ C

(∫ t

0
‖θt(τ)‖2dτ

) 1
2

(∫ t

0
‖pxxxx(τ)‖2dτ

) 5
12

≤ C

(∫ t

0
‖θt(τ)‖2dτ

) 1
2

(
1 + sup

0≤τ≤t
‖θ(τ)‖3

L∞ +
∫ t

0
‖θt(τ)‖2dτ

) 5
12

≤ 1
4

∫ t

0
‖θt(τ)‖2dτ + C sup

0≤τ≤t
‖θ(τ)‖

5
2
L∞ + C.(2.40)

Owing to Nirenberg’s inequality and (2.1), we have

‖θ(t)‖L∞ ≤ C ‖θx(t)‖ 2
3 ‖θ(t)‖

1
3
L1 + C ‖θ(t)‖L1 ≤ C ‖θx(t)‖ 2

3 + C.(2.41)

Combining (2.38)–(2.40) with (2.34) and (2.41) and applying Young’s inequality, we
find

‖θx(t)‖2 +
∫ t

0
‖θt(τ)‖2dτ ≤ 1

2

∫ t

0
‖θt(τ)‖2dτ + C

(
1 + sup

0≤τ≤t
‖θx(τ)‖ 5

3

)
≤ C +

1
2

(∫ t

0
‖θt(τ)‖2dτ + sup

0≤τ≤t
‖θx(τ)‖2

)
.(2.42)

Taking the supremum with respect to t in (2.42) yields

sup
0≤τ≤t

‖θx(τ)‖2 +
∫ t

0
‖θt(τ)‖2dτ ≤ 1

2

(∫ t

0
‖θt(τ)‖2dτ + sup

0≤τ≤t
‖θx(τ)‖2

)
+ C.(2.43)

Hence,

sup
0≤τ≤t

‖θx(τ)‖2 +
∫ t

0
‖θt(τ)‖2dτ ≤ C.(2.44)

Thus, using (2.41),

sup
0≤τ≤t

‖θ(τ)‖2
L∞ ≤ C ,(2.45)

which concludes the proof of the assertion.
Combining Lemmas 2.3–2.5 and using the system equations, we immediately con-

clude with the following lemma.
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LEMMA 2.6. For any t > 0, the following estimates hold.∫ t

0
(‖pxx(τ)‖2 + ‖εt(τ)‖2 + ‖θx(τ)‖2

H1) dτ ≤ C,(2.46)

∫ t

0
(‖pxxt(τ)‖2 + ‖εtt(τ)‖2 + ‖pxxxx(τ)‖2 + ‖εxxt(τ)‖2) dτ ≤ C,(2.47)

‖pxt(t)‖2 + ‖pxxx(t)‖2 + ‖εxt(t)‖2 + ‖εxxx(t)‖2 ≤ C.(2.48)

LEMMA 2.7. For any t > 0, the following estimates hold.∫ t

0
(‖pt(τ)‖2 + ‖pt(τ)‖2

L∞ + ‖pxt(τ)‖2 + ‖pxt(τ)‖2
L∞) dτ ≤ C,(2.49) ∫ t

0
(‖δεxx(τ) − σ1(τ)‖2dτ + ‖(δεxx − σ1)t(τ)‖2) dτ ≤ C,(2.50) ∫ t

0
(‖pxx(τ)‖2

L∞ + ‖pxxx(τ)‖2 + ‖pxxx(τ)‖2
L∞ + ‖ptt(τ)‖2) dτ ≤ C,(2.51)

‖pt(t)‖2 + ‖pxx(t)‖2 + ‖pt(t)‖2
L∞ + ‖px(t)‖2

L∞ + ‖pxx(t)‖2
L∞ ≤ C.(2.52)

Proof. These estimates can easily be derived from the system equations and from
Lemmas 2.5 and 2.6.

Now we proceed to investigate the compactness of the orbit of the solution for
t > 0 in H3 × H3 × H1. For the time being, we assume that the initial data are
so smooth that the solution will have enough smoothness to carry out the following
argument: if the initial data belonged just to H3 × H3 × H1, we could approximate
them by smooth functions and then pass to the limit.

Differentiating (1.20) twice with respect to t, we find that

pttt − γpxxtt + δεxxtt − σ1tt = 0 .(2.53)

A straightforward calculation yields

σ1tt = f ′
1(ε) εtt θ + 2 f ′

1(ε) εt θt + f1(ε) θtt + f ′′
2 (ε) ε2

t + f ′
2ε) εtt.(2.54)

Multiplying (2.53) by ptt and integrating with respect to x over Ω, we find

0 =
1
2

d

dt
‖ptt(t)‖2 − γ(pxxtt(t), ptt(t)) + δ(εxxtt(t), ptt(t)) − (σ1tt(t), ptt(t))

=
1
2

d

dt
‖ptt(t)‖2 + γ‖pxtt(t)‖2 + δ(εtt(t), pxxtt(t)) − (σ1tt(t), ptt(t))

=
1
2

d

dt

(
‖ptt(t)‖2 + δ‖εtt(t)‖2

)
+ γ‖pxtt(t)‖2 − (σ1tt(t), ptt(t)) .(2.55)

Multiplying (2.55) by t2 and using (2.32), as well as Lemmas 2.6 and 2.7, we obtain
that

1
2

d

dt

(
t2‖ptt(t)‖2 + t2δ‖εtt‖2

)
− t (‖ptt(t)‖2 + δ‖εtt(t)‖2) + γt2‖pxtt(t)‖2

≤ t2‖ptt(t)‖2 + Ct2‖σ1tt(t)‖2

≤ t2‖ptt(t)‖2 + Ct2(‖εtt(t)‖2 + ‖θt(t)‖2 + ‖θtt(t)‖2 + ‖εt(t)‖2) .(2.56)
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Hence, it follows from (2.31), (2.46), and (2.47) that

t2(‖ptt(t)‖2+δ‖εtt(t)‖2)+
∫ t

0
τ2‖pxtt(τ)‖2dτ ≤ C1+Ct2+C

∫ t

0
τ2‖θtt(τ)‖2dτ ,

(2.57)
where C1 = C(‖ε0‖H3 , ‖p0‖H3 , ‖θ0‖H1).

On the other hand, differentiating (1.21) with respect to t, we get

θtt − kθxxt − (f1(ε)θpxx + γp2
xx)t = 0.(2.58)

Multiplying by θtt and integrating with respect to x, we arrive at

k

2
d

dt
‖θxt(t)‖2 + ‖θtt(t)‖2 ≤ 1

2
‖θtt(t)‖2 +

1
2
‖(f1(ε)θpxx + γp2

xx)t(t)‖2

≤ 1
2
‖θtt(t)‖2 + C (‖pxx(t)‖2 + ‖θt(t)‖2 + ‖pxxt(t)‖2).(2.59)

Multiplication of (2.59) by t2 yields

k

2
d

dt
(t2‖θxt(t)‖2)−kt‖θxt(t)‖2+

t2

2
‖θtt(t)‖2 ≤ Ct2(‖pxx(t)‖2+‖θt(t)‖2+‖pxxt(t)‖2).

(2.60)

In order to estimate
∫ t

0 τ‖θxt(τ)‖2dτ , we multiply (2.58) by θt and then integrate
with respect to x over Ω to obtain

1
2

d

dt
‖θt(t)‖2 + k‖θxt(t)‖2 ≤ 1

2
‖θt(t)‖2 +

1
2
‖(f1(ε)θpxx + γp2

xx)t(t)‖2

≤ 1
2
‖θt(t)‖2 + C (‖εt(t)‖2 + ‖θt(t)‖2 + ‖pxxt(t)‖2).(2.61)

Multiplying (2.61) by t, we find

1
2

d

dt
(t‖θt(t)‖2)+kt‖θtx(t)‖2 ≤ C (‖θt(t)‖2+t‖θt(t)‖2+t (‖εt(t)‖2+‖θt(t)‖2+‖pxxt(t)‖2)).

(2.62)
Therefore,

t‖θt(t)‖2 +
∫ t

0
τ‖θxt(τ)‖2dτ ≤ Ct + C2 ,(2.63)

where C2 = C(‖ε0‖H3 , ‖p0‖H3 , ‖θ0‖H1).
Combination of (2.63) with (2.60) yields∫ t

0
τ2‖θtt(τ)‖2dτ ≤ C3 + Ct2 ,(2.64)

with C3 = C(‖ε0‖H3 , ‖p0‖H3 , ‖θ0‖H1).
Thus, it follows from (2.57) that

‖ptt(t)‖2 + ‖εtt(t)‖2 ≤ C4t
−2 + C.(2.65)
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Also, using (2.63) and (2.60),

‖θt(t)‖2 ≤ C + C4t
−1, ‖θxt(t)‖2 ≤ C4t

−2 + C ,(2.66)

with C4 depending only on ‖ε0‖H3 , ‖p0‖H3 , ‖θ0‖H1 .
Thus, it easily follows from equations (1.19) to (1.21) that for any initial data in

H3 × H3 × H1, the following holds:

(ε(·, t), p(·, t), θ(·, t)) ∈ H4 × H4 × H3 ∀ t > 0.(2.67)

Moreover, we can infer from Lemmas 2.5 to 2.7, and from (2.55), (2.59), and (2.61),
that for any ν > 0 the triple (ε, p, θ) is bounded in C([ν, +∞);H4 × H4 × H3). From
this the compactness of the orbit in H3 × H3 × H1 follows.

3. Asymptotic behavior. In this section, we will prove the results on the
asymptotic behavior of the solution given in Theorem 1.1. In what follows, a conver-
gence symbol “→” is always to be understood as t → ∞. We will make use of the
following basic lemma from Shen and Zheng [19].

LEMMA 3.1. Suppose that y and h are nonnegative functions on (0,∞) such that
y′ is locally integrable and such that y, h satisfy

∀t ≥ 0 : y′(t) ≤ A1y
2(t) + A2 + h(t),(3.1)

∀T > 0 :

T∫
0

y(τ)dτ ≤ A3,

T∫
0

h(τ)dτ ≤ A4,(3.2)

where A1, A2, A3, A4 denote positive constants which are independent of t and T .
Then, for any r > 0,

∀t ≥ 0 : y(t + r) ≤
(

A3

r
+ A2r + A4

)
eA1A2 .(3.3)

Moreover,

lim
t→∞

y(t) = 0.(3.4)

LEMMA 3.2. It holds that

‖p(t)‖H3 → 0, ‖pt(t)‖H1 → 0,(3.5)

‖εt(t)‖H1 → 0, ‖(δεxx − σ1)(t)‖H1 → 0,(3.6)

‖ut(t)‖H2 → 0.(3.7)

Proof. It follows from (2.26) and (2.32) that

d

dt
(‖pxt(t)‖2 + δ‖εxt(t)‖2) + γ‖εtt(t)‖2

≤ C (‖θ(t) εt(t)‖2 + ‖εt(t)‖2 + ‖θt(t)‖2)
≤ C (‖εt(t)‖2 + ‖θt(t)‖2).(3.8)
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Combining (3.8) with (2.51), (2.46), (2.49), (2.31) and applying Lemma 3.1, we arrive
at

‖pxt(t)‖2 + ‖εxt(t)‖2 → 0.(3.9)

Hence, ‖pxxx(t)‖2 → 0, and thus ‖ut‖H2 → 0.
Next, we differentiate (1.20) with respect to t, then multiply by δεxx − σ1, and

integrate with respect to x over Ω. It follows that

1
2

d

dt
‖δεxx(t) − σ1(t)‖2 = −(ptt(t) − γεtt(t), δεxx(t) − σ1(t))

≤ 1
2
‖δεxx(t) − σ1(t)‖2 + C(‖ptt(t)‖2 + ‖εtt(t)‖2).(3.10)

Combining (3.10) with (2.50), (2.51), (2.47) and applying Lemma 3.1, we conclude
that

‖δεxx(t) − σ1(t)‖2 → 0.(3.11)

From (1.20) and (3.9), we also get

‖(δεxx − σ1)x(t)‖2 → 0.(3.12)

The assertions of Lemma 3.2 now follow from the above estimates and from Poincaré’s
inequality.

LEMMA 3.3. It holds that

‖θx(t)‖ → 0 .(3.13)

Proof. We multiply (1.21) by θt and integrate with respect to x over Ω to get

k

2
d

dt
‖θx(t)‖2 + ‖θt(t)‖2 =

∫ 1

0

(
γ p2

xx θt + f1(ε) θ θt pxx

)
(t) dx

≤ 1
2
‖θt(t)‖2 + ‖θ(t) pxx(t)‖2 + ‖p2

xx(t)‖2.(3.14)

Combining (3.14) with (2.32) and (2.52), we see that

k
d

dt
‖θx(t)‖2 + ‖θt(t)‖2 ≤ C‖pxx(t)‖2.(3.15)

Hence, we can infer from (2.46) and Lemma 3.1 that

‖θx(t)‖2 → 0 ,

which concludes the proof.
Concerning the convergence of ε, u, θ, we have the following result.
LEMMA 3.4. It holds that

(ε(·, t), p(·, t), θ(·, t)) → (ε, 0, θ), in H3 × H3 × H1 ,(3.16)

u(·, t) → u , in H4 , with u(x) =
∫ x

0
ε(y) dy ∀x ∈ [0, 1] ,(3.17)
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where (ε, θ) is one of the equilibria for the corresponding stationary problem

δεxx − f1(ε)θ − f2(ε) = 0,(3.18)
εx|x=0 = 0, ε|x=1 = 0,(3.19)
θ = Const.,(3.20) ∫ 1

0

(
θ + F2(ε) +

δ

2
ε2
x

)
dx = E1.(3.21)

Proof. It is easy to see from (2.4) and (2.12) that, for any 0 < ν < 1,

d

dt

∫ 1

0

(
θ − ν log θ + F2(ε) + νF1(ε) +

1
2
p2

x +
δ

2
ε2

x

)
(t) dx

+ν

∫ 1

0

(
kθ2

x

θ2 +
γp2

xx

θ

)
(t) dx = 0.

(3.22)

Thus the system (1.19)–(1.21) has a Lyapunov function of the form∫ 1

0

(
θ − ν log θ + F2(ε) + νF1(ε) +

1
2
p2

x +
δ

2
ε2

x

)
(t) dx .

Since the orbit is compact, as proved in previous section, it follows from the standard
theory of dynamical systems that the ω-limit set is connected, compact, and consists
of equilibria. Since the corresponding stationary problem admits only a finite number
of solutions (see Zhou [22], and also Luckhaus and Zheng [12], Novick-Cohen and
Zheng [16], Zheng [21]), (3.16) follows. In view of the boundary condition u|x=0 = 0 ,
we also get (3.17). Therefore, the proof is complete.
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Abstract. Some three-dimensional analogues of the plane Darboux problems for hyperbolic
equations with degeneracy are investigated. In 1954, Protter initiated the study of such three-
dimensional problems, and it is now well known that for an infinite number of smooth right-hand sides
these problems have solutions with a strong power-type singularity on the characteristic cone. This
effect appears even for small perturbations of certain C∞

0 right-hand sides. Using Friedrichs’ theory
of symmetric positive operators, we find and investigate a nonlocal problem which is a regularizer,
in some sense, of these ill-posed problems.

Key words. ill-posed problems, regularization methods, boundary-value problems, nonlocal
problems, degenerate hyperbolic equations
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1. Introduction. To set the scene we denote points of R3 by x = (x1, x2, t) and
put ρ =

√
x2

1 + x2
2, ϕ = arctan (x2 /x1 ). Let K : [0,∞) → R be of class C1 and such

that K(0) = 0, K ′(0) > 0 with K(t) > 0, and K ′(t) > 0 if t > 0. Let G be the domain

G =
{

x ∈ R3 : 0 < t < d,

∫ t

0

√
K(τ)dτ < ρ < 1 −

∫ t

0

√
K(τ)dτ

}
,

where d is the (unique) solution of the equation 2
∫ d

0

√
K(τ)dτ = 1. The boundary of

G is ∂G = S0 ∪ S1 ∪ S2, where S0 is the disc S0 = {x : t = 0, 0 ≤ ρ ≤ 1} and

S1 =
{

0 ≤ t ≤ d, ρ = 1 −
∫ t

0

√
K(τ)dτ

}
, S2 =

{
0 ≤ t ≤ d, ρ =

∫ t

0

√
K(τ)dτ

}
.

We shall consider the equation

Lu := K(t) (ux1x1 + ux2x2) − utt ≡ K(t)
{

ρ−1 (ρuρ)ρ + ρ−2uϕϕ

}
− utt = f,(1.1)

where f is a prescribed function; S1 and S2 are characteristics of (1.1).
Problem P. Is there a solution of (1.1) in G, which satisfies the condition

u = 0 on S0 ∪ S1?(1.2)

Problem P∗. Is there a solution of (1.1) in G, which satisfies the condition

u = 0 on S0 ∪ S2?(1.3)

Protter [28, 29] formulated these adjoint problems as multidimensional analogues
of the Darboux problem in the plane. He worked with the wave equation correspond-
ing to K(t) = 1 and also investigated (1.1) in a domain which contained G in its

∗Received by the editors May 8, 1996; accepted for publication October 28, 1996. This research
was partially supported by the Bulgarian NSF under grant MM-512/95.

http://www.siam.org/journals/sima/29-1/30323.html
†Center for Mathematical Analysis and its Applications, University of Sussex, Brighton, BN1

9QH, England (mmfb7@sussex.ac.uk).
‡Department of Mathematics and Informatics, University of Sofia, 1164 Sofia, Bulgaria (nedyu@

fmi.uni-sofia.bg).

85



86 D. E. EDMUNDS AND N. I. POPIVANOV

hyperbolic part and contained a set G′ in which (1.1) is elliptic. For equation (1.1),
which is of changing type in G∪G′ ∪S0, he formulated certain other problems, which
are three-dimensional analogues of a plane problem examined by Morawetz [20] and
Lax and Phillips [17].

When equation (1.1) is of changing type, Protter’s problem given in Protter [29]
was studied by Aziz and Schneider [6], Bitsadze [7], Didenko [10], Salzman and Schnei-
der [31], Papadakis [21], and others. Problems P and P∗ for (1.1) in the domain G were
considered by Didenko [10] in the case of the Tricomi equation (in which K(t) ≡ t).
In the same case, after the paper of Kan Cher [8], Popivanov showed in 1986 that
the homogeneous Problem P∗ has infinitely many classical solutions vn (n = 4, 5, ...),
where

vn(t, ρ, ϕ) = tρ−n
(
ρ2 − 4t3/9

)n−4/3
(an cos nϕ + bn sinnϕ)(1.4)

and an, bn are arbitrary constants. This corresponds to the result of Kwang-Chang
[16] for the wave equation and implies that for classical solvability of Problem P an
infinite number of conditions of the form f ⊥ vn (n = 4, 5, ...) are necessary.

Some interesting results concerning Protter’s problems for equation (1.1), both in
changing-type domains and in G, are provided by Sorokina [32, 33]; we discuss these
in section 7. For further work on the problem (1.1), (1.2), see Aldashev [1, 2, 3], Kan
Cher [8], Popivanov and Schneider [26, 27], and the references cited in these works.

Popivanov and Schneider [26] proceeded in another way, being interested in the
question: why does Problem P not have a classical solution when f = vn (vn as in
(1.4))? They introduced a new class of “generalized solutions” of Problem P and
proved that some kind of “generalized solution” exists and is unique but that it
is unstable and has a very strong singularity on the characteristic cone S2. More
precisely, they showed that given any ` ∈ N, there is a function f` ∈ C`

(
G

)
such

that the corresponding “generalized solution” u` ∈ C
(
G

∖
S2

)
of Problem P exists, is

unique, and satisfies the estimate∫
S2,ε

|u`| ds ≥ ε−`, 0 < ε < 1,(1.5)

where S2,ε = {x ∈ G : ρ = ε +
∫ t

0

√
K(τ)dτ}.

This situation can be interpreted in terms of improperly posed (or ill-posed)
problems: we recall that these are problems which fail to have a unique global solution
which depends continuously on the data. For investigations of such problems for
partial differential equations we refer to the monographs of Payne [22], Tikhonov and
Arsenin [34], and Lavrentiev, Romanov, and Shishatskii [19]; the book by Lattès and
Lions [18] describes a regularization method for approximating solutions to ill-posed
problems. We also refer to the papers by Ames, Levine, and Payne [5], Ames [4], as
well as to the many references cited in these works; and to Tikhonov and Arsenin [34]
for numerous regularization methods.

In Problem P, the position is the following:
(i) According to the results of Popivanov and Schneider cited above, there are

infinitely many distinct right-hand sides fn (n ∈ N) of (1.1) for which there is a
generalized solution with a strong singularity, of at least power-type (see (1.5)).

(ii) Let u0 ∈ C∞
0 (G) be fixed and suppose that K(t) ≡ t. Then f0 := Lu0 ∈

C∞
0 (G) and for any right-hand side

fn,δ := f0 + δfn (n ∈ N, δ 6= 0)(1.6)



NONLOCAL REGULARIZATION 87

there is a generalized solution with a strong singularity (see (1.5)) and there is no
classical solution. This shows that the Problem P for the Tricomi equation is very
unstable, even though f0 ∈ C∞

0 (G), because a small perturbation (1.6) in an infinite
number of directions has such a strong effect.

With this in mind, and having regard to the work on ill-posed problems which was
mentioned earlier, it is appropriate to consider a new problem which regularizes Prot-
ter’s problem. This new problem should be such that its solutions are free of the sin-
gularity, typified by (1.5), which appears on the characteristic cone S2. This suggests
connecting points from G with ones on the cone S2, and so to investigate Problems P
and P∗ we introduce a new, nonlocal problem. Let α be a small positive parameter.
Given any t0, ρ0 and with C = { t0 + αρ0/ (α + 1)} ρα

0 , let (pα (t0, ρ) , qα (t0, ρ0)) be
the point of intersection of the curves

ρ =
∫ t

0

√
K(τ)dτ, t = Cρ−α − αρ/(α + 1).

Problem A. Is there a solution ω(t, ρ, ϕ) of the equation

(Lω)(t, ρ, ϕ) − ρ−2K(t)ωϕϕ (pα (t, ρ) , qα (t, ρ) , ϕ) = f(t, ρ, φ)(1.7)

in G which satisfies the boundary conditions (1.2), i.e., ω = 0 on S0 ∪ S1?
Equation (1.7) is nonlocal because it involves points with coordinates (t, ρ, ϕ) and

(pα (t, ρ) , qα (t, ρ) , ϕ) . We remark here merely that in our nonlocal Problem A, in the
additional term

ρ−2K(t)ωϕϕ (pα (t, ρ) , qα (t, ρ) , ϕ)

of (1.7), the point (pα, qα, ϕ) lies just on the characteristic cone S2, where the big sin-
gularity shown by (1.5) appears in the “generalized solution” of the original Problem
P. The derivative ωϕϕ is tangential to S2 at that point.

Unlike [26], where the “generalized solution” belongs to a weighted space of
smooth functions, we work here in a weighted Sobolev space. Following the work
of Morawetz [20] and Lax and Phillips [17] in the two-dimensional case and Sorokina
[32] in the multidimensional case, we introduce the weighted Sobolev space

W̃ 1
2 (G) :=

{
ω : ‖ω‖

W̃ 1
2 (G) =

(∫
G

(
ω2 + ω2

t + r
(
ω2

x1
+ ω2

x2

))
dx

)1/2

< ∞
}

,(1.8)

where r =
√

x2
1 + x2

2 + t2. (The weight in Sorokina [33] is different.) In this space we
establish existence, uniqueness, and an a priori estimate of a generalized solution of
Problem A for every f ∈ L2(G). We also prove the infinite smoothness of the solution
with respect to ϕ. We remark that analogous results were given, without proofs, for
the Tricomi equation in G in Popivanov [25] and concerning the wave equation in
Popivanov [24].

What is the connection between Problems P and A? We note that Garabedian
[15] proved uniqueness of a classical solution of Problem P for the wave equation; an
analogous result for the equation (1.1) follows from [26]. But in both cases we do
not know whether or not the unique solution depends continuously on f. Following
Didenko [11], we investigate another problem.

Problem Pϕ. Is there a solution u of Problem P which satisfies the extra condition
∂u/∂ϕ = 0 on S2?
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We prove that its solution uf (when it exists) coincides with the solution ωf of
the Problem A, i.e., uf ≡ ωf . Accordingly we can say that Problem A is a “nonlocal
regularizer” of the strongly over-determined Problems Pϕ and P. Using the results
about Problem A we prove that the solution uf of Problem Pϕ depends continuously
on f . For the adjoint Problem P ∗ (with dimKerP ∗ = ∞) we find some additional
conditions, under which we prove the uniqueness of solutions in W̃ 1

2 (G).
The plan of the paper is simple. Influenced by the works of Friedrichs [14],

Morawetz [20], Lax and Phillips [17], and Sorokina [32], we investigate in section 2 a
system of partial differential equations which is connected with Problem P and for-
mulate corresponding boundary-value problems. In section 3 we examine the problem
of coincidence of weak and strong solutions of these problems; sections 4, 5, and 6
are concerned with the proof of the existence, uniqueness, and smoothness (in ϕ) of
the generalized solution of Problem A. The final section, section 7, deals with the
connection between Problems P, P∗, and the nonlocal Problem A. It is shown that,
under appropriate conditions on f, the solutions of Problem P coincide with those of
Problem A.

2. Investigation of a related system of equations. Given a vector-valued
function û = (u1, u2, u3) we introduce the formal notation

uρ := (x1u1 + x2u2)/ ρ, uϕ := x1u2 − x2u1,(2.1)

and the derivatives ∂
∂ρ = x1

ρ
∂

∂x1
+ x2

ρ
∂

∂x2
, ∂

∂ϕ = x1
∂

∂x2
−x2

∂
∂x1

. We consider the system

K

ρ

∂

∂ρ
(ρuρ) +

K

ρ2

∂uϕ

∂ϕ
− ∂u3

∂t
= f,

K

{
a

ρ

(
∂uϕ

∂t
− ∂u3

∂ϕ

)
−

(
∂uϕ

∂ρ
− ∂uρ

∂ϕ

)}
= 0,

∂uρ

∂t
− ∂u3

∂ρ
= 0,

(2.2)

where a = a(t, ρ, ϕ) is a function to be chosen later. In matrix form this becomes

L̂0û :=
(

A1 ∂

∂x1
+ A2 ∂

∂x2
+ A3 ∂

∂t

)
û = f̂1,(2.3)

where f̂1 = (f, 0, 0). We shall see that the equation (1.1) and the system (2.3) are
not equivalent. In addition, for (2.3) we have a new characteristic, S0; thus all the
boundary surfaces S0, S1, and S2 are characteristics. To use the Friedrichs [14] theory
of positive systems we reduce (2.3) to symmetric form by left multiplication by

Λ :=

 −x1 x2/ ρ −Kax1/ ρ
−x2 −x1/ ρ −Kax2/ ρ
a 0 ρ

 .(2.4)

This gives the symmetric system

L̂û :=

 −Kx1 −Kx2 Ka
−Kx2 Kx1 0
Ka 0 −x1

 ∂û

∂x1
+

 Kx2 −Kx1 0
−Kx1 −Kx2 Ka

0 Ka −x2

 ∂û

∂x2

+

 −Ka 0 x1
0 −Ka x2
x1 x2 −a

 ∂û

∂t
=

 f1
f2
f3

 := f̂ ,

(2.5)
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where f1 = −x1f, f2 = −x2f, f3 = af. We observe that det Λ = ρ2 − Ka2; this
leads us to impose the following condition on the function a : ρ − a

√
K(t) > 0 in G.

Following the notation of Friedrichs we have(
û, L̂û

)
L2(G)

= (û, κû)L2(G) +
1
2

∫
∂G

û · βûds;(2.6)

here the boundary matrix β is given by β(x) =
∑3

j=1 nj(x)Λ(x)Aj(x), where n(x) =
(n1(x), n2(x), n3(x)) is the unit exterior normal vector at x ∈ ∂G, and the matrix κ
is defined by

κ =

 (Ka)t 0 −Kax1

0 (Ka)t −Kax2

−Kax1 −Kax2 2 + at

 .(2.7)

In the paper Friedrichs [14], the matrix corresponding to our matrix κ is positive in
G. To fit in with this we work in a suitably weighted Sobolev space and choose

a(t, ρ, ϕ) = α(ρ + t) in G,(2.8)

where d > 0 is a parameter, as in Sorokina [32]. With this choice we have

û · κû ≥ αK ′(t)(ρ + t)
(
u2

1 + u2
2
)

+ (2 + α − αK)u2
3.(2.9)

This leads us to impose the following two conditions on α :
(E1) ρ − α(ρ + t)

√
K(t) > 0 in G\ {(0, 0, 0)} ,

(E2) αK(d) < 2 + α.
Remark. It easy to see that near the point (0, 0, 0) the condition (E1) is equivalent

to 0 < α < 2/3. Note that (E1) and (E2) are satisfied for every sufficiently small α > 0.
For example, if K(t) = t, then they hold if 0 < α < 2/

(
3 + 3

√
6
)
.

According to the Friedrichs theory, the boundary conditions{
x1u1 + x2u2 = 0 on S0, x1u2 − x2u1 = 0 on S2;√

K (x1u1 + x2u2) − ρu3 = 0 on S1
(2.10)

are admissible for L̂. The adjoint boundary conditions are{
x1v1 + x2v2 − av3 = 0 on S0, x2v1 − x1v2 = 0 on S1;√

K (x1v1 + x2v2) + ρv3 = 0 on S2,
(2.11)

and these are admissible for the adjoint operator L̂∗. Following the work of Morawetz
[20] and Lax and Phillips [17] in the two-dimensional case and Sorokina [32] in the
multidimensional case, we introduce the weighted Lebesgue spaces

H∗(G) :=

{
û : ‖û‖∗ :=

(∫
G

[
r−1 (

u2
1 + u2

2
)

+ u2
3
]
dx

)1/2

< ∞
}

,

H∗(G) :=

{
û : ‖û‖∗ :=

(∫
G

[
r
(
u2

1 + u2
2
)

+ u2
3
]
dx

)1/2

< ∞
}

,

(2.12)

where r =
√

ρ2 + t2. By (·, ·) we shall mean the inner product in L2(G), and ‖·‖ will
stand for the corresponding norm.
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DEFINITION 2.1. A function û ∈ H∗(G) is said to be a weak solution of the
problem (2.5), (2.10) if

(
û, L̂∗v̂

)
=

(
f̂ , v̂

)
(2.13)

for every v̂ ∈ C1
(
G

)
which satisfies the adjoint boundary conditions (2.11) and van-

ishes in some neighborhood of the point (0, 0, 0).
DEFINITION 2.2. A function û ∈ H∗(G) is called a strong solution of the problem

(2.5), (2.10) if, and only if, there are functions ûm ∈ C1
(
G

)
(m ∈ N) each of which

satisfies the boundary conditions (2.10) and vanishes in some neighborhood of (0, 0, 0)
such that

‖ûm − û‖∗ → 0 and
∥∥∥L̂ûm − f̂

∥∥∥∗
→ 0 as m → ∞.(2.14)

From the Friedrichs theory and (2.9), standard procedures now show that the
following theorem holds.

THEOREM 2.3. Let α > 0 be so small that (E1) and (E2) hold. Then for any
f̂ ∈ H∗(G), there exists a weak solution û ∈ H∗(G) of the problem (2.5), (2.10). If
there is a strong solution, it is unique and satisfies the a priori estimate

‖û‖∗ ≤ Cα

∥∥∥f̂
∥∥∥∗

,

where Cα is a constant which does not depend on û.
Every strong solution of (2.5), (2.10) is a weak solution. However, we also have

the following theorem.
THEOREM 2.4. Every weak solution is a strong solution.
From this result (to be proved in the next section) and Theorem 2.3 it follows

that given any f̂ ∈ H∗(G), there are a unique weak solution and a unique strong
solution, which coincide.

3. Proof of Theorem 2.4.
Proof. By partition of the unity argument it is enough to show that if the support

of a weak solution û is concentrated in a small neighborhood of an arbitrary point of
G, then it is a strong solution; that is, there are functions ûm ∈ C1

(
G

)
satisfying the

conditions of Definition 2.2. Far from (0, 0, 0), the L2-norm and the norms on H∗(G)
and H∗(G) are equivalent. The point (0, 0, 0) requires separate treatment. For each
other point in G we use the method of mollifiers developed by Friedrichs [13], Lax and
Phillips [17], Peyser [23], Rauch [30], and others. After suitable change of variables
we look for an integral operator Rε, which depends on a parameter ε = (ε1, ε2, ε3) ,
such that Rεû satisfies the boundary conditions (2.10), and with an adjoint R∗

ε such
that R∗

ε v̂ satisfies the adjoint boundary conditions (2.11) for every pair of functions
u, v ∈ L2(G) with support in a small neighborhood of the point considered. The most
difficult problem usually is to prove ‖L̂Rεû − f̂‖ → 0 when ε → 0 in a special way.
Since (L̂R∗

ε)
∗û = Rεf̂ , we must show that

∥∥∥(
L̂∗R∗

ε

)∗
û − L̂Rεû

∥∥∥ → 0 as ε → 0.(3.1)
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If the kernel kε of the integral operator Rε is kε(x, y) = kε(x − y), then we have the
integral representation

(
L̂∗R∗

ε

)∗
û(y) − L̂Rεû(y) =

∫
G


3∑

j=1

∂

∂zj

[
Aj(y)kε(y − z) − kε(y − z)Aj(z)

]
− [B(y)kε(y − z) − kε(y − z)B(z)]

 û(z)dz.

(3.2)

We prove here local coincidence only in the case when the support of the solution
lies in a small neighborhood of some point of S0 ∩ S1. For the other cases we refer to
Lax and Phillips [17], Peyser [23], Rauch [30], and Popivanov [24] for indications of
how to proceed.

Let P0 ∈ S0∩S1 and suppose that u ∈ L2(G) is a weak solution x of the boundary
value problem (2.5), (2.10) with u = 0 in some neighborhood of S2. Because the
surface S2 is not C2 near P0, we work with the variables (t, ρ, ϕ). Note that the
system (2.5) in variables

ũ =

 uρ

−ρ−1uϕ

u3

 = F1û :=

 x1/ρ x2/ρ 0
x2/ρ −x1/ρ 0

0 0 1

  u1
u2
u3

(3.3)

becomes

L̂1ũ := F1L̂û := F1L̂F1ũ :=

 −Ka 0 ρ
0 −Ka 0
ρ 0 −a

 ∂

∂t

+

 −Kρ 0 Ka
0 Kρ 0

Ka 0 −ρ

 ∂

∂ρ
+ Aϕ

2
∂

∂ϕ
+ B2

 ũ =
∼
f

(3.4)

and that the boundary conditions (2.10) become
√

Kũ1 − ũ3 = 0 on S1, ũ1 = 0 on S0.(3.5)

To diagonalize the matrix At we multiply the system (3.4) by the matrix F2 ∈ C1

(supp u), where

F2 =
1

ρ2 − Ka2

 a 0 ρ

0
Ka2 − ρ2

a
0

ρ 0 Ka

 .(3.6)

This gives the system

L̂2ũ := F2L̂1ũ :=


 1 0 0

0 K(t) 0
0 0 1

 ∂

∂t

+

 0 0 −1

0 −Kρ

a
0

−K 0 0

 ∂

∂ρ
+ Aϕ

2
∂

∂ϕ
+ B2

 ũ = f̃1;

(3.7)
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the boundary conditions (3.5) remain the same. The new adjoint conditions are

ṽ2 = 0 on S1, ṽ3 = 0 on S0.(3.8)

We define approximating functions by

Rεũ(y) =
∫

D

kε(y − z)ũ(z)dz
(
y = (t, ρ, ϕ), z =

(
t, ρ, ϕ

))
(3.9)

in the domain D = {(t, ρ, ϕ) : 2
3 < ρ < 1 −

∫ t

0

√
K(τ) dτ, c3 < ϕ < c4t}, where

0 < c4 − c3 < 2π; as usual j ∈ C∞(R), j(s) = 0 for | s |> 1,
∫

j(s)ds = 1, and

kε(y) := diag{J1, J2, J3} =
1

ε1ε2ε3
j

(
ϕ

ε3

)
diag

{
j

(
t

ε1
− 2

)
j

(
ρ

ε2
+ E

)
,

j

(
t

ε1
+ 2

)
j

(
ρ

ε2
− E

)
, j

(
t

ε1
+ 2

)
j

(
ρ

ε2
+ E

)}
,

(3.10)

where 0 < ε1 ≤ ε2 ≤ ε3 and E is an appropriate constant.
The functions (3.9) satisfy the boundary conditions (3.5) on t = 0, while the

functions R∗
εv satisfy the adjoint boundary conditions (3.8) on t = 0. On the surface S1

we have ρ = 1−
∫ t

0

√
K(τ) dτ and if E ≥ 2+3

√
K(d), then Rεũ satisfies the boundary

condition (3.5) on S1 and R∗
εv the adjoint conditions (3.8) on S1. Then (L̂∗R∗

ε)
∗ũ =

Rεf̃1 and we have to prove only the convergence (3.1). Using the representation (3.2)
we must deal with the problems of convergence of the terms involving (a) ∂/∂t, (b)
∂/∂ρ, (c) ∂/∂ϕ, (d) B2.

It is easy to handle problem (a) because after the transformation (3.6), At depends
only on t, and not on ρ or ϕ; we have estimates such as∣∣K(t) − K

(
t
)∣∣ ≤ M

∣∣t − t
∣∣ ≤ 3Mε1 on suppkε.(3.11)

The most interesting is problem (b), that is, to establish the convergence in L2(D)
as ε → 0 of the expression

Iε =
∫

D

∂

∂ρ
{Aρ(z)kε(y − z) − kε(y − z)Aρ(y)} ũ(z)dz.(3.12)

Note that Aρ(z)Kε(y − z) − Kε(y − z)Aρ(y) = 0 0 J1 − J3
0

{
a1

(
t, ρ

)
− a1(t, ρ)

}
J2 0

K
(
t
)
J3 − K(t)J1 0 0

 ,

where a1(t, ρ) = ρK(t)/a(t, ρ). We remark that S1 is a characteristic surface and that
we have some components which are simultaneously “free” for both the boundary and
the adjoint boundary conditions. This fact is crucial and explains why we can choose
the kernel of the mollifier in such a way that J1 and J3 depend in the same way on ρ.

Note that for any constant c and any w ∈ L2(D) with w = 0 in R3\D,∥∥∥∥∫
R

1
ε1

j

(
t − t

ε1
+ c

)
w

(
t, ρ, ϕ

)
dt − w(t, ρ, ϕ)

∥∥∥∥
L2(D)

→ 0(3.13)
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as ε1 → 0. In our case, we have

I ′
ε :=

∥∥∥∥(
ε1ε

2
2ε3

)−1
∫

D

{
j

(
t − t

ε1
+ 2

)
− j

(
t − t

ε1
− 2

)}

j′
(

ρ − ρ

ε2
+ E

)
j

(
ϕ − ϕ

ε3

)
ũ3(z)dz

∥∥∥∥
L2(D)

→ 0

(3.14)

as ε1 → 0, ε2 and ε3 being fixed. In a similar way we find, using (3.13), that

I ′′
ε :=

∥∥∥∥(
ε1ε

2
2ε3

)−1
∫

D

{
K

(
t
)
j

(
t − t

ε1
+ 2

)
− K(t)j

(
t − t

ε1
− 2

)}

j′
(

ρ − ρ

ε2
+ E

)
j

(
ϕ − ϕ

ε3

)
ũ1(z)dz

∥∥∥∥
L2(D)

→ 0

(3.15)

as ε1 → 0, ε2 and ε3 being fixed. We also have that

I ′′′
ε :=

∥∥∥∥(ε1ε2ε3)
−1

∫
D

∂

∂ρ

{[
a1(t, ρ) − a1(t, ρ)

]
j

(
ρ − ρ

ε2
− E

)}
j

(
t − t

ε1
+ 2

)
j

(
ϕ − ϕ

ε3

)
ũ2(z)dz

∥∥∥∥
L2(D)

→ 0
(3.16)

as ε1 → 0, ε2 → 0 with 0 < ε1 ≤ ε2, and with ε3 being fixed, since∣∣a1
(
t, ρ

)
− a1(t, ρ)

∣∣ ε−1
2 ≤ M

{∣∣t − t
∣∣ + |ρ − ρ|

}
ε−1
2 ≤ M1(ε1ε

−1
2 + 1).(3.17)

This completes the discussion of problem (b). Problems (c) and (d), involving Aϕ
2

and B2 (see (3.2), (3.7)), are handled in a standard way. The investigation in a
neighborhood of a point from S0 ∩ S1 is finished. To deal with the point (0, 0, 0) we
follow the Lax–Phillips scheme [17] for the two-dimensional problem, but with some
changes. We use a cut-off function ψ ∈ C∞(R), with ψ(s) = 0 for s ≤ 1 and ψ(s) = 1
for s ≥ 2, and for each m ∈ N define ψm ∈ C∞ (

G
)

by ψm(t, ρ) = ψ
(
m

(
ρ + t3/2

))
.

Note that the function ûm := ψmû is a weak solution of the system

L̂û = f̂m := ψmf̂ + m

(
x1

ρ
A1 +

x2

ρ
A2 +

3
2

√
tA3

)
ψ′

(
m

(
ρ + t3/2

))
û.

To finish the proof of Theorem 2.4 we need the next lemma, which follows in a standard
way, using the fact that on suppψ′, we have ρ ≤ 2/m and t ≤ 2/m2/3.

LEMMA 3.1. Let û ∈ H∗(G) and f̂ ∈ H∗(G). Then∥∥∥f̂m − f̂
∥∥∥∗

→ 0 as m → ∞.(3.18)

The proof of Theorem 2.4 is complete.
THEOREM 3.2. Let f̂ ∈ H∗(G) and suppose that û ∈ H∗(G) is a weak solution

of the boundary-value problem (2.5), (2.10). Then it is a strong solution, it is unique,
and it satisfies the a priori estimate

‖û‖∗ ≤ Cα

∥∥∥f̂
∥∥∥∗

.(3.19)
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Proof. We wish to use Theorems 2.3 and 2.4. For a weak solution û from Theorem
2.3 and for each m ∈ N define functions ûm = ψmû as above. We know that ûm = 0
in G∩

{
ρ + t3/2 ≤ m−1

}
. From the results above it follows that far from (0, 0, 0) every

weak solution is a strong solution. But ûm satisfies this condition. In view of this and
Lemma 3.1 the proof is complete.

4. The nonlocal problem: Existence of a generalized solution. Here we
deal with Problem A. We recall that we consider the curve t = Cρ−α−αρ/(α+1), α be-
ing a small positive parameter, and that this curve contains the point (t0, ρ0) provided
that C = {t0+αρ0/(α+1)}ρα

0 ; under this condition we denote by (pα(t0, ρ0), qα(t0, ρ0))
the common point of the curve and the curve ρ =

∫ t

0

√
K(τ)dτ (for the details see

section 7).
DEFINITION 4.1. A function ω(t, ρ, ϕ) is called a generalized solution of Problem

A if (a) ω, ∂ω
∂t ,

√
r ∂ω

∂ρ ∈ L2(G); (b)
√

rρ−1 ∂ω1

∂ϕ ∈ L2(G), where

ω1(t, ρ, ϕ) := ω(t, ρ, ϕ) − ω (pα (t, ρ) , qα (t, ρ) , ϕ) ;(4.1)

(c) ω = 0 on S0 ∪ S1; (d) for any function v ∈ C∗ := {v ∈ C1(G) : v = 0 on
S0 ∪ S2, and in some neighborhood of (0, 0, 0)}, the equality∫

G

(
∂ω

∂t

∂v

∂t
− K(t)

∂ω

∂ρ

∂v

∂ρ
− K(t)

ρ2

∂ω1

∂ϕ

∂v

∂ϕ
− fv

)
ρ dρ dϕ dt = 0(4.2)

holds.
Remark. The trace in (4.1) exists because pα, qα ∈ C1(G) (see section 7).
THEOREM 4.2. Suppose that the parameter α > 0 is so small that conditions (E1)

and (E2) are satisfied. Then for any f ∈ L2(G), there is a generalized solution of
Problem A.

Proof. Let f ∈ L2(G); then f̂ = (−x1f,−x2f, α(ρ + t)f) ∈ H∗(G). By Theorem
2.3, there exists a weak solution û = (u1, u2, u3) ∈ H∗(G) of the problem (2.5),
(2.10); by Theorem 2.4, it is a strong solution. Hence there are functions ûm =
(um1, um2, um3) ∈ C1

(
G

)
(m ∈ N) such that

x1um1 + x2um2 = 0 on S0,
√

K (x1um1 + x2um2) − ρum3 = 0 on S1,

x1um2 − x2um1 = 0 on S2, ûm = 0 in a neighborhood of (0, 0, 0)
(4.3)

and

‖ûm − û‖∗ → 0,
∥∥∥L̂ûm − f̂

∥∥∥∗
→ 0 as m → ∞.(4.4)

Recalling that L̂ = ΛL0 we put umρ = (x1um1 + x2um2)/ ρ, umϕ = x1um2 −
x2um1,

wm1 = L1
0ûm := K(t)

(
∂um1

∂x1
+

∂um2

∂x2

)
− ∂um3

∂t
,

wm2 = (1/K(t))L2
0ûm :=

a

ρ

(
∂umϕ

∂t
− ∂um3

∂ϕ

)
−

(
∂umϕ

∂ρ
− ∂umρ

∂ϕ

)
,

wm3 = L3
0ûm :=

∂umρ

∂t
− ∂um3

∂ρ
.

(4.5)
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Since det Λ = ρ2 − a2K ≥ c
(
ρ2 + t3

)
in G, c > 0, the second part of (4.4) gives∥∥∥(

ρ2 + t3
)1/3

(wm1 − f)
∥∥∥

L2(G)
→ 0, ‖twm2‖L2(G) → 0,(4.6) ∥∥∥(

ρ2 + t3
)1/2

wm3

∥∥∥
L2(G)

→ 0.(4.7)

Now we define functions ωm ∈ C1
(
G

)
by

ωm(t, ρ, ϕ) =
∫ t

0
um3(τ, ρ, ϕ) dτ (m ∈ N).(4.8)

In view of (4.4), there is a function ω ∈ L2(G) such that

‖ωm − ω‖ → 0,

∥∥∥∥∂um

∂t
− u3

∥∥∥∥ → 0 as m → ∞,(4.9)

and ωt = u3 ∈ L2(G). From the boundary conditions (2.10) and from (4.7), for every
δ > 0 we obtain ∥∥∥∥∂ωm

∂ρ
− (x1u1 + x2u2)/ ρ

∥∥∥∥
L2(Gδ)

→ 0 as m → ∞,(4.10)

where Gδ is the set of all those points of G with ρ > δ. Hence

∂ω

∂ρ
= (x1u1 + x2u2)/ ρ,

√
r
∂ω

∂ρ
∈ L2(G).

The function ω satisfies the required boundary conditions (1.2) on S0 ∪ S1. Thus ω
satisfies conditions (a) and (c) of Definition 4.1.

We can now turn to the derivative with respect to ϕ. Put

Qm :=
∂ωm

∂ϕ
− umϕ =

∂ωm

∂ϕ
− (x1um2 − x2um1) .(4.11)

Use of the equations in system (2.2) and notation (4.5) shows that Qm satisfies

a

ρ

∂Qm

∂t
− ∂Qm

∂ρ
= −wm2 +

a

ρ

∂

∂ϕ

∫ t

0
wm3(τ, ρ, ϕ)dτ := −Gm(t, ρ, ϕ).(4.12)

To integrate (4.12) we observe that a = α(ρ + t), make the change of variables ξ =
(t + αρ/(α + 1))ρα, s = ρ, and write

Qm(ξ, s, ϕ) := Qm

(
ξs−α − α

α + 1
s, s, ϕ

)
,(4.13)

with similar definition for Gm. From (4.12) we have

Qm(ξ, s, ϕ) = Fm(ξ, ϕ) +
∫ s

s(ξ)
Gm(ξ, σ, ϕ)dσ.(4.14)

We choose s (ξ0) to be the ρ-coordinate of the point of intersection of S2 and the curve
ξ = ξ0. Since umϕ(ξ, s(ξ), ϕ) = 0, by (4.3), then

Qm(ξ, s, ϕ) − ∂ωm

∂ϕ
(ξ, s(ξ), ϕ) =

∫ s

s(ξ)
Gm(ξ, σ, ϕ)dσ(4.15)
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and we finally have

Qm(t, ρ, ϕ) − ∂ωm

∂ϕ

(
tρα +

α

α + 1
ρα+1, s

(
tρα +

α

α + 1
ρα+1

)
, ϕ

)
=

∫ s

s(tρα+ α
α+1 ρα+1)

Gmdσ.

(4.16)

But this means that

∂ω1
m

∂ϕ
− umϕ =

∫ ρ

qα

Gm(ξ, s, ϕ)ds(4.17)

according to the notation (4.1). The integral∫ ρ

qα(t,ρ)
Gm(ξ, s, ϕ)ds =

∫ ρ

qα(t,ρ)
Gm

((ρ

s

)α
(

t +
α

α + 1
ρ

)
− α

α + 1
s, s, ϕ

)
ds

can be split into two parts, by (4.12). For these we have the following estimates: for
every δ > 0, ∥∥∥∥∫ ρ

qα

wm2ds

∥∥∥∥
L2(Gδ)

→ 0,

∥∥∥∥∫ ρ

qα

∫ t

0
wm3dτds

∥∥∥∥
L2(Gδ)

→ 0,(4.18)

as m → ∞; here Gδ is the set of all those points of G with t > δ. To prove this we need
the properties of wm2 and wm3 given by (4.6) and (4.7), together with the fact that
if some characteristic of the first-order partial differential equation (4.12) starts from
a point on S2 far from (0, 0, 0), then it will remain far from (0, 0, 0) at all times, so
we have some uniformity. It should also be observed that the weight t in the estimate
(4.6) for wm2 causes no difficulty in our case, because starting from a point in G we
integrate along a curve through this point which goes to S2 but remains away from
t = 0. These considerations enable us to prove that for all ψ ∈ C∞

0 (G),

−
(

ω1,
∂ψ

∂ϕ

)
= (uϕ, ψ) ,(4.19)

that is, ∂ω1

∂ϕ = (−x2u1+x1u2),
√

r
ρ

∂ω1

∂ϕ ∈ L2(G), and the proof that ω satisfies condition
(b) of Definition 4.1 is complete.

As for condition (d), let v ∈ C1(G) be such that ∂v
∂ϕ ∈ C1(G) and v vanishes on

S2 and in some neighborhood of S0. Then from (4.5), (4.6), and (4.7) it follows that(
K

∂um1

∂x1
+ K

∂um2

∂x2
− ∂um3

∂t
, v

)
→ (f, v) as m → ∞.(4.20)

Integrating by parts in view of the boundary conditions (4.3) and with the aid of
the representations of derivatives of ωm, it now follows that (4.2) holds, when v is
restricted as stated above. That condition (d) is fulfilled for the given class of functions
v results from a density argument. The proof of Theorem 4.2 is complete.

5. Uniqueness of the generalized solution.
THEOREM 5.1. Let f ∈ L2(G) and suppose that the positive parameter α is so

small that it satisfies conditions (E1) and (E2). Then Problem A has at most one
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generalized solution, and there is a constant C such that if ω is a generalized solution
it satisfies the a priori estimate

‖ω‖ +
∥∥∥∥∂ω

∂t

∥∥∥∥ +
∥∥∥∥√

r
∂ω

∂ρ

∥∥∥∥ +
∥∥∥∥√

r

ρ

∂ω1

∂ϕ

∥∥∥∥ ≤ C ‖f‖ ,(5.1)

where we recall that ‖·‖ stands for ‖·‖L2(G).
Proof. Suppose that ω is a generalized solution of Problem A. Put

uρ =
∂ω

∂ρ
, u3 =

∂ω

∂t
, uϕ =

∂ω1

∂ϕ
, u1 = x1uρρ

−1 − x2uϕρ−2,

u2 = x2uρρ
−1 + x1uϕρ−2.

(5.2)

Then u3,
√

ru1,
√

ru2 ∈ L2(G). We claim that the following result holds.
LEMMA 5.2. The function û = (u1, u2, u3) is a weak solution of problem (2.5),

(2.10) for the function f̂ = (−x1f,−x2f, α(ρ + t)f) ∈ H∗(G).
Assuming this for the moment, it follows from Theorem 3.2 that û is a strong

solution of (2.5), (2.10), that it is unique, and that it satisfies the inequality (2.5),
which in the notation (5.2) means

‖ωt‖ +
∥∥√

rωρ

∥∥ +
∥∥√

rρ−1ω1
ϕ

∥∥ ≤ C ‖f‖ .

Since ω = 0 on S0 and ω =
∫ t

0 ωt(τ, ρ, ϕ)dτ, the a priori estimate (5.1) follows.
To conclude the proof of Theorem 5.1 we establish Lemma 5.2. From (4.2) it

follows that if w1 ∈ C∗, i.e., w1 ∈ C1(G), w1 is zero on S0 ∪S2 and in a neighborhood
of (0, 0, 0), then (with (·, ·) denoting the inner product in L2(G))(

u3,
∂w1

∂t

)
−

(
Ku1,

∂w1

∂x1

)
−

(
Ku2,

∂w1

∂x2

)
= (f, w1) .(5.3)

If w3 ∈ C2
(
G

)
is zero on S2 and in a neighborhood of (0, 0, 0), then plainly(

uρ,
∂w3

∂t

)
−

(
u3,

1
ρ

∂

∂ρ
(ρw3)

)
= 0.(5.4)

If w2 ∈ C2
(
G

)
is zero on S1 and in a neighborhood of S0, then we claim that

I(ω) :=
(

au3 − ρuρ,
1
ρ

∂

∂ϕ
(Kw2)

)
−

(
1
ρ
uϕ,

∂

∂t
(aKw2) − ∂

∂ρ
(ρKw2)

)
= 0.(5.5)

To verify this, observe that we may approximate the function ω(t, ρ, ϕ) by smooth
functions ωm(t, ρ, ϕ) in W 1

2 (suppw2). Using the notation ω1
m from (4.1) we see that

ω1
m = 0 on S2, by definition of the functions pα and qα. Then I (ωm) → I(ω) as

m → ∞; we see that I (ωm) = 0. This follows from the boundary conditions and
because the functions ωm (pα(t, ρ), qα(t, ρ), ϕ) depend actually only on ϕ and ξ =
tρα +

α

α + 1
ρα+1. It is easy to check in that case that{

∂

∂ρ
− α

ρ
(t + ρ)

∂

∂t

}
ωm (pα(t, ρ), qα(t, ρ), ϕ) = 0.(5.6)

From all this (5.5) follows. From (5.3), (5.4), (5.5), and the representation of the
operator L̂0 we have (

û, L̂∗
0ŵ

)
=

(
f̂1, ŵ

)
= (f, w1)(5.7)
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for every function ŵ = (w1, w2, w3) such that{
ŵ ∈ C2

(
G

)
, ŵ = 0 in a neighborhood of (0, 0, 0),

w1 = 0 on S0 ∪ S2, w2 = 0 on S1, w3 = 0 on S2.
(5.8)

Recalling that L̂ = ΛL̂0, we are led to solve the equation ŵ = Λ∗v̂. This gives{
w1 = − (x1v1 + x2v2 − av3) , w2 = (x2v1 − x1v2)/ ρ,

w3 = ρv3 − Ka(x1v1 + x2v2)ρ−1.
(5.9)

It is easy to see that for every v̂ ∈ C2
(
G

)
which satisfies conditions (2.11) and the

additional conditions

x1v1 + x2v2 = 0, v3 = 0 on S2,(5.10)

the corresponding function ŵ given by (5.9) satisfies (5.8), and so the equality(
û, L̂∗v̂

)
=

(
f̂ , v̂

)
, f̂ = (−x1f, −x2f, af)

holds for all such functions v̂. Some density arguments remove the additional condi-
tions (5.10) and thus show that û is a weak solution of problem (2.5), (2.10).

The proof of Lemma 5.2 is complete.

6. Smoothness of the generalized solution. The matter investigated here is
the smoothness with respect to ϕ of the generalized solution of the nonlocal Problem
A. We begin with the following lemma.

LEMMA 6.1. Suppose that the function ω satisfies all conditions from Definition
4.1, except that the equality (4.2) holds only for all functions v ∈ C∞

0 (G). Then ω is
a generalized solution of Problem A.

We omit this proof, because we shall not use this fact here.
THEOREM 6.2. Suppose that the positive parameter α satisfies (E1) and (E2), and

let f ∈ L2(G) be such that ∂kf
∂ϕk ∈ L2(G) for k = 1, . . . , ` for some ` ∈ N. Then there

is a unique generalized solution ω of Problem A for which

∂kω

∂ϕk
∈ W̃ 1

2 (G) (k = 0, . . . , ` − 1),
∂`+1ω

∂t∂ϕ`
∈ L2(G),

√
r
∂`+1ω

∂ρ∂ϕ`
∈ L2(G)(6.1)

and

`−1∑
k=0

∥∥∥∥∂kω

∂ϕk

∥∥∥∥
W̃ 1

2 (G)
+

∥∥∥∥∂`+1ω

∂t∂ϕ`

∥∥∥∥
L2(G)

+
∥∥∥∥√

r
∂`+1ω

∂ρ∂ϕ`

∥∥∥∥
L2(G)

≤ Cα

∑̀
k=0

∥∥∥∥∂kf

∂ϕk

∥∥∥∥
L2(G)

.(6.2)

Proof. First suppose that g ∈ L2(G) is such that ∂g/∂ϕ ∈ L2(G). Let u be a
generalized solution of Problem A, with f = ∂g/∂ϕ; Theorem 4.2 ensures that such a
solution exists. Then u, ∂u/∂t,

√
r∂u/∂ρ,

√
rρ−1∂u1 /∂ϕ ∈ L2(G) , u = 0 on S0 ∪ S1,

and

(ut, vt) − (Kuρ, vρ) −
(
Kρ−2u1

ϕ, vϕ

)
= (gϕ, v) = (g, vϕ)(6.3)

for all v ∈ C∗. We have also in each set Gδ = G∩{ρ > δ} an approximation sequence
{ωm} ⊂ C1(Gδ), as in Theorem 4.2.
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Put u1(t, ρ, ϕ) =
∫ 2π

0 u(t, ρ, ϕ)dϕ; then we have

∂u1

∂t
=

∫ 2π

0

∂u

∂t
(t, ρ, ϕ)dϕ ∈ L2(G),

∂u1

∂ρ
=

∫ 2π

0

∂u

∂ρ
(t, ρ, ϕ)dϕ,

∂u1

∂ϕ
= 0.(6.4)

Moreover, u1 = 0 on S0 ∪ S1. Let v1 ∈ C∗ be independent of ϕ. Then from (6.3) we
have ∫

∆

(
∂u1

∂t

∂v1

∂t
− K

∂u1

∂ρ

∂v1

∂ρ
− K

ρ2

∂u1
1

∂ϕ

∂v1

∂ϕ

)
ρdρdt = 0,(6.5)

where ∆ = {(t, ρ) : t > 0,
∫ t

0

√
K(τ)dτ < ρ < 1 −

∫ t

0

√
K(τ)dτ}.

Given v ∈ C∗, define v1 =
∫ 2π

0 vdϕ; then (6.5) holds for this v1 and we have∫
G

(
∂u1

∂t

∂v

∂t
− K

∂u1

∂ρ

∂v

∂ρ
− K

ρ2

∂u1
1

∂ϕ

∂v

∂ϕ

)
dx = 0(6.6)

for all v ∈ C∗. This shows that u1 is a generalized solution of Problem A with
f = 0. From the uniqueness part of Theorem 5.1 we have u1 = 0 in G, that is,∫ 2π

0 u(t, ρ, ϕ)dϕ = 0 for (t, ρ) ∈ ∆.
Define

y(t, ρ, ϕ) =
∫ ϕ

0
u(t, ρ, λ)dλ.(6.7)

Since u1 = 0 in G, this function has a generalized ϕ-derivative ∂y
∂ϕ = u, and by (6.3),

(yt, vϕt) − (Kyρ, vϕρ) −
(
Kρ−2y1

ϕ, vϕϕ

)
= (g, vϕ)(6.8)

for all v ∈ C∗ such that vϕ ∈ C1
(
G

)
. Note that if g ∈ L2(G), there is a generalized

solution ω of Problem A with f = g; for this solution (6.8) is also satisfied. With
z = ω − y we then have

(zt, vϕt) − (Kzρ, vϕρ) −
(
Kρ−2z1

ϕ, vϕϕ

)
= 0(6.9)

for the same functions v. If ψ ∈ C2
(
G

)
∩ C∗, then

vϕ(t, ρ, ϕ) := ψ(t, ρ, ϕ) − 1
2π

∫ 2π

0
ψ(t, ρ, ϕ)dϕ(6.10)

can be substituted in (6.9), giving((
z − 1

2π

∫ 2π

0
zdϕ

)
t

, ψt

)
−

(
K

(
z − 1

2π

∫ 2π

0
zdϕ

)
ρ

, ψρ

)

−
(

Kρ−2
(

z − 1
2π

∫ 2π

0
zdϕ

)1

ϕ

, ψϕ

)
= 0.

(6.11)

It follows from Theorem 5.1 that

z(t, ρ, ϕ) − 1
2π

∫ 2π

0
z(t, ρ, ϕ)dϕ = 0 in G,(6.12)
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that is, ωϕ = u in G. The properties of the generalized solutions ω and u now lead to
the conclusion of the theorem, once the estimate∥∥√

rρ−1ωϕ

∥∥ ≤ C ‖fϕ‖(6.13)

has been established. To do this we use the fact that ω = 0 in S0 and the following
lemma.

LEMMA 6.3. For every w ∈ L2(G),∥∥∥∥√
rρ−1

∫ t

0
w(τ, ρ, ϕ)dτ

∥∥∥∥ ≤ C ‖w‖ .

The proof of Theorem 6.2 is complete.

7. Local and nonlocal problems, and their connection. We investigate
here the connection between solutions of Problem P and those of Problem A.

DEFINITION 7.1. A function u ∈ W̃ 1
2 (G) is called a generalized solution of Problem

P if, and only if, u = 0 on S0 ∪ S1 and∫
G

{
utvt − K(t)uρvρ − K(t)ρ−2uϕvϕ − fv

}
dx = 0(7.1)

holds for all v ∈ C∗.
We shall also consider the following problem.
Problem Pϕ. Is there a generalized solution of Problem P which satisfies the extra

condition

uϕ = 0 on S2 in a weak sense,(7.2)

that is,
∫

S2
uvϕ ds = 0 for all v ∈ C∞

0 (S2)?
For the Tricomi equation, Problem Pϕ was formulated by Didenko [11].
Denote by H the set of all f ∈ L2(G) for which there exists a generalized solution

uf of Problem P; denote by Hϕ the subspace of functions f ∈ H for which the solution
uf satisfies (7.2). We know that in the case of the Tricomi equation, where K(t) = t,

dim (L2(G)/H) = ∞(7.3)

since all the functions vn given in (1.4) are orthogonal to H.
Remark. Sorokina [33] studied a variant of Problem Pϕ: she called a function

u ∈ W̃ 1
2 (G) a “generalized solution” of this problem if, and only if, u is a solution

of equation (1.1) in the sense of distributions (that is, (7.1) holds for every v ∈
C∞

0 (G)), u = 0 on S0, uϕ = 0 on S2, and uν = 0 on S1 in a weak sense, where
uν = K(n1ux1 + n2ux2) − n3ux3 is the conormal derivative. Theorem 2 of Sorokina
[33] states that given any f ∈ L2(G), there is a “generalized solution” of the problem,
and any such solution is a strong solution. This result seems to us to be incorrect:
the problem as formulated in Sorokina [33] appears to be strongly over determined
(compare with (7.3) and Lemma 6.1).

We shall examine the uniqueness and continuous dependence on the data of so-
lutions of Problem Pϕ. The nonlocal Problem A will give some information about
this.

THEOREM 7.2. Let u ∈ W̃ 1
2 (G) be a generalized solution of Problem Pϕ. Then it

is also a generalized solution of Problem A and so is unique and satisfies the a priori
estimate

‖u‖W̃ 1
2 (G) ≤ C ‖f‖L2(G) .(7.4)
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Proof. Let v ∈ C2
(
G

)
be zero in some neighborhoods of S1 ∩ S2, S0 ∩ S1, and

(0, 0, 0); suppose that α > 0 is so small that conditions (E1) and (E2) hold. We
investigate the nonlocal term in the integral equality (4.2):

I(v) :=
∫

G

K(t)ρ−2u (pα(t, ρ), qα(t, ρ), ϕ) vϕϕ(t, ρ, ϕ)ρdρdtdϕ

=
∫

S2

u(s)wϕ(s)ds

(7.5)

for some w ∈ C1
0 (S2) , obtained by integration of v over the lines t = Cρ−α −αρ/(α+

1). More precisely, let (t0, ρ0, ϕ) be a point in the domain G. This lies on the curve
with equation t = Cρ−α − αρ/(α + 1), where C = (t0 + αρ0/(α + 1))ρα

0 . This curve
intersects ρ =

∫ t

0

√
K(τ)dτ in a point (pα(t0, ρ0), qα(t0, ρ0), ϕ) , where t = pα (t0, ρ0)

is a solution of the equation

F (t) := t

[∫ t

0

√
K(τ)dτ

]α

+
α

α + 1

[∫ t

0

√
K(τ)dτ

]α+1

= t0ρ
α
0 + αρα+1

0 /(α + 1);

this exists because F (t) > 0 for t > 0 and F (0) = 0. Then

pα(t0, ρ0) = F−1 (
t0ρ

α
0 + αρα+1

0 /(α + 1)
)
, qα(t0, ρ0) =

∫ pα(t0,ρ0)

0

√
K(τ)dτ.

We note here that 0 < pα(t0, ρ0) < d; more precisely, the curve t = Cρ−α −
αρ/(α + 1) crosses every characteristic ρ = β −

∫ t

0

√
K(τ)dτ at least once, because at

the common point (t0, ρ0) we have

t′1 (ρ0) = −a(t0, ρ0)/ ρ0 > −1
/√

K(t0) = t′2(ρ0) ,

in view of condition (E1).
Let us denote by (t, ψ1(t)) and (t, ψ2(t)) , ψ1(t) < ψ2(t), the points of intersection

of the curve t = Cρ−α − αρ/(α + 1) and ∂G. We note here that ψ1 ∈ C1(0, d), while
ψ2 ∈ C1 ((0, d)\{t′}) , where ψ2(t′) = 1. Then the function w(t, ϕ) in (7.5) will be
given by

w(t, ϕ) =
F ′(t)√
1 + K(t)

∫ ψ2(t)

ψ1(t)
(Kvϕ)

(
F (t)ρ−α − αρ/(α + 1), ρ, ϕ

)
ρ−1−αdρ.(7.6)

In view of condition (7.2) it follows that for every function v such that w ∈
C∞

0 (S2) , we have I(v) = 0. Thus I(v) = 0 for every v ∈ C∗. Comparison of (4.2) and
(7.1) now shows that u is a generalized solution of Problem A. The rest of the proof
now follows from Theorem 5.1.

COROLLARY 7.3. If f ∈ Hϕ, then a generalized solution uf of Problem Pϕ exists
and coincides with the generalized solution ωf of Problem A.

Theorems 6.2 and 7.2 also give information about the smoothness, with respect
to ϕ, of generalized solutions of Problem Pϕ.

COROLLARY 7.4. If f ∈ Hϕ and ∂kf/∂ϕk ∈ L2(G) for k = 0, ..., l, then the
conclusions of Theorem 6.2 hold for a generalized solution uf of Problem Pϕ.

Of course, for f ∈ H\Hϕ a generalized solution of Problem P need not coincide
with the generalized solution ωf of Problem A; and if f ∈ L2(G)\H, there is no
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generalized solution of Problem P. Thus the nonlocal Problem A (for which Theorem
6.2 holds, ensuring uniqueness, existence, and differentiability with respect to ϕ) is,
so to speak, a “regular continuation” of the strongly over determined Problem Pϕ

when f ∈ L2(G)\Hϕ. In this sense, we may regard Problem A to be a “nonlocal
regularization” of Problems P and Pϕ. All this suggests the following procedure for
tackling the ill-posed Problem P. For the given function f ∈ L2(G) we first try to
solve the nonlocal Problem A. To do that, it is possible first to find the solution û =
(u1, u2, u3) of the local problem (2.5), (2.10) for the corresponding system of partial
differential equations and then to find a solution ωf of Problem A by integration of
u3(t, ρ, ϕ). Then we check the value of the derivative (ωf )ϕϕ on the characteristic
cone S2 and if that value is very small, we might conclude that the solution uf of the
Problem P exists and is very close to the function ωf already found.

Remark. Note that Eskin and Vishik solved the strongly overdetermined Cauchy
problem for the Poisson equation ∆nu = f (see Eskin [12]) by changing the equation
to

∆̂nu + G(v) = f,

where G(v) is some potential with unknown density v which depends only on (n −
1) variables. They established existence and uniqueness results about the pair of
functions (u, v); the addition of the potential G(v) removed the overdeterminacy. In
our approach we change equation (1.1) to (1.7), but our additional term depends only
on the function ω, not on some new function.

We now return to Problem P∗, the homogeneous form of which has an infinite
number of classical solutions. By introduction of additional conditions we seek to
eliminate this nonuniqueness, and formulate the following nonlocal problem.

Problem P̃∗. Is there a solution of the equation

K(t) (vx1x1 + vx2x2) − vtt = g in G(7.7)

which satisfies the boundary condition (1.3) and the additional nonlocal condition

∂

∂ϕ

∫ ψ2(t)

ψ1(t)
(Kv)(τ(t, ρ), ρ, ϕ)ρ−1−αdρ = 0 (0 < ϕ < 2π, 0 < t < d) ,(7.8)

where τ(t, ρ) = F (t)ρ−α − αρ/(α + 1) (see (7.5) and (7.6) above)? The integration is
over the intersection of G and the curve (t + α

α+1ρ)ρα = constant, and it is assumed
that the parameter α (> 0) satisfied conditions (E1) and (E2).

We must, of course, make precise the notion of a solution with which we shall be
dealing. This leads to the following definition.

DEFINITION 7.5. A function v ∈ W̃ 1
2 (G) is called a generalized solution of Problem

P̃∗ if (i) v = 0 on S0 ∪ S2; (ii) for every u ∈ CL := {u ∈ C1
(
G

)
: u = 0 on S0 ∪ S1

and in some neighborhood of (0, 0, 0)}, we have∫
G

{
utvt − K(t)uρvρ − K(t)ρ−2uϕvϕ − ug

}
dx = 0;(7.9)

(iii) for all u ∈ C∞
0 (S2) ,∫

S2

uϕ(t, ϕ)

{∫ ψ2(t)

ψ1(t)
(Kv)(τ(t, ρ), ρ, ϕ)ρ−1−αdρ

}
dtdϕ = 0.(7.10)
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For some functions, Problem P̃∗ coincides with the problem adjoint to the nonlocal
Problem A. This is the content of the following theorem.

THEOREM 7.6. A function v ∈ W̃ 1
2 (G) is a generalized solution of Problem P̃∗ if,

and only if, v = 0 on S0 ∪ S2 and∫
G

{
utvt − K(t)uρvρ − K(t)ρ−2[uϕ − uϕ (pα(t, ρ), qα(t, ρ), ϕ)]vϕ − ug

}
dx = 0(7.11)

for all u ∈ CL.
Proof. Suppose that v satisfies (7.11), and let u ∈ CL be zero in some neighbor-

hood of S1 ∩ S2. Let ψ ∈ C∞ (R) be such that ψ(s) = 0 if s ≤ 1, ψ(s) = 1 if s ≥ 2,
and for each m ∈ N define

ψm(t, ρ) = ψ

(
m

(
ρ −

∫ t

0

√
K(τ)dτ

))
;

ψmu is zero in some neighborhood of S2. Use of ψmu in (7.11) gives

(ψmtvt − Kψmρvρ, u) + (ψmut, vt) − (ψmKuρ, vρ)

−
(
ψmρ−2Kuϕ, vϕ

)
= (ψmu, g)

(7.12)

and by Hardy’s inequality we see that the first term converges to zero. From this and
(7.12) it follows that (7.9) holds, from which and (7.11) we obtain (7.10). Thus v is
a generalized solution of Problem P̃∗. The converse is immediate.

THEOREM 7.7. Problem P̃∗ has at most one generalized solution.
Proof. By Theorem 7.6, it is enough to prove that there is at most one generalized

solution of the problem adjoint to Problem A. To do this, suppose that v ∈ W̃ 1
2 (G),

v = 0 on S0 ∪ S2, and satisfies (7.11) with g = 0. Since v ∈ L2(G) and
√

rρ−1vϕ ∈
L2(G), by Theorem 6.2 there is a generalized solution ω of Problem A with f = v,

such that ω ∈ W̃ 1
2 (G), ∂2ω

∂t∂ϕ ∈ L2(G),
√

r ∂2ω
∂ρ∂ϕ ∈ L2(G), and∫

G

(
ωtwt − Kωρwρ − Kρ−2 ∂ω1

∂ϕ
wϕ − vw

)
dx = 0(7.13)

for every w ∈ C∗.
We wish to put w = v in (7.13). To justify this we use the function ψ employed

in the proof of Theorem 7.6. Then (7.13) holds with w = ψ(ρm)v, and so∫
G

(
ωtvt − Kωρvρ − Kρ−2 ∂ω1

∂ϕ
vϕ − v2

)
ψdx + m

∫
G

Kψ′(mρ)ωρvdx = 0.

As m → ∞, the second integral above converges to zero, since |K(t)| ≤ Ct ≤ C1ρ
3/2

in G, and

m

∣∣∣∣∫
G

K(t)ψ′(mρ)ωρvdx

∣∣∣∣ ≤ C
∥∥√

rωρ

∥∥
L2(Gm) ‖v‖L2(Gm) → 0,

where Gm = G∩
{
(t, ρ, ϕ) : ρ ≤ 2m−1

}
. Thus (7.11) with g = 0 and u = w and (7.13)

with w = v show that v = 0 in G, and the proof is complete.
We conjecture that for any g ∈ W̃ 1

2 (G), there exists some kind of generalized
solution of the Problem P̃∗, possibly not belonging to W̃ 1

2 (G). We feel that this should
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follow from the uniqueness theorem relating to the general solution of the Problem
A. Here we prove a weaker result.

THEOREM 7.8. For every function g ∈ L2(G) there exists a weak solution of
Problem A∗, that is, a function v ∈ L2(G) for which the equality(

Lω − K(t)ρ−2ωϕϕ (pα(t, ρ), qα(t, ρ), ϕ) , v
)

= (ω, g)(7.14)

holds for every ω ∈ CL ∩ C2
(
G

)
.

THEOREM 7.9. This follows from the a priori estimate (5.1), that is,

‖ω‖L2(G) ≤ C
∥∥Lω − Kρ−2ωϕϕ (pα, qα, ϕ)

∥∥
L2(G) .

Remark. Some other additional conditions relating to Problem P∗ for the wave
equation (instead of equation (1.1)) were formulated by Kan Cher [9]. These condi-
tions concern the boundedness of some integrals of Fourier-coefficients of solutions of
Problem P∗.
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Abstract. We will show that the Dirichlet-to-Neumann map Λ for the electrical conductivity
equation on a simply connected plane region has an alternating property, which may be considered as
a generalized maximum principle. Using this property, we will prove that the kernel, K, of Λ satisfies

a set of inequalities of the form (−1)
n(n+1)

2 det K(xi, yj) > 0. We will show that these inequalities
imply Hopf’s lemma for the conductivity equation. We will also show that these inequalities imply
the alternating property of a kernel.

Key words. conductivity, Dirichlet-to-Neumann, kernel
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1. Introduction. In this paper we will derive some properties of the Dirichlet-
to-Neumann map for the electrical conductivity equation in R2. These properties are
analogs of properties which characterize the Dirichlet-to-Neumann maps for electrical
networks (see [1], [2], and [3]). We recall some definitions. Let Ω be a relatively
compact, simply connected open set in R2 with C2 boundary. Let γ(p) > 0 be a C2

function on Ω. Let f be a function defined on ∂Ω. Then there is a unique function
u, defined on Ω, such that

∇(γ∇u) = 0(1.1)

and u(p) = f(p) for p ∈ ∂Ω. (Equation (1.1) is the electrical conductivity equation
and a function, u, that satisfies (1.1) is called a γ-harmonic function.) Let ∂u

∂n (p) be
the directional derivative of u in the direction of the outward pointing unit normal
n at the point p ∈ ∂Ω. Then the Dirichlet-to-Neumann map, Λ, is defined by the
formula

Λf(p) = γ(p)
∂u

∂n
(p).(1.2)

The domain of Λ may be taken to be H
1
2 (∂Ω) and the image is in H− 1

2 (∂Ω). Λ is a
pseudodifferential operator of order 1 and as such has a kernel, K(x, y), defined as a
distribution on ∂Ω × ∂Ω. The kernel gives a representation of Λ by the formula

Λf(x) =
∫

∂Ω
K(x, y)f(y)dy,(1.3)

where x and y are arc length coordinates on ∂Ω. For the pseudodifferential operator
Λ, the kernel K is a symmetric function, K(x, y) = K(y, x), and for a fixed x ∈ ∂Ω,
limy→x |K(x, y)| = ∞. More precisely,

K(x, y) =
k(x, y)
|x − y|2 + D(x, y),(1.4)
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where k is continuous on ∂Ω × ∂Ω, k(x, y) = k(y, x), k(x, x) 6= 0, and D is a distribu-
tion supported on ∆ = {(x, x) : x ∈ ∂Ω}. (In this formula, |x− y| is the separation in
arc length of points with arc length coordinates x and y and the continuous term in
this expansion has been incorporated into the term k(x,y)

|x−y|2 .) If x 6∈ supp(f), then the
integral is an ordinary integral and there are no convergence questions. Since we will
be interested in the behavior of K(x, y) for x 6= y we will ignore D and will pretend
that K(x, y) = k(x,y)

|x−y|2 . The expansion (1.4) follows from Lemma 3.7 of [6] or Theorem
0.1 in [7]. The boundary, ∂Ω, is a Jordan curve and hence is homeomorphic to a
circle. Pick an orientation on ∂Ω. We say that (x1, . . . , xn; y1, . . . , yn) is a circular
pair if there are points p, q ∈ ∂Ω which divide ∂Ω into two connected components,
A, B such that {x1, . . . , xn} ⊂ A, {y1, . . . , yn} ⊂ B, and x1, . . . , xn, y1, . . . , yn are in
circular order on ∂Ω. (Note that this definition is modified from the definition in
[2].) The main theorem of this paper is the following theorem, which we prove to be
equivalent to the alternating property stated in section 2.

THEOREM 1.1. Let (x1, . . . , xn; y1, . . . , yn) be a circular pair on ∂Ω. Let L = (lij)
be the n × n matrix with entries defined by lij = K(xi, yj). Then

(−1)
n(n+1)

2 det(L) > 0.(1.5)

We consider this to be a generalization of a result in [2]. We will see how it implies
the classical Hopf lemma for the conductivity equation in dimension 2.

2. The alternating property. We first restate and prove a result of [2]. Sup-
pose that ∂Ω = I ∪ J , where I and J are disjoint connected arcs. Then we have the
following theorem.

THEOREM 2.1. Let f be a smooth function on ∂Ω such that f = 0 on I. Suppose
there is a sequence of points {p1, . . . , pn} ⊂ I in circular order such that

(−1)i+1Λf(pi) > 0.(2.1)

Then there is a sequence of points {q1, . . . , qn} ⊂ J in circular order such that

(−1)nΛf(pi)f(qi) > 0.(2.2)

Proof. Equation (2.2) is equivalent to

Λf(pi)f(qn+1−i) < 0.(2.3)

We first describe how to pick the point qn. Let u be the solution of (1.1) such that
u = f on ∂Ω. By (2.1) ∂u

∂n (p1) > 0. Hence there is a small open line segment, α, such
that α ⊂ Ω, p1 is one end of α, and u < 0 on α. Let W be the connected component
of {z ∈ Ω : u(z) < 0} that contains α. Suppose that W ∩ J = ∅. Then u = 0
on ∂W . But this contradicts the maximum principle since u < 0 in W and W 6= ∅.
Thus W ∩ J 6= ∅. Now u = 0 at every point of ∂W that is in Ω. Using the maximum
principle again we see that there is a qn ∈ W ∩ J such that f(qn) < 0 and there is
an open line segment β ⊂ W such that qn is an end point of β. Now we can connect
the ends of α and β that are inside W by a smooth curve in W . Hence there is a
smooth curve C1 such that C1 is diffeomorphic to a line segment, has end points p1
and qn, and C1 − p1 − qn ⊂ W . Then u(z) < 0 for all z ∈ C1 − p1. We can repeat
this argument to produce curves Cj such that Cj joins pj to a point qn+1−j ∈ J ,
Cj − pj − qn+1−j ⊂ Ω, and (−1)ju(z) < 0 for all z ∈ Cj − pj . These curves cannot
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intersect and by the Jordan curve theorem the points p1, . . . , pn, q1, . . . , qn must be in
circular order on ∂Ω. It is easy to see that these points satisfy (2.3).

We have referred to this property as the alternating property. Elsewhere [5] a
similar property has been called the variation diminishing property. See also section
6 of this paper.

3. The weak inequality. We first prove the weaker statement.
THEOREM 3.1. Let (x1, . . . , xn; y1, . . . , yn) be a circular pair on ∂Ω. Let L = (lij)

be the n × n matrix with entries defined by lij = K(xi, yj). Then

(−1)
n(n+1)

2 det(L) ≥ 0.(3.1)

Proof. The proof is by induction on n. We first consider n = 1. The proof goes
by contradiction. Suppose that there are points p, q ∈ ∂Ω with p 6= q and K(p, q) > 0.
Then there is an ε > 0 such that p 6∈ Dε = {y : |y−q| < ε} and K(p, y) > 0 for y ∈ Dε.
Let f(y) be a continuous function on ∂Ω such that supp(f) ⊂ Dε = {y : |y − q| < ε},
f(q) > 0, and f(s) ≥ 0 for all s ∈ ∂Ω. Then

γ(p)
∂u

∂n
(p) = Λf(p) =

∫
Dε

K(p, y)f(y)dy > 0,

where u satisfies (1.1) and u(s) = f(s), s ∈ ∂Ω. But then there must be a point z
near p in Ω such that u(z) < 0. This contradicts the maximum principle.

Next we assume that the result is true for all (n−1)× (n−1) matrices and prove
that it is true for n × n matrices. If the result is not true, then we have a circular
pair (x1, . . . , xn; y1, . . . , yn) such that

(−1)
n(n+1)

2 det(L) < 0.(3.2)

Consider the matrix L−1 with entries (hij). Then

hij = (−1)i+j det(Lij)
det(L)

,(3.3)

where Lij is the (i, j) minor of L. By induction, (3.2), and (3.3),

(−1)i+j+ n(n−1)
2 + n(n+1)

2 +1hij = (−1)i+j+n+1hij ≥ 0.(3.4)

Since L is nonsingular, for fixed i there must be some j for which

(−1)i+j+n+1hij > 0.(3.5)

Now let w = [1,−1, 1, . . . , (−1)n+1]T be an n-vector with alternating signs. Let
z = L−1w. Then using (3.4) and (3.5) it is easy to verify that

(−1)i+nzi > 0.(3.6)

To summarize, we have a vector z such that

(−1)i+1 = wi =
n∑

j=1

K(xi, yj)zj(3.7)
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and

(−1)n+1ziwi > 0.(3.8)

Now, choose small intervals Dj around the points yj such that the Dj are disjoint
and do not contain any of the points xi. Choose the Dj so small that

|K(xi, y) − K(xi, yj)| < ε, y ∈ Dj , i = 1, . . . , n.(3.9)

Also choose functions fj such that

supp(fj) ⊂ Dj , zjfj(y) ≥ 0, and
∫

Dj

fj = zj .(3.10)

Let f =
∑

fj . Then

|Λf(xi) − wi| =

∣∣∣∣∣∣
∫

∂Ω
K(xi, y)f(y)dy −

n∑
j=1

K(xi, yj)zj

∣∣∣∣∣∣
=

∣∣∣∣∫
∂Ω

(K(xi, y) − K(xi, yj))f(y)dy

∣∣∣∣(3.11)

≤ ε
n∑

j=1

|zi|.

Thus we conclude that for ε small enough Λf(xi) has the same sign as wi. By the
alternating property, there would have to be a set of n points ti in circular order such
that

(−1)nwif(ti) > 0.(3.12)

For such a set of points we would have to have ti ∈ Di and hence f(ti) would have
the same signs as zi. This contradicts (3.8).

4. The strong inequality. We now prove Theorem (1.1). We consider the
cases n = 1 and n > 1 separately. Let us assume the arc length of ∂Ω is S and that
points on ∂Ω are parametrized by the numbers in the interval [0, S). When n = 1,
suppose there is a pair of points x1, y1 with 0 ≤ x1 < y1 and K(x1, y1) = 0. By
(1.4) there is no sequence of points zj such that x1 < zj < y1, limj→∞ zj = x1, and
limj→∞ K(x1, zj) = 0. Hence there is a point η2 with x1 < η2 < y1 such that

K(x1, η2) = 0 and K(x1, η) < 0 for x1 < η < η2.

Let x be any number such that x1 < x < η2 and choose η1 so that x < η1 < η2. Then
(x1, x; η1, η2) is a circular pair and hence∣∣∣∣ K(x1, η1) K(x1, η2)

K(x, η1) K(x, η2)

∣∣∣∣ ≤ 0.(4.1)

Since

K(x1, η2) = 0, K(x, η2) ≤ 0, and K(x1, η1) < 0,
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it follows that

K(x, η2) = 0.(4.2)

This shows that for all x, with x1 < x < η2, K(x, η2) = 0. Hence we get the
contradiction that limx→η2 K(x, η2) = 0.

The proof for n > 1 makes use of the following result in [2]. It was later pointed
out to us that Charles Dodgson (Lewis Carroll) used a version of this identity in [4].
Let (x1, . . . , xn; y1, . . . , yn) be a circular pair. We assume that the coordinates on ∂Ω
are chosen so that 0 ≤ x1 < · · · < xn < y1 < · · · < yn < S. Let L be the matrix with
i, j entry equal to K(xi, yj). We will use the notation

κ(x1, . . . , xn; y1, . . . , yn) = det(L).(4.3)

LEMMA 4.1. Let (a1, . . . , an+1; b1, . . . , bn+1) be a circular pair. Then

κ(a1, . . . , an+1; b1, . . . , bn+1)κ(a1, . . . , an−1; b3, . . . , bn+1)(4.4)
= κ(a1, . . . , an; b1, b3, . . . , bn+1)κ(a1, . . . , an−1, an+1; b2, . . . , bn+1)
−κ(a1, . . . , an; b2, . . . , bn+1)κ(a1, . . . , an−1, an+1; b1, b3, . . . , bn+1).

Assume that

κ(x1, . . . , xn; y1, . . . , yn) = 0(4.5)

for some circular pair. First we claim that there is no sequence of points zj such that
xn < zj < y1, limj→∞ zj = xn, and limj→∞ κ(x1, . . . , xn; zj , y2, . . . , yn) = 0. For this
would imply that there are constants ck (independent of j) so that

K(xn, zj) =
∑
k<n

ckK(xk, zj),(4.6)

and hence

lim
j→∞

K(xn, zj) =
∑
k<n

ckK(xk, xn),(4.7)

contradicting (1.4). Thus there is a number η1 with xn < η1 < y1 such that

κ(x1, . . . , xn; η1, y2, . . . , yn) = 0 and(4.8)

κ(x1, . . . , xn; η, y2, . . . , yn) 6= 0 for xn < η < η1.(4.9)

Let x be such that xn < x < η1. Then there is an η such that x < η < η1 and hence
(x1, . . . , xn, x; η, η1, y2, . . . , yn) is a circular pair. By (4.4), (4.5), and (3.1),

0 ≥ κ(x1, . . . , xn, x; η, η1, y2, . . . , yn)κ(x1, . . . , xn−1; y2, . . . , yn)(4.10)
= κ(x1, . . . , xn; η, y2, . . . , yn)κ(x1, . . . , xn−1, x; η1, y2, . . . , yn)
−κ(x1, . . . , xn; η1, y2, . . . , yn)κ(x1, . . . , xn−1, x; η, y2, . . . , yn)

= κ(x1, . . . , xn; η, y2, . . . , yn)κ(x1, . . . , xn−1, x; η1, y2, . . . , yn) ≥ 0.

Using this and (4.9) we see that

κ(x1, . . . , xn−1, x; η1, y2, . . . , yn) = 0 for xn < x < η1.(4.11)

As above, this contradicts (1.4) and proves the theorem.
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5. The Hopf lemma. We now show how the fact that K(x, y) < 0 for x 6= y
implies the Hopf lemma (reference) for the conductivity equation.

THEOREM 5.1. Let u be a nonconstant solution of ∇(γ∇u) = 0, and let p ∈ ∂Ω
be a point where u assumes a minimum. Then

∂u

∂n
(p) < 0.(5.1)

Proof. We may assume that u(p) = 0. Let f = u|∂Ω. Since u is not constant,
supp(f) is not empty. Thus there is an interval D around p in ∂Ω such that supp(f)−D
is not empty. Let ψ be a smooth function on ∂Ω such that ψ = 1 on supp(f) − D,
ψ = 0 on an interval around p, and 0 ≤ ψ ≤ 1. Let g = ψf and let v be the solution
of ∇(γ∇v) = 0 with v|∂Ω = g. Since f ≥ g it follows that u ≥ v. It is also true that
g ≥ 0. Since p 6∈ supp(g) and K(p, y) < 0,

0 >

∫
∂Ω

K(p, y)g(y)dy = γ(p)
∂v

∂n
(p) ≥ γ(p)

∂u

∂n
(p),(5.2)

which proves the theorem.

6. The variation diminishing property. We will use the following notation.
Let M(x, y) be a continuous function on [c, d] × [a, b]. Let c ≤ x1 < x2 < · · · < xn ≤
d, a ≤ y1 < y2 < · · · < yn ≤ b. Let T be the n × n matrix with i, j entry equal to
M(xi, yj). Let

µ(x1, x2, . . . , xn; y1, y2, . . . , yn) = det(T ).

The following lemma from [5] is sometimes paraphrased by saying that the kernel M
has the variation diminishing property. It will be used to show that the inequalities
(1.5) imply the alternating property.

LEMMA 6.1. Let f be a continuous, not identically 0, function defined on the
interval [a, b] such that f changes its sign on this interval no more than n − 1 times.
Let M(x, y), x, y ∈ [c, d] × [a, b], be a continuous kernel with the property that

µ(x1, x2, . . . , xn; y1, y2, . . . , yn) > 0,(6.1)

whenever c ≤ x1 < x2 < · · · < xn ≤ d, a ≤ y1 < y2 < · · · < yn ≤ b. Then the
function

g(x) =
∫ b

a

M(x, y)f(y)dy

vanishes in [c, d] no more than n − 1 times.
By saying that function f changes its sign k times on the interval [a, b] we mean

that there are k + 1 points x1 < x2 < · · · < xk+1 in [a, b] such that for i = 1, 2, . . . , k

f(xi)f(xi+1) < 0.(6.2)

Proof. By hypothesis there are points a = s0 < s1 < s2 < · · · < sn−1 < sn = b
such that in each interval (si−1, si), i = 1, 2, . . . , n function f does not change its sign
and is not identically 0. For i = 1, 2, . . . , n let

gi(x) =
∫ si

si−1

M(x, y)f(y)dy.(6.3)



112 D. INGERMAN AND J. A. MORROW

Then

g(x) =
n∑

i=1

gi(x).(6.4)

For any c ≤ x1 < x2 < · · · < xn ≤ d the determinant

det({gi(xj}) =
∫ sn

sn−1

. . .

∫ s1

s0

µ(x1, x2, . . . , xn; y1, y2, . . . , yn)f(y1) · · · f(yn)dy1 · · · dyn

(6.5)
is not 0 since the integrand is not identically zero and has constant sign. This shows
that there is no nontrivial linear combination of gi’s vanishing at n points and hence
that g(x) =

∑n
i=1 gi(x) cannot vanish at n points.

We note that this proof only used the fact that µ(x1, x2, . . . , xn; y1, y2, . . . , yn) has
constant sign. We need one more lemma before coming to the proof of the alternating
principal.

Let K(x, y) be a kernel on ∂Ω × ∂Ω. We assume that K(x, y) is continuous when
x 6= y, but we don’t assume anything about K on the diagonal of ∂Ω × ∂Ω. Let
κ(x1, . . . , xn; y1, . . . , yn) be defined as in section 4.

LEMMA 6.2. Suppose that κ(x1, . . . , xn; y1, . . . , yn) is never zero and has constant
sign for all circular n-pairs (x1, . . . , xn; y1, . . . , yn). Let ∂Ω = I ∪ J where I and J
are disjoint connected arcs. Let f be a continuous function on ∂Ω with supp(f) ⊂ J .
Let

g(x) =
∫

∂Ω
K(x, y)f(y)dy.(6.6)

Then if there is a sequence of n+1 points in I in circular order at which g alternates
in sign, then there is a sequence of at least n+1 points in J in circular order at which
f alternates in sign.

Proof. If there is no sequence of n + 1 points of J at which f alternates in sign,
then f can change its sign no more than n−1 times in J . By Lemma 6.1, g can vanish
no more than n − 1 times in I. But we are assuming that g has n + 1 alternations of
sign in I and hence at least n zeros in I. This contradiction proves the lemma.

We now state and prove the theorem.
THEOREM 6.3. Using the notation of Lemma 6.2, suppose that

(−1)
n(n+1)

2 κ(x1, . . . , xn; y1, . . . , yn) > 0(6.7)

for all n > 0 and all circular n-pairs (x1, . . . , xn; y1, . . . , yn). Let f be a continuous
function on ∂Ω with supp(f) ⊂ J . Let

g(x) =
∫

∂Ω
K(x, y)f(y)dy.(6.8)

Suppose there is a sequence of points {p1, . . . , pn} ⊂ I in circular order such that

(−1)i+1g(pi) > 0.(6.9)

Then there is a sequence of points {q1, . . . , qn} ⊂ J in circular order such that

(−1)ng(pi)f(qi) > 0.(6.10)
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Proof. By Lemma 6.2 there is a sequence of points in J at which f alternates in
sign. If there is no sequence with the desired alteration property then J is a disjoint
union of subintervals Ji, in circular order, such that

1. f is not identically 0 on Ji, i = 1, . . . , n,
2. f does not change its sign on Ji, i = 1, . . . , n,
3. for some zi ∈ Ji,

(−1)n+if(zi) > 0.(6.11)

We use the idea of Lemma 6.1. For i = 1, 2, . . . , n let

gi(x) =
∫

Ji

K(x, y)f(y)dy.(6.12)

Then

g(x) =
n∑

i=1

gi(x).(6.13)

Let

G =


g1(x1) g2(x1) . . . gn(x1)
g1(x2) . . . gn(x2)

...
...

g1(xn) . . . gn(xn)

 .(6.14)

Let u be the n-vector with ui = 1, i = 1, . . . , n. Then

Gu =


g(x1)
g(x2)

...
g(xn)

 .(6.15)

Using (6.11) we will show that the signs of u are all negative. This contradiction
will prove the theorem. We need to compute the signs of the entries of G−1. Rather
than get lost in a cloud of indices, we will give the proof in the case that n = 3 and
leave the general proof to the reader. In this case the assumption (6.11) implies that
f(y) ≥ 0 in J1, f(y) ≤ 0 in J2, and f(y) ≥ 0 in J3. As in section 3 we compute the
signs of the cofactors of G. First we have

det(G) =
∫

J1

∫
J2

∫
J3

κ(x1, x2, x3; y1, y2, y3)f(y1)f(y2)f(y3)dy1dy2dy3 < 0.(6.16)

We find that∣∣∣∣ g2(x2) g3(x2)
g2(x3) g3(x3)

∣∣∣∣ =
∫

J2

∫
J3

κ(x2, x3; y2, y3)f(y2)f(y3)dy2dy3 > 0.(6.17)

Hence (G−1)11 < 0. Next we compute that

(−1)1+2
∣∣∣∣ g1(x2) g3(x2)

g1(x3) g3(x3)

∣∣∣∣ =
∫

J1

∫
J3

κ(x2, x3; y1, y3)f(y1)f(y3)dy1dy3 > 0,(6.18)
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and thus (G−1)21 < 0. Continuing the calculation we find that the signs of G−1 are
as follows:

G−1 =

 − + −
− + −
− + −

 .(6.19)

This yields the contradiction − + −
− + −
− + −

 +
−
+

 =

 1
1
1

 .(6.20)

7. Remarks and conjectures. We have not tried to state the most general
hypotheses under which our results are valid, but have stated them in such a way that
the essential ideas of the proofs are clear. We can also prove determinant inequalities
for certain “blocks” in Dirichlet-to-Neumann kernels for multiply-connected plane
domains. We can differentiate our inequalities to get a set of inequalities involving
determinants of derivatives of the Dirichlet-to-Neumann kernel. These inequalities
are equivalent to the set of inequalities (1.5). In our arguments we seem to need to
assume that γ is in C2(Ω); however, it is possible that weaker assumptions would
suffice.

We would like to single out the following conjecture on characterizing the kernel
of a Dirichlet-to-Neumann map.

CONJECTURE 1. Let Ω be a relatively compact, simply connected region in the
plane with C2 boundary. Let K(x, y) = k(x,y)

|x−y|2 , where (x, y) ∈ ∂Ω × ∂Ω − ∆, k is
continuous on ∂Ω×∂Ω, k(x, x) 6= 0, and K satisfies (1.5). Then there is a distribution
D(x, y) on ∂Ω × ∂Ω, supported on the diagonal, ∆, and a regularization of K as a
distribution on ∂Ω×∂Ω, so that L = K +D is the kernel of the Dirichlet-to-Neumann
map for some conductivity, γ, on Ω. The distribution D is determined by the property
that ∫

∂Ω
L(x, y)dy = 0.(7.1)

Equation (7.1) is analogous to the fact that the Dirichlet-to-Neumann matrix for
an electrical network has row sums equal to zero. This implies that the diagonal is
determined by the off-diagonal terms. This is true as well in the continuous case.

Acknowledgments. We have discussed these results with many people and their
suggestions and advice have been of great benefit. Among these people are Ed Curtis,
John Sylvester, and Gunther Uhlmann. The importance of the alternating property
was recognized some time ago by Ed Curtis.
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1. Introduction. The idea of using exponentially growing solutions in the con-
text of inverse boundary value problems goes back to Calderón [C]. Motivated by
Calderón’s idea, Sylvester and Uhlmann [S-U] constructed exponentially growing so-
lutions in order to prove global uniqueness for the conductivity of a body knowing
the so-called Dirichlet-to-Neumann map.

The method of constructing exponentially growing solutions has been applied to
other inverse problems like the inverse scattering problem at a fixed energy [N] and
inverse spectral problems. However, Sylvester and Uhlmann’s methods cannot be
applied when we are in the presence of the first-order perturbation. Examples of this
situation are given by the following:

(1) the problem of determining both the electrical conductivity and permitivity
of a body and its magnetic permeability by measuring the tangential components of
the electric field and the magnetic field at the boundary [O-P-S];

(2) the problem involving measurements at the boundary of an elastic medium,
in which one measures displacements at the boundary and the corresponding stress
at the boundary [N-U];

(3) the problem of determining both the electrical potential and the magnetic
potential from boundary observations [Su], [N-Su-U].

This last problem is modeled by the Schrödinger equation in the presence of a
magnetic field and it will be considered in this paper as an example of our techniques.

Let Ω be a bounded domain with smooth boundary in Rn, n ≥ 3; then the
Schrödinger equation in the presence of a magnetic field is given by

H~C,q =
n∑

j=1

(
−i

∂

∂xj
+ Cj(x)

)2

+ q(x),(1.1)

where ~C = (C1, ..., Cn) is the magnetic potential and q is the electric potential. As-
sume ~C ∈ C1(Ω), q ∈ L∞(Ω) and both are real valued. If we assume further that
zero is not a Dirichlet eigenvalue of (1.1) in Ω then we have that for any f ∈ H1/2(Ω)
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there exists a unique u ∈ H1(Ω) which solves{
H~C,q = 0 in Ω,

u|∂Ω = f.
(1.2)

We define the Dirichlet-to-Neumann map by

Λ~C,q : f −→ ∂u

∂η |∂Ω

+ i(~C · η)f,(1.3)

where f ∈ H1/2(Ω), u solves (1.2), and η is the unit outer normal to Ω.
The problem we consider is the one of recovering information about ~C and q given

knowledge of the Dirichlet-to-Neumann map. It is well known (see [Su], [N-Su-U])
that the Dirichlet-to-Neumann map is invariant under gauge transformations in the
magnetic potential. Consider g ∈ C1

Ω, where

Cs
Ω = {g ∈ Cs(Rn) : supp g ⊂ Ω},(1.4)

and consider the magnetic potential ~C + ∇g. Then Λ~C,q = Λ~C+∇g,q. Therefore,

we cannot hope to recover ~C from the Dirichlet-to-Neumann map. However, we can
see that rot(~C) is invariant under a gauge transformation. It is then natural to
wonder whether full knowledge of the Dirichlet-to-Neumann map gives full knowledge
of rot(~C) and of q. This question has an affirmative answer given by Z. Sun in the
case that the magnetic potential belongs to C2

Ω and q ∈ L∞(Ω) provided that rot(~C)
is small in the L∞ topology [Su], and by Nakamura, Sun, and Uhlmann in the case
that ~C ∈ C∞

Ω and q ∈ L∞(Ω) under no assumptions on rot(~C) [N-Su-U]. In this paper
we prove the following theorem.

THEOREM 1.1. Let ~Cj ∈ C1
Ω, qj ∈ L∞(Ω), j = 1, 2. Assume that zero is not a

Dirichlet eigenvalue for H~Cj ,qj
, j = 1, 2. If

Λ~C1,q1
= Λ~C2,q2

then

rot(~C1) = rot(~C2) and q1 = q2 in Ω.

In [N-U], Nakamura and Uhlmann proved a result that enables us to find expo-
nentially growing solutions to any smooth first-order perturbation of the Laplacian.
In the same paper they used the solutions to prove global uniqueness for the inverse
problem related to the elasticity system mentioned above.

In this paper we give a general method to construct exponentially growing so-
lutions in the case that the first-order perturbation is not smooth. We note that
the problem of global uniqueness in the case of a conductivity having less than two
derivatives has been addressed by R. Brown in [Br]. Our method works by splitting
the first-order term into a smooth part, with which we deal by following [N-U], and a
nonsmooth one, for which we need estimates. Namely, we consider

S~C(u) = (∆ + ~C · ∇)u = f

with ~C ∈ C2/3+ε(Ω), ε > 0. After conjugating by ex·ρ (ρ ∈ Cn, ρ · ρ = 0) we get

S~C,ρ = ∆ρu + ~C · ∇ρu = f.(1.5)
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We can now decompose ~C · ∇ρ into a pseudodifferential operator in the Shubin
class (see [S]) plus a pseudodifferential operator with nonregular symbol depending
on the parameter ρ for which we prove estimates.

The paper is organized as follows. In section 1 we define the spaces of symbols
with limited regularity and we will show how to “smooth out” such symbols. The
following section contains the proof of the dependence on the parameter ρ of the norm
of the pseudodifferential operator associated with a symbol with limited regularity
between Sobolev spaces. In section 3 we give the construction of the exponentially
growing solutions for a generic perturbation of the Laplacian and in section 4 we prove
Theorem 1.1.

2. Symbol smoothing. In this section we are going to smooth out nonregular
symbols depending on a parameter. The ideas are similar as if we were working with
no parameter at all (see [T, section 1.3]).

We recall now the definitions of the spaces Cs(Rn) and Cs
∗(Rn).

DEFINITION 2.0.1. Given 0 < s < 1, Cs(Rn) is defined as the set of functions
u such that

|u(x + y) − u(x)| ≤ C |y|s.

For k = 0, 1, 2, ..., we take Ck(Rn) as the set of bounded continuous functions u
so that Dβu is bounded and continuous for any β such that |β| ≤ k.

Then, if s = k + r, 0 ≤ r ≤ 1, we define Cs(Rn) as the set of functions
u ∈ Ck(Rn) so that Dβu belongs to Cr(Rn) for |β| = k.

Let us consider the partition of unity

1 =
∞∑

j=0

ψj(ξ) ,

where ψj is supported on (1+ |ξ|2)1/2 ∼ 2j (by this we mean that there are constants
M1 and M2 so that (1 + |ξ|2)1/2 ≤ M12j and (1 + |ξ|2)1/2 ≥ M22j).

DEFINITION 2.0.2. If s > 0 we say that u ∈ Cs
∗(Rn) if and only if

sup
k

2ks‖ψk(D)u‖L∞ < ∞,

and we define ‖ ‖Cs
∗ as the supremum of those numbers.

A family of spaces {Xs : s ∈ Σ} will be called a scale. We will be working with
the spaces Cs and Cs

∗ , so in our case Σ = (0,∞).
We will introduce classes of symbols with limited regularity.
DEFINITION 2.0.3. Let δ ∈ [0, 1]:
(a) pρ(x, ξ) ∈ Cs

∗Sm
1,δ,ρ(Rn) if and only if

|Dα
ξ pρ(x, ξ)| ≤ Cα((1 + |ξ|2 + |ρ|2) 1

2 )m−|α|

and

‖Dα
ξ pρ(·, ξ)‖Cs

∗ ≤ Cα ((1 + |ξ|2 + |ρ|2) 1
2 )m−|α|+sδ

for any α ∈ Zn
+.

(b) pρ(x, ξ) ∈ CsSm
1,δ,ρ(Rn) if the conditions on (a) are satisfied and, additionally,

‖Dα
ξ pρ(·, ξ)‖Cj ≤ Cα ((1 + |ξ|2 + |ρ|2) 1

2 )m−|α|+jδ

for any α ∈ Zn
+ and 0 ≤ j ≤ s, j ∈ N.
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Our goal is to write a symbol pρ(x, ξ) ∈ XsSs
1,0,ρ(Rn) (where Xs = Cs or Cs

∗)
as a sum of a smooth symbol and a reminder of lower order. We will find that the
smooth part does not belong to Sm

1,0,ρ, but rather to one of the classes Sm
1,δ,ρ.

We will need a partition of unity ψj
ρ of Rn such that

1 =
∞∑

j=0

ψj
ρ(ξ),

where ψj
ρ is supported on (1 + |ξ|2)1/2 ∼ 2j(1 + |ρ|2)1/2.

To construct such a partition we take ψ0
ρ(ξ) to be positive such that

ψ0
ρ(ξ) =

{
1 if |ξ| ≤ (1 + |ρ|2)1/2,
0 if |ξ| ≥ 2(1 + |ρ|2)1/2.

Finally, we set Ψj
ρ(ξ) = ψ0

ρ(2−jξ) and ψj
ρ(ξ) = Ψj

ρ(ξ) − Ψj−1
ρ (ξ).

Now, given p(x, ξ) ∈ XsSs
1,0,ρ, choose δ ∈ (0, 1] and set

p]
ρ(x, ξ) =

∞∑
j=0

Jεj
ρ

p(x, ξ)ψj
ρ(ξ),

where

Jεf(x) = θ(εD)f(x)(2.1)

with θ ∈ C∞
0 (Rn), θ(ξ) = 1 for |ξ| ≤ 1. We take

εj
ρ = (2−j(1 + |ρ|2)−1/2)δ.(2.2)

We then define pb
ρ(x, ξ) to be pρ(x, ξ) − p]

ρ(x, ξ), so our decomposition is

pρ(x, ξ) = p]
ρ(x, ξ) + pb

ρ(x, ξ).(2.3)

DEFINITION 2.0.4. A scale Xs is called microlocalizable if, for m ∈ R, s, s+m ∈
Σ,

OPSm
1,0 : Xs+m −→ Xs.

Examples.
(1) The Sobolev spaces Hs,p(Rn) are microlocalizables provided p ∈ (1,∞).
(2) The property fails for the spaces Cs if s is an integer, but it turns out to be

true for the Zygmund spaces Cs
∗ .

The following lemma will be useful to analyze the two terms in the decomposition
(2.3); for the proof we refer to [T, Lemma 1.3.A].

LEMMA 2.1. Let {Xs : s ∈ Σ} be a microlocalizable scale; then, for ε ∈ (0, 1],

‖Dβ
xJεf‖Xs ≤ Cβ ε−|β|‖f‖Xs(2.4)

and

‖f − Jεf‖Xs−t ≤ C εt ‖f‖Xs for s, s − t ∈ Σ, t ≥ 0.(2.5)

Using this, we derive the following proposition.
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PROPOSITION 2.2. If Xs is a microlocalizable scale and pρ(x, ξ) ∈ XsSm
1,0,ρ,

then we have

p]
ρ(x, ξ) ∈ Sm

1,δ,ρ(2.6)

and

pb
ρ(x, ξ) ∈ Xs−tSm−tδ

1,0,ρ if s, s − t ∈ Σ.(2.7)

Proof. Let j be a nonnegative integer and suppose that (1 + |ξ|2)1/2 ∼ 2j(1 +
|ρ|2)1/2, i.e.,

(1 + |ξ|2)1/2 ≤ C1 2j(1 + |ρ|2)1/2 and 2j(1 + |ρ|2)1/2 ≤ C2 (1 + |ξ|2)1/2(2.8)

for some constants C1 > 0 and C2 > 0. Then

(1 + |ξ|2 + |ρ|2)1/2 ≤ (C2
1 22j (1 + |ρ|2) + |ρ|2)1/2

≤ (C2
1 22j + 1)1/2 (1 + |ρ|2)1/2

≤ (C2
1 + 1)1/2 2j (1 + |ρ|2)1/2

(2.9)

and

2j (1 + |ρ|2)1/2 ≤ C2(1 + |ξ|2)1/2

≤ C2(1 + |ξ|2 + |ρ|2)1/2.
(2.10)

From (2.9) and (2.10) we obtain that

(1 + |ξ|2)1/2 ∼ 2j(1 + |ρ|2)1/2 ⇐⇒ (1 + |ξ|2 + |ρ|2)1/2 ∼ 2j(1 + |ρ|2)1/2.

Let us analyze first the smooth part p]
ρ(x, ξ). We fix j a nonnegative integer and ξ so

that (1 + |ξ|2)1/2 ∼ 2j(1 + |ρ|2)1/2. By (2.2), (2.4), (2.10), and pρ(x, ξ) ∈ XsSm
1,0,ρ

we have

‖Dβ
x Jεj

ρ
pρ( · , ξ)‖Xs ≤ Cβ (εj

ρ)
−|β| ‖pρ( · , ξ)‖Xs

≤ Cβ (2j(1 + |ρ|2)1/2)
δ|β|
2 ((1 + |ξ|2 + |ρ|2)1/2)m

≤ Cβ ((1 + |ξ|2 + |ρ|2)1/2)m + δ|β|.

(2.11)

To prove (2.7) we first notice that derivatives in the x variable commute with the
operators defined in (2.1); then it is enough to prove the estimates for pb

ρ( · , ξ). Then,
by (2.2), (2.5), (2.10), and pρ(x, ξ) ∈ XsSm

1,0,ρ we have

‖pb
ρ( · , ξ)‖Xs−t ≤ C (εj

ρ)
t ‖pρ( · , ξ)‖Xs

≤ C (2j(1 + |ρ|2)1/2)− δt
2 ((1 + |ξ|2 + |ρ|2)1/2)m

≤ C ((1 + |ξ|2 + |ρ|2)1/2)m − tδ.

(2.12)

3. Continuity in Hs(Rn) of symbols in Cr
∗ Sm

1,0,ρ(R
n). The crucial step in

the construction of the exponentially growing solutions is to know the dependence on
ρ of the norm of operators with nonsmooth symbols. More specifically we will use the
following result.
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THEOREM 3.1. Let r > 0 and pρ(x, ξ) ∈ Cr
∗Sm

1,0,ρ(Rn). Then

pρ(x, D) : Hs+m,p(Rn) −→ Hs,p(Rn)

with

‖pρ(x, D)‖s+m,s ≤ C ((1 + |ρ|2) 1
2 )s+m

where 0 < s < r, p ∈ (1,∞), and ‖ ‖s+m,s denotes the operator norm between Sobolev
spaces.

We will use the following results from the Littlewood–Paley theory.
LEMMA 3.2. Let fk ∈ S′(Rn) be such that, for some A > 0,

supp f̂k ⊂ {ξ ;A 2k−1 ≤ |ξ| ≤ A 2k+1}, k ≥ 1,

and f̂0 has compact support. Then, for p ∈ (1,∞), s ∈ R, we have∥∥∥∥∥
∞∑

k=0

fk

∥∥∥∥∥
Hs,p

∼

∥∥∥∥∥∥
{ ∞∑

k=0

4ks |fk|2
} 1

2

∥∥∥∥∥∥
Lp

.

LEMMA 3.3. Let fk ∈ S′(Rn) be such that

supp f̂k ⊂ {ξ ; |ξ| ≤ A(1 + |ρ|2) 1
2 2k+1}, k ≥ 0.

Then, for p ∈ (1,∞), s > 0, we have∥∥∥∥∥
∞∑

k=0

fk

∥∥∥∥∥
Hs,p

≤ C

∥∥∥∥∥∥
{ ∞∑

k=0

4ks (1 + |ρ|2) s
2 |fk|2

} 1
2

∥∥∥∥∥∥
Lp

.

Proof of Theorem 3.1. The idea of the proof was taken from [T, Theorem 2.1.A]
and it follows pioneering work of Coifman and Meyer [C-M]. See also Bourdaud [B].
By following [C-M] we can restrict ourselves to considering elementary symbols in
Cr

∗Sm
1,0,ρ(Rn). An elementary symbol in Cr

∗Sm
1,0,ρ(Rn) can be written as

qρ(x, ξ) =
∞∑

k=0

Qk(x) ϕk
ρ(ξ)

with supp ϕk
ρ on (1 + |ξ|2)1/2 ∼ 2k (1 + |ρ|2)1/2.

So, by the definition of the class Cr
∗Sm

1,0,ρ(Rn) we have that

‖Qk(·) ϕk
ρ(ξ) ‖Cr

∗ ≤ A ((1 + |ξ|2 + |ρ|2)1/2)m.(3.1)

We now consider a partition of unity ψj with supp ψj on (1 + |ξ|2) 1
2 ∼ 2j .

Let Qkj(x) = ψj(D) Qk(x) and fk = ϕk
ρ(D)f .

Then

qρ(x, ξ) =
∞∑

k=0

k−4∑
j=0

Qkj(x) +
k+3∑

j=k−3

Qkj(x) +
∞∑

j=k+4

Qkj(x)

 ϕk
ρ(ξ)

(3.2)
= q1

ρ(x, ξ) + q2
ρ(x, ξ) + q3

ρ(x, ξ).

We will work with each qi
ρ, i = 1, 2, 3 separately.
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Let us start with q1
ρ(x, D).

We have

supp

k−4∑
j=0

Qkj fk

 ̂
⊂ {ξ; 2k−1(1 + |ρ|2)1/2 ≤ |ξ| ≤ 2k+1(1 + |ρ|2)1/2} + {ξ; |ξ| ≤ 2k−3}

⊂ {ξ; 2k−1(1 + |ρ|2)1/2 ≤ |ξ| ≤ 2k+1(1 + |ρ|2)1/2} + {ξ; |ξ| ≤ 2k−3(1 + |ρ|2)1/2}.

⊂ {ξ;A 2k−1(1 + |ρ|2)1/2 ≤ |ξ| ≤ A 2k+1(1 + |ρ|2)1/2}.

By Lemma 3.3 we get

‖q1
ρ(x, D)f‖Hs,p ≤ C (1 + |ρ|2)s/2

∥∥∥∥∥∥∥


∞∑
k=4

4ks
∣∣∣ k−4∑

j=0

Qkj fk |2


1
2

∥∥∥∥∥∥∥
Lp

.(3.3)

From (3.1) and the definition of the spaces Cr
∗ we get

‖Qkj(x)‖∞ ≤ B 2−jr 2km ((1 + |ρ|2) 1
2 )m,(3.4)

from which we obtain

‖q1
ρ(x, D)f‖Hs,p ≤ C1

∥∥∥∥∥∥
( ∞∑

k=4

4k(s+m)((1 + |ρ|2) 1
2 )s+m|fk|2

)1/2
∥∥∥∥∥∥

Lp

≤ C1 ‖f‖Hs+m,p .

(3.5)

We now make use of Lemma 3.2 to get∥∥∥∥∥∥
( ∞∑

k=1

4k(s+m) ((1 + |ρ|2)1/2)s+m|fk |2
) 1

2

∥∥∥∥∥∥
Lp

≤ C ‖f‖Hs+m,p ,

which, combined with (3.5), gives

‖q1
ρ(x, D)f‖Hs,p ≤ C1 ‖f‖Hs+m,p .(3.6)

So, the result holds for q1
ρ(x, D). Let us proceed with q2

ρ(x, D).
In this case,

supp

 k+3∑
j=k−3

Qkj fk

 ̂
⊂ {ξ; 2k−1(1 + |ρ|2)1/2 ≤ |ξ| ≤ 2k+1(1 + |ρ|2)1/2} + {ξ; 2k−4 ≤ |ξ| ≤ 2k+4}

⊂ {ξ; 2k−1(1 + |ρ|2)1/2 ≤ |ξ| ≤ 2k+1(1 + |ρ|2)1/2} + {ξ; |ξ| ≤ 2k+4(1 + |ρ|2)1/2}

⊂ {|ξ| ≤ A 2k(1 + |ρ|2)1/2}.
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By Lemma 3.3,

‖q2
ρ(x, D)f‖Hs,p ≤ C (1 + |ρ|2)s/2

∥∥∥∥∥∥∥∥


∞∑
k=0

4ks

∣∣∣∣∣∣
k+3∑

j=k−3

Qkj fk

∣∣∣∣∣∣
2


1
2

∥∥∥∥∥∥∥∥
Lp

.

Therefore, by (3.4), |
∑k+3

j=k−3 Qkj | ≤ C 2km ((1 + |ρ|2) 1
2 )m, and then we obtain

‖q2
ρ(x, D)f‖Hs,p ≤ C ((1 + |ρ|2)1/2)s+m

∥∥∥∥∥∥
{ ∞∑

k=0

4k(s+m) |fk |2
} 1

2

∥∥∥∥∥∥
Lp

≤ C ((1 + |ρ|2)1/2)s+m

∥∥∥∥∥∥ |f0| +

( ∞∑
k=1

4k(s+m) |fk |2
) 1

2

∥∥∥∥∥∥
Lp

≤ C

((1 + |ρ|2)1/2)s+m‖f0‖Lp +

∥∥∥∥∥∥
( ∞∑

k=1

4k(s+m) ((1 + |ρ|2)1/2)s+m|fk |2
) 1

2

∥∥∥∥∥∥
Lp

 .

The estimate for q2
ρ follows if we notice that ‖f0‖Lp ≤ C ‖f‖Lp and that∥∥∥∥∥∥

( ∞∑
k=1

4k(s+m) ((1 + |ρ|2)1/2)s+m|fk |2
) 1

2

∥∥∥∥∥∥
Lp

≤ C ‖f‖Hs+m,p .

Finally, we prove the result for q3
ρ(x, D).

supp

(
j−4∑
k=0

Qkj fk

) ̂ ⊂
j−4⋃
k=0

({ξ; 2j−1 ≤ |ξ| ≤ 2j+1}

+{ξ; 2k−1(1 + |ρ|2)1/2 ≤ |ξ| ≤ 2k+1(1 + |ρ|2)1/2})

⊂
j−4⋃
k=0

({ξ; |ξ| ≤ 2j+1(1 + |ρ|2)1/2} + {ξ; |ξ| ≤ 2k+1(1 + |ρ|2)1/2})

⊂ {|ξ| ≤ A 2j(1 + |ρ|2)1/2}.

Applying once more Lemma 3.3 we obtain

‖q3
ρ(x, D)f‖Hs,p ≤ C (1 + |ρ|2)s/2

∥∥∥∥∥∥∥


∞∑
j=4

4js

∣∣∣∣∣
j−4∑
k=0

Qkj fk

∣∣∣∣∣
2


1
2

∥∥∥∥∥∥∥
Lp

≤ C ((1 + |ρ|2)1/2)s+m

∥∥∥∥∥∥∥
 ∞∑

j=4

∣∣∣∣∣
j−4∑
k=0

2js 2−jr 2km fk

∣∣∣∣∣
21/2

∥∥∥∥∥∥∥
Lp
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= C ((1 + |ρ|2)1/2)s+m

∥∥∥∥∥∥∥
 ∞∑

j=4

∣∣∣∣∣
j−4∑
k=0

2(k−j)(r−s) 2k(s+m) fk

∣∣∣∣∣
21/2

∥∥∥∥∥∥∥
Lp

,

where we used (3.4) and the fact that 2−kr ≤ C. We now set

Fk = 2k(s+m)|fk| , Gj =
j−4∑
k=0

2(k−j)(r−s) Fk.

Recalling that 0 < s < r we get, by using Young’s inequality, that

‖q3
ρ(x, D)f‖Hs,p ≤ C ((1 + |ρ|2)1/2)s+m

∥∥∥∥∥∥
{ ∞∑

k=0

4k(s+m) |fk |2
} 1

2

∥∥∥∥∥∥
Lp

and we can now follow the steps from the previous case.
So, the theorem is proved by putting together the estimates for each one of the

three pieces.

4. Constructing the solutions. Let us consider the equation

S~C(ω) = (∆ + ~C · ∇)ω = f

with ~C ∈ Cr+ε(Ω) , ε > 0, and r > 0 to be determined.
Let S~C,ρ = e−x·ρS~Cex·ρ. Then

S~C,ρ = ∆ρω + ~C · ∇ρω = f,(4.1)

where ∆ρ = e−x·ρ∆ex·ρ, ∇ρ = e−x·ρ∇ex·ρ, and ρ ∈ Cn with ρ · ρ = 0.
In this section we prove the following proposition.
PROPOSITION 4.1. Let r = 2

3 ; then S~C,ρ admits a bounded inverse S−1
~C,ρ

:

L2(Ω) −→ H1(Ω). Moreover, if f ∈ L2(Ω) and ω = S−1
~C,ρ

(f) we have

‖ω‖L2(Ω) ≤ C

|ρ| ‖f‖L2(Ω),(4.2)

‖ω‖H1(Ω) ≤ C‖f‖L2(Ω),(4.3)

with C independent of ρ.
By the regularity assumed on ~C we get that ~C · ∇ρ ∈ OPCr+εS1

1,0,ρ(Rn).
Let us decompose ~C · ∇ρ in two parts:

~C · ∇ρ = N ]
ρ(x, D) + N b

ρ(x, D),(4.4)

where

N ]
ρ(x, D) ∈ OPS1

1,δ,ρ(Rn)

and

N b
ρ(x, D) ∈ OPCr+ε−tS1−tδ

1,0,ρ (Rn)

for any δ ∈ (0, 1), and r < t < r + ε.
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Now take t = r + ε
2 and tδ > r. Then we get that

N b
ρ(x, D) ∈ OPC

ε
2 Sη

1,0,ρ(R
n)(4.5)

with η = 1 − tδ.
So, in order to find solutions of (4.1), it would be enough to find solutions of

(∆ρ + N ]
ρ(x, D))ω = f(4.6)

and to use Theorem 3.1.
To solve (4.6) we make use of the following result due to Nakamura and Uhlmann.
LEMMA 4.2. Let N ∈ N. There exist operators Aρ(x, D) and Bρ(x, D) properly

supported and belonging to OPS0
1,δ,ρ(Rn) such that for any φ1 ∈ C∞

0 (Rn) there exist
φ2, φ3 ∈ C∞

0 (Rn), and M > 0 so that

φ1(∆ρ + N ]
ρ(x, D))Aρ(x, D)v = φ1Bρ(x, D) (∆ρ + φ2R

−N(1−δ)
ρ (x, D)φ3)v,(4.7)

where

φ2R
−N(1−δ)
ρ (x, D)φ3 : Hα(Rn) −→ Hα(Rn)

is a bounded linear operator with

‖φ2R
−N(1−δ)
ρ (x, D)φ3‖Hα(Rn),Hα(Rn) ≤ C ((1 + |ρ|2)1/2)−N(1−δ)

for ρ ∈ Z, |ρ| ≥ M , and any α ∈ R. The functions φ1, φ2, φ3 are taken to satisfy

φ1φ2 = φ1, φ1φ3 = φ1,

and

φ1Bρ(x, D)φ2 = φ1Bρ(x, D).

It is clear that we can assume that φ1, φ2, φ3 also satisfy

φ1N
b
ρ(x, D) = φ1N

b
ρ(x, D)φ2, φ2Aρ(x, D)φ3 = φ2Aρ(x, D).

In terms of (4.1) we see that we would get

φ1(S~C,ρ)Aρ(x, D)v

= φ1Bρ(x, D) (∆ρ + φ2R
−N(1−δ)
ρ (x, D)φ3)v + φ1N

b
ρ(x, D)φ2Aρ(x, D)φ3v.

(4.8)

So, for any f ∈ L2(Rn) it is enough to solve

φ1(Bρ(x, D) (∆ρ + φ2R
−N(1−δ)
ρ (x, D)φ3) + φ1N

b
ρ(x, D)φ2Aρ(x, D)φ3)v = f(4.9)

or, which is the same,

(4.10) (∆ρ + φ2R
−N(1−δ)
ρ (x, D)φ3 + φ′

1(Bρ(x, D))−1φ1N
b
ρ(x, D)φ2Aρ(x, D)φ3)v

= φ′
1(Bρ(x, D))−1φ1(f).

If we call

Tρ = φ2R
−N(1−δ)
ρ (x, D)φ3 + φ′

1(Bρ(x, D))−1φ1N
b
ρ(x, D)φ2Aρ(x, D)φ3



126 CARLOS F. TOLMASKY

we see that we need to study mapping properties for Tρ. By Theorem (3.1) we know
that

N b
ρ(x, D) : Hη+ ε

2 γ(Rn) −→ H
ε
2 γ(Rn)(4.11)

with

‖N b
ρ(x, D)‖

Hη+ ε
2 γ(Rn),H

ε
2 γ(Rn) ≤ C ((1 + |ρ|2)1/2)η+ ε

2 γ(4.12)

for any γ ∈ (0, 1).
By [S, Theorem (9.1)] we know that

φ2Aρ(x, D)φ3 : Hη+ ε
2 γ(Rn) −→ Hη+ ε

2 γ(Rn)

with

‖φ2Aρ(x, D)φ3‖Hη+ ε
2 γ(Rn),Hη+ ε

2 γ(Rn) ≤ C ((1 + |ρ|2)1/2)η+ ε
2 γ

and that

φ′
1(Bρ(x, D))−1φ1 : H

ε
2 γ(Rn) −→ L2(Rn)

with

‖φ′
1(Bρ(x, D))−1φ1‖H

ε
2 γ(Rn),L2(Rn) ≤ C.

Putting all this together we obtain the following lemma.
LEMMA. Tρ|K : Hη+ ε

2 γ(K) −→ L2(K) for any compact set K ⊃ Ω and we have

‖Tρ|K‖
Hη+ ε

2 γ(K),L2(K) ≤ C ((1 + |ρ|2) 1
2 )2η+εγ(4.13)

with γ ∈ (0, 1) and C depending only on Ω.
We now compose Tρ|Ω with ∆−1

ρ and make use of the fact that ∆−1
ρ : L2(Ω) −→

Hs(Ω) with

‖∆−1
ρ ‖L2(Ω),Hs(Ω) ≤ C

((1 + |ρ|2) 1
2 )1−s

(4.14)

for s ∈ [0, 1] and C depending only on Ω. We therefore get Tρ|Ω ◦ ∆−1
ρ : L2(Ω) −→

L2(Ω) with

‖Tρ|Ω ◦ ∆−1
ρ ‖L2(Ω),L2(Ω) ≤ C

1
((1 + |ρ|2) 1

2 )1−3η−2εγ
.(4.15)

So we see that, in order for this last expression to decay for |ρ| big enough we need
η < 1

3 . If we recall that η = 1 − tδ and that tδ > r we arrive at the conclusion that
r must be at least 2

3 .
Then we can solve (4.10) on Ω with the following estimates:

‖ψ1v‖L2(Rn) ≤ C

|ρ| ‖f̃‖L2(Rn),(4.16)

where ψ1 ∈ C∞
0 (Rn) is taken so that

φ1(S~C,ρ)Aρ(x, D)ψ1 = φ1(S~C,ρ)Aρ(x, D)
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and

f̃ =
{

f in Ω,
0 in Rn\Ω.

(4.17)

So by now taking ψ2 ∈ C∞
0 (Rn) so that ψ2 ≡ 1 on Ω and calling ω = ψ2Aρ(x, D)ψ1 v

we obtain, from (4.10), (4.16), and [S, Theorem 9.1],

S~C,ρ ω = f in Ω.(4.18)

For the estimate involving derivatives we are going to use the following standard
interior estimate which we state without proof.

LEMMA 4.3. Let ω ∈ H1(Ω) a solution of

∆ω = −F in Ω′;

then

‖ω‖H1(Ω) ≤ C (‖F‖H−1(Ω′) + ‖ω‖L2(Ω′)) ,(4.19)

provided Ω ⊂⊂ Ω′.
Proof of (4.3). Without loss of generality we can assume that (4.18) holds in a

slightly bigger domain Ω′ and assume further that ~C is defined in Ω′. From the lemma
we obtain

‖ω‖H1(Ω) ≤ C (‖ − 2ρ · ∇ω − ~C · (∇ + ρ)ω + f‖H−1(Ω′) + ‖ω‖L2(Ω′)).(4.20)

So the inequality follows by the fact that ‖∇ω‖H−1(Ω′) ≤ C ‖ω‖L2(Ω′) and by using
(4.2) with Ω replaced by Ω′ and f replaced by f̃ |Ω′ (notice that ‖f‖L2(Ω) = ‖f̃‖L2(Ω′)).

5. Application to the Schrödinger equation in a magnetic field. The
purpose of this section is to apply the solutions we constructed to an inverse boundary
value problem for the Schrödinger equation in the presence of a magnetic field.

Let Ω be a bounded domain in Rn, n ≥ 3, with smooth boundary. The equation
we are going to study is given by

H~C,q =
n∑

j=1

(
−i

∂

∂xj
+ Cj(x)

)2

+ q(x),(5.1)

where ~C = (C1, ..., Cn) ∈ C1(Ω) is the magnetic potential and the scalar function
q ∈ L∞(Ω) is the electric potential. We assume both to be real valued.

We assume further that zero is not a Dirichlet eigenvalue of (5.1) on Ω. Then the
boundary value problem {

H~C,qu = 0 in Ω,

u|∂Ω = f ∈ H1/2(∂Ω)
(5.2)

has a unique solution u ∈ H1(Ω). The usual computations give that the Dirichlet-
to-Neumann map in this case is given by

Λ~C,q : f −→ ∂u

∂ν
+ i(~C · ν)f , f ∈ H1/2(∂Ω),(5.3)

where u is the unique solution to (5.2) and ν is the outer normal to ∂Ω.
The question here is under what assumptions we can recover ~C and q.
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It is well known that two magnetic potentials ~C and ~C + ∇g, where

g ∈ C1
Ω = {f ∈ C1(Rn) : supp f ⊂ Ω},(5.4)

produce the same Dirichlet-to-Neumann map [Su]. As rot(~C) = rot(~C + ∇g) it is
natural to ask whether rot(~C) and q can be uniquely determined by Λ~C,q. Z. Sun [Su]

proved that this is actually true in the case that the magnetic potential ~C belongs to
C2

Ω and the electric potential q is a bounded function on Ω provided rot(~C) is small
in L∞(Ω). He proved the following theorem.

THEOREM 5.1 (Su). Let ~Cj ∈ C2
Ω (see (1.4)), qj ∈ L∞(Ω), j = 1, 2. Assume that

zero is not a Dirichlet eigenvalue for H~Cj ,qj
, j = 1, 2. Then there exists a constant

ε = ε(Ω) > 0 such that if ‖rot(~Cj)‖L∞(Ω) ≤ ε, j = 1, 2, and

Λ~C1,q1
= Λ~C2,q2

,

then

rot(~C1) = rot(~C2) and q1 = q2 in Ω.

The restriction on rot(~C) was removed in the case that ~C is in the C∞ class by
Nakamura, Sun, and Uhlmann [N-Su-U]. They proved the following theorem.

THEOREM 5.2 (see [N-Su-U]). Let ~Cj ∈ C∞
Ω (see (1.4)), qj ∈ L∞(Ω), j = 1, 2.

Assume that zero is not a Dirichlet eigenvalue for H~Cj ,qj
, j = 1, 2. If

Λ~C1,q1
= Λ~C2,q2

then

rot(~C1) = rot(~C2) and q1 = q2 in Ω.

Using the solution we have constructed already we are able to prove Sun’s theorem
without the restriction on rot(~C).

As we said before, recovering rot(~C) is the most we can expect from the Dirichlet-
to-Neumann map. Therefore, this result appears to be optimal.

Remark. We could follow [Su] up to the point in which we use the solutions
constructed in the previous section. However, by doing so we would get a weaker
result; namely, we would end up needing ~Cj ∈ C2

Ω, i = 1, 2. We sketch how to remove
the condition on rot(~Cj), j = 1, 2 following Sun’s proof.

Let us look for solutions of H~C,q of the form

u(x, ρ) = ex·ρ+φ(x,ρ)(1 + ω(x, ρ)),(5.5)

where ρ ∈ Cn is a complex vector satisfying ρ · ρ = 0 and ω(x, ρ) has decay properties
that we will state. By plugging into the equation H~C,qu(x, ρ) = 0 we get the following
couple of equations:

ρ · ∇φ = −iρ · ~C,(5.6)

∆ω + 2(ρ + ∇φ + i ~C) · ∇ω − gω = g,(5.7)
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where

g = ~C2 − i∇ · ~C + q − 2i ~C · ∇φ − ∇φ · ∇φ − ∆φ.(5.8)

We use (2.6) in [Su] to solve (5.6). We get that φ ∈ C2(Ω) and

‖φ

(
·, ρ

|ρ|

)
‖C2(Ω) ≤ C ‖~C‖C2

Ω
.(5.9)

From (5.8) and (5.9) it is clear that ~Cj ∈ C2
Ω, i = 1, 2 cannot be lowered. We will

come to this later. We can rewrite (5.7) as

∆ρω + ~D · ∇ω − hω = h,(5.10)

where

∆ρ = ∆ + 2ρ · ∇, ~D = 2(∇φ + i ~C)ψ, h = gψ(5.11)

and ψ ∈ C∞
0 (Rn) with ψ|Ω ≡ 1.

By (5.9) and the regularity assumed on ~C we see that ∇φ ∈ C1(Ω) and then
~D ∈ C1(Ω). By the results from the previous section we know that for any f ∈ L2(Ω)
we can find w ∈ H1(Ω) so that

(∆ρ + ~D · ∇)w = f in Ω.

Moreover,

‖w‖L2(Ω) ≤ C

|ρ| ‖f‖L2(Ω),(5.12)

‖w‖H1(Ω) ≤ C ‖f‖L2(Ω).(5.13)

Therefore, it would not take much effort to prove Sun’s theorem without the smallness
condition. However, it pays off to take a slightly different path. By doing this we will
be able to remove the smallness condition and also to sharpen the requirement on the
regularity of the magnetic potential. We rewrite the Schrödinger equation as

H~C,q = −∆ − 2~C(x) · ∇ + G(x),(5.14)

where G = ~C2 − 2i∇ · ~C + q.
If we look for solutions of the form ex·ρ(1 + ω(x, ρ)), we get

H~C,q,ρω = (∆ρ + 2~C · ∇ρ + G(x))ω = −G(x).

In the previous section we proved that ∆ρ + 2~C · ∇ρ is invertible as a map from
H1(Ω) −→ L2(Ω) and satisfies the usual estimates. We now prove that the same is
true for ∆ρ + 2~C · ∇ρ + G(x).

LEMMA 5.3. H~C,q,ρ admits a bounded inverse H−1
~C,q,ρ

: L2(Ω) −→ H1(Ω). More-
over, if g ∈ L∞(Ω) we have

‖H−1
~C,q,ρ

(g)‖L2(Ω) ≤ C

|ρ| ‖g‖L2(Ω),

‖H−1
~C,q,ρ

(g)‖H1(Ω) ≤ C‖g‖L2(Ω),

with C independent of ρ.
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Proof. Applying (∆ρ + 2~C · ∇ρ)−1 to both sides, we get

(I + T )ω = −(∆ρ + 2~C · ∇ρ)−1(G),(5.15)

where T = (∆ρ + 2~C · ∇ρ)−1 ◦ (G). By the regularity assumed on ~C, G ∈ L∞(Ω) and
then we obtain that T : L2(Ω) −→ L2(Ω) with

‖T‖L2(Ω),L2(Ω) ≤ C

|ρ| ‖G‖L∞ .

Therefore (5.15) has a unique solution provided |ρ| is big enough. So the first estimate
follows from ‖(∆ρ+2~C ·∇ρ)−1(G)‖L2(Ω) ≤ C

|ρ|‖G‖L2(Ω). We can now get the remaining
estimate by writing

ω = (∆ρ + 2~C · ∇ρ)−1(G(1 + ω)).

We now turn to analyzing the behavior of the operator Aρ when |ρ| −→ ∞.
LEMMA 5.4. Let φ solve (5.6) and ρ = sρ0, with s ∈ R and |ρ0| = 1. Then if

f ∈ C∞
0 (Rn) we have that

lim
s→∞

Aρ(x, D)f(x) = eφ(x, ρ
|ρ| )f(x)(5.16)

uniformly on compact sets.
Proof. Let us fix a compact set K ⊂ Rn. By developing aρ(x, ξ) (the full symbol

of Aρ(x, D)) in Taylor series in ξ we get:

aρ(x, ξ) = aρ(x, 0) +
n∑

i=1

ξi
∂

∂ξi
aρ(x, 0) + Rρ(x, ξ, 0),(5.17)

where

Rρ(x, ξ, 0) =
n∑

i,j=1

∫ 1

0
(1 − t)ξiξj

∂2

∂ξi∂ξj
aρ(x, tξ)dt.(5.18)

Now apply the operator given by (5.17) to f ∈ C∞
0 (Rn). We need to prove that

n∑
i=1

∂

∂ξi
aρ(x, 0)Dxi(f) and

n∑
i,j=1

∫
eix·ξ

(∫ 1

0
(1 − t)

∂2

∂ξi∂ξj
aρ(x, tξ)dt

)
ξiξj f̂(ξ)dξ

tend to 0 uniformly on K as s → ∞. By the estimates on aρ(x, ξ) it is easy to see this
for the first term. For the second one we use∣∣∣∣ ∂2

∂ξi∂ξj
aρ(x, tξ)

∣∣∣∣ ≤ CK

1 + |tξ|2 + |ρ|2 ≤ CK

1 + |ρ|2 ,

which is valid for any x ∈ K. This proves that |Aρ(x, D)f(x) − aρ(x, 0)f(x)| −→ 0 as
s → ∞ uniformly on K.

Now, aρ(x, 0) solves the following equation:

ρ · ∇log(aρ(x, 0)) = −iJε0ρ
(~C(x) · ρ).
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Solving it we get

log(aρ(x, 0)) =
1

(2π)n

∫
e−ixη

ρ · θ(ε0ρη)~Ĉ(η)
ρ · η

dη

or

log(aρ(x, 0)) =
1

(2π)n

∫
e−ixη

ρ
|ρ| · θ(ε0ρη)~Ĉ(η)

ρ
|ρ| · η

dη.

As s → ∞, ε0ρ → 0, so the last expression approaches

1
(2π)n

∫
e−ixη

ρ
|ρ| · ~Ĉ(η)

ρ
|ρ| · η

dη

as s → ∞ uniformly on compact sets which says that lims→∞ log(aρ(x, 0)) satisfies
(5.6).

We recall, without proof, the following identity proved in [S].
PROPOSITION 5.5. Let ~Cj ∈ C1

Ω, qj ∈ L∞(Ω), j = 1, 2. Then

i

∫
Ω
(~C1 − ~C2) · (u1∇u2 − u2∇u1)dx +

∫
Ω
(~C2

1 − ~C2
2 + q1 − q2)u1u2dx

= −
∫

∂Ω
u2(Λ ~C1,q1

− Λ ~C2,q2
)u1ds

holds for the arbitrary uj solution of H ~Cj ,qj
uj = 0, j = 1, 2.

COROLLARY 5.6. Assume the conditions from the previous proposition. If Λ ~C1,q1
=

Λ ~C2,q2
then

i

∫
Ω
(~C1 − ~C2) · (u1∇u2 − u2∇u1)dx +

∫
Ω
(~C2

1 − ~C2
2 + q1 − q2)u1u2dx = 0(5.19)

holds for the arbitrary uj solution of H ~Cj ,qj
uj = 0, j = 1, 2.

Proof of Theorem 1.1. Let k, γ1, γ2 be three mutually orthogonal vectors ∈ Rn

with |γ1| = |γ2| = 1. Let ζ, ρ ∈ Cn be given by

ζ = γ1 + iγ2, ρ = sζ + g(s, k)γ1,(5.20)

where s is a positive real parameter and

g(s, k) = 2−1|k|2((|k|2 + 4s2)1/2 + 4s)−1.(5.21)

Let ρ1, ρ2 ∈ Cn be given by

ρ1 = i
k

2
+ ρ, ρ2 = i

k

2
− ρ.(5.22)

We have

ρ1 · ρ1 = ρ2 · ρ2 = 0, ρ1 + ρ2 = ik, ρ1 − ρ2 = 2ρ,(5.23)
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ρ1

s
→ ζ,

ρ2

s
→ −ζ, as s → ∞.(5.24)

Let us construct solutions:

uj(x, ρj) = ex·ρj ψ2(x)Aρj (x, D)ψ1(x)(1 + ωj(x, ρj))(5.25)

which is the solution of H ~Cj ,qj
uj = 0, j = 1, 2 in Ω, ψ1, ψ2 ∈ C∞

0 (Rn), ψj = 1 in
Ω, j = 1, 2, and ωj , j = 1, 2 satisfying

‖ωj‖L2(Ω) ≤ C

|ρ| and ‖∇ωj‖H1(Ω) ≤ C(5.26)

with C depending only on Ω, ‖ ~Cj‖C1(Ω) and ‖qj‖L∞(Ω), j = 1, 2.
We now plug (5.25) into (5.19) to obtain

F + G + H + I + J + K + L = 0,(5.27)

where F and G are functions of s, k, γ1, γ2, and they are defined by

F = −2i

∫
Ω

eix·kρ · (~C1 − ~C2)Aρ1(x, D)(ψ1)Aρ2(x, D)(ψ1)dx,(5.28)

G = i
∫
Ω eix·kAρ1(x, D)(ψ1)(∇(Aρ2(x, D)(ψ1)) + ∇(Aρ2(x, D)(ψ1ω2)))dx,

(5.29)

H = i
∫
Ω eix·kAρ1(x, D)(ψ1ω1)(∇(Aρ2(x, D)(ψ1)) + ∇(Aρ2(x, D)(ψ1ω2)))dx,

(5.30)

I = − i
∫
Ω eix·k∇(Aρ1(x, D)(ψ1))(Aρ2(x, D)(ψ1) + Aρ2(x, D)(ψ1ω2))dx,(5.31)

J = − i
∫
Ω eix·k∇(Aρ1(x, D)(ψ1ω1))(Aρ2(x, D)(ψ1) + Aρ2(x, D)(ψ1ω2))dx,

(5.32)

K =
∫
Ω eix·k( ~C1

2
− ~C2

2

+q1 − q2)Aρ1(x, D)(ψ1)(Aρ2(x, D)(ψ1) + Aρ2(x, D)(ψ1ω2))dx,

(5.33)

L =
∫
Ω eix·k( ~C1

2
− ~C2

2

+q1 − q2)Aρ1(x, D)(ψ1ω1)(Aρ2(x, D)(ψ1) + Aρ2(x, D)(ψ1ω2))dx.

(5.34)

We now apply (5.26) and Lemma (5.4) to get

lim
s→∞

G

s
= lim

s→∞

H

s
= lim

s→∞

I

s
= lim

s→∞

J

s
= 0 lim

s→∞

K

s
= 0 lim

s→∞

L

s
= 0(5.35)

and then

lim
s→∞

F

s
= −2i

∫
Ω

eix·k+φ1+φ2ζ · ( ~C1 − ~C2)dx = 0,(5.36)

where φj solves ζ · ∇φ1 = −iζ · ~C1 and ζ · ∇φ2 = iζ · ~C2.
(5.36) is all we need to end the proof of the theorem. The proof is finished

following Sun’s arguments. We refer to [Su] for details.
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Abstract. This paper is concerned with the problem of uniform persistence in population
dynamics. We consider systems of reaction–diffusion equations which model ecosystems in bounded
habitats with diffusion. It is shown that a system is persistent if every chain-recurrent set in the
boundary of the positive cone does not attract trajectories from the interior of the positive cone,
and this property can be determined by using localized average Liapunov functions. Some results on
constructing local average Liapunov functions are given. A system describing a food chain model is
discussed as an example.

Key words. population dynamics, average Liapunov functions, persistence
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1. Introduction. This paper is concerned with the uniform persistence of dy-
namical systems defined by systems of nonlinear partial differential equations of
parabolic type. We consider the following initial-boundary value problem:

∂ui/∂t − Liui = uifi(u), (x ∈ Ω, t > 0),

Biui = 0, (x ∈ ∂Ω, t > 0),

ui(x, 0) = u0
i (x), (x ∈ Ω),

(i = 1, . . . , N),(1.1)

where Ω ⊂ Rn is a bounded domain with a smooth boundary ∂Ω; u = (u1, . . . , uN ) is
a vector function with each component nonnegative; Li is a uniformly strongly elliptic
operator having the divergence form

Liu =
n∑

i,j=1

(aij(x)uxi
)xj

+
n∑

i=1

bi(x)uxi
;(1.2)

Bi is a boundary operator such that

Biu(x) = δi
∂u(x)
∂ν(x)

+ βi(x)u,(1.3)

where δi is either 0 (Dirichlet condition) or 1 (Neumann or Robin condition); βi is
a nonnegative function which is the constant 1 if δ = 0; ν(x) = (ν1, . . . , νn) is the
outward conormal vector at x ∈ ∂Ω with

νi =
n∑

j=1

aij(x)ζj , i = 1, . . . , n;

and ζ = (ζ1, . . . , ζn) is the outward normal vector at x ∈ ∂Ω. It is assumed that
aij , bi ∈ C1(Ω), βi ∈ C1+α(∂Ω), u0

i ∈ C(Ω), fi ∈ C1(R+), and ∂Ω ∈ C1+α, where
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α > 0 is a constant. Such a system often arises in the study of population dynamics of
ecological systems. Typically, Ω represents the habitat of several interacting species,
ui represents the density of the ith species (usually after scaling), fi describes the
effect of interaction among species on the growth rate of the ith species, and Li and
Bi account for diffusion and migration of the ith species in the interior and on the
boundary of the habitat, respectively.

An important problem in ecology is to determine conditions under which all
species survive in the long term. In mathematical language, it is the problem of per-
sistence of the dynamical system. Let Xi be a Banach space such that Xi = C0(Ω) if
Bi is the Dirichlet condition and

Xi = {u ∈ C1(Ω) : Biu = 0}

if Bi is Neumann or Robin condition, and let X be the positive cone of the product
space

∏N
i=1 Xi, i.e.,

X =

{
u ∈

N∏
i=1

Xi : ui ≥ 0 for i = 1, . . . , N

}
.

It is a consequence of the maximum principle that X is forwardly invariant for the
semiflow π generated by system (1.1); that is, given any ξ ∈ X, the solution u(·, t) of
(1.1) with u0 = ξ lies in X for all t > 0. Furthermore, by the uniqueness of solution,
each face Si ≡ {u ∈ X : ui ≡ 0} of the boundary of X is also forwardly invariant for
the semiflow, and so is the total face S ≡

⋃N
i=1 Si. The system (1.1), or equivalently

the semiflow π, is called persistent if for all ξ ∈ X \ S, lim inft→∞ d(ξπt, S) > 0, and
it is called uniformly persistent if there exists ε0 > 0 such that for all ξ ∈ X \ S,
lim inft→∞ d(ξπt, S) ≥ ε0 (cf. [4]). Here, d(·, ·) is the distance function in X defined
by the norm, and ξπt is the solution u(·, t) of problem (1.1) with u0 = ξ. In the
case where the system is compact and point dissipative (the latter means there is a
bounded nonempty set B ⊂ X such that for any ξ ∈ X there exists a t0 > 0 such
that ξπt ∈ B for all t ≥ t0), a result of Hale and Waltman [11] shows that persistence
is equivalent to uniform persistent. This is true for many reaction–diffusion systems
modeling ecosystems, and hence in this paper, we only discuss conditions for systems
to be persistent.

The study of persistence of dynamical systems has attracted a considerable amount
of attention in recent years (cf., e.g., [3, 4, 5, 6, 7, 9, 11, 13, 14, 17] and references
therein). There are a number of important directions. One is to analyze the behavior
of invariant sets on the boundary S and determine conditions for the maximal invari-
ant set I(S) in S to be repellent to trajectories in X\S. Recall that a set in X is called
invariant if it is a collection of full orbits, that is, orbits of solutions of (1.1) that are
defined for all t ∈ R. In view of Theorem 2.2 of [11], the maximal invariant set I(S)
in S exists and attracts all trajectories in S provided that the system is compact and
point dissipative. It is found that if I(S) has a finite covering by a family of isolated
invariant sets such that there is no cycle in the family and each invariant set does not
attract any trajectory from X \ S, then the system is persistent [3, 4, 9, 11]. Another
direction is to use the so-called average Liapunov functions. An average Liapunov
function is a continuous function P : X 7→ R such that (i) P (ξ) > 0 for ξ ∈ X \ S,
and (ii) for each ξ ∈ I(S), there is t > 0 such that

lim inf
η∈X\S, η→ξ

P (ηπt)
P (η)

> 1.
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Whenever such a function exists, the system is persistent (cf. [13]). This method
has been applied to several Lotka–Volterra-type ecological models in [5, 6, 7, 13].
Sufficient conditions for the systems to be persistent are obtained by constructing
various such functions. It is the latter direction that we shall pursue mainly in this
paper, although our approach is closely related to the former.

Generally, a difficulty in using average Liapunov functions arises from its “global”
nature. To construct such a function, all the behavior of the semiflow on S must be
taken into consideration simultaneously. Thus the larger the maximal invariant set
I(S) of S is, the more difficult it is to construct the function. When the semiflow has a
complicated structure on S, the task of construction becomes overwhelming. Hence, it
appears that the method would be much improved if average Liapunov functions can
be used in a “local” sense, that is, not just one single global average Liapunov function
but a number of local functions, one for each member of certain decomposition of I(S),
so that collectively, they ensure the persistence of the semiflow. The goal of this paper
is to develop such a method. Let an average Liapunov function be defined only in
a neighborhood of an isolated invariant set in S, i.e., an invariant set in S which is
maximal in a neighborhood. We show that its existence ensures that the invariant
set does not attract any trajectory from X \ S. Since the smaller the invariant set is,
the easier the average Liapunov function can be constructed, the question becomes
to determine the smallest invariant sets such that if each does not attract trajectories
from X \ S, then neither does the entire face S. We show that the smallest of such
invariant sets are the isolated connected chain-recurrent sets in S. Recall that an
invariant set M is called chain recurrent if for each x ∈ M and each ε > 0, there
exist points x = x0, . . . , xn = x and times t1, . . . , tn ≥ 1 such that d(xi, xi−1πti) < ε
[8]. Our results show that if the system is not persistent, then any trajectory starting
in X \ S which is attracted to S is actually attracted to a chain-recurrent set in S.
As a result, to show that the system is persistent, one needs to construct an average
Liapunov function for each connected component of chain-recurrent sets in I(S).

The paper is organized as follows. In section 2, we investigate the behavior of
a trajectory of a general nonpersistent semiflow when it is attracted to S and show
that the trajectory is actually attracted to a chain-recurrent set. In the case where
the chain-recurrent set contains more than one equilibria, the trajectory will enter
and exit any small neighborhood of each point of the set infinitely many times, with
progressively slower pace. In section 3, we first show that for any isolated invariant set
in S, the existence of an average Liapunov function in a neighborhood of the invariant
set ensures that the invariant set does not attract any trajectory from X \S. We then
discuss the reaction–diffusion system (1.1) and show how the local average Liapunov
functions can be constructed. As a result, we give sufficient conditions for isolated
invariant sets in S not to attract trajectories from X \ S. The final section illustrates
the techniques with a food chain model of Lotka–Volterra type.

2. Behavior of trajectories attracted to S. In this section, we consider
nonpersistent systems and show that any trajectory attracted from X \ S to S is
necessarily attracted to a connected chain-recurrent set in S. As a result, we obtain
sufficient conditions for the system to be persistent by requiring that each isolated
connected chain-recurrent set in S repels trajectories in X \S. We also give sufficient
conditions for persistence in terms of Morse decompositions of the maximal invariant
set I(S) in S. Some other property of a trajectory when it is attracted to S in
a nonpersistent system will also be given. The results in this section are valid for
general dynamical systems.
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Consider a semiflow π in the metric space (X, d). Let S ⊂ X be a closed set
such that both S and X \ S are forwardly invariant for π. Let also T (t) : X 7→ X
denote the semigroup defined by T (t)x = xπt for x ∈ X and t ∈ R+. We impose the
following general assumptions:

(A) (i) The semiflow π is point dissipative in X [10].
(ii) There is a t0 > 0 such that the semigroup T (t) is compact in X for

t ≥ t0.
In view of Theorem 2.2 of [11], the above condition (A) ensures that the semiflow

π restricted to S has a compact nonempty global attractor I(S) in S. We further
assume the following:

(B) The maximal invariant set I(S) in S is an isolated invariant set for π in X.
Let M ⊂ S be an invariant set for π. We consider the situation when there is

x ∈ X \ M attracted to M . By x being attracted to (resp., repelled by) M we mean
the ω-limit set ω(x) (resp., the α-limit set α(x)) is nonempty and is enclosed in M
(resp., α(x) ⊂ M). Recall that ω(x) (resp., α(x)) is the set of all y ∈ X for which
there is a sequence tn → ∞ (resp., t → −∞) as n → ∞ such that xπtn → y. The
set of all x attracted to (resp., repelled by) M is called the stable (resp., unstable)
set of M and is denoted as W s(M) (resp., Wu(M)) (cf. [10]). For each x ∈ X, we
let γ+(x) ≡ xπ[0, Tmax) and γ−(x) ≡ xπ(Tmin, 0] denote the forward and backward
semi-orbits, respectively. Here Tmax (resp., Tmin) is the supreme of t > 0 (resp.,
infimum of t ≤ 0) such that xπt exists. One notes that for semiflows generated by
the PDE (1.1), γ−(x) may not exist or may not be unique. Finally, let N be an open
set of X; we say π does not explode in N if, whenever x ∈ X and xπ[0, Tmax) ⊂ N ,
Tmax = ∞. The next result from Rybakowski [15] plays an important role in our
discussion.

PROPOSITION 2.1. Let M be an isolated invariant set and N be a closed isolating
neighborhood of M such that π does not explode in N . Let x ∈ X be such that γ+(x) is
bounded, ω(x)∩M 6= ∅, and ω(x)\M 6= ∅. Then there exist points xs, xu ∈ ∂N ∩ω(x)
such that γ+(xs) ⊂ N and all backward orbits γ−(xu) through xu are contained in
N .

Remark. By the invariance of ω-limit sets, through any point y ∈ ω(x) a full
orbit γ(y) ≡ yπR exists. Hence by the compactness of ω(x), both ω(y) and α(y) are
nonempty. Since, by definition, M is the maximal invariant set in N , it is clear that
in the above proposition, ω(ys) ⊂ M and α(yu) ⊂ M . That is, ys ∈ W s(M) and
yu ∈ Wu(M).

Using this proposition, we can show that if x ∈ X \ S has an ω-limit point in S,
then either x itself or some y ∈ ω(x) \ S is attracted to S.

COROLLARY 2.2. Suppose conditions (A) and (B) hold. If x ∈ X \ S has a
bounded forward semi-orbit γ+(x), and ω(x) ∩ S 6= ∅, then either ω(x) ⊂ S, or there
is y ∈ ω(x) \ S such that ω(y) ⊂ S.

Proof. Since, by assumption, γ+(x) is bounded and T (t) is compact, ω(x) is
nonempty and contains only full orbits of the semiflow π. Hence ω(x) ∩ S ⊂ I(S).
Suppose ω(x) 6⊂ S. Then by assumption (B) and Proposition 2.1, for each isolating
neighborhood N of I(S), there is y ∈ ω(x) ∩ ∂N such that the forward semi-orbit
γ+(y) ⊂ N . This implies that ω(y) ⊂ I(S) and there is a full orbit passing through y.
Hence we must have y /∈ S, because otherwise, by the invariance of S, the full orbit
γ(y) must be contained in S, and hence y ∈ I(S), contradicting y ∈ ∂N . This proves
the existence of y ∈ ω(x) \ S such that ω(y) ⊂ S.

The above result can be improved if we replace S by any isolated invariant set
M ⊂ S, which is a repeller in S. Recall that an invariant set M ⊂ S is called an
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attractor if it attracts all elements in a neighborhood of itself, and an invariant set
M ′ ⊂ S is called a repeller dual to M if

M ′ = {x ∈ I(S) : ω(x) ∩ M = ∅}.

For an isolated invariant set M , an ordered finite collection of subsets D = {M1, . . . , Mn}
in M is called a Morse decomposition of M if each member Mi is invariant and if
each x ∈ M either lies in a set Mk or has its ω(x) and α(x) enclosed in two distinct
sets Mi and Mj , respectively, with i < j. The members of D are called Morse sets
(cf. [8]). The next theorem gives a result more general than Corollary 2.2. It shows
that if a repeller M has the Morse decomposition {M1, . . . , Mn}, and if x ∈ X \ S is
such that ω(x) ∩ M 6= ∅, then either x or some y ∈ ω(x) \ S must be attracted to one
of the Morse sets.

THEOREM 2.3. Suppose conditions (A) and (B) hold. Let M ⊂ S be an isolated in-
variant set of π which is a repeller in S (dual to an attractor). Suppose {M1, . . . , Mn}
is a Morse decomposition of M in S, and suppose that there is an x ∈ X \S having a
bounded forward semi-orbit γ+(x) and ω(x) ∩ M 6= ∅. Then there is a Morse set Mi

such that either x or some y ∈ ω(x) \ S is contained in W s(Mi).
Proof. Assume by contradiction that such a Morse set does not exist. Let z ∈

ω(x) ∩ M . Then there is a Morse set Mk such that ω(z) ⊂ Mk, and by the invariance
of ω-limit sets, ω(x) ∩ Mk 6= ∅. Let j be the maximum of the subscripts k such
that ω(x) ∩ Mk 6= ∅. Since, by assumption, x /∈ W s(Mj), Proposition 2.1 shows
that there is y ∈ ω(x) such that y /∈ Mj and y ∈ W s(Mj). Again by assumption,
y /∈ X \ S. Since y ∈ ω(x) implies that there is a full orbit passing through y,
it follows that this orbit lies in S. Hence either α(y) 6⊂ M or there is i > j such
that α(y) ⊂ Mi. The former contradicts the fact that M is a repeller. The latter
implies that ω(x) ∩ Mi ⊃ α(y) ∩ Mi 6= ∅, which contradicts the maximality of j. This
completes the proof.

Remark. Using a similar argument, one can show that the result of the theorem
holds if ω(x) ⊂ M while M is not necessarily a repeller. The modification of the proof
is straightforward.

It is known that given two Morse decompositions D1, D2 of an isolated invariant
set M one can construct a third Morse decomposition D3 finer than both D1 and
D2. Let M(Di) denote the union of all the Morse sets in the decomposition Di.
Then necessarily, M(D3) ⊂ M(D1) ∩ M(D2). It has been shown by Conley [8] that
the intersection of the unions of Morse sets over all Morse decompositions is a chain
recurrent set. This suggests that if there is x ∈ X \ S which is attracted to S, then
x is actually attracted to a chain recurrent set in S. We show this result in the next
theorem.

THEOREM 2.4. Suppose (A) and (B) hold and suppose x ∈ X \ S has a bounded
forward semi-orbit γ+(x) and satisfies ω(x) ∩ S 6= ∅. Then there is an invariant set
C ⊂ S which is connected and chain recurrent for π in S such that either x or some
y ∈ ω(x) ∩ (X \ S) is contained in W s(C).

Proof. In view of Corollary 2.2, there exists xs ∈ X \ S such that ω(xs) ⊂ S, and
xs is either x itself or lies in ω(x). Let R(S) be the maximal chain recurrent set of the
semiflow π restricted in I(S). According to [8], in every neighborhood of R(S), there
is a Morse decomposition D in S such that the union M(D) of the Morse sets is in that
neighborhood. Choose a decreasing sequence εn → ∞ and a corresponding sequence
of Morse decompositions {Dn} such that M(Dn) lies in the εn-neighborhood of R(S).
By using intersections of Morse sets, we may assume without loss of generality that
Dn becomes finer as n increases.
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We select a decreasing sequence of Morse sets Mn ∈ Dn and a precompact se-
quence of points xn ∈ X \ S such that ω(xn) ⊂ Mn as follows. Let N be a fixed
isolating neighborhood of I(S) in X. By either reducing N or following the trajectory
from xs if necessary, we may assume xs ∈ ∂N . Without loss of generality, we may
also assume that M(D1) ⊂ N . Applying Theorem 2.3 to xs and D1, we see that there
is an x1 ∈ X \ S such that ω(x1) ∈ M1 for some M1 ∈ D1, and x1 is either xs or lies
in ω(xs). We show that x1 can be chosen on ∂N . Indeed, if x1 = xs, we already have
x1 ∈ ∂N . If x1 ∈ ω(xs), then by the invariance of ω-limit sets, there is a full orbit
γ(x1) passing through x1. Since x1 /∈ S and since N is an isolating neighborhood of
I(S), it follows that γ(x1) 6⊂ N . Using the fact that ω(x1) ⊂ M1 ⊂ I(S), one sees
that there exists x′

1 ∈ γ(x1) such that x′
1 ∈ ∂N and ω(x′

1) ∈ M1. We can then choose
x′

1 to replace x1.
Next, assume that there exist Morse sets Mk ∈ Dk and points xk ∈ ∂N \ S,

k = 1, . . . , n, such that

M1 ⊃ M2 ⊃ · · · ⊃ Mn

and ω(xk) ⊂ Mk. Assume also that each xk is either xs or lies in ω(xs). It is
easy to see that the intersections of Mn with the Morse sets of Dn+1 constitute a
Morse decomposition of Mn. Hence, in view of the remark following the proof of
Theorem 2.3, there exist a Morse set Mn+1 ∈ Dn+1 and a point xn+1 ∈ X \ S such
that Mn+1 ⊂ Mn and ω(xn+1) ⊂ Mn+1. Furthermore, xn+1 is either the same as
xn or lies in ω(xn). By the transitivity of ω-limit sets, we see that xn+1 is either
the same as xs or lies in ω(xs). Finally, using a similar argument in the preceding
paragraph, xn+1 can be chosen to lie on ∂N . This completes the induction, and also
the construction of sequences {Mn} and {xn}.

Let C ≡
⋂∞

n=1 Mn. Then clearly, C is invariant and chain recurrent for π in S.
By the compactness of ω(xs), we see that there exists a convergent subsequence {xn′}
of {xn} such that

lim
n′→∞

xn′ = y ∈ ∂N.

We show that ω(y) ⊂ C and y is either x itself or lies in ω(x) \ S. First observe
that by the construction of {xn}, for each fixed n′ and each k ≥ n′, xk is either xn′

itself or lies in ω(xn′). Hence by the closedness of ω-limit sets, the same is true for y.
This implies that ω(y) ⊂ Mn′

for all n′, which leads to ω(y) ⊂ C. Next, since each
xn is either xs itself or lies in ω(xs), and xs is either x itself or lies in ω(x), by the
transitivity, the same is true for y. In the case where y ∈ ω(x), there is a full orbit
passing through y. Since y ∈ ∂N implies that y /∈ I(S), it follows that y /∈ S. Finally,
since ω(x) is connected, in case C is not, we may simply replace C by a component
containing ω(x). This completes the proof.

The above Theorems 2.3 and 2.4 lead to the following results for the persistence
of the semiflow.

COROLLARY 2.5. Let conditions (A) and (B) hold. Then the semiflow π is persis-
tent if either (i) I(S) has a Morse decomposition {M1, . . . , Mn} such that W s(Mi) ∩
(X \ S) = ∅ for i = 1, . . . , n, or (ii) each component C ⊂ I(S) of the chain-recurrent
set of π in S satisfies W s(C) ∩ (X \ S) = ∅.

Proof. Suppose by contradiction that π is not persistent. Then there is x ∈ X \S
such that γ+(x) is bounded and ω(x) ∩ S 6= ∅. In view of Corollary 2.2, we may
assume ω(x) ⊂ S without loss of generality. Suppose I(S) has a Morse decomposition
{M1, . . . , Mn}. Then since I(S) is a repeller in S (dual to ∅), Theorem 2.3 with
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M = I(S) asserts that there is a Morse set Mi attracting trajectories from X \ S.
Hence condition (i) does not hold. Also, since by Theorem 2.4 there is at least one
connected chain-recurrent set of π in S attracting trajectories from X \S, we see that
condition (ii) does not hold either. This completes the proof.

By Theorem 2.4, if any x ∈ X \ S is attracted to S it is actually attracted to
a chain-recurrent set C ⊂ S of the semiflow. In the case when ω(x) contains more
than one equilibrium point, we can show that the trajectory through x will visit any
neighborhood of each point of ω(x) infinitely many times, with increasingly slower
pace, provided that each equilibrium itself does not attract any trajectory from X \S.
More generally, we have the following theorem.

THEOREM 2.6. Suppose (A) and (B) hold and suppose C ⊂ S is a connected chain-
recurrent set of π in S such that for each equilibrium e ∈ C, W s(e) ∩ (X \ S) = ∅.
Let x ∈ W s(C) ∩ (X \ S), and let y ∈ ω(x). Suppose there exists an equilibrium
y′ 6= y such that y′ ∈ ω(x). Then for each T > 0 there exist constants ε > 0 and
T3 > T2 > T1 > T0 > 0 such that xπT0 ∈ Nε(y), xπT3 ∈ Nε(y), xπt /∈ Nε(y) for
t ∈ [T1, T2], and T2 − T1 ≥ T .

Proof. Let {tn} and {t′n} be sequences tending to ∞ such that xπtn → y, xπt′n →
y′, where y′ is an equilibrium. Choose ε sufficiently small so that the ε-neighborhoods
Nε(y) and Nε(y′) of y and y′ are disjoint. Then for large n, xπtn ∈ Nε(y) and
xπt′n ∈ Nε(y′). By taking subsequences and relabeling them, we may assume that for
all n, tn < t′n < tn+1. Define

sn = sup{t : t′n < t < tn+1, xπ[t′n, t) ⊂ Nε(y′)}.

It follows that tn < t′n < sn < tn+1, xπ[t′n, sn] ⊂ Nε(y′) for all n, and xπsn ∈ ∂Nε(y′).
In particular, xπt /∈ Nε(y) for t ∈ [t′n, sn]. We assert that sn − t′n → ∞ as n → ∞.
For if not, by choosing subsequences, we may assume without loss of generality that
sn − t′n → c ∈ R+ and xπsn → y′′ ∈ ∂Nε(y′) as n → ∞. However, since y′ is an
equilibrium, it follows that xπsn = xπt′nπ(sn − t′n) → y′πc = y′. This contradicts
y′′ ∈ ∂Nε(y′).

Now, choose n large so that sn−t′n > T . We see that for T0 = tn, T1 = t′n, T2 = sn

and T3 = tn+1, the conclusion of the theorem holds.

3. Local average Liapunov functions. In view of Theorems 2.4 and 2.6, to
determine the persistence of a semiflow π, we need to examine a family of subsets
of I(S) and show that each member of the family does not attract trajectories from
X \ S. The family can be either a Morse decomposition of I(S) or the collection of
connected chain-recurrent sets of π in S. In this section, we show how the existence
of an average Liapunov function defined in a neighborhood of an isolated invariant
set in S ensures that the invariant set does not attract trajectories from X \ S. Our
approach in this section follows that in Hutson [13].

Let M ⊂ S be an isolated invariant set for π and let N be an isolating neighbor-
hood of M in X. We say that a continuous function P : N 7→ R is a (local) average
Liapunov function in N with respect to S if

(i) P (x) > 0 for x ∈ N \ S,
(ii) for each x ∈ M there is t > 0 such that lim infy∈N\S; y→x P (yπt)/P (y) > 0.

Define a function Q(x, t) for x ∈ N and t ≥ 0 by

Q(x, t) =


P (xπt)/P (x) x ∈ N \ S,

lim inf
y∈N\S; y→x

P (yπt)/P (y) x ∈ N ∩ S.
(3.1)
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Then part (ii) of the definition of P is equivalent to saying that for each x ∈ M there
is t > 0 such that Q(x, t) > 0. It is easy to see that Q(·, t) is lower semicontinuous.
This is obvious if x ∈ N \ S. Suppose x ∈ N ∩ S. Let ε > 0. Then there is δ > 0 such
that

Q(y, t) ≡ P (yπt)/P (y) > Q(x, t) − ε

for all y ∈ N \ S, d(x, y) < δ. Hence for any z ∈ N ∩ S with d(z, x) < δ, we have
Q(z, t) ≥ Q(x, t) − ε. This proves the semicontinuity of Q(·, t) at x.

In the next theorem, we use functions P and Q to give a sufficient condition for
M not to attract any trajectory from X \ S.

THEOREM 3.1. Let the condition (A)(ii) hold. Suppose M ⊂ S is an isolated
invariant set of π in X, and suppose that there exists an average Liapunov function
P defined in a neighborhood N ⊃ M with respect to S. If for each x ∈ M there is
t > 0 such that Q(x, t) > 1, then W s(M) ∩ (X \ S) = ∅.

Proof. Since the function Q(x, t) is lower semicontinuous, it follows that for each
h > 0 and t > 0, the set

U(h, t) = {x ∈ N◦ : Q(x, t) > h}(3.2)

is open. (Here N◦ is the interior of N in X.) Clearly U(h, t) is monotone for any
fixed t, i.e., U(h1, t) ⊃ U(h2, t) if h1 < h2. Using the assumption that for each
x ∈ M there is t > 0 such that Q(x, t) > 1, we see that M is covered by the family
{U(h, t) : h > 1, t > 0}. Since M is compact by the assumption (A), there exist
h0 > 1 and t1, . . . , tn > 0 such that

M ⊂ U ≡
n⋃

i=1

U(h0, ti).

It is clear that U ⊂ N and is open in X.
Suppose now by contradiction that there is y ∈ X \ S such that ω(y) ⊂ M . Then

there exists T > 0 such that yπt ∈ U for all t ≥ T . Use a translation in t if necessary;
we may assume that y ∈ U . Let t = max(t1, . . . , tn) and t = min(t1, . . . , tn). Then
given any t ≥ 0, there is t ≤ τ ≤ t such that

P (yπ(t + τ)) ≥ h0P (yπt).

Repeated use of this inequality and the fact that P (y) > 0 shows that there is a
sequence {τn} → ∞ such that P (yπτn) → ∞. However, since ω(y) ⊂ M , by choosing
a subsequence if necessary, we may assume that {yπτn} converges to a point in M .
Hence by the continuity of P , the set {P (yπτn)} is bounded. This contradiction shows
that such y does not exist.

The conditions in Theorem 3.1 can be relaxed as follows. Let Mω be the closure
of the set

⋃
x∈M ω(x). Then instead of requiring Q(x, t) > 1 for each x ∈ M and a

corresponding t > 0, it suffices to require that the inequality be satisfied in Mω only.
This is shown in the next theorem.

THEOREM 3.2. The conclusion of Theorem 3.1 remains true if there exists an
average Liapunov function P defined in a neighborhood N ⊃ M with respect to S
such that for each x ∈ Mω, there is t > 0 for which Q(x, t) > 1.

Proof. We first show that for any x ∈ M and any t0 > 0 there is a τ > t0 such
that Q(x, τ) > 0. Let U(h, t) be the open set defined in (3.2). Since P is an average
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Liapunov function, it follows from part (ii) of the definition that for each x ∈ M
there is t > 0 such that Q(x, t) > 0. Hence M is covered by the family of open sets
{U(h, t) : h > 0, t > 0}, and by the compactness of M , there exist h0 > 0 and
t1, . . . , tn > 0 such that

M ⊂ U ≡
n⋃

i=1

U(h0, ti) ⊂ N.

Clearly U is a neighborhood of M in X. Let t = max(t1, . . . , tn) and t = min(t1, . . . , tn).
We choose an integer k such that kt ≥ t0 and a neighborhood N(x) such that
N(x)π[0, kt] ⊂ U . Then for any y ∈ N(x) \ S, there exist 0 = τ0 < τ1 < · · · < τk ≤ kt
such that t ≤ τi ≤ t and P (yπτi) > h0P (yπτi−1) for i = 1, . . . , k. This implies that
P (yπτk) > hk

0P (y) for all y ∈ N(x) \S. Hence Q(x, τk) ≥ hk
0 > 0. Since τk ≥ kt ≥ t0,

the assertion is proven with τ = τk.
We now show that the condition of Theorem 3.2 implies the condition of Theo-

rem 3.1. That is, we show that for each x ∈ M there is a t > 0 such that Q(x, t) > 1.
It is clear that Mω is a closed subset of the compact set M . Since by the assumption
of the theorem Mω is covered by

⋃
h>1,t>0 U(h, t), it follows that there is a finite

covering

Mω ⊂ U1 ≡
m⋃

i=1

U(h1, ti),

where h1 > 1 and t1, . . . , tm are positive constants. Thus U1 is an open neighborhood
of Mω in X. Let t′ = max(t1, . . . , tm). Suppose x ∈ M . Then there exist t0 and τ such
that t0 ≤ τ , xπt ∈ U1 for all t ≥ t0, and Q(x, τ) = δ > 0. Choose an integer ν such
that hν

1δ/2 > 1, and choose a neighborhood N(x) of x such that N(x)π[τ, τ +νt′] ⊂ U1
and

P (yπτ)/P (y) > δ/2 for y ∈ N(x).(3.3)

Then for each y ∈ N(x), we have z ≡ yπτ ∈ U1 and zπ[0, νt′] ⊂ U1. This implies that
there exist 0 = τ0 < τ1 < · · · < τν ≤ νt′ such that τi ≤ t′ and P (zπτi) > h1P (zπτi−1)
for i = 1, . . . , ν. Therefore, by (3.3),

P (yπ(τ + τν)) = P (zπτν) > hν
1P (z) = hν

1P (yπτ) > hν
1(δ/2)P (y).

This leads to Q(x, t) ≥ hν
1δ/2 > 1 for t = τ + τν . The assertion is proven.

The conclusion of the theorem follows now from Theorem 3.1.
In the remainder of this section, we consider the system (1.1) of parabolic partial

differential equations. We present certain techniques of constructing local average
Liapunov functions and use them to obtain conditions for an invariant set not to
attract trajectories from X \S. In the following, X is the positive cone of the product
space

∏N
i=1 Xi where Xi = C0(Ω) if Bi is the Dirichlet condition and

Xi = {u ∈ C1(Ω) : Biu = 0}

if Bi is Neumann or Robin condition, and S ≡
⋃N

i=1 Si is the union of the faces
Si ≡ {u ∈ X : ui ≡ 0}. It is clear from the uniqueness of the solution of (1.1) that
each face Si is forwardly invariant for the semiflow π generated by (1.1). Hence S is
also forwardly invariant.
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We first use eigenfunctions of adjoint operators to construct average Liapunov
functions. For i = 1, . . . , N , let L∗

i and B∗
i be the adjoint operators corresponding to

Li and Bi given by (1.2) and (1.3), i.e.,

L∗
i u =

n∑
i,j=1

(aijuxj )xi −
n∑

i=1

biuxi − u

n∑
i=1

(bi)xi ,

B∗
i u = δi

∂u(x)
∂ν∗(x)

+

(
δi

n∑
i=1

biζi + β

)
u,

where ν∗ = (ν∗
1 , . . . , ν∗

n) is the adjoint conormal vector at x ∈ ∂Ω with ν∗
j =

∑n
i=1 aijζi.

A simple computation shows that∫
Ω

vLiu dx =
∫

Ω
uL∗

i v dx if Bu = B∗v = 0.(3.4)

Let φ be a positive function that satisfies the relation

L∗
i φ = g(x)φ (x ∈ Ω), B∗

i φ = 0 (x ∈ ∂Ω)(3.5)

for some function g. Define the function P : X 7→ R by

P (ξ) =
∫

Ω
ξiφ dx.(3.6)

Then P (ξ) > 0 for all ξ ∈ X \ Si and

P (ξπt)
P (ξ)

= exp
(

ln
∫

Ω
φui(x, t) dx − ln

∫
Ω

φui(x, 0) dx

)
= exp

(∫ t

0

∫
Ω φui,t(x, τ) dx∫
Ω φui(x, τ) dx

dτ

)
,

(3.7)

where u = (u1, . . . , un) is the solution of (1.1) with u(x, 0) = ξ and ui,t is the partial
derivative of ui with respect to t. Since by (1.1) and (3.4),∫

Ω
φui,t dx =

∫
Ω

φ(Liui + uifi(u)) dx

=
∫

Ω
φui(g(x) + fi(u(x, t))) dx

≥ c0

∫
Ω

φui dx,

(3.8)

where c0 = infx∈Ω{g(x) + fi(u(x, t))}, it follows from the definition of Q(x, t) in (3.1)
that Q(ξ, t) ≥ exp(c0) > 0 for all ξ ∈ X and t > 0. This shows that P is a local
average Liapunov function for π with respect to Si. It is clear that for any constant
α > 0, the function Pα is also a local average Liapunov function with respect to Si.
Using this construction and Theorem 3.1 we obtain the following result.

THEOREM 3.3. Let M ⊂ Si be an isolated invariant set of π. Suppose the semiflow
defined by (1.1) satisfies the condition (A)(ii), and suppose that there exists a function
φ > 0 that satisfies the relation in (3.5) for some function g such that g(x) > −fi(ξ)
for all ξ ∈ M and x ∈ Ω. Then W s(M) ∩ (X \ Si) = ∅.
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Proof. Let P be defined by (3.6). As it is shown above, P is a local average
Liapunov function of π with respect to Si. Let Q be the corresponding semicontinuous
function defined by (3.1). Then by (3.5) and (3.7),

Q(ξ, t) = lim inf
η∈X\Si; η→ξ

P (ηπt)/P (η) ≥ ec0t for ξ ∈ M, t > 0,

where c0 = infx∈Ω, ξ∈M{g(x)+fi(ξ)}. Since by the assumption of the theorem c0 > 0,
it follows that Q(ξ, t) > 1. The conclusion of the theorem now follows from Theo-
rem 3.1.

Remark. Since by the Fredholm alternative and the Krein–Rutman theorem prob-
lem (3.5) has a positive solution if and only if the problem

Liψ = g(x)ψ (x ∈ Ω), Biψ = 0 (x ∈ ∂Ω)(3.9)

has a positive solution, the conclusion of Theorem 3.3 is valid if equation (3.5) is
replaced by (3.9).

In the case when M ≡ {u0} ⊂ Si is a singleton, the attractivity of u0 to X \ S is
described by the eigenvalue problem:

Liψ + fi(u0)ψ = λψ (x ∈ Ω), Biψ = 0 (x ∈ ∂Ω).(3.10)

As a special case of Theorem 3.3, we have the following result.
COROLLARY 3.4. Let u0 ∈ S be an isolated equilibrium of π which also constitutes

an isolated invariant set of π in X. Then W s(u0) ∩ (X \ S) = ∅ if problem (3.10) has
a positive eigenvalue for some i ∈ {1, . . . , N} such that u0 ∈ Si.

Proof. Suppose problem (3.10) has a positive solution ψ for some λ > 0. Then
the function g(x) in (3.9) satisfies

g(x) = −f(u0) + λ > −f(u0).

Hence by Theorem 3.3, the conclusion follows.
More complicated average Liapunov functions can be constructed as follows. Sup-

pose P1 and P2 are two functions defined by

P1(ξ) =
∫

Ω
ξi1φ1 dx, P2(ξ) =

∫
Ω

ξi2φ2 dx,(3.11)

where i1, i2 ∈ {1, . . . , n} and φ1, φ2 satisfy the relation

L∗
i1φ1 = g1(x)φ1 (x ∈ Ω), B∗

i1φ1 = 0 (x ∈ ∂Ω),

L∗
i2φ2 = g2(x)φ2 (x ∈ Ω), B∗

i2φ2 = 0 (x ∈ ∂Ω),

for some functions g1 and g2.
THEOREM 3.5. Let P1 and P2 be defined by (3.11) and let α1, α2, δ1, δ2 be positive

constants. Then (i) the function Pα1
1 Pα2

2 is a local average Liapunov function of π
with respect to Si1∪Si2 , and (ii) the function δ1P

α1
1 +δ2P

α2
2 is a local average Liapunov

function of π with respect to Si1 ∩ Si2 .
Proof. (i) Let P = Pα1

1 Pα2
2 . Then clearly, P (ξ) > 0 for ξ /∈ Si1 ∪Si2 . Let Q be the

semicontinuous functions defined by (3.1) and let Q1 and Q2 be defined similarly with
P replaced by P1 and P2, respectively. Then by taking limit-infimum, Q ≥ Qα1

1 Qα2
2 .

Since Q1(ξ, t) > 0 and Q2(ξ, t) > 0 for all ξ ∈ K and t > 0, the same is true for Q.
This proves that P is a local average Liapunov function with respect to Si1 ∪ Si2 .
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(ii) Let P = δ1P
α1
1 + δ2P

α2
2 and let ξ ∈ K \ (Si1 ∩ Si2). Suppose u(t) = ξπt for

t ≥ 0. Then, by computation,

P (ξπt)/P (ξ) = exp (ln(P (ξπt)) − ln(P (ξ))) = exp (ln(P (u(t)) − ln(P (u(0)))))

= exp
(∫ t

0
Ṗ (u(τ))/P (u(τ)) dτ

)
,

where Ṗ is the derivative of P (u(t)) with respect to t along the trajectory. Using the
definition of P1 and P2 in (3.11), we compute

Ṗ (u(t)) = δ1α1

∫
Ω

φ1ui1,t dx

(∫
Ω

φ1ui1 dx

)α1−1

+ δ2α2

∫
Ω

φ2ui2,t dx

(∫
Ω

φ2ui2 dx

)α2−1

,

where ui1,t and ui2,t are the respective partial derivatives of ui1 and ui2 with respect
to t. Following the derivation in (3.8), we have∫

Ω
φkuik,t dx ≥ ck

∫
Ω

φkuik
dx

with the constants

ck = inf
x∈Ω

{gk(x) + fik
(u(x, t))}, k = 1, 2.

Thus, by letting c0 = min{α1c1, α2c2}, it follows that

Ṗ (u(t)) ≥ δ1α1c1

(∫
Ω

φ1ui1 dx

)α1

+ δ2α2c2

(∫
Ω

φ2ui2 dx

)α2

≥ c0P (u(t)).

Hence by dividing P (u(t)) and taking limit-infimum, we arrive at

Q(ξ, t) ≥ ec0t > 0 for all t > 0.

This proves the part (ii) of the theorem.
In the case where Iω(S), the closure of the set ∪x∈Sω(x) is a finite set, we give a

condition for the system to be persistent. It is clear that in this case, each member
uj of Iω(S) is an equilibrium of the system, and there is i ∈ {1, . . . , N} such that
uj ∈ Si. An equilibrium ui is said to be chained to another equilibrium uj if there
exists a connecting orbit from ui to uj . A finite sequence ui1 , . . . , uik is called a cycle
if ui1 = uik and uij is chained to uij+1 for j = 1, . . . , k. We show that the system is
uniformly persistent if the following conditions are satisfied:

(C) (i) The set Iω(S) = {uj} contains no cycle.
(ii) At each equilibrium uj , there is i ∈ {1, . . . , N} such that uj ∈ Si and

problem (3.10) has a positive eigenvalue.
THEOREM 3.6. Suppose the system (1.1) satisfies conditions (A) and (B) and

suppose that Iω(S) = {uj} is a finite set which satisfies condition (C). Then the
system defined by (1.1) is uniformly persistent.

Proof. Since Iω(S) is a finite set and contains no cycle, its members constitute
a Morse decomposition D for the invariant set I(S). Rearranging the subscripts if
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necessary, we may assume that D = {M1, . . . , Mn} with Mj = {uj} for j = 1, . . . , n.
In view of Theorem 2.3, the semiflow π is uniformly persistent with respect to S if
W s(uj) ∩ (X \ S) = ∅ for each j ∈ {1, . . . , n}. This condition is ensured by the
assumption (C)(ii) and Corollary 3.4.

Finally, we comment that for the semiflow generated by the parabolic system
(1.1), the condition (A) is the consequence of the following conditions:

(D) (i) Uniform boundedness. Given α > 0, there exists a constant B(α)
such that ||u0||∞ ≤ α implies that the solution u(x, t) of (1.1) satis-
fies ||u(·, t)||∞ < B(α) for all t > 0.

(ii) Dissipativity in L∞. There exists a positive constant γ such that for
each u0 ∈ X, there is a t0 > 0 such that

||u(·, t)||∞ ≤ γ for all t ≥ t0.

Here || · ||∞ is the L∞ norm. This result is essentially Theorem 3.3 in Cantrell,
Cosner, and Hutson, [6], although in [6] the differential operators Li are restricted
to the type µi∆, where µi are positive constants and ∆ is the Laplacian, and the
boundary conditions are either the homogeneous Dirichlet type or the homogeneous
Neumann type. The proof is valid for the more general (1.1). Furthermore, condition
(D) can often be deduced by the comparison principle and the method of upper and
lower solutions, as the example in the next section shows.

4. A food chain model. In this final section, we discuss a Lotka–Volterra food
chain model of three species as an illustration of the results obtained in the previous
sections. For the sake of simplicity, we assume that the diffusion coefficients for all
three species are identical and the interacting mechanisms are also identical. The
analysis for the general case is similar, but lengthy. Our model has the form

∂u1/∂t − d∆u1 = u1(a − u1 − bu2 + cu3)

∂u2/∂t − d∆u2 = u2(a + cu1 − u2 − bu3)

∂u3/∂t − d∆u3 = u3(a − bu1 + cu2 − u3)

(x ∈ Ω),

Bu1 = Bu2 = Bu3 = 0 (x ∈ ∂Ω),

(4.1)

where a, b, c and d are positive constants, Ω ⊂ Rn is a bounded domain with a smooth
boundary ∂Ω ∈ C1+α for some α > 0, and

B = δ
∂

∂ν
+ β(x),

where δ is either 0 or 1, β ∈ C1+δ(∂Ω) is a nonnegative function such that β ≡ 1 if
δ = 0, and ν is the outward normal vector on ∂Ω. We consider two cases. In the first
case, the system has semitrivial solutions with two positive components. Hence, when
one species is absent, the other two may coexist. In the second case, the system has
no semitrivial solution with two positive components. Thus if one species is absent,
one of the others cannot survive. We will see that in this case, the three semitrivial
solutions (each has only one positive component) form a cycle. For each case, we use
local average Liapunov functions to obtain conditions for the system to be persistent.

Our basic assumption for this section is

a > λ0, 0 < c < 1,(4.2)
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where λ0 is the principal eigenvalue of the problem

−d∆ψ = λψ (x ∈ Ω), Bψ = 0 (x ∈ ∂Ω).

The next lemma gives the compactness and dissipativity of the semiflow.
LEMMA 4.1. Suppose a, c, and d are positive constants, b is a nonnegative con-

stant, and c < 1. Then the semiflow π generated by the system (4.1) satisfies condition
(A).

Proof. In view of the remark at the end of the preceding section, it suffices to
verify condition (D). Let α be a positive constant, and let u(x, t) be a solution of
(4.1) with ||u0||∞ ≤ α. We choose the constant M = max{α, a/(1 − c)} and let
y ≡ (y1, y2, y3) be the solution of the system

y′
1 = y1(a − y1 + cy3),

y′
2 = y2(a + cy1 − y2),

y′
3 = y3(a + cy2 − y3),

y1(0) = y2(0) = y3(0) = M.

(4.3)

It is easy to see that the functions y and 0 ≡ (0, 0, 0) form a pair of ordered upper
and lower solutions for the problem (4.1) (cf. [16, Chapter 8]). Hence

0 ≤ ui(x, t) ≤ yi(t) for (x, t) ∈ Ω × (0,∞), i = 1, 2, 3.(4.4)

On the other hand, due to the symmetry of (4.3), y1, y2, y3 are identical and they
solve the scalar problem

y′ = y(a − (1 − c)y), y(0) = M.

Since by assumption c < 1 and M ≥ a/(1 − c), it follows that yi’s are monotone
nonincreasing in t and have the limit a/(1− c). Thus by (4.4), ||u(·, t)||∞ ≤ M for all
t > 0, and

lim sup
t→∞

||u(·, t)||∞ ≤ a/(1 − c).

This proves the fulfillment of condition (D), and hence (A).
We next identify the equilibria on the boundary of the positive cone. The system

clearly has a trivial solution 0. A spectral analysis shows that it is unstable. Since
by assumption a > λ0, it is well known (cf. [2]) that the problem

−d∆φ = φ(a − φ) (x ∈ Ω), Bφ = 0 (x ∈ ∂Ω)(4.5)

has a unique positive solution φ. Hence problem (4.1) has three semitrivial solutions
Φ1 ≡ (φ, 0, 0), Φ2 ≡ (0, φ, 0), and Φ3 ≡ (0, 0, φ). A spectral analysis shows that all
are unstable. To determine the existence of a semitrivial solution with two positive
components, we consider the two-component system

∂u/∂t − d∆u = u(a − u − bv)

∂v/∂t − d∆v = v(a + cu − v)
(x ∈ Ω),

Bu = Bv = 0 (x ∈ ∂Ω).
(4.6)

Let λ0(p) denote the principal eigenvalue of the problem

−d∆ψ + pψ = λψ (x ∈ Ω), Bψ = 0 (x ∈ ∂Ω),(4.7)
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where p is a continuous function. It is easy to see that whenever problem (4.6)
has a positive steady-state solution (us, vs), then a > λ0(bvs) (see [2]). Since the
principal eigenvalue λ0(p) is monotone increasing in p (which can be easily seen from
the variational formulation of the principal eigenvalue), it follows that a necessary
condition for the existence of a positive solution is a > λ0(0) ≡ λ0. The next lemma
shows that another necessary condition is b ≤ 1.

LEMMA 4.2. Suppose a > λ0 and b > 1. Then
(i) every solution (u, v) with u(x, 0) ≥ 0, u(x, 0) 6≡ 0, and v(x, 0) ≡ 0 converges

to (φ, 0) as t → ∞;
(ii) every solution (u, v) with u(x, 0) ≥ 0, v(x, 0) ≥ 0, and v(x, 0) 6≡ 0 converges

to (0, φ) as t → ∞.
In each case, the convergence is uniform for x ∈ Ω.
Proof. Consider the scalar problem

∂z/∂t − d∆z = z(a − p − z) (x ∈ Ω), Bz = 0 (x ∈ ∂Ω),(4.8)

where p is a smooth function. It is well known that if a ≤ λ0(p), then all nonneg-
ative solutions converge uniformly to 0, and if a > λ0(p), then each solution z(x, t)
with z(x, 0) ≥ 0, z(x, 0) 6≡ 0 converges uniformly to the unique positive steady-state
solution zs (cf. e.g., [16, Chapter 8]). Part (i) of the lemma is a consequence of this
result with p = 0 and zs = φ. We prove part (ii) of the lemma as follows.

We first show that the steady-state solution (0, φ) of (4.6) is asymptotically stable.
The eigenvalue problem with respect to (0, φ) is

d∆ξ + (a − bφ)ξ = λξ

d∆η + cφξ + (a − 2φ)η = λη
(x ∈ Ω),

Bξ = Bη = 0 (x ∈ ∂Ω).
(4.9)

Since φ is a positive solution of (4.7) with λ = a and p = φ, it follows that a = λ0(φ).
Thus by the monotonicity of λ0(·) and the assumption b > 1, we have a < λ0(bφ)
and a < λ0(2φ). This implies that the first equation has a nontrivial solution only
for some λ < 0, and so does the second equation with ξ = 0 to have a nontrivial
solution. Hence all the eigenvalues of (4.9) are negative, which implies that (0, φ) is
asymptotically stable.

Let ω0 be the ω-limit set of the trajectory starting with (u(·, 0), v(·, 0)). It is well
known for the Lotka–Volterra system (4.6) that any trajectory with a nonnegative
initial condition has a connected, compact ω-limit set in the positive cone of the
Banach space X2, where X = C0(Ω) if B is of Dirichlet type and X = C1(Ω) if B
is of Neumann or Robin type. To show that the solution (u(·, t), v(·, t)) converges
to (0, φ), it suffices to show that (0, φ) ∈ ω0. Because this would ensure that the
trajectory will enter any small neighborhood of (0, φ) in finite time. Thus by the
asymptotic stability, the trajectory must be attracted to (0, φ).

We first show that for each (u∗, v∗) ∈ ω0 the inequalities

u∗(x) ≤ φ(x), v∗(x) ≥ φ(x) (x ∈ Ω)(4.10)

hold. To see this, let ũ(x, t) and v̂(x, t) be solutions of (4.8) with p = 0 such that
ũ(x, 0) = u(x, 0) and v̂(x, 0) = v(x, 0). Then since u and v are nonnegative, it
follows from the comparison principle (cf. e.g., [16, Theorem 2.3 of Chapter 4]) that
u(x, t) ≤ ũ(x, t) and v(x, t) ≥ v̂(x, t) for all x ∈ Ω, t > 0. Since by the assumption
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of the lemma λ0(0) < a < λ0(bφ) and v(x, 0) 6≡ 0, we have limt→∞ ũ(·, t) ≤ φ, and
limt→∞ v̂(·, t) = φ uniformly in Ω. This proves (4.10).

Next, we let (u∗(x, t), v∗(x, t)) be a solution of (4.6) with (u∗(·, 0), v∗(·, 0)) ∈ ω0
and show that (u∗(·, t), v∗(·, t)) → (0, φ) as t → ∞. Once this is shown, then by
the invariance of ω-limit sets, it is necessary that (0, φ) ∈ ω0, which completes the
proof of part (ii) of the lemma. Let ũ(x, t) be a solution of (4.8) with p = bφ and
ũ(x, 0) = u∗(x, 0). Since by invariance (u∗(·, t), v∗(·, t)) ∈ ω0 for all t > 0, it follows
from (4.10) that

u∗(x, t) ≤ φ(x), v∗(x, t) ≥ φ(x) for all x ∈ Ω, t ≥ 0.(4.11)

Hence, by the comparison principle, ũ(x, t) ≥ u∗(x, t) for all x ∈ Ω and t > 0. Using
the relation a < λ0(bφ) we see that ũ(·, t) → 0 as t → ∞, uniformly in Ω. Hence
u∗(·, t) → 0. To find the limit of v∗(·, t), we observe that for any ε > 0, there is T > 0
such that cu∗(x, t) ≤ ε for all x ∈ Ω and t ≥ T . Let v̂(x, t) be a solution of (4.8) with
p = −ε and ṽ(x, 0) = v∗(x, T ). Then by the comparison principle, ṽ(·, t−T ) ≥ v∗(·, t)
for t ≥ T . Since by the monotonicity of the principal eigenvalue λ0(·),

a > λ0(0) > λ0(−ε),

it follows that ṽ(·, t) → φε as t → ∞, where φε is the positive solution of problem
(4.5) with a replaced by a + ε. This leads to v∗(x, t) ≤ φε(x) for t sufficiently large.
Moreover, by the continuity of the solution of (4.5) with respect to a, φε → φ as
ε → 0+. Hence, we have

lim sup
t→∞

v∗(x, t) ≤ φ(x) for all x ∈ Ω.

This, together with (4.11), shows that v∗(·, t) → φ. The proof is complete.
Remark. It can be shown using the degree theory that a sufficient condition for

problem (4.6) to have a positive solution is a > λ0 and b < 1.
Case 1: when there exist semitrivial solutions with two positive components. We

show below that if a > λ0, c < 1, and b(1 + c) < 1 then the system is persistent. To
prove this, we first find a priori bounds for the invariant sets of the system in S. This
is done by using upper and lower solutions. Let (ũ, ṽ) and (û, v̂) be smooth functions
satisfying the inequalities

ũ ≥ û ≥ 0, ṽ ≥ v̂ ≥ 0,

and

−d∆ũ ≥ ũ(a − ũ − bv̂), −d∆ṽ ≥ ṽ(a + cũ − ṽ),

−d∆û ≤ û(a − û − bṽ), −d∆v̂ ≤ v̂(a + cû − v̂),
(x ∈ Ω)

Bũ ≥ 0 ≥ Bû, Bṽ ≥ 0 ≥ Bv̂ (x ∈ ∂Ω).

It is well known that any solution (u, v) of (4.6) with the initial condition

û(x) ≤ u(x, 0) ≤ ũ(x), v̂(x) ≤ v(x, 0) ≤ ṽ(x) (x ∈ Ω)

satisfies

û(x) ≤ u(x, t) ≤ ũ(x), v̂(x) ≤ v(x, t) ≤ ṽ(x) (x ∈ Ω, t > 0).
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Furthermore, there exist functions (u, v) and (u, v) satisfying the relations

û ≤ u ≤ u ≤ ũ, v̂ ≤ v ≤ v ≤ ṽ in Ω

such that

u(x) ≤ lim inft→∞ u(x, t) ≤ lim supt→∞ u(x, t) ≤ u(x),

v(x) ≤ lim inft→∞ v(x, t) ≤ lim supt→∞ v(x, t) ≤ v(x)
(x ∈ Ω).

In fact, (u, v) and (u, v) form a “quasi-solution” of problem (4.6) in the sense that
they satisfy

−d∆u = u(a − u − bv), −d∆v = v(a + cu − v),

−d∆u = u(a − u − bv), −d∆v = v(a + cu − v),
(x ∈ Ω)

Bu = Bu = 0, Bv = Bv = 0 (x ∈ ∂Ω)
(4.12)

(see Theorem 4.2 of Chapter 8 in [16]). The next lemma gives upper and lower bounds
of these functions.

LEMMA 4.3. Suppose a > λ0, b(1+c) < 1, û 6≡ 0, and v̂ 6≡ 0. Then the inequalities

(1 − b − bc)φ ≤ u ≤ u ≤ φ, φ ≤ v ≤ v ≤ (1 + c)φ

hold for x ∈ Ω.
Proof. Since by assumption û and v̂ are nonnegative functions and none of them is

identically zero, it follows from the maximum principle that u and v are both positive
functions in Ω. Using the comparison principle to equations (4.5) and (4.12), we see
that v ≥ φ and u ≤ φ. On the other hand, since the function ξ = (1 + µ)φ satisfies

−d∆ξ = ξ(a + µφ − ξ) (x ∈ Ω),

Bξ = 0 (x ∈ ∂Ω)

for any µ ∈ R, it follows again from the comparison principle that v ≤ (1 + c)φ.
Finally, since u > 0 in Ω, by comparing the above equation with (4.12), we have
u ≥ (1 − b(1 + c))φ. This proves the lemma.

Lemma 4.3 and Theorems 2.4 and 3.3 lead to the following persistence result.
THEOREM 4.4. Suppose a > λ0, c < 1, and b(1 + c) < 1. Then system (4.1) is

uniformly persistent.
Proof. Let M1 be the maximal invariant set of the semiflow π in the region

{u1 = 0, (1 − b − bc)φ ≤ u2 ≤ φ, φ ≤ u3 ≤ (1 + c)φ} ⊂ S1.

We show that W s(M1)∩(X \S) = ∅. First observe that by assumption, 1−b−bc > 0;
we have M1 ∩(S2 ∪S3) = ∅. Thus the relation is equivalent to W s(M1)∩(X \S1) = ∅.
In view of Theorem 3.3, we need only to find a function g(x) with the property that
(1) g(x) > −a + bu2 − cu3 in Ω for all u2 and u3 such that (0, u2, u3) ∈ M1, and (2)
the problem

d∆ψ = g(x)ψ (x ∈ Ω), Bψ = 0 (x ∈ ∂Ω)

has a positive solution ψ. We choose g as follows. Since by assumption b(1 + c) < 1,
it follows that b < 1 < 1 + c. Hence by the monotonicity of λ0(·),

a = λ0(φ) > λ0((b − c)φ).
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This ensures that for some sufficiently small ε, there is a positive solution ψ to the
scalar problem

−d∆ψ = ψ(a − ε − (b − c)φ − ψ) (x ∈ Ω), Bψ = 0 (x ∈ ∂Ω).

Choose g = −a + ε + (b − c)φ + ψ. Then

g(x) > −a + bu2 − cu3 if u2 ≤ φ and u3 ≥ φ.

In particular, this holds if (0, u2, u3) ∈ M1. The assertion W s(M1)∩ (X \S) = ∅ thus
follows from Theorem 3.3.

Define M2 ⊂ S2 and M3 ⊂ S3 analogously as the maximal invariant sets in the
subregions

{φ ≤ u1 ≤ (1 + c)φ, u2 = 0, (1 − b − bc)φ ≤ u3 ≤ φ}

and

{(1 − b − bc)φ ≤ u1 ≤ φ, φ ≤ u2 ≤ (1 + c)φ, u3 = 0},

respectively. Then a similar proof shows that W s(Mi) ∩ (X \ S) = ∅ for i = 1, 2.
To show that the system (4.1) is persistent, we observe that the invariant set I(S)

has the Morse decomposition {M1, M2, M3,Φ1,Φ2,Φ3,0}. In view of Theorem 2.4,
we need only show that each Morse set does not attract trajectories from X \S. This
has been done for Mi (i = 1, 2, 3) in the preceding paragraphs. To see that the same
is true for Φi and 0, we use Corollary 3.4. Consider Φ1. It is clear that Φ1 ∈ S3 and
the eigenvalue problem (3.10) with i = 3 has the form

d∆ψ + (a − bφ)ψ = λψ (x ∈ Ω), Bψ = 0 (x ∈ ∂Ω).

This problem has a positive solution if and only if a−λ = λ0(bφ). Since b < 1, it follows
that a = λ0(φ) > λ0(bφ). Hence λ > 0, and by Corollary 3.4, W s(Φ1) ∩ (X \ S) = ∅.
A similar argument gives the property for Φ2 and Φ3.

Finally, since 0 ∈ S1, its corresponding eigenvalue problem has the form

d∆ψ + aψ = λψ (x ∈ Ω), Bψ = 0 (x ∈ ∂Ω).

Since by assumption a > λ0, it certainly has a positive eigenvalue. Hence W s(0) ∩
(X \ S) = ∅. This completes the proof.

Case 2: when there exists no semitrivial solution with two positive components.
Suppose a > λ0 and b > 1. In view of Lemma 4.2, the system has no semitrivial
solution with two positive components. The phase portrait of the semiflow in S is
described in Figure 1. As can be seen, the maximal invariant set I(S) has the Morse
decomposition {M1, M2}, where M1 consists of semitrivial solutions Φ1, Φ2, Φ3, and
the connecting orbits, and M2 consists of the trivial solution 0. (Since each Φi has a
one-dimensional unstable manifold as can be verified by examining the corresponding
eigenvalue problem, the connecting orbit between each pair of semitrivial solutions is
a one-dimensional manifold.) It is clear that M1 is a chain-recurrent set in S. We
consider the conditions for W s(Mi) ∩ (X \ S) = ∅ for i = 1, 2.

First consider M2 = {0}, which is a singleton. By Corollary 3.4, W s(M2) ∩ (X \
S) = ∅ if for some i ∈ {1, 2, 3}, the problem

d∆ψ + aψ = λψ (x ∈ Ω), Bψ = 0 (x ∈ ∂Ω)

has a positive eigenvalue. This is ensured by the assumption a > λ0.
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FIG. 1. The boundary flow with a cycle.

To obtain conditions for W s(M1) ∩ (X \ S) = ∅, we construct the function P as
follows. Let λ∗ be the principal eigenvalue of the problem

d∆ϕ + (a + cφ)ϕ = λϕ (x ∈ Ω), Bϕ = 0 (x ∈ ∂Ω).(4.13)

Since by assumption and the monotonicity of principal eigenvalue,

a > λ0(0) > λ0(−cφ),

it follows that λ∗ > 0. Choose a positive eigenfunction ϕ and define

P (u) ≡
3∏

i=1

∫
Ω

ϕui dx.

In view of Theorem 3.5, P is a local average Liapunov function with respect to S. A
direct computation shows that

P (ηπt)
P (η)

= exp

[∫ t

0

3∑
i=1

∫
Ω ϕui,t(x, τ) dx∫
Ω ϕui(x, τ) dx

dτ

]
for η ∈ X\S,(4.14)

where u(·, t) ≡ (u1(·, t), u2(·, t), u3(·, t)) = ηπt and ui,t = ∂ui/∂t. Since M1 has the ω-
limit set M1,ω = {Φ1,Φ2,Φ3}, it follows from Theorem 3.2 that W s(M1)∩(X \S) = ∅
provided that for each j = 1, 2, 3 there is a t = t(j) > 0 such that

Q(Φj , t) = lim inf
η∈X\S, η→Φj

P (ηπt)
P (η)

> 1.(4.15)

Once this holds, Theorem 2.4 ensures that the system is uniformly persistent. Such
condition is given in the following theorem.

THEOREM 4.5. Suppose a > λ0, c < 1, b > 1, and

2λ∗ > (b + c)||φ||C(Ω).(4.16)

Then the system (4.1) is uniformly persistent.
Proof. It suffices to show that for each j = 1, 2, 3, there is t = t(j) > 0 such that

(4.15) holds. We only prove the assertion for j = 1. The proof for other values of j is
similar. From equations (4.1) and (4.13) we see with the Green’s identity that∫

Ω
ϕu1,t(x, τ) dx =

∫
Ω

ϕu1(λ∗ − u1 − bu2 − c(φ − u3)) dx.(4.17)
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Since by the continuity of the solution of (4.1) with respect to the initial value
limη→Φ1 u = Φ1, it follows that the right side of (4.17) tends to

∫
Ω ϕφ(λ∗−(c+1)φ) dx.

Using (4.13) and the Green’s identity, we have∫
Ω

ϕφ(λ∗ − (c + 1)φ) dx =
∫

Ω
(dφ∆ϕ + (a + cφ)φϕ − (c + 1)φ2ϕ) dx

=
∫

Ω
ϕ(d∆φ + aφ − φ2) dx,

which is 0 by (4.5). Also using (4.13) and the Green’s identity, we derive∫
Ω

ϕu2,t(x, τ) dx =
∫

Ω
ϕu2(λ∗ − c(φ − u1) − u2 − bu3) dx,∫

Ω
ϕu3,t(x, τ) dx =

∫
Ω

ϕu3(λ∗ − bu1 − c(φ − u2) − u3) dx.

By the continuity of the solution u with respect to the initial value η, it follows that
for any ε > 0 there is a constant T > 0 and a neighborhood N(Φ1) such that

||c(φ − u1) + u2 + bu3||C(Ω) < ε, ||bu1 + c(φ − u2) + u3||C(Ω) < ||(b + c)φ||C(Ω) + ε

for 0 ≤ t ≤ T . Hence in this neighborhood N(Φ1),∫
Ω

ϕu2,t(x, τ) dx

/∫
Ω

ϕu2(x, τ) dx ≥ λ∗ − ε,∫
Ω

ϕu3,t(x, τ) dx

/∫
Ω

ϕu3(x, τ) dx ≥ λ∗ − (b + c)||φ||C(Ω) − ε.

Thus, using the assumption (4.16), we may choose N(Φ1) sufficiently small such that

2λ∗ − (b + c)||φ||C(Ω) > 2ε.

This ensures that

3∑
i=1

∫
Ω ϕui,t(x, τ) dx∫
Ω ϕui(x, τ) dx

> 0 for η ∈ N(Φ1) and τ ∈ (0, T ].

Therefore, by (4.14),

lim inf
η∈X\S, η→Φ1

P (ηπt)
P (η)

> 1 for t ∈ (0, T ].

The proof is complete.
Remark. In the case when the boundary operator B is of the Neumann type, we

have φ = a and λ∗ = a(1 + c). Hence condition (4.16) is reduced to b < c + 2.
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Abstract. We show herein the uniform stability of a thermoelastic plate model with no added
dissipative mechanism on the boundary (uniform stability of a thermoelastic plate with added bound-
ary dissipation was shown in [J. LAGNESE, Boundary Stabilization of Twin Plates, SIAM Stud. Appl.
Math. 10, SIAM, Philadelphia, PA, 1989], as was that of the analytic case—where rotational forces
are neglected—in [Z. LIU and S. ZHENG, Quarterly Appl. Math., 55 (1997), pp. 551–564]). The proof
is constructive in the sense that we make use of a multiplier with respect to the coupled system
involved so as to generate a fortiori the desired estimates; this multiplier is of an operator theoretic
nature, as opposed to the more standard differential quantities used for related work. Moreover,
the particular choice of our multiplier becomes clear only after recasting the PDE model into an
associated abstract evolution equation.

Key words. thermoelastic plates, uniform stability, free boundary conditions
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1. Introduction.

1.1. Statement of the problem. Let Ω be a bounded open subset of R2 with
sufficiently smooth boundary Γ = Γ0 ∪ Γ1, Γ0 and Γ1 both nonempty, and Γ0 ∩ Γ1 =
∅. We consider here the following thermoelastic system taken from J. Lagnese’s
monograph [12]:

 ωtt − γ∆ωtt + ∆2ω + α∆θ = 0

βθt − η∆θ + σθ − α∆ωt = 0
on (0,∞) × Ω;

ω =
∂ω

∂ν
= 0 on (0,∞) × Γ0;

∆ω + (1 − µ)B1ω + αθ = 0

∂∆ω

∂ν
+ (1 − µ)

∂B2ω

∂τ
− γ

∂ωtt

∂ν
+ α

∂θ

∂ν
= 0

on (0,∞) × Γ1;

∂θ

∂ν
+ λθ = 0 on (0,∞) × Γ, λ ≥ 0;

ω(t = 0) = ω0, ωt(t = 0) = ω1, θ(t = 0) = θ0 on Ω.

(1.1)
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Here, α, β, and η are strictly positive constants; positive constant γ is proportional
to the thickness of the plate and assumed to be small with 0 < γ ≤ M ; the constant
σ ≥ 0 and the boundary operators Bi are given by

B1ω ≡ 2ν1ν2
∂2ω

∂x∂y
− ν2

1
∂2ω

∂y2 − ν2
2
∂2ω

∂x2 ;

(1.2)

B2ω ≡ (ν2
1 − ν2

2)
∂2ω

∂x∂y
+ ν1ν2

(
∂2ω

∂y2 − ∂2ω

∂x2

)
;

the constant µ is the familiar Poisson’s ratio ∈ (0, 1
2 ), and [ν1, ν2] denotes the outward

unit normal to the boundary. The given model mathematically describes a Kirchoff
plate, the displacement of which is represented by the function ω subjected to a
thermal damping as quantified by θ. We are concerned here with the uniform stability
of solutions [ω, θ] to (1.1).

1.2. Preliminaries and abstract formulation. As a departure point for ob-
taining the proofs of well posedness and of exponential stability, we will consider the
system (1.1) as an abstract evolution equation in a certain Hilbert space, for which
we introduce the following definitions and notation:

• With Hk
Γ0

(Ω) ≡ {ω ∈ Hk(Ω) : ∂jω
∂νj |Γ0 = 0 for j = 0, ..., k − 1}, we define

Å: L2(Ω) ⊃ D
(
Å

)
→ L2(Ω) to be Å= ∆2, with domain

D(Å) =
{

ω ∈ H4(Ω) ∩ H2
Γ0

(Ω) : ∆ω + (1 − µ)B1ω = 0 on Γ1 and

∂∆ω

∂υ
+ (1 − µ)

∂B2ω

∂τ
= 0 on Γ1

}
.(1.3)

• Å is then positive definite, self-adjoint, and consequently from [8] we have
the characterizations

D(Å
1
4 ) = H1

Γ0
(Ω);

D(Å
1
2 ) = H2

Γ0
(Ω);

D(Å
3
4 ) =

{
ω ∈ H3(Ω) ∩ H2

Γ0
(Ω) : ∆ω + (1 − µ)B1ω = 0 on Γ1

}
.

(1.4)

Moreover, using the Green’s formula in [12], we have that for ω, ω̂ “smooth
enough,” ∫

Ω
(∆2ω)ω̂dΩ = a (ω, ω̂)

+
∫

Γ

[
∂∆ω

∂ν
+ (1 − µ)

∂B2ω

∂τ

]
ω̂dΓ

−
∫

Γ
[∆ω + (1 − µ)B1ω]

∂ω̂

∂ν
dΓ,

(1.5)

where a(·, ·) is defined by

a (ω, ω̂) ≡
∫

Ω
[ωxxω̂xx + ωyyω̂yy + µ (ωxxω̂yy + ωyyω̂xx) + 2(1 − µ)ωxyω̂xy] dΩ.

(1.6)
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In particular, this formula and the second characterization in (1.4) give that
for all ω, ω̂ ∈ D(Å

1
2 ),〈

Åω, ω̂
〉[

D(Å
1
2 )

]′
×D(Å

1
2 )

=
(
Å

1
2 ω, Å

1
2 ω̂

)
L2(Ω)

= a (ω, ω̂)L2(Ω) ,(1.7)

and in addition,

‖ω‖2
D(Å

1
2 )

=
∥∥∥Å 1

2 ω
∥∥∥2

L2(Ω)
= a (ω, ω) .(1.8)

• We define AD : L2(Ω) ⊃ D (AD) → L2(Ω) to be AD = −∆, with Dirichlet
boundary conditions, viz.

D(AD) = H2(Ω) ∩ H1
0 (Ω).(1.9)

AD is also positive definite, self-adjoint, and, by [8],

D(A
1
2
D) = H1

0 (Ω).(1.10)

• The space L2
σ+λ(Ω) will be defined as

L2
σ+λ(Ω) ≡

 L2(Ω) if σ + λ > 0,

L2
0(Ω) if σ + λ = 0,

(1.11)

where L2
0(Ω) =

{
θ ∈ L2(Ω) 3

∫
Ω θ = 0

}
.

• We designate as AR : L2(Ω) ⊃ D (AR) → L2(Ω) the following second-order
elliptic operator:

AR = −∆ +
σ

η
I,

D(AR) =
{

θ ∈ H2(Ω) :
∂θ

∂ν
+ λθ = 0

}
;

(1.12)

AR is self-adjoint, positive semidefinite on L2(Ω), and, once more by [8],

D(A
1
2
R) = H1(Ω).(1.13)

When λ = σ = 0, we shall denote the corresponding operator as AN (instead
of as AR).
Furthermore, as the bilinear form (∇θ, ∇θ̃)L2(Ω) is H1(Ω)-elliptic on H1(Ω)∩
L2

0(Ω), we can define the norm-inducing inner product on H1(Ω) ∩ L2
σ+λ(Ω)

as

(
θ, θ̃

)
H1(Ω)∩L2

σ+λ(Ω)
≡

(
∇θ, ∇θ̃

)
L2(Ω)

+ λ
(
θ, θ̃

)
L2(Γ)

+
σ

η

(
θ, θ̃

)
L2(Ω)

.

(1.14)

• (γ0, γ1) will denote the Sobolev trace maps, which yield for f ∈ C∞(Ω)

γ0f = f |Γ ; γ1f =
∂f

∂ν

∣∣∣∣
Γ

.(1.15)
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• We define the elliptic operators G1, G2, and D as thus:

G1h = v ⇐⇒



∆2v = 0 in (0,∞) × Ω;

v =
∂v

∂ν
= 0 on (0,∞) × Γ0;

∆v + (1 − µ)B1v = h

∂∆v

∂ν
+ (1 − µ)

∂B2v

∂τ
= 0

on (0,∞) × Γ1;

(1.16)

G2h = v ⇐⇒



∆2v = 0 in (0,∞) × Ω;

v =
∂v

∂ν
= 0 on (0,∞) × Γ0;

∆v + (1 − µ)B1v = 0

∂∆v

∂ν
+ (1 − µ)

∂B2v

∂τ
= h

on (0,∞) × Γ1;

(1.17)

Dh = v ⇐⇒

 ∆v = 0 on (0,∞) × Ω;

v|Γ = h on (0,∞) × Γ.
(1.18)

The classic regularity results of [19, p. 152] then provide that for s ∈ R,
D ∈ L

(
Hs(Γ), Hs+ 1

2 (Ω)
)

;

G1 ∈ L
(
Hs(Γ1), Hs+ 5

2 (Ω)
)

;

G2 ∈ L
(
Hs(Γ1), Hs+ 7

2 (Ω)
)

.

(1.19)

With the operators Å and Gi as defined above, one can readily show with
the use of the Green’s formula (1.5) that ∀ ω ∈ D(Å

1
2 ) the adjoints G∗

i Å
∈ L(D(Å

1
2 ), L2(Γ)) satisfy, respectively,

G∗
1Åω =


∂ω

∂ν

∣∣∣∣
Γ1

on (0,∞) × Γ1;

0 on (0,∞) × Γ0;
(1.20)

G∗
2Åω =

{
−ω|Γ1

on (0,∞) × Γ1;
0 on (0,∞) × Γ0.

• We define the operator Pγ by

Pγ ≡ I + γAN ,(1.21)

and make the following points:
(i) With the parameter γ > 0, we define a space H1

Γ0,γ(Ω) equivalent to
H1

Γ0
(Ω) with its inner product being

( ω1, ω2)H1
Γ0,γ(Ω) ≡ (ω1, ω2)L2(Ω) + γ (∇ω1,∇ω2)L2(Ω) ∀ω1, ω2 ∈ H1

Γ0
(Ω),

(1.22)
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and with its dual (pivotal with respect to L2 inner product) denoted as
H−1

Γ0,γ(Ω). After recalling that H1(Ω) = D(A1/2
N ), two extensions by con-

tinuity will then yield that

Pγ ∈ L
(
H1

Γ0,γ(Ω), H−1
Γ0,γ(Ω)

)
, with(1.23)

〈Pγω1, ω2〉H−1
Γ0,γ(Ω)×H1

Γ0,γ(Ω) = (ω1, ω2)H1
Γ0,γ(Ω) .(1.24)

Furthermore, the obvious H1
Γ0,γ(Ω)-ellipticity of Pγ and Lax–Milgram give us

that Pγ is boundedly invertible, i.e.,

P−1
γ ∈ L

(
H−1

Γ0,γ(Ω), H1
Γ0,γ(Ω)

)
;(1.25)

and moreover, Pγ being positive definite and self-adjoint as an operator Pγ :
L2(Ω) ⊃ D(Pγ) → L2(Ω), the square root P

1/2
γ is consequently well defined

with D(P 1/2
γ ) = H1

Γ0,γ(Ω) (using the interpolation theorem in [19, p. 10]; it
then follows from (1.22) and (1.24) that for ω and ω̂ ∈ H1

0,γ(Ω),∥∥∥P
1
2

γ ω
∥∥∥2

L2(Ω)
= ‖ω‖2

L2(Ω) + γ ‖∇ω‖2
L2(Ω) = ‖ω‖2

H1
Γ0,γ(Ω) ;(1.26)

(
P

1
2

γ ω, P
1
2

γ ω̂
)

L2(Ω)
= (ω, ω̂)H1

Γ0,γ(Ω) .(1.27)

(ii) Finally, inasmuch as Green’s formula yields for ω, ω̂ ∈ D(Å
1
2 ),

γ
〈(

∆ + ÅG2γ1
)
ω, ω̂

〉
H−1

Γ0,γ(Ω)×H1
Γ0,γ(Ω)

= −γ (∇ω, ∇ω̂)L2(Ω) + γ

(
∂ω

∂ν
, ω̂

)
L2(Γ1)

+ γ
(
γ1ω, G∗

2Åω̂
)
L2(Γ1)

= −γ (∇ω, ∇ω̂)L2(Ω) = −γ 〈ANω, ω̂〉H−1
Γ0,γ(Ω)×H1

Γ0,γ(Ω) ,(1.28)

after using (1.20). We thus obtain after two extensions by continuity to
H1

Γ0,γ(Ω) that

Pγ = I − γ
(
∆ + ÅG2γ1

)
as elements of L

(
H1

Γ0,γ(Ω), H−1
Γ0,γ(Ω)

)
.(1.29)

In obtaining the equality above, we have used implicitly the fact that for
every $∗ ∈ H−1

Γ0,γ(Ω) and $ ∈ D(Å1/2),

〈$∗, $〉H−1
Γ0,γ(Ω)×H1

Γ0,γ(Ω) = 〈$∗, $〉
[D(Å

1
2 )]′×D(Å

1
2 )

.(1.30)

• We denote the Hilbert space Hγ to be

Hγ ≡ D(Å
1
2 ) × H1

Γ0,γ(Ω) × L2
σ+λ(Ω),(1.31)

with the inner product ω1
ω2
θ

 ,

 ω̂1
ω̂2

θ̂


Hγ

=
(
Å

1
2 ω1, Å

1
2 ω̂1

)
L2(Ω)

+
(
P

1
2

γ ω2, P
1
2

γ ω̂2

)
L2(Ω)

+ β
(
θ, θ̂

)
L2(Ω)

.

(1.32)
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• With the above definitions, we then set Aγ : Hγ ⊃ D(Aγ) →Hγ to be

Aγ ≡

 I 0 0
0 P−1

γ 0
0 0 I


 0 I 0

−Å 0 (♣)
0 −α

β
AD(I − Dγ0) − η

β
AR

 ,

where (♣) ≡ α

(
AR − σ

η
− ÅG1γ0 + λÅG2γ0

)
,

with D(Aγ) =
{

[ω1, ω2, θ] ∈ D(Å
1
2 ) × D(Å

1
2 ) × D(AR) ∩ L2

σ+λ(Ω)

such that Åω1 + αÅG1γ0θ − αλÅG2γ0θ ∈ H−1
Γ0,γ(Ω)

and α ∆ω2 + η∆θ ∈ L2
σ+λ(Ω)

}
.

(1.33)

If we take the initial data
[
ω0, ω1, θ0

]
to be in Hγ , then the coupled system (1.1)

becomes the operator theoretic model

d

dt

 ω
ωt

θ

 = Aγ

 ω
ωt

θ

 ,

(1.34)  ω(0)
ωt(0)
θ(0)

 =

 ω0

ω1

θ0

 .

REMARK 1. For initial data
[
ω0, ω1, θ0

]
in D(Aγ), the two equations of (1.1) may

be written pointwise as

Pγωtt = −Åω − αÅG1γ0θ + αλÅG2γ0θ − α∆θ in H−1
Γ0,γ(Ω);(1.35)

βθt = η∆θ − σθ + α∆ωt in L2
σ+λ(Ω).(1.36)

1.3. Previous literature. In recent years, questions related to the controlla-
bility and stabilization of thermoelastic plates have drawn considerable attention in
the recent past (see [10], [12], [9], [21], [22], and [24]); we shall concentrate here on
detailing results of strong and uniform stability related to the present model, that
of the two-dimensional Kirchoff plate coupled with the heat equation. This partic-
ular model, associated with free boundary conditions, was introduced by J. Lagnese
in [12]. In that work, he established the well posedness and exponential stability of
(1.1) with γ strictly positive, and with the appropriately chosen feedback mechanisms
[F1(ωt),F2(ωt)] inserted into the natural boundary conditions of the Kirchoff plate
component of the system, viz.

ω =
∂ω

∂ν
= 0 on (0,∞) × Γ0,

∆ω + (1 − µ)B1ω + αθ = F1(ωt) on (0,∞) × Γ1,

∂∆ω

∂ν
+ (1 − µ)

∂B2ω

∂τ
− γ

∂ωtt

∂ν
+ α

∂θ

∂ν
= F2(ωt) on (0,∞) × Γ1;

(1.37)
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the proof of Lagnese is based on the use of differential multipliers, and it exploits the
fact that γ > 0. Since, from a physical point of view, the thermal effects present should
induce some measure of energy dissipation (in fact, one can show the homogeneous
system’s strong stability by routine methods; see [12, Chap. 7], including the remark
at the end of sect. 2.3 on p. 161), a natural question arising in this context is whether
the system is actually (uniformly) stable without the boundary feedbacks F1(ωt),
F2(ωt) in place, i.e., when there are no added mechanical forces. Indeed, in the case
γ = 0 and with different boundary conditions than those in (1.1) imposed upon the
system, the answer to the question is in the affirmative and has been provided by
several authors. With γ = 0, J. Kim in [10] showed the uniform stability of (1.1)
with the clamped boundary conditions ω = ∂ω

∂ν = θ = 0 on Γ, as did J. Rivera and R.
Racke in [25], who studied the coupled equation with the hinged boundary conditions
ω = ∆ω = θ = 0. Also with γ = 0, Z. Liu and S. Zheng in [21] proved the exponential
stability of (1.1) with the boundary conditions

ω =
∂ω

∂ν
= 0 on (0,∞) × Γ0,

ω = ∆ω + (1 − µ)B1ω + αθ = 0 on (0,∞) × Γ1,

(1.38)

leaving the case of free boundary conditions as an open question, even in the case
γ = 0. The proof of Liu and Zheng is indirect in the sense that it is based on a
contradiction argument applied to the exponential decay stability criterion (due to
L. Monauni, R. Nagel, and F. Huang), a criterion essentially dictating the uniform
estimate for that part of the resolvent which lies on the imaginary axis. On the
other hand, it is now known that the case γ = 0 is rather special as the corresponding
system (at least for certain boundary conditions) generates an analytic semigroup (see
[20]), a consequence of which will be the exponential stability of the system (recall
that the system is strongly stable). Given these results, the question of interest now is
whether the given thermoelastic system (without any additional boundary dissipation)
is uniformly stable in the nonanalytic case, viz. γ > 0, with consequently the elastic
part of the system being of hyperbolic character.

A partial answer to the question above was given by the present authors in [2],
[3]: with γ > 0 in (1.1) and the boundary conditions

ω = (1 − χ)
∂ω

∂ν
= 0

χ (∆ω + (1 − µ) B1ω) + αθ = 0

on (0,∞) × Γ(1.39)

replacing the higher order ones for ω which are being considered in this work, where
the parameter χ above is either 0 or 1, it is shown that the partial differential equa-
tion is uniformly stable with decay estimates which are “robust” with respect to the
parameter γ. The proof of this stability result is through an implementation of the
multiplier method (see [11] a for treatise of this technique), with an operator theoretic
quantity taken as the particular multiplier of choice.

The main goal of the present paper is to provide an affirmative answer to the ques-
tion of uniform stability of (1.1) with the free boundary conditions in place, again with
γ > 0. The fact that the presence of these higher order boundary conditions greatly
complicates the analysis was duly noted in [21], and the arguments employed in that
work do not carry over for plates with free boundary conditions, even when γ = 0.
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Like our earlier work in [2], [3], the proof of uniform decay here is “direct,” based on
pseudodifferential (or operator theoretic) multipliers, in contrast to the contradiction
argument supplied in [21] for the case γ = 0 and clamped boundary conditions. In
addition, our direct proof, making use as it does of the multiplier method, carries the
advantage of providing explicit estimates of the decay rates. However, an application
of the multiplier method alone is not enough to obtain the desired inequalities for
the equation (1.1) in the case when free boundary conditions are present. Indeed, in
proving the stability result (Theorem 1.3 below) we must couple the use of an oper-
ator theoretic multiplier with a decomposition of the solution ω into three separate
components, and a subsequent and crucial invocation of recently derived trace regu-
larity results to handle each of these in distinct fashion; in particular, we exploit the
observation that the time derivative of one of these components (modulo a change
of variable) solves a certain wave equation. This scrutiny of boundary traces for the
hyperbolic component ω of the dynamics is a sine qua non for obtaining the necessary
estimates for uniform decay. Finally, we must emphasize that the acute difficulty
of the problem which necessitates the use of microlocally derived trace estimates is
owing solely to the specific boundary conditions being considered here and does not
appear for other combinations of lower order boundary conditions.

1.4. Statement of the results. We shall begin by giving preliminary results
regarding the well posedness of the system (1.1) and the regularity of its solutions.

THEOREM 1.1 (well posedness). Again with the parameter γ > 0, Aγ , given
by (1.33), generates a C0-semigroup of contractions

{
eAγ t

}
t≥0 on the energy space

Hγ ; therefore for initial data
[
ω0, ω1, θ0

]
in Hγ , the solution [ω, ωt, θ] to (1.34), and

consequently to (1.1), is given by ω
ωt

θ

 = eAγ(·)

 ω0

ω1

θ0

 ∈ C([0, T ] ,Hγ).(1.40)

The following regularity result is needed to justify the computations performed
below.

THEOREM 1.2. For initial data
[
ω0, ω1, θ0

]
∈ D

(
A2

γ

)
, we have the following:

(i) the solution [ω, ωt, θ] to (1.1) is an element of C([0, T ];H4(Ω) × H3(Ω) ×
H2(Ω)).

(ii) ω − γG2γ1ωtt + αG1γ0θ − αλG2γ0θ ∈ C([0, T ]; D(Å)).
Our main result is as follows.
THEOREM 1.3 (uniform stability). With γ > 0, the solution [ω, ωt, θ] of (1.1)

decays exponentially; that is to say, there exist constants δ > 0 and Mδ ≥ 1 such that
for all t > 0, ∥∥∥∥∥∥

 ω(t)
ωt(t)
θ(t)

∥∥∥∥∥∥
Hγ

≤ Mδe
−δt

∥∥∥∥∥∥
 ω0

ω1

θ1

∥∥∥∥∥∥
Hγ

.(1.41)

REMARK 2. The estimates obtained in Theorem 1.3 are not uniform with respect
to the parameter γ > 0. Indeed, the arguments used in the proof break down when
γ = 0, and consequently the estimates leading to the statement in Theorem 1.3 blow
up when γ → 0. This is due to technicalities of the proof which rely on the strict
hyperbolicity of the model (a property which is lost in the limit case γ = 0). On the
other hand, in the case γ = 0, it has been recently shown in [27] that the thermoelastic
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system with free boundary conditions generates an analytic semigroup. Therefore,
a posteriori (recalling the strong stability of the system), we conclude that uniform
stability holds true also for the case γ = 0. However, these estimates cannot be
reconstructed as a limiting case of the present problem when γ > 0. This is unlike the
case of other boundary conditions associated with this model (see [3]).

2. Proofs. The proofs of well posedness and of regularity (Theorems 1.1 and
1.2) are by now fairly routine (see [12, Chap. 7] for related well posedness/regularity
results). However, since these preliminaries are critical for our ultimate end of uniform
stability, we provide their concise proofs for the sake of completeness.

2.1. Proof of Theorem 1.1. In establishing the semigroup generation of Aγ ,
we will show that the conditions of the Lumer–Phillips theorem are satisfied; namely,
we demonstrate here that Aγ is maximal dissipative.

To show the dissipativity of Aγ : for [ω1, ω2, θ] ∈ D(Aγ) we have

Aγ

 ω1
ω2
θ

 ,

 ω1
ω2
θ


Hγ

=
(
Å

1
2 ω2, Å

1
2 ω1

)
L2(Ω)

+
(

P
1
2

γ P−1
γ

(
−Åω1 + αARθ − ασ

η
θ − αÅG1γ0θ + αλÅG2γ0θ

)
, P

1
2

γ ω2

)
L2(Ω)

−α (AD(I − Dγ0)ω2, θ)L2(Ω) − (ηARθ, θ)L2(Ω) ;

(2.1)

using the characterizations in (1.4) and (1.20), along with the equality posted in
(2.23), we have upon the taking of adjoints that

(2.1) =
(
Å

1
2 ω2, Å

1
2 ω1

)
L2(Ω)

−
〈
Åω1, ω2

〉[
D(Å

1
2 )

]′
×D(Å

1
2 )

+α

(
ARθ − σ

η
θ, ω2

)
L2(Ω)

− α

(
θ,

∂ω2

∂ν

)
L2(Γ1)

− αλ (θ, ω2)L2(Γ1)

−α (AD(I − Dγ0)ω2, θ)L2(Ω) − (ηARθ, θ)L2(Ω)

=
(
Å

1
2 ω2, Å

1
2 ω1

)
L2(Ω)

−
(
Å

1
2 ω1, Å

1
2 ω2

)
L2(Ω)

− α (∆θ, ω2)L2(Ω)

−α

(
θ,

∂ω2

∂ν

)
L2(Γ1)

− αλ (θ, ω2)L2(Γ1) + α (∆ω2, θ)L2(Ω) + (η∆θ − σθ, θ)L2(Ω)

=
(
Å

1
2 ω2, Å

1
2 ω1

)
L2(Ω)

−
(
Å

1
2 ω1, Å

1
2 ω2

)
L2(Ω)

+ α (∇θ, ∇ω2)L2(Ω)

−α (∇ω2,∇θ)L2(Ω) − η ‖∇θ‖2
L2(Ω) − λη ‖θ‖2

L2(Γ) − σ ‖θ‖2
L2(Ω)

≤ 0(2.2)

(here, we are using the fact that ∂θ
∂ν = −λθ); i.e., Aγ is dissipative.
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To show the maximality of Aγ : if for some ξ > 0 and arbitrary [f1, f2, f3] ∈Hγ ,
[ω1, ω2, θ] ∈ D(Aγ) solves the equation

(ξI − Aγ)

 ω1
ω2
θ

 =

 f1
f2
f3

 ,(2.3)

then this relation holds if and only if



ξω1 − ω2 = f1 in D(Å
1
2 ),

ξω2 + P−1
γ

(
Åω1 + αÅG1γ0θ − αλÅG2γ0θ − αARθ +

ασ

η
θ

)
= f2 in H1

Γ0,γ(Ω),

ξθ +
α

β
AD(I − Dγ0)ω2 +

η

β
ARθ = f3 in L2

σ+λ(Ω)

⇐⇒

(2.4)


ξ3Pγω1 + ξÅω1 + αξÅG1γ0θ − αλξÅG2γ0θ − αξARθ +

αξσ

η
θ

= ξPγf2 + ξ2Pγf1 in H−1
Γ0,γ(Ω),

αξAD(I − Dγ0)ω1 + βξθ + ηARθ = βf3 + αAD(I − Dγ0)f1 in L2(Ω).

(2.5)

At this point we bring forth the following proposition.
PROPOSITION 2.1. The operator F defined by

F ≡

 ξ3Pγ + ξÅ αξÅG1γ0 − αλξÅG2γ0 − αξAR +
αξσ

η
I

αξAD(I − Dγ0) βξI + ηAR

(2.6)

is an element of L(D(Å1/2) × H1(Ω) ∩ L2
σ+λ(Ω), [D(Å1/2)]′ × [H1(Ω) ∩ L2

σ+λ(Ω)]′)
and is boundedly invertible.

Proof of Proposition 2.1. Easily, from the definitions of the operators which make
up the components of F, all of which are given in section 1.2, we deduce that F is
bounded in the asserted topology. Moreover, we note by Green’s theorem that for
arbitrary θ ∈ D(AR) and ω ∈ D(Å1/2),〈

ARθ + αλξÅG2γ0, ω
〉
[D(Å

1
2 )]′×D(Å

1
2 )

= (∇θ, ∇ω)L2(Ω) +
σ

η
(θ, ω)L2(Ω) ;(2.7)

the characterization (1.13) and an extension by continuity will then have that (2.7)
holds for all θ in H1(Ω), and so for θ in H1(Ω)∩L2

σ+λ(Ω). (2.7) in turn, when coupled
with (2.23), (1.24), (1.14), (1.20), and Green’s formula will provide the following
coercivity inequality for all [ω, θ] ∈ D(Å1/2) × H1(Ω) ∩ L2

σ+λ(Ω) :〈
F

[
ω
θ

]
,

[
ω
θ

]〉
= ξ3 ‖ω‖2

L2(Ω) + ξ3γ ‖∇ω‖2
L2(Ω) + ξ

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)

−αξ (∇θ, ∇ω)L2(Ω) + αξ (∇θ, ∇ω)L2(Ω)

+η ‖∇θ‖2
L2(Ω) + λη ‖θ‖2

L2(Γ) + (σ + βξ) ‖θ‖2
L2(Ω)

(after noting the cancellation of boundary terms)

≥ C

[∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
+ ‖θ‖2

H1(Ω)∩L2
σ+λ(Ω)

]
(2.8)
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(where 〈·, ·〉 in (2.8) denotes the pairing between D(Å1/2) × H1(Ω) ∩ L2
σ+λ(Ω) and

its dual, and where the constant C > 0). Thus, by Lax–Milgram, F−1 exists as an
element of

L
([

D(Å
1
2 )

]′
×

[
H1(Ω) ∩ L2

σ+λ(Ω)
]′

, D(Å
1
2 ) × H1(Ω) ∩ L2

σ+λ(Ω)
)

,

and the Proposition is proved.
To complete the proof of the maximality of Aγ , we apply the inverse assured by

Proposition 2.1 to both sides of (2.5) to obtain
[

ω1
θ

]
≡ F−1

[
ξPγf2 + ξ2Pγf1
βf3 + αAD(I − Dγ0)f1

]
,

ω2 ≡ ξω1 − f1,

(2.9)

and a fortiori, one has, by using the second equation in (2.5), that

ARθ = −βξ

η
θ − αξ

η
AD(I − Dγ0)ω1 +

β

η
f3 +

α

η
AD(I − Dγ0)f1 ∈ L2(Ω),

viz. θ ∈ D(AR)∩L2
σ+λ(Ω). This additional regularity of θ, in conjunction with that im-

plied in the first equation of (2.5) (namely, Åω1+αÅG1γ0θ−αλÅG2γ0θ ∈ H−1
Γ0,γ(Ω))

and along with the third equation of (2.4), gives that our constructively acquired so-
lution [ω1, ω2, θ] to (2.3) is in D(Aγ) as defined in (1.33). Hence, Aγ is maximal
dissipative and the proof of Theorem 1.1 is complete.

2.2. Proof of Theorem 1.2. By definition, if
[
ω0, ω1, θ0

]
∈ D (Aγ), then ω1 ∈

D(Å1/2) and θ0 ∈ D(AR), and

Åω0 + αÅG1γ0θ
0 − αλÅG2γ0θ

0 = g ∈ H−1
Γ0,γ(Ω) =

[
D(Å

1
4 )

]′
;(2.10)

as Å−1 : [D(Å1/4)]′ → D(Å3/4) ⊂ H3(Ω) (this containment deduced by the last
characterization in (1.4)), we have after applying Å−1 to (2.10), the use of trace
theory and the regularity posted in (1.19) that

ω0 = Å−1g − αG1γ0θ
0 + αλG2γ0θ

0 ∈ H3(Ω).(2.11)

Thus for
[
ω0, ω1, θ0

]
∈ D

(
A2

γ

)
,

Aγ

 ω0

ω1

θ0



=


ω1

P−1
γ

[
−Åω0 − αÅG1γ0θ

0 + αλÅG2γ0θ
0 + α

(
ARθ0 − σ

η
θ0

)]
− η

β
ARθ0 − α

β
AD(I − Dγ0)ω1

 ∈ D (Aγ) ,

(2.12)

and (2.12) coupled with (2.11) implies that

ω1 ∈ H3(Ω).(2.13)
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Moreover, (2.12) also has that

P−1
γ

[
Åω0 + αÅG1γ0θ

0 − αλÅG2γ0θ
0 − α

(
ARθ0 − σ

η
θ0

)]
= g,(2.14)

where g ∈ D(Å1/2), or equivalently

Åω0 + γÅG2γ1g + αÅG1γ0θ
0 − αλÅG2γ0θ

0 = g − γ∆g − α∆θ0 ∈ L2(Ω),(2.15)

after using (1.29). A fortiori then, ω0 + γG2γ1g + αG1γ0θ
0 − αλG2γ0θ

0 ∈ D(Å) ⊂
H4(Ω). But trace theory and the smoothing specified in (1.19) give that G2γ1g, G1γ0θ

0

and G2γ0θ
0 ∈ H4(Ω), and thus D(A2

γ) ⊂ H4(Ω) × H3(Ω) × H2(Ω) with the inclusion
being continuous. The solution [ω, ωt, θ] will consequently have the asserted regu-
larity upon consideration of the fundamental property that for ξ ≥ 0,

[
ω0, ω1, θ0

]
∈ D

(
Aξ

γ

)
⇒  ω

ωt

θ

 = eAγ(·)

 ω0

ω1

θ0

 ∈ C
(
[0, T ];D

(
Aξ

γ

))
.(2.16)

To prove (ii), we note that with
[
ω0, ω1, θ0

]
∈ D

(
A2

γ

)
, ωtt ∈ C([0, T ];D(Å1/2)),

so the solution [ω, ωt, θ] to (1.1) satisfies

−Åω + γÅG2γ1ωtt − αÅG1γ0θ + αλÅG2γ0θ = ωtt − γ∆ωtt + α∆θ(2.17)

in C([0, T ]; L2(Ω)), which establishes the result.
REMARK 3. Because of the regularity result posted in Theorem 1.2 (ii), we have

for sufficiently smooth initial data the valid pointwise representation

ωtt + ∆2ω − γ∆ωtt + α∆θ = 0.(2.18)

REMARK 4. If either λ or σ > 0, then for initial data
[
ω0, ω1, θ0

]
∈ D

(
A2

γ

)
, we

will also have that the solution component θ of 1.1 is in C([0, T ];H3(Ω)). In fact, the
last component on the right-hand side of (2.12), the definition of D (Aγ), and (2.13)
give that

ARθ0 = h +
α

η
∆ω1 ∈ H1(Ω),(2.19)

where h ∈ H2(Ω). Applying AR
−1 (which exists for λ or σ > 0) to both sides of (2.19)

thus yields

θ0 ∈ H3(Ω),(2.20)

and the result will follow from the semigroup property posted in (2.16).

2.3. Proof of Theorem 1.3. In proving Theorem 1.3, we begin with a prelim-
inary energy identity.

LEMMA 2.2. Again, with initial data
[
ω0, ω1, θ0

]
∈ Hγ , we have that the compo-

nent θ of the solution of (1.1) is an element of L2
(
0,∞;H1(Ω) ∩ L2

σ+λ(Ω)
)
; indeed,

we have the following relation ∀ T > 0:

−2η

∫ T

0
‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) dt = Eγ(T ) − Eγ(0),(2.21)
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where the “energy” Eγ(t) is defined by

Eγ(t) ≡
∥∥∥Å 1

2 ω(t)
∥∥∥2

L2(Ω)
+

∥∥∥P
1
2

γ ωt(t)
∥∥∥2

L2(Ω)
+ ‖θ‖2

L2
σ+λ(Ω) ,(2.22)

and where the norm of H1(Ω) ∩ L2
σ+λ(Ω) is as defined in (1.14).

Proof. Starting with initial data in D(Aγ) which will provide ∀ T > 0 that the
solution [ω, ωt, θ] ∈ C([0, T ];D(Aγ)) and [ωt, ωtt, θt] ∈ C([0, T ];Hγ), we have pointwise
on (0, T )

d

dt

∥∥∥∥∥∥
 ω(t)

ωt(t)
θ(t)

∥∥∥∥∥∥
2

Hγ

= 2

Aγ

 ω(t)
ωt(t)
θ(t)

 ,

 ω(t)
ωt(t)
θ(t)


Hγ

,

and for this special choice of initial data we will have the desired equality (2.21) upon
integration and using the fact from (1.12) that

(ARθ, θ)L2(Ω) =
(

−∆θ +
σ

η
θ, θ

)
L2(Ω)

= ‖∇θ‖2
L2(Ω) +

σ

η
‖θ‖2

L2(Ω) + λ ‖θ‖2
L2(Γ)

for θ ∈ D(AR).(2.23)

The asserted L2-regularity follows immediately from (2.21), using the norm definition
(1.14) for H1(Ω) ∩ L2

σ+λ(Ω), and the fact that
{
eAγt

}
t≥0 is a contraction semigroup.

A density argument concludes the proof.
REMARK 5. J. Lagnese in [12] first showed the dissipativity property (2.21) through

a formal integration and a subsequent justification through variational arguments, and
the alternate proof is included here as a simple consequence of contractive semigroups.

We next derive a trace regularity result for the model under consideration here,
a regularity which does not follow from the standard Sobolev trace theory, and which
is critical in our estimates of uniform decay. We note that related trace regularity
results for Euler–Bernoulli plates were proved in [18] and for Kirchoff plates in [14].

LEMMA 2.3. One has the component ω of the solution [ω, ωt, θ] of (1.1) satisfies
∆ω|Γ0

∈ L2(0, T ;L2(Γ0)) with the estimate∫ T

0
‖∆ω‖2

L2(Γ0) dt ≤ C

(∫ T

0

[∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
+

∥∥∥P
1
2

γ ωt

∥∥∥2

L2(Ω)
+ ‖θ‖2

H1(Ω)∩L2
σ+λ(Ω)

]
dt

+Eγ(T ) + Eγ(0)

)
,(2.24)

where C does not depend on the parameter γ.
Proof. If we take initial data

[
ω0, ω1, θ0

]
in D(A2

γ), then Theorem 1.2 provides
that [ω, ωt, θ] is a classical pointwise solution of (1.1). We will work to extract the
desired estimate (2.24) in this special case—and consequently for all initial data after
an extension by continuity—by multiplying the first equation of (1.1) by the quantity
h · ∇ω, where h(x, y) ≡ [h1(x, y), h2(x, y)] is a

[
C2(Ω)

]2
vector field1 which satisfies

h|Γ =
{

[ν1, ν2] on Γ0,
0 on Γ1,

(2.25)

1Here is where we use the fact that Γ0 and Γ1 are separated.
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followed by an integration from 0 to T ; i.e., we will work with the equation∫ T

0

(
ωtt − γ∆ωtt + ∆2ω + α∆θ, h · ∇ω

)
L2(Ω) dt = 0.(2.26)

(i) First,

∫ T

0
(ωtt, h · ∇ω)L2(Ω) dt = (ωt, h · ∇ω)L2(Ω)

∣∣∣T
0

−
∫ T

0
(ωt, h · ∇ωt)L2(Ω) dt

= (ωt, h · ∇ω)L2(Ω)

∣∣∣T
0

− 1
2

∫ T

0

∫
Ω

div
(
ω2

t h
)
dtdΩ

+
1
2

∫ T

0

∫
Ω

ω2
t [h1x + h2y] dtdΩ

= (ωt, h · ∇ω)L2(Ω)

∣∣∣T
0

+
1
2

∫ T

0

∫
Ω

ω2
t [h1x + h2y] dtdΩ,

(2.27)

after making use of the divergence theorem and the fact that ωt = 0 on Γ0.
(ii) Next,

∫ T

0
(−∆ωtt, h · ∇ω)L2(Ω) dt

= (∇ωt,∇ (h · ∇ω))L2(Ω)

∣∣∣T
0

−
∫ T

0
(∇ωt,∇ (h · ∇ωt))L2(Ω) dt

= (∇ωt,∇ (h · ∇ω))L2(Ω)

∣∣∣T
0

− 1
2

∫ T

0

∫
Ω

div
(
|∇ωt|2 h

)
dtdΩ

−
∫ T

0

∫
Ω

[
ω2

txh1x

2
+

ω2
tyh2y

2

]
dtdΩ −

∫ T

0

∫
Ω

[ωtxωtyh2x + ωtxωtyh1y] dtdΩ

+
∫ T

0

∫
Ω

[
ω2

txh2y

2
+

ω2
tyh1x

2

]
dtdΩ

= (∇ωt, h · ∇ω)L2(Ω)

∣∣∣T
0

+
∫ T

0

∫
Ω

[
ω2

txh2y

2
+

ω2
tyh1x

2
− ω2

txh1x

2
−

ω2
tyh2y

2

]
dtdΩ

−
∫ T

0

∫
Ω

[ωtxωtyh2x + ωtxωtyh1y] dtdΩ,

(2.28)

after again using the divergence theorem and the fact that∫
Ω

div
(
|∇ωt|2 h

)
dΩ =

∫
Γ0

|∇ωt|2 dΓ0 = 0(as ωt(t) ∈ H2
Γ0

(Ω)).
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(iii) To handle the fourth-order term, we use Green’s theorem (1.5), the given
boundary conditions of (1.1), (2.25), and the fact that ω ∈ H2

Γ0
(Ω) to obtain

∫ T

0

(
∆2ω, h · ∇ω

)
L2(Ω) dt =

∫ T

0
a (ω, h · ∇ω) dt

+α

∫ T

0

∫
Γ1

θ · ∂h · ∇ω

∂ν
dΓ1dt −

∫ T

0

∫
Γ0

(∆ω + (1 − µ)B1ω)
∂2ω

∂ν2 dΓ0dt.

(2.29)

We note at this point that we can rewrite the first term on the right-hand
side of (2.29) as

∫ T

0
a (ω, h · ∇ω) dt =

1
2

∫ T

0

∫
Ω

h · ∇
[
ω2

xx + ω2
yy + 2µωxxωyy + 2(1 − µ)ω2

xy

]
dtdΩ

+O
(∫ T

0

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
dt

)
,

(2.30)

where O(
∫ T

0 ‖Å1/2ω‖2
L2(Ω)dt) denotes a series of terms which can be ma-

jorized by the L2(0, T ;D(Å1/2))-norm of ω; we consequently have by the
divergence theorem that∫ T

0
a (ω, h · ∇ω) dt =

1
2

∫ T

0

∫
Ω

h · ∇
[
ω2

xx + ω2
yy + 2µωxxωyy + 2(1 − µ)ω2

xy

]
dtdΩ

+O
(∫ T

0

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
dt

)

=
1
2

∫ T

0

∫
Ω

div
{
h

[
ω2

xx + ω2
yy + 2µωxxωyy + 2(1 − µ)ω2

xy

]}

+ O
(∫ T

0

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
dt

)

=
1
2

∫ T

0

∫
Γ0

[
ω2

xx + ω2
yy + 2µωxxωyy + 2(1 − µ)ω2

xy

]
dtdΓ0

+O
(∫ T

0

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
dt

)

=
1
2

∫ T

0

∫
Γ0

(∆ω)2 dt + O
(∫ T

0

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
dt

)
,

(2.31)

where in the last step above, we have used the fact (as reasoned in [12, Ch.
4] that ω|Γ0 = ∂ω

∂ν |Γ0 = 0 implies that ω2
xx + ω2

yy + 2µωxxωyy + 2(1 − µ)ω2
xy =

(∆ω)2 on Γ0.
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To handle the last term on the right-hand side of (2.29), we note that B1ω = 0
on Γ0, which implies that

∆ω = ∆ω + (1 − µ)B1ω =
∂2ω

∂ν2 on Γ0 ;(2.32)

we consequently have upon the insertion of (2.31) into (2.29), as well as by
the consideration of (2.32), that∫ T

0

(
∆2ω, h · ∇ω

)
L2(Ω) dt = −1

2

∫ T

0
‖∆ω‖2

L2(Γ0) dt

+α

∫ T

0

∫
Γ1

θ · ∂h · ∇ω

∂ν
dΓ1dt + O

(∫ T

0

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
dt

)
.(2.33)

(iv) To handle the last term on the left-hand side of equation (2.26), we again use
Green’s theorem and the boundary conditions posted in (1.1) to obtain∫ T

0
(∆θ, h · ∇ω)L2(Ω) dt = −

∫ T

0
(∇θ, ∇ (h · ∇ω))L2(Ω) dt.(2.34)

To finish the proof, we rewrite (2.26) by collecting the relations given above in
(2.27), (2.28), (2.33), and (2.34) to attain the desired inequality (2.24), upon the
taking of norms and a subsequent majorization.

In showing the exponential decay of the semigroup
{
eAγt

}
t≥0 (Theorem 1.3) it

will suffice as usual, to prove that there exists a time 0 < T < ∞ which satisfies for
all initial data in Hγ ,

Eγ(T ) ≤ ξEγ(0) with ξ < 1.(2.35)

By a density argument, it will then be enough by Lemma 2.2 to show the existence of
a time T , 0 < T < ∞, and a positive constant CT (independent of γ) for initial data
in

[
ω0, ω1, θ0

]
∈ D

(
A2

γ

)
such that

Eγ(T ) ≤ CT

∫ T

0
‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) dt,(2.36)

to which end we will proceed to work.

2.4. Proof of inequality (2.36). Because of Theorem 1.2, we have for initial
data

[
ω0, ω1, θ0

]
∈ D

(
A2

γ

)
a classical pointwise solution [ω, ωt, θ] of (1.1); we can thus

multiply the first equation in (1.1) by A−1
D θ and integrate in time and space to obtain∫ T

0

(
ωtt − γ∆ωtt + ∆2ω + α∆θ, A−1

D θ
)
L2(Ω) dt = 0;(2.37)

the bulk of the work from here on out will be the scrutiny of the left-hand side of this
equation.

(A.1) Dealing with
∫ T

0

(
ωtt − γ∆ωtt, A

−1
D θ

)
L2(Ω) dt. Using an integration by parts,

the second differential equation of (1.1) and the fact that ARθ = −∆θ + σ
η θ = −∆θ +



STABILITY OF A THERMOELASTIC SYSTEM 171

∆Dγ0θ + σ
η θ = AD(I−Dγ0)θ + σ

η θ produce∫ T

0

(
ωtt − γ∆ωtt, A

−1
D θ

)
L2(Ω) dt

=
(
ωt, A

−1
D θ

)
L2(Ω)

∣∣∣T
0

+ γ
(
∇ωt,∇A−1

D θ
)
L2(Ω)

∣∣∣T
0

−
∫ T

0

[(
ωt, A

−1
D θt

)
L2(Ω) + γ

(
∇ωt,∇A−1

D θt

)
L2(Ω)

]
dt

= αβ−1
∫ T

0

[
‖ωt‖2

L2(Ω) + γ ‖∇ωt‖2
L2(Ω)

]
dt

−αβ−1
∫ T

0

[
(ωt, Dγ0ωt)L2(Ω) + γ (∇ωt,∇Dγ0ωt)L2(Ω)

]
dt

+ηβ−1
∫ T

0

[
(ωt, (I − Dγ0)θ)L2(Ω) + γ (∇ωt,∇(I − Dγ0)θ)L2(Ω)

]
dt

+σβ−1
∫ T

0

[(
ωt, A

−1
D θ

)
L2(Ω) + γ

(
∇ωt,∇A−1

D θ
)
L2(Ω)

]
dt

+
(
ωt, A

−1
D θ

)
L2(Ω)

∣∣∣T
0

+ γ
(
∇ωt,∇A−1

D θ
)
L2(Ω)

∣∣∣T
0

.(2.38)

A further integration by parts, an application of Green’s theorem (1.5) to the term∫ T

0 (∇ωt,∇Dγ0ωt)L2(Ω) dt, and a consideration of the boundary conditions posted in
(1.1) yield

−γ

∫ T

0
(∇ωt,∇Dγ0ωt)L2(Ω) dt

= −γ (∇ωt,∇Dγ0ω)L2(Ω)

∣∣∣T
0

+ γ

∫ T

0
(∇ωtt,∇Dγ0ω)L2(Ω) dt

= −γ (∇ωt,∇Dγ0ω)L2(Ω)

∣∣∣T
0

− γ

∫ T

0
(∆ωtt, Dγ0ω)L2(Ω) dt

+γ

∫ T

0

(
∂ωtt

∂ν
, γ0ω

)
L2(Γ1)

dt

= −γ (∇ωt,∇Dγ0ω)L2(Ω)

∣∣∣T
0

−
∫ T

0

(
ωtt + ∆2ω + α∆θ, Dγ0ω

)
L2(Ω) dt

+γ

∫ T

0

(
∂ωtt

∂ν
, γ0ω

)
L2(Γ1)

dt

= −γ (∇ωt,∇Dγ0ω)L2(Ω)

∣∣∣T
0

− (ωt, Dγ0ω)L2(Ω)

∣∣∣T
0

+
∫ T

0
(ωt, Dγ0ωt)L2(Ω) dt

−
∫ T

0
a (Dγ0ω, ω) dt −

∫ T

0

(
αθ,

∂Dγ0ω

∂ν

)
L2(Γ1)

dt −
∫ T

0

(
∆ω,

∂Dγ0ω

∂ν

)
L2(Γ0)

dt

+α

∫ T

0
(∇θ, ∇Dγ0ω)L2(Ω) dt.

(2.39)
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Given that Dγ0 ∈ L(Hs(Ω)) for all real s and further using the fact that A−1
D is

“smoothing,” viz.
∥∥A−1

D θ
∥∥

H2(Ω) ≤ C ‖θ‖L2(Ω), we have the following estimates for the
solution [ω, ωt, θ] of (1.1) corresponding to arbitrary initial data in Hγ :

‖(I − Dγ0)θ‖L2(Ω) +
∥∥A−1

D θ
∥∥

L2(Ω) ≤ C ‖θ‖H1(Ω)∩L2
σ+λ(Ω) ;(2.40)

‖∇(I − Dγ0)θ‖L2(Ω) +
∥∥∇A−1

D θ
∥∥

L2(Ω) ≤ C ‖θ‖H1(Ω)∩L2
σ+λ(Ω) ;(2.41)

‖∇Dγ0ω‖L2(Ω) ≤ C
∥∥∥Å 1

2 ω
∥∥∥

L2(Ω)
;(2.42)

∥∥∥∥∂Dγ0ω

∂ν

∥∥∥∥
H

1
2 (Γ)

≤ C
∥∥∥Å 1

2 ω
∥∥∥

L2(Ω)
.(2.43)

Thus a substitution of (2.39) into (2.38) and a subsequent majorization which
makes use of the inequalities (2.40)–(2.43) will give the estimate

∣∣∣∣∣
∫ T

0

(
ωtt − γ∆ωtt, A

−1
D θ

)
L2(Ω) dt − αβ−1

∫ T

0

[
‖ωt‖2

L2(Ω) + γ ‖∇ωt‖2
L2(Ω)

]
dt

∣∣∣∣∣
≤ C

∫ T

0

[
‖ωt‖L2(Ω) ‖θ‖H1(Ω)∩L2

σ+λ(Ω) + γ ‖∇ωt‖L2(Ω) ‖θ‖H1(Ω)∩L2
σ+λ(Ω)

]
dt

+C [Eγ(0) + Eγ(T )] +

∣∣∣∣∣
∫ T

0
a (Dγ0ω, ω) dt

∣∣∣∣∣
+

∣∣∣∣∣
∫ T

0

(
∆ω,

∂Dγ0ω

∂ν

)
L2(Γ0)

dt

∣∣∣∣∣
≤ ε

∫ T

0

[∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
+ ‖ωt‖2

L2(Ω) + γ ‖∇ωt‖2
L2(Ω)

]
dt + Cε

∫ T

0
‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) dt

+C [Eγ(0) + Eγ(T )] +
α

β

∣∣∣∣∣
∫ T

0
a (Dγ0ω, ω) dt

∣∣∣∣∣
+

α

β

∣∣∣∣∣
∫ T

0

(
∆ω,

∂Dγ0ω

∂ν

)
L2(Γ0)

dt

∣∣∣∣∣ ,

(2.44)

where the constants C and Cε do not depend on γ, 0 < γ ≤ M.

(A.2) Dealing with
∫ T

0

(
∆2ω, A−1

D θ
)

dt. Yet another application of Green’s theo-
rem in (1.5) and the use of the enforced boundary conditions in (1.1) give∫ T

0

(
∆2ω, A−1

D θ
)
dt =

∫ T

0
a

(
ω, A−1

D θ
)
dt −

∫ T

0

(
∆ω,

∂A−1
D θ

∂ν

)
L2(Γ0)

dt

+α

∫ T

0

(
θ,

∂A−1
D θ

∂ν

)
L2(Γ1)

dt.(2.45)
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Estimating the right-hand side of (2.45) yields, after the use of trace theory,
elliptic regularity and the mean inequality,∣∣∣∣∣

∫ T

0

(
∆2ω, A−1

D θ
)
dt

∣∣∣∣∣
≤ C0

∫ T

0

∥∥∥Å 1
2 ω

∥∥∥
L2(Ω)

‖θ‖H1(Ω)∩L2
σ+λ(Ω) dt

+
ε

2C

∫ T

0
‖∆ω‖2

L2(Γ0) dt + Cε

∫ T

0
‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) dt

(where the inverted C is the same constant present in (2.24))

≤ C0

∫ T

0

∥∥∥Å 1
2 ω

∥∥∥
L2(Ω)

‖θ‖H1(Ω)∩L2
σ+λ(Ω) dt

+
ε

2

[∫ T

0

(∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
+

∥∥∥P
1
2

γ ωt

∥∥∥2

L2(Ω)

)
dt+

+ Eγ(0) + Eγ(T )

]
+ Cε

∫ T

0
‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) dt

(by Lemma 2.3)

≤ ε

∫ T

0

[∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
+

∥∥∥P
1
2

γ ωt

∥∥∥2

L2(Ω)

]
dt

+C [Eγ(0) + Eγ(T )] + Cε

∫ T

0
‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) dt,(2.46)

after the use of the mean inequality.
(A.3) Dealing with

∫ T

0

(
α∆θ, A−1

D θ
)
L2(Ω) dt. Finally, for the last term of (2.37),

again using the fact that ARθ = AD(I−Dγ0)θ + σ
η θ, we have easily

α

∫ T

0

(
AD(I − Dγ0)θ +

σ

η
θ, A−1

D θ

)
L2(Ω)

dt

= α

∫ T

0

[
‖θ‖2

L2(Ω) − (Dγ0θ, θ)L2(Ω) +
(

ασ

η
A−1

D θ, θ

)
L2(Ω)

]
dt

≤ C

∫ T

0
‖θ‖2

H1(Ω)∩L2
σ̄+λ(Ω) .

(2.47)

(A.4) Combining (2.37), (2.44), (2.46), and (2.47) thus results in the following.
For ε > 0 small enough there exists a constant C > 0 (independent of γ) such that
the solution [ω, ωt, θ] of (1.1) satisfies(

α

β
− 2ε

) ∫ T

0

[
‖ωt‖2

L2(Ω) + γ ‖∇ωt‖2
L2(Ω)

]
dt

≤ C

[∫ T

0
‖θ‖2

H1(Ω)∩L2
σ̄+λ(Ω) dt + Eγ(T ) + Eγ(0)

]

+2ε

∫ T

0

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
dt +

α

β

∣∣∣∣∣
∫ T

0
a (Dγ0ω, ω) dt

∣∣∣∣∣
+

α

β

∣∣∣∣∣
∫ T

0

(
∆ω,

∂Dγ0ω

∂ν

)
L2(Γ0)

dt

∣∣∣∣∣ ,(2.48)

where the noncrucial dependence of C upon ε has not been noted.
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(A.5) Estimating the residual terms |
∫ T

0 a(Dγ0ω, ω)dt| and |
∫ T

0 (∆ω, ∂Dγ0ω
∂ν )L2(Γ0)dt|.2

At this point we will find it advantageous to consider a decomposition of the solution
component [ω, ωt] into ω = ω(1) + ω(2) + ω(3) (again with the corresponding initial
data [ω0, ω1] ∈ D(A2

γ)), where the ω(i) solve, respectively,

−γ∆ω
(1)
tt + ∆2ω(1) = −α∆θ on (0,∞) × Ω,

ω(1) =
∂ω(1)

∂ν
= 0 on (0,∞) × Γ0,

∆ω(1) + (1 − µ)B1ω
(1) + αθ = 0

∂∆ω(1)

∂ν
+ (1 − µ)

∂B2ω
(1)

∂τ
− γ

∂ω
(1)
tt

∂ν
= 0

on (0,∞) × Γ1,

ω(1)(t = 0) = ω
(1)
t (t = 0) = 0;

(2.49)



−γ∆ω
(2)
tt + ∆2ω(2) = −ωtt on (0,∞) × Ω;

ω(2) =
∂ω(2)

∂ν
= 0 on (0,∞) × Γ0;

∆ω(2) + (1 − µ)B1ω
(2) = 0

∂∆ω(2)

∂ν
+ (1 − µ)

∂B2ω
(2)

∂τ
− γ

∂ω
(2)
tt

∂ν
+ α

∂θ

∂ν
= 0

on (0,∞) × Γ1;

ω(2)(t = 0) = ω
(2)
t (t = 0) = 0.

(2.50)



−γ∆ω
(3)
tt + ∆2ω(3) = 0 on (0,∞) × Ω;

ω(3) =
∂ω(3)

∂ν
= 0 on (0,∞) × Γ0;

∆ω(3) + (1 − µ)B1ω
(3) = 0

∂∆ω(3)

∂ν
+ (1 − µ)

∂B2ω
(3)

∂τ
− γ

∂ω
(3)
tt

∂ν
= 0

on (0,∞) × Γ1;

ω(3)(0) = ω0; ω
(3)
t (0) = ω1.

(2.51)

Through a semigroup formulation, the well posedness of (2.50) and (2.51) can be
handled just as easily as the entire system (1.1); to wit, defining on the state space

2Notice that at this point, one might be tempted to straightaway majorize
∫ T
0 a (Dγ0ω, ω) dt so

as to obtain something like |
∫ T
0 a(Dγ0ω, ω)|dt ≤ C

∫ T
0 ‖Å1/2ω(t)‖2

L2(Ω)dt. However, this will not
suffice as we do not have control over the constant C (C may not be small << 1). Therefore, we
need a different, more complex argument which will culminate in the estimate (2.72) below; likewise
for the term |

∫ T
0 (∆ω, ∂Dγ0ω

∂ν
)L2(Γ0)dt|.
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D(Å1/2) × H1
Γ0,γ(Ω) the operator Ãγ as

Ãγ ≡
(

0 I
−P̃−1

γ Å 0

)
(2.52)

(where P̃γ ≡ γAN ∈ L(H1
Γ0,γ(Ω), H−1

Γ0,γ(Ω)))(2.53)

with domain D(Ãγ) =
{

[ω1, ω2] ∈ D(Å
3
4 ) × D(Å

1
2 )

}
;(2.54)

then with the same degree of effort as in the proof of Theorem 1.1, we can show
that Ãγ generates a unitary C0-group {eÃγt}t≥0 on D(Å1/2) × H1

Γ0,γ(Ω) (note we
are using the knowledge that P̃−1

γ exists, inasmuch as AN is elliptic on H1
Γ0,γ(Ω),

and that P̃γ = γ
(
∆ + ÅG2γ1

)
from (1.29)). Consequently we have that ω(2) ∈

C([0, T ] ;D(Å1/2) × H1
Γ0,γ(Ω)), with this unique solution of (2.50) written explicitly

as [
ω(2)(t)
ω

(2)
t (t)

]
=

∫ t

0
eÃγ(t−s)

[
0

P̃−1
γ

(
−ωtt(s) + αλÅG2γ0θ(s)

) ]
ds,(2.55)

where again ωtt is the second time derivative of the solution component ω. Re-
call that we are taking the initial data

[
ω0, ω1, θ0

]
to be in D(A2

γ), and so ωtt ∈
C

(
[0, T ] ;H1

Γ0,γ(Ω)
)
. Moreover, for arbitrary initial data, θ ∈ L2(0, T ;H1(Ω) ∩

L2
σ+λ(Ω)), by Lemma 2.2, and this regularity, coupled with the facts contained in

(1.17), (1.19), and (1.4), provide that ÅG2γ0θ(t) ∈ L2(0, T ;H−1
Γ0,γ(Ω)). Hence the

formula (2.55) is well defined. Likewise, ω(3) ∈ C([0, T ] ;D(Å1/2) × H1
Γ0,γ(Ω)) with

ω(3)(t) = eÃγt

[
ω0

ω1

]
.(2.56)

Regarding the well posedness of the system (2.49), we have the following result
from [14] and [13].

REGULARITY THEOREM. For arbitrary initial data [ω0, ω1] ∈ D(Å1/2)×H1
Γ0,γ(Ω),

parameter ξ ≥ 0, f ∈ L2(0, T ;H−1
Γ0,γ(Ω)), and g ∈ L2(0, T ;H1/2(Γ1)), the following

system is well posed :

ξωtt − γ∆ωtt + ∆2ω = f on (0,∞) × Ω;

ω =
∂ω

∂ν
= 0 on (0,∞) × Γ0;

∆ω + (1 − µ)B1ω = g

∂∆ω

∂ν
+ (1 − µ)

∂B2ω

∂τ
− γ

∂ωtt

∂ν
= 0

on (0,∞) × Γ1;

ω(0) = ω0, ωt(0) = ω1,

(2.57)

with the solution [ω, ωt] ∈ C([0, T ] ;D(Å1/2) × H1
Γ0,γ(Ω)).

To make use of the above theorem for the resolution of (2.49) with arbitrary
θ in H1(Ω) ∩ L2

σ+λ(Ω) subject to Robin boundary conditions, we note that −∆ =
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AR − σ
η ∈ L(H1(Ω),

[
H1(Ω)

]′) and consequently ∆θ ∈ L2(0, T ;H−1
Γ0,γ(Ω)); moreover,

θ|Γ ∈ L2(0, T ;H1/2(Γ)) by the trace theorem, and so the regularity theorem will give
us that

ω(1) ∈ C([0, T ] ;D(Å
1
2 ) × H1

Γ0,γ(Ω)),(2.58)

with the pointwise estimate∥∥∥∥ ω(1)(t)
ω

(1)
t (t)

∥∥∥∥2

D(Å
1
2 )×H1

Γ0,γ(Ω)

≤ C

[∫ T

0
‖∆θ(t)‖2

H−1
Γ0,γ(Ω) dt + α

∫ T

0
‖θ(t)‖2

H
1
2 (Γ1)

dt

]

≤ C

∫ T

0
‖θ(t)‖2

H1(Ω)∩L2
σ+λ(Ω) dt.(2.59)

A simple uniqueness argument which makes use of the regularity theorem verifies
that indeed the solution component ω ≡ ω(1) + ω(2) + ω(3). Moreover, concerning the
explicit representation (2.55), an integration by parts has that∫ t

0
eÃγ(t−s)

[
0

P̃−1
γ ωtt(s)

]
ds = eÃγ(t−s)

[
0

P̃−1
γ ωt(s)

]∣∣∣∣t
0

+
∫ t

0
eÃγ(t−s)Ãγ

[
0

P̃−1
γ ωt(s)

]
ds

= eÃγ(t−s)
[

0
P̃−1

γ ωt(s)

]∣∣∣∣t
0

−
∫ t

0
eÃγ(t−s)

[
P̃−1

γ ωt(s)
0

]
ds,(2.60)

where the last equality above makes sense pointwise in [D(Ãγ

∗
)]′ = [D(Å

3
4 )]′ ×

[D(Å1/2)]′; hence upon majorizing (2.55) with the expression (2.60) in mind (and
using the contraction of the semigroup {eÃγ(t)}t≥0), we have

∥∥∥∥ ω(2)(t)
ω

(2)
t (t)

∥∥∥∥2

D(Å
1
2 )×H1

Γ0,γ(Ω)

≤ CT

[
‖θ‖2

L2(0,T ;H1(Ω)∩L2
σ+λ(Ω)) + ‖ωt‖2

C([0,T ];L2(Ω))

]
.

(2.61)

Thus, using (2.59), (2.61), and the explicit representation (2.56), we have∥∥∥∥[
ω(1)(t) + ω(2)(t)
ω(1)(t) + ω

(2)
t (t)

]∥∥∥∥2

D(Å
1
2 )×H1

Γ0,γ(Ω)

≤ CT

[
‖θ‖2

L2(0,T ;H1(Ω)∩L2
σ+λ(Ω)) + ‖ωt‖2

C([0,T ];L2(Ω))

]
;(2.62)

∥∥∥∥[
ω(3)(t)
ω

(3)
t (t)

]∥∥∥∥2

D(Å
1
2 )×H1

Γ0,γ(Ω)

≤ Eγ(0).(2.63)

Further analyzing ω(3), if we make the substitution z ≡ ∆ω(3), we then note that
z solves the wave equation

γztt = ∆z,(2.64)
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with [z, zt] ∈ C([0, T ] ;L2(Ω)×H−1(Ω)). Consequently, the recent regularity result of
[26] (specifically, apply Theorem 3 therein together with Remark 2.3 and the remark
after Theorem 9 in [26]) reveals that z has a “trace” on Γ with a positive constant
C(T, γ) and a ρ > 0 such that the following estimate holds:3

‖z|Γ‖
L2(0,T ;H− 1

2 +ρ(Γ))
≤ C(T, γ) ‖[z, zt]‖C([0,T ];L2(Ω)×H−1(Ω)) ;(2.65)

and as pointwise we have

‖z(t)‖2
L2(Ω) + ‖zt(t)‖2

H−1(Ω) ≤ CEγ(0)(2.66)

(from the estimate (2.63)), we end up with∥∥∥∆ω(3)
∣∣∣
Γ

∥∥∥2

L2(0,T ;H− 1
2 +ρ(Γ))

≤ C(T, γ)Eγ(0).(2.67)

Recall that ω(3), as the solution of (2.51), satisfies

∆ω(3) − (1 − µ)
∂2ω(3)

∂τ2 = (1 − µ)κ
∂ω(3)

∂ν
on (0, T ) × Γ1,(2.68)

where κ denotes the curvature, and so (2.68), coupled with the estimates (2.67) and∥∥∥∥∂ω(3)

∂ν

∥∥∥∥
C([0,T ];H

1
2 (Γ1))

≤ C
∥∥∥ω(3)

∥∥∥
C([0,T ];H2(Ω))

≤ C(T )Eγ(0),

gives that
∂2ω(3)

∂τ2 ∈ L2(0, T ;H− 1
2+ρ(Γ1)) with

∥∥∥∥∂2ω(3)

∂τ2

∥∥∥∥
L2(0,T ;H− 1

2 +ρ(Γ1))
≤ C(T, γ)Eγ(0),(2.69)

and (2.69) is in turn equivalent to∥∥∥γ0ω
(3)

∥∥∥
L2(0,T ;H

3
2 +ρ(Γ1))

≤ C(T, γ)Eγ(0).(2.70)

REMARK 6. The estimate in (2.70) can also be derived independently of Tataru’s
result in [26] by decomposing problem (2.51) microlocally into respective elliptic and
hyperbolic parts. In the elliptic sector, we can use standard elliptic regularity and the
boundary conditions on Γ1 to deduce the regularity of the trace γ0ω

(3) in H2(0, T ×Γ1).
In the hyperbolic sector, we apply the transformation z ≡ ∆ω(3), and we are subse-
quently led to the study of the wave equation with its forcing term in L2(0, T ;H−1(Ω))
(due to microlocalization). The arguments presented in [16] and (see also [17]) ap-
ply to the hyperbolic sector specifically and provide the estimate (2.70) valid in that
sector. Combining elliptic and hyperbolic estimates yields (2.70) with the value of ρ
being at least 1

10 . Instead, the estimate obtained by using Tataru’s result [26] leads to
the optimal value of ρ = 1

6 .

3We note that the value of ρ depends on the geometry; however, we always have ρ > 0.
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Given this extra regularity for the trace of ω(3)
∣∣
Γ1

, we can hence invoke a classical
PDE interpolation inequality to finally obtain

∥∥∥γ0ω
(3)

∥∥∥2

L2(0,T ;H
3
2 (Γ1))

≤ C(T, γ)−1
∥∥∥γ0ω

(3)
∥∥∥2

L2(0,T ;H
3
2 +ρ(Γ1))

+CT,γ

∥∥∥γ0ω
(3)

∥∥∥2

L2(0,T ;H
1
2 (Γ1))

(where C(T, γ) is as in (2.70), and CT,γ denotes another positive constant depen-
ding on T and γ)

≤ Eγ(0) + CT,γ

∥∥∥ω(3)
∥∥∥2

L2(0,T ;H1(Ω))
(after using the estimate (2.70) and trace theory)

≤ Eγ(0) + CT,γ ‖ω‖2
L2(0,T ;H1(Ω)) + CT,γ

∥∥∥ω(1) + ω(2)
∥∥∥2

L2(0,T ;H1(Ω))

(after using the decomposition ω = ω(1) + ω(2) + ω(3))
≤ Eγ(0) + CT,γ

[
‖θ‖2

L2(0,T ;H1(Ω)∩L2
σ+λ(Ω)) + ‖ω‖2

L2(0,T ;H1(Ω)) + ‖ωt‖2
C([0,T ];L2(Ω))

]
,

(2.71)

after using the inequality (2.62).
With the decomposition of ω in hand, along with its accompanying norm es-

timates, particularly that of the trace γ0ω
(3) in (2.71), we can now deal with the

recalcitrant terms |
∫ T

0 a (Dγ0ω, ω) dt| and |
∫ T

0 (∆ω, ∂Dγ0ω
∂ν )L2(Γ0)dt|:

(A5.i) Dealing with
∣∣∣∫ T

0 a (Dγ0ω, ω) dt
∣∣∣:∣∣∣∣∣

∫ T

0
a (Dγ0ω, ω) dt

∣∣∣∣∣
=

∣∣∣∣∣
∫ T

0
a

(
Dγ0

(
ω(1) + ω(2) + ω(3)

)
, ω

)
dt

∣∣∣∣∣
≤

∫ T

0
C

∥∥∥Dγ0

(
ω(1) + ω(2) + ω(3)

)∥∥∥
H2(Ω)

∥∥∥Å 1
2 ω

∥∥∥
L2(Ω)

dt

(after using the fact that Dγ0 ∈ L(H2(Ω)))

≤ ε

∫ T

0

∥∥Åω
∥∥2

L2(Ω) dt + CT,γ

[∫ T

0
‖θ‖2

H1(Ω)∩L2(Ω) dt + ‖ω‖2
L2(0,T ;H1(Ω))

+ ‖ωt‖2
C([0,T ];L2(Ω))

]
+C [Eγ(T ) + Eγ(0)] ,(2.72)

after using the boundedness of the Dirichlet map D followed by the standard mean
inequality as well as the crucial estimates (2.71) and (2.62) (here we have not noted
the noncrucial dependence of ε in the constant CT,γ).

(A.5ii) Dealing with |
∫ T

0 (∆ω, ∂Dγ0ω
∂ν )L2(Γ0)dt|. By Lemma 2, ∆ω|Γ0

∈ L2(0, T ;L2(Γ0)),
and so with this bit of information we have∣∣∣∣∣

∫ T

0

(
∆ω,

∂Dγ0ω

∂ν

)
L2(Γ0)

dt

∣∣∣∣∣
≤ C

∫ T

0
‖∆ω‖L2(Γ0) ‖Dγ0ω‖H2(Ω) dt

(by the trace theorem)
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= C

∫ T

0
‖∆ω‖L2(Γ0)

∥∥∥Dγ0

(
ω(1) + ω(2) + ω(3)

)∥∥∥
H2(Ω)

dt

≤ ε

C

∫ T

0
‖∆ω‖2

L2(Γ0) dt + CT,γ

[∫ T

0
‖θ‖2

H1(Ω)∩L2(Ω) dt + ‖ω‖2
L2(0,T ;H1(Ω))

+ ‖ωt‖2
C([0,T ];L2(Ω))

]
+C [Eγ(T ) + Eγ(0)]
(again using the mean inequality followed by (2.71) and (2.62),
and where the inverted positive constant C is that in (2.24))

≤ ε

∫ T

0

[∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
+

∫ T

0

∥∥∥P
1
2

γ ω
∥∥∥2

L2(Ω)

]
dt + CT,γ

[∫ T

0
‖θ‖2

H1(Ω)∩L2(Ω) dt

+ ‖ω‖2
L2(0,T ;H1(Ω)) + ‖ωt‖2

C([0,T ];L2(Ω))

]
+ C [Eγ(0) + Eγ(T )] .(2.73)

Combining (2.48), (2.72), and (2.73), we finally have(
α

β
− 3ε

) ∫ T

0

[
‖ωt‖2

L2(Ω) + γ ‖∇ωt‖2
L2(Ω)

]
dt

≤ 3ε

∫ T

0

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
dt + CT,γ

[∫ T

0
‖θ‖2

H1(Ω)∩L2
σ̄+λ(Ω) dt

+ ‖ω‖2
L2(0,T ;H1(Ω)) + ‖ωt‖2

C([0,T ];L2(Ω))

]
+C [Eγ(0) + Eγ(T )] .(2.74)

(B) Conclusion of the Proof of Theorem 3. To majorize the norm of the component
ω, we multiply (1.35) by ω, integrate from 0 to T and employ Green’s theorem to
obtain (after accounting for the boundary conditions and using (1.20))(

P
1
2

γ ωt, P
1
2

γ ω
)

L2(Ω)

∣∣∣∣T
0

−
∫ T

0

∥∥∥P
1
2

γ ωt

∥∥∥2

L2(Ω)
dt

= −
∫ T

0

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
dt − α

∫ T

0

(
θ,

∂ω

∂ν

)
L2(Γ1)

dt

+α

∫ T

0
(∇θ, ∇ω)L2(Ω) dt;(2.75)

since by the trace theorem we have pointwise∣∣∣∣∣
(

θ,
∂ω

∂ν

)
L2(Γ1)

∣∣∣∣∣ +
∣∣∣(∇θ, ∇ω)L2(Ω)

∣∣∣
≤ C

[
‖θ‖

H
1
2 (Γ)

∥∥∥∥∂ω

∂ν

∥∥∥∥
H

1
2 (Γ1)

+ ‖θ‖H1(Ω) ‖ω‖H1(Ω)

]

≤ C ‖θ‖H1(Ω) ‖ω‖H2(Ω) ≤ ε
∥∥∥Å 1

2 ω
∥∥∥2

L2(Ω)
+ Cε ‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) ,(2.76)

we thus arrive at the following.
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There exists a constant C > 0 such that for ε > 0 small enough, the solution
[ω, ωt, θ] of (1.1) satisfies

(1 − ε)
∫ T

0

∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
dt ≤ C

∫ T

0

[
‖ωt‖2

L2(Ω) + γ ‖∇ωt‖2
L2(Ω)

]
dt

+C

(∫ T

0
‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) dt + Eγ(T ) + Eγ(0)

)
,(2.77)

where the noncrucial dependence of C upon ε has not been noted.
Thus, if ε is small enough, we then have, upon combining (2.74) and (2.77), the

existence of constants C and CT,γ such that∫ T

0

[∥∥∥Å 1
2 ω

∥∥∥2

L2(Ω)
+ ‖ωt‖2

L2(Ω) + γ ‖∇ωt‖2
L2(Ω) + ‖θ‖2

L2(Ω)

]
dt

≤ CT,γ

∫ T

0
‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) dt + C [Eγ(T ) + Eγ(0)]

+CT,γ

[
‖ω‖2

L2(0,T ;H1(Ω)) + ‖ωt‖2
C([0,T ];L2(Ω))

]
.(2.78)

From here, we apply the relation (2.21) and its inherent dissipativity property
(that is, Eγ(T ) ≤ Eγ(t) ∀ 0 ≤ t ≤ T ) to (2.78) to finally attain the preliminary
inequality; namely, for T > 2C (with C as in (2.78) independent of T ),

Eγ(T ) ≤ CT,γ + 2Cη

T − 2C

∫ T

0
‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) dt

+CT,γ

[
‖ω‖2

L2(0,T ;H1(Ω)) + ‖ωt‖2
C([0,T ];L2(Ω))

]
.(2.79)

A straightforward compactness–uniqueness argument similar to that employed in [15]
and [1] will subsequently eliminate the lower order terms in (2.79), viz. we have the
following proposition.

PROPOSITION 2.4. The presence of the inequality (2.79) implies that there exists
a constant CT which satisfies

‖ω‖2
L2(0,T ;H1(Ω)) + ‖ωt‖2

C([0,T ];H2(Ω)) dt ≤ CT

∫ T

0
‖θ‖2

H1(Ω)∩L2
σ+λ(Ω) dt.(2.80)

Hence, the inequalities (2.79) and (2.80) give the desired estimate (2.36) (and
consequently (2.35)), and so the proof of Theorem 1.3 is now complete.

Note added in proof. As one reads through the arguments in the present paper,
he or she gathers the understanding that the key ingredient in our stability proof is the
selection of the “right” multiplier A−1

D θ (which is novel when compared to the standard
differential multipliers used in plate theory). This multiplier was first devised in our
paper [3] (which initially considered the easier case of the thermoelastic plate with
lower order “clamped” or “hinged” boundary conditions), and we have since invoked
it in later problems (see [4], [13], [6], [5]. In particular, [4] is a preliminary version
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of our present paper). In our present paper, it is this particular choice of multiplier
which allows us to obtain sharp results on the uniform stabilization of thermoelastic
plates with the higher order “free” boundary conditions in place, results which include
the attainment of explicit decay rates.

Related work on this problem includes that of E. Bisognin, V. Bisognin, P. Men-
zala, and E. Zuazua in [7], who employed an alternative and indirect argument for
the stabilization of the nonlinear thermoelastic plate in the case of clamped/hinged
boundary conditions only. This method, even in the case of linear models, yielded
weaker results than those posted in [2], [3]. (We assume that at the time of their work
the four authors were unaware of [3].) Indeed, the indirect (proof by contradiction)
method in [7] has the following shortcomings:
(i) The method requires two different treatments of the problem, corresponding to

the respective cases γ > 0 and γ = 0. This dichotomy is necessitated by the
fact that the accompanying decay rates they obtain blow up as γ ↓ 0.

(ii) The decay rates they obtain are not explicit.
(iii) In the specific case γ = 0, the analyticity of the underlying semigroup is used in

an essential way, which precludes the possibility that their indirect method
can be adjusted so as to give a unified treatment of the problem for all cases
γ ≥ 0 (recall that γ > 0 corresponds to hyperbolic-like dynamics).

In contrast, the paper [3] (which is critical and constitutes a basis for the present
paper) obtains decay estimates which are uniform in the parameter γ ≥ 0, this being
accomplished via the use of the multiplier A−1

D θ. As the authors of [7] were apparently
informed much before the date of submission of [23] of this comparison between their
work and that in [3] (this is a documented fact), one may then view as perplexing the
subsequent appearance of the paper [23], which now claims for itself the right (and
much improved with respect to [7]) result using the very same techniques and ideas
as in [3] (which again are radically different from those in [7]). In particular, [23] uses
the same multiplier and the same trace result, the latter being proclaimed therein as
“hidden regularity.” Perhaps adding to the perplexity is the fact that the two authors
in [23], while freely addressing the aforementioned shortcomings of [7], make neither
acknowledgment nor reference to [3]. Our main point here is to stress the fact that
the critical multiplier and the resulting technique for proving uniform decay rates for
thermoelastic plates takes its origin in [2], [3], and not in [23].
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Abstract. In this article, existence and stability of N -front travelling-wave solutions of partial
differential equations on the real line is investigated. The N -fronts considered here arise as het-
eroclinic orbits bifurcating from a twisted heteroclinic loop in the underlying ordinary differential
equation describing travelling-wave solutions. It is proved that the N -front solutions are linearly
stable provided the fronts building the twisted heteroclinic loop are linearly stable. The result is
applied to travelling waves arising in the FitzHugh–Nagumo equation.
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1. Introduction. In this article, existence and stability of N -front solutions of
parabolic equations

Ut = A U + F (U, ε), x ∈ R(1.1)

on the real line is investigated. Here, the differential operator A generates a C0-
semiflow on BU(R, Rm)—the space of bounded, uniformly continuous functions from
R to Rm—and F is a superposition operator—that is, F (U, ε)(x) depends only on
the values of U and possibly derivatives of U at the point x—defined on the same
space. Fronts and backs are travelling-wave solutions U(ξ) = U(x + c t) which are
asymptotically constant for ξ → ±∞. Transforming (1.1) into a moving coordinate
frame (x, t) 7→ (x + c t, t) = (ξ, t) yields

Ut = A U − c Uξ + F (U, ε), ξ ∈ R.(1.2)

Then fronts and backs of (1.1) with wave speed c correspond to equilibria of (1.2)
solving

A U − c Uξ + F (U, ε) = 0,(1.3)

lim
ξ→±∞

U(ξ) = U±.

Stability of a front U is often determined by the spectrum of the linearized operator

L(U) V = A V − c Vξ + DUF (U, ε) V.(1.4)

A front or back is called linearly stable if the spectrum of L is contained in the left
half-plane with the exception of a simple eigenvalue at zero which is inevitable due
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simple front simple back N -front

· · ·

FIG. 1. N-front solutions consist of 2N+1 concatenated copies of a simple front and back.

to translational invariance. Under rather general assumptions on A, linear stability
implies nonlinear stability; see [Hen81] or [BJ89].

Suppose now that for (c, ε) = (c0, ε0) linearly stable front and back waves do exist
simultaneously. Then, upon varying µ := (c, ε), other front solutions may arise. In
particular, so-called N -fronts which are formed by alternately concatenating 2N +1
copies of the simple front and back may bifurcate; see Figure 1. A natural and
interesting question is whether the bifurcating N -fronts UN inherit the linear stability
from the simple front and back. For a fairly general class of operators A, it follows
from [AGJ90] that the spectrum of L(UN) is bounded to the left of the imaginary axis
except for 2N+1 eigenvalues near zero. It therefore suffices to calculate these critical
eigenvalues, that is, solutions (λ, V ) of

A V − cN Vξ + DUF (UN , εN) V = λV(1.5)

for λ close to zero, where UN is the N -front existing for (c, ε) = (cN , εN).
Notice that the steady-state equation (1.3) and the eigenvalue problem (1.5) are

ordinary differential equations in the time variable ξ. As such they can be written as
first-order systems

u̇ = f(u, µ), µ = (c, ε),(1.6)

v̇ = (Duf(u, µ) + λB) v,(1.7)

respectively. Simple fronts and backs of (1.3) correspond to heteroclinic solutions
q1(ξ) and q2(ξ) of (1.6) connecting two equilibria p1 and p2.

In this article, we investigate the existence and stability of N -fronts (and N -
backs) under the assumption that the simple heteroclinic orbits q1 and q2 form a
twisted heteroclinic loop; see Figure 2. Under certain generic assumptions, we prove
existence of N -fronts of (1.6) for any N ≥ 1 and determine all eigenvalues λ of
(1.7) with |λ| small. The N -fronts are either all stable or all unstable depending
only on conditions on the simple front and back solution. The proof relies on a
geometric reduction of the flow onto a two-dimensional invariant manifold containing
the heteroclinic loop; see [Hom96], [San93], and [San95]. The reduction allows for a
smooth linearization of the vector field near both equilibria. The existence of N -fronts
is then proved using the Lyapunov–Schmidt reduction for the resulting vector field in
R2 in the spirit of [Lin90] and [San93]. Finally, the critical eigenvalues of the operator
(1.5) are calculated using [San96].

Deng [Den91a] proved the existence of N -fronts bifurcating from a twisted hetero-
clinic loop under the additional assumption that the stable manifolds of the relatively
contractive equilibria p1 and p2 are one-dimensional using topological methods; see
[Den91a, section 7(a)]. Shashkov [Sha92] asserts the existence of N -fronts for two-
dimensional vector fields of class C3, however, without giving a proof.
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ψ1(−t)

ψ2(t)p1 p2 ψ1(t)

ψ2(−t)

q1(·)

q2(·)

W s(p2)

W s(p1)

FIG. 2. A twisted heteroclinic loop. The dashed curves indicate the stable manifolds of the
equilibria continued backward in time.

Finally, we apply the stability result to the FitzHugh–Nagumo equation

ut = uxx + f(u) − w,

wt = ε(u − γw).

Deng [Den91b] showed that the hypotheses of his existence result [Den91a] are satis-
fied, while Yanagida [Yan89] proved that the simple front and back are both linearly
stable. Nii [Nii95b] proved linear stability of the 1-front provided f is linear near
both equilibria. We show that in fact all N -fronts are linearly stable. Recently, Nii
(personal communication) announced an extension of his result to N -fronts under the
same restrictive hypothesis on f using topological methods.

The paper is organized as follows. In section 2, we state the basic assumptions
and the main results about existence and stability of N -front solutions. The existence
theorem is proved in section 3, the stability result in section 4. Finally, in section 5,
the application to the FitzHugh–Nagumo system is given.

2. Main results. Consider the equation

u̇ = f(u, µ), (u, µ) ∈ Rn × R2,(2.1)

where f : Rn × R2 → Rn is C2. We assume that equation (2.1) possesses two hyper-
bolic equilibria p1(µ) and p2(µ) for all µ. Moreover, the spectrum σ(Duf(pk(µ), µ))
for k = 1, 2 of the linearized vector field at these equilibria decomposes as follows.

(H1) We assume that dimW s(p1(0), 0) = dimW s(p2(0), 0) and

σ(Duf(pk(µ), µ)) = σss
k ∪ {−αs

k(µ), αu
k(µ)} ∪ σuu

k , 0 < αs
k(µ) < αu

k(µ)

hold with Re σss
k <−αs

k(µ), Re σuu
k >αu

k(µ) for k = 1, 2 and all µ. Moreover, −αs
k(µ)

and αu
k(µ) are simple eigenvalues for k = 1, 2. We define αk(µ) = αu

k(µ)/αs
k(µ) > 1.

Also, let αk := αk(0) and αi
k := αi

k(0) for i = s, u and k = 1, 2.
We choose coordinates such that the equilibria do not depend on µ. Suppose that

for µ = 0 there exist two heteroclinic orbits q1(t) and q2(t) connecting p1 to p2 and
vice versa; see (H2).
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(H2) The solution q1(t) satisfies limt→−∞ q1(t) = p1 and limt→∞ q1(t) = p2
while q2(t) satisfies limt→−∞ q2(t) = p2 and limt→∞ q2(t) = p1.

Due to hypothesis (H1), the next assumption is met for generic vector fields.
(H3) The heteroclinic solutions q1(t) and q2(t) are nondegenerate, that is,

Tq1(0)W
u(p1, 0) ∩ Tq1(0)W

s(p2, 0) = Rq̇1(0),
Tq2(0)W

u(p2, 0) ∩ Tq2(0)W
s(p1, 0) = Rq̇2(0)

hold.
Due to (H3), there exist two unique (up to constant multiples) bounded solutions

ψk(t) of the adjoint variational equation

ẇ = −Duf(qk(t), 0)∗ w

evaluated at qk(t) for k = 1, 2, respectively. As a matter of fact, they satisfy

ψk(t) ⊥
(
Tqk(t)W

u(pk, 0) + Tqk(t)W
s(pk+1, 0)

)
.(2.2)

Here, the index k is taken modulo two. Upon changing the parameter µ, the hetero-
clinic solutions qk(t) should break up. This is made precise in the next hypothesis.

(H4) The Melnikov integrals

Nk :=
∫ ∞

−∞
〈ψk(t), Dµf(qk(t), 0)〉 dt ∈ R2, k = 1, 2

are linearly independent (and in particular nonzero).
We need to assume that qk(t) and ψk(t) converge along the leading directions to

the equilibria and zero, respectively.
(H5) Assume that the limits

limt→−∞ e−αu
k t q̇k(t) =: v−

k , limt→∞ eαs
k+1t q̇k(t) =: v+

k+1,

limt→−∞ e−αs
kt ψk(t) =: w+

k , limt→∞ eαu
k+1t ψk(t) =: w−

k+1

are nonzero for k = 1, 2; see Figure 2. Again, the index k is taken modulo two.
Then v±

k and w±
k are right and left eigenvectors of Duf(pk, 0) for the eigenvalues

αs,u
k . Due to (2.2), hypothesis (H5) is equivalent to the strong inclination property.

Finally, we suppose that both heteroclinic orbits are twisted.
(H6) Suppose that the scalar products 〈w−

k , v−
k 〉 > 0 and 〈w+

k , v+
k 〉 > 0 are positive

for k = 1, 2; see Figure 2. Note that the scalar products do not vanish according to
hypotheses (H1) and (H5).

Choose two sections Σk transverse to the vector field and placed at qk(0) for
k = 1, 2. We call the heteroclinic solutions q1(t) and q2(t) simple fronts and backs,
respectively. An N -front solution is a heteroclinic orbit connecting p1 to p2 and
intersecting Σ2 N -times; see Figure 3. In other words, it follows the heteroclinic loop
N + 1

2 times and hits the set Σ1 ∪ Σ2 2N +1 times. Similarly, N -backs are defined
connecting p2 to p1.

Associated with each N -front are 2N return times Tj for j = 0, . . . , 2N−1. With
l = 0, . . . , N −1, the numbers T2l are the times consecutively spent between Σ1 and
Σ2, that is, near the equilibrium p2, while T2l+1 are the times spent between Σ2 and
Σ1, that is, near the equilibrium p1.

We remark that, on account of hypothesis (H4), there is a change of parame-
ters of class C2 such that the Melnikov integrals coincide with the coordinate axes
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Σ1

Σ2

1-front

p1 p2

FIG. 3. An N-front solution for N = 1. There are two return times T0 and T1 associated with
the 1-front. T0 is the time spent between Σ1 and Σ2, while T1 is the time spent between Σ2 and Σ1.

µ1simple back

1-back
2-back
3-back

p2-pulse

µ2

simple front

1-front
2-front

3-front p1-pulse

FIG. 4. The bifurcation diagram. The parameters have been transformed such that a simple
front (back) exists precisely when µ1 = 0 (µ2 = 0) and such that the Melnikov integrals are given by
N1 = (1, 0) and N2 = (0, 1). The twisted heteroclinic loop exists for µ = 0.

in R2, that is, N1 = (1, 0) and N2 = (0, 1), and that simple fronts (backs) exist
precisely when µ1 = 0 (µ2 = 0); see Figure 4. We refer to section 3.2 for the
proof.

The first result is an extension of the existence theorem proved by Deng [Den91a],
who assumed that the unstable manifolds are one-dimensional.

THEOREM 2.1. Assume that (H1)–(H6) are satisfied. Then, for each N ≥ 1, there
exists a unique curve µ̄N(r) in parameter space defined for r ∈ [0, r0) with µ̄N(0) = 0
such that (2.1) has an N -front solution (u, µ) if and only if there exists an r such that
µ = µ̄N(r). The N -fronts are unique and the curves µ̄N are of class C1. The return
times (as defined right before this theorem) of the N -fronts are given by

T2l = − 1
αs

2
(1 + o(1)) ln r, time spent near p2,

T2l+1 = −α2+θN−l

αs
1

(1 + o(1)) ln r, time spent near p1
(2.3)
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for l = 0, . . . , N −1 as r → 0. Here, the sequence θl is defined recursively by θ1 = 0,
θ2 = α1α2 − 1 > 0, and θl+1 := α1θl + θ2 > θl. Different choices of the sections Σk

do not change the leading order term in (2.3). Analogous results hold for N -backs.
Now, assume in addition that parameters have been transformed according to the

remark stated right before this theorem. Then the curves µ̄N satisfy

µ̄N(r) = (rα2(1 + o(1)), r)

as r → 0, and the bifurcation diagram is given in Figure 4.
Next we describe the bounded solutions v ∈ C1(R, Rn) of the equation

v̇ =
(
Duf(qN(r)(t), µ̄N(r)) + λB(t)

)
v(2.4)

for λ ∈ C with |λ| small, where qN(r) denotes the N -front existing for µ = µ̄N(r).
Here, B is a bounded, continuous, and matrix-valued function. Equation (2.4) is a
generalized eigenvalue problem of the form

Lv = λBv.

Generalized eigenfunctions of (2.4) corresponding to an eigenvalue λ are functions vi

satisfying

Lvi = λBvi + Bvi−1

with v0 = 0. The algebraic multiplicity of eigenvalues can be defined in the usual way.
We assume a nondegeneracy assumption with respect to λ.

(H7) Suppose that the Melnikov integrals

Mk :=
∫ ∞

−∞
〈ψk(t), B(t) q̇k(t)〉 dt 6= 0

are nonzero for k = 1, 2, where ψk is chosen according to hypothesis (H6).
The next theorem—which is the main result of the present paper—describes the

set of λ ∈ C with |λ| small for which (2.4) possesses a bounded solution v.
THEOREM 2.2. Suppose that the assumptions (H1)–(H7) are satisfied. Then there

exists a δ > 0 independent of N such that the following holds. For any N ≥ 1 and
r0 = r0(N) > 0 sufficiently small there exist precisely 2N +1 solutions (λj , vj) ∈
C × C1(R, Rn) of (2.4) with |λ| < δ. The eigenvalues are counted with multiplicity
and are given by

λ2l−1 = (c2l−1 + o(1)) r,

λ2l = (c2l + o(1)) rα2+θN+1−l ,

λ2N+1 = 0

for l = 1, . . . , N as r → 0, where the exponents θN+1−l have been defined in Theo-
rem 2.1.

The constants cj are nonzero and satisfy sign c2l = signM1 and sign c2l−1 =
signM2. In particular, the eigenvalues λj are contained in the left half-plane for
j = 1, . . . , 2N provided M1, M2 < 0 are negative. Analogous results hold for N -backs.

The second theorem establishes stability of the N -front solutions with respect to
the underlying partial differential equation; see section 5 for an example.

Notice that there exist precisely two pulses converging to p1 and p2, respectively;
see Figure 4. The existence proof is implicitly contained in section 3.3. As far as their
stability is concerned, the same statement as for the N -fronts holds. This follows from
[Nii95a] or section 4 of the present article.
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3. Existence. In order to prove existence of N -fronts, a geometric reduction
onto a two-dimensional invariant manifold in phase space is employed. The manifold
is diffeomorphic to an annulus. Next, a system of 2N +1 equations is derived using
the Lyapunov–Schmidt reduction applied to the flow on the invariant manifold. In
the final section, this system is being solved for using an implicit function theorem.

Throughout we assume that hypotheses (H1)–(H6) are met.

3.1. Center-manifold reduction. We have the following lemma.
LEMMA 3.1. There exists a two-dimensional, locally invariant, and normally

hyperbolic manifold W c
hom ⊂ Rn of class C1,ρ jointly in (u, µ) for some ρ > 0. All

solutions staying near the heteroclinic loop for all times and for parameter values close
to zero are contained in W c

hom. The manifold is homeomorphic to an annulus.
Moreover, the flow restricted to W c

hom is C1-conjugated to the flow of an appro-
priate vector field g(u, µ) of class C1 defined on R2. The hypotheses (H1)–(H6) are
still satisfied for g and, in addition, g is linear locally near both equilibria.

Proof. The existence of W c
hom is an application of [San95, Theorem 1]. We shall

verify the assumptions of that theorem using the decomposition

σ(Duf(pk, 0)) = σss
k ∪ σc

k ∪ σuu
k , σc

k = {−αs
k, αu

k}.

Then [San95, (H1), (H̃3)] are satisfied due to (H1) and (H5), while [San95, (H4)] is
void. It remains to verify [San95, (H̃2)] which reads

Tq1(0)W
uu(p1) ⊕ Tq1(0)W

u,s,ss(p2) = Rn,

Tq1(0)W
s,u,uu(p1) ⊕ Tq1(0)W

ss(p2) = Rn,

and the analogous condition for q2(t). Here, Wu,s,ss(p2) denotes an invariant mani-
fold tangent to the generalized eigenspace Eu,s,ss associated with σss

2 ∪ σc
2 at p2 and

similarly for W s,u,uu(p1). On account of (H1), it suffices to prove that

Tq1(0)W
uu(p1) ∩ Tq1(0)W

u,s,ss(p2) = {0},

Tq1(0)W
s,u,uu(p1) ∩ Tq1(0)W

ss(p2) = {0}.
(3.1)

We have

Tq1(0)W
u,s,ss(p2) = Tq1(0)W

s(p2) ⊕ Rvu

for some nonzero vu. On account of (H3) and (H5), the intersection

Tq1(0)W
uu(p1) ∩ Tq1(0)W

s(p2) = {0}

is trivial. Therefore, if the first equation of (3.1) does not hold, there exists a vector
w ∈ Tq1(0)W

s(p2) such that

vu + w ∈ Tq1(0)W
uu(p1) ∩ Tq1(0)W

u,s,ss(p2).

Let vu(t) and w(t) be the solutions of the variational equation along q1(t) satisfying
vu(0) = vu and w(0) = w. Choose q1(0) close to p2, so that Tq1(0)W

u,s,ss(p2) is close
to Eu,s,ss. Then, due to (H5), 〈ψ1(0), vu〉 6= 0. However, the solution vu(t) + w(t) ∈
Tq1(t)W

uu(p1) decays exponentially to zero for t → −∞, while

〈ψ1(t), vu(t) + w(t)〉 (2.2)
= 〈ψ1(t), vu(t)〉 = 〈ψ1(0), vu(0)〉 6= 0
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Σ1

Σ2

p2p1

Σ̃1

Σ̃2

ψ1(t)

ψ2(t)

FIG. 5. The choice of the sections in R2. The arrows denote the positive direction once sections
are identified with intervals in R.

is independent of t as ψ1(t) solves the adjoint equation. This is a contradiction to
ψ1(t) being bounded; thus

Tq1(0)W
uu(p1) ∩ Tq1(0)W

u,s,ss(p2) = {0}.

The argument for the second equation of (3.1) is similar. Thus we can apply [San95,
Theorem 1] to conclude the existence of an invariant manifold W c

hom. Moreover, by
the construction in [San95], W c

hom is homeomorphic to an annulus owing to (H6).
That the flow on W c

hom is C1-conjugated to the flow of a C1-vector field in R2 follows
from [San95, section 3.5]. The statement about the smooth linearization is proved in
[Hom96, Proposition A.1.1].

Hence we can restrict the analysis to a C1-vector field g in R2 satisfying (H̃1),
(H2)–(H6), and being linear locally near both equilibria, where hypothesis (H̃1) is
given by the following.

(H̃1) We assume that dimW s(p1, 0) = dimW s(p2, 0) = 1 and

σ(Duf(pk(µ), µ)) = {−αs
k(µ), αu

k(µ)}, 0 < αs
k(µ) < αu

k(µ)

hold for k = 1, 2. We define αk(µ) = αu
k(µ)/αs

k(µ) > 1.

3.2. Lin’s method in R2. According to the last section, it suffices to consider
a vector field

u̇ = g(u, µ), (u, µ) ∈ R2 × R2,(3.2)

with g ∈ C1 such that (H̃1) and (H2) up to (H6) are satisfied and the flow near the
equilibria pk for k = 1, 2 is linear. Choose Poincaré sections Σk and Σ̃k for k = 1, 2 as
in Figure 5. All sections are chosen inside the regions near the equilibria pk where the
flow is linear. Moreover, we shall identify the one-dimensional sections with intervals
in R as shown in Figure 5. Next, we compute various Poincaré maps. Denoting the
time spent between Σ1 and Σ2 by T , the map from Σ1 to Σ2 is given by

Σ1 → Σ2,

e−αu
2 (µ)T 7→ e−αs

2(µ)T ,
(3.3)
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using the fact that the vector field is linear. Similarly, the map from Σ̃2 to Σ̃1 equals

Σ̃2 → Σ̃1,

e−αu
1 (µ)τ 7→ e−αs

1(µ)τ .
(3.4)

The maps

Π̃k(u, µ) : Σ̃k → Σk,

u 7→ −Πk(u, µ) + dk(µ)
(3.5)

are diffeomorphisms with Πk(u, µ) ∈ C1, Πk(0, µ) = 0, and DuΠk(0, µ) > 0 for
k = 1, 2. The minus sign before the term Πk(u, µ) appearing in (3.5) is a consequence
of hypothesis (H6); see Figure 5. Due to hypothesis (H4), we may assume that
dk(µ) = µk by a C1-transformation of parameters. Indeed, with uu

k(µ) ∈ Wu(pk, µ)
and us

k(µ) ∈ W s(pk, µ) chosen properly, and after possibly shifting time such that
qk(0) ∈ Σk, the separation function dk(µ) = 〈ψk(0), uu

k(µ) − us
k+1(µ)〉 measures the

signed distance of the one-dimensional stable and unstable manifolds of the equilibria
at the section Σk; see, for instance, [Kok88], [Lin90], or [Den91b]. The integrals Nk

appearing in (H4) are in fact the derivatives of dk(µ) at µ = 0. For consistency
with the remark stated before Theorem 2.1, we note that parameters can be changed
in the original system before applying the center-manifold reduction resulting in a
C2-transformation.

Summarizing the above, we obtain a map

Σ2 → Σ1,

−Π2(e−αu
1 (µ)τ , µ) + µ2 7→ −Π1(e−αs

1(µ)τ , µ) + µ1.
(3.6)

All solutions being mapped from Σ2 to Σ1 are captured by the above parametrization.
The next step consists in formulating the Poincaré map by means of the return time
with respect to the sections Σk instead of the one for Σ̃k.

The times needed for initial points u ∈ Σ̃k to reach the sections Σk are given by
functions Ωk(u, µ). Both functions Ωk(u, µ) are in C1 and bounded uniformly in u.
Thus the time T needed for the initial point

−Π2(e−αu
1 (µ)τ , µ) + µ2 ∈ Σ2

to reach

−Π1(e−αs
1(µ)τ , µ) + µ1 ∈ Σ1

is given by

T = τ + Ω1(e−αs
1(µ)τ , µ) + Ω2(e−αu

1 (µ)τ , µ).

By the implicit function theorem, we can solve this equation with respect to τ yielding
a C1-function τ(T, µ), with

τ(T, µ) = T − Ω1(e−αs
1(µ) τ(T,µ), µ) − Ω2(e−αu

1 (µ) τ(T,µ), µ).(3.7)

Therefore, we obtain the following lemma.
LEMMA 3.2. The Poincaré maps from Σ1 to Σ2 and vice versa are given by

Σ1 → Σ2,

e−αu
2 (µ)T 7→ e−αs

2(µ)T(3.8)
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and

Σ2 → Σ1,

−Π2(e−αu
1 (µ) τ(T,µ), µ) + µ2 7→ −Π1(e−αs

1(µ) τ(T,µ), µ) + µ1,
(3.9)

respectively. The C1-function τ(T, µ) defined in (3.7) satisfies∣∣∣ d

dT
τ(T, µ) − 1

∣∣∣ � 1,

and the C1-maps Ωk(u, µ) are bounded uniformly in u. Moreover, Πk(u, µ) ∈ C1,
Πk(0, µ) = 0, and DuΠk(0, µ) > 0 for k = 1, 2. Up to this point, the construction
looks pretty much like using Shilnikov variables. However, in order to describe solu-
tions following the original heteroclinic loop several times, we shall adopt a boundary-
value-point-of-view. That is, we are not going to iterate the Poincaré maps given in
the previous lemma, but shall derive matching conditions in the sections.

Using Lemma 3.2, the existence of N -front solutions is equivalent to the existence
of return times Tj < ∞ for j = 0, . . . , 2N−1 and parameter values µ such that

e−αu
2 (µ)T0 = µ1,

e−αs
2(µ)T2j = −Π2(e−αu

1 (µ) τ(T2j+1,µ), µ) + µ2, j = 0, . . . , N − 1,

e−αu
2 (µ)T2j = −Π1(e−αs

1(µ) τ(T2j−1,µ), µ) + µ1, j = 1, . . . , N − 1,

0 = −Π1(e−αs
1(µ) τ(T2N−1,µ), µ) + µ1

(3.10)

holds. Indeed, then the various pieces of solutions defined in between the sections will
fit together. Moreover, the first and last equation assert that the solution is contained
in the unstable and stable manifolds of the equilibria p1 and p2, respectively. In fact,
T2j+1 and T2j are the times spent near the equilibria p1 and p2, respectively. Define

a2j+1 s = e−αs
1(µ) τ(T2j+1,µ), s = e−αs

1(µ) τ(T2N−1,µ),

a2j r = e−αs
2(µ)T2j , r = e−αs

2(µ)T0
(3.11)

for j = 0, . . . , N−1 such that a0 = a2N−1 = 1 and a1, . . . , a2N−2 are bounded. In the
new variables aj , r, and s, equation (3.10) reads

rα2(µ) − µ1 = 0,

r + Π2((a1s)α1(µ), µ) − µ2 = 0,

(a2jr)α2(µ) + Π1(a2j−1s, µ) − µ1 = 0, j = 1, . . . , N − 1,

a2jr + Π2((a2j+1s)α1(µ), µ) − µ2 = 0, j = 1, . . . , N − 1,

Π1(s, µ) − µ1 = 0

(3.12)

with αk(µ) = αu
k(µ)/αs

k(µ) > 1. Whenever (aj , r, s) solve (3.12) such that aj > 0 and
r, s > 0, we obtain associated return times Tj < ∞ which solve (3.10) by using (3.11).
Indeed, we have

τ(T2j+1, µ) = − 1
αs

1(µ) ln(a2j+1s),

T2j = − 1
αs

2(µ) ln(a2jr),
(3.13)

and Lemma 3.2 implies that τ(T, µ) is invertible with respect to T . Hence, it suffices to
consider (3.12) keeping in mind that only positive solutions of this system correspond
to solutions of the original problem.
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3.3. Existence of N -fronts bifurcating from a twisted heteroclinic cycle.
We shall solve (3.12). Note that the functions Π1 and Π2 are in C1. By convention,
for α > 1, define xα to be zero for negative values of x yielding a C1-function, too.
Then (3.12) is defined for all aj bounded and r, s small including negative values.
Throughout this section, the range of the index j is j = 1, . . . , N−1.

First, solve

µ1 = rα2(µ),

Π1(s, µ) = rα2(µ)(3.14)

with respect to (µ1, s) near (r, s, µ) = 0 by the implicit function theorem using Lemma
3.2. Denote the solutions by µ1(µ2, r) and s(µ2, r), both of which are of class C1.
Observe that, owing to Π1(0, µ) = 0, the estimates

|s(µ2, r)|, |Dµ2s(µ2, r)| ≤ Cδ rα2−δ(3.15)

hold for arbitrary small positive δ. Using the ansatz µ2 = εr, the second equation in
(3.12) reads

r+Π2((a1s)α1(µ), µ)−µ2 = r+Π2
(
(a1s(εr, r))α1(εr,r), µ1(εr, r), εr

)
−εr = 0.(3.16)

Here and in the following, we will be a bit sloppy concerning the dependence of αk(µ)
and Πk on ε and r to avoid unnecessary complicated notation. Dividing (3.16) by r
yields

1 + r−1Π2
(
(a1s(εr, r))α1(εr,r), µ1(εr, r), εr

)
− ε = 0,(3.17)

which is C1 in (ε, a1) for r ≥ 0 owing to (3.15) and since the dependence on ε is due
to µ2 = εr. Using (3.15), we can solve (3.17) with respect to ε near ε = 1, r = 0, and
arbitrary bounded a1 yielding a C1-function

ε = ε(a1, r) = 1 + r−1Π2
(
(a1s̃(a1, r))α̃1(a1,r), µ̃1(a1, r), ε(a1, r)r

)
,(3.18)

where

s̃(a1, r) = s(ε(a1, r)r, r),
α̃k(a1, r) = αk(ε(a1, r)r, r),
µ̃1(a1, r) = µ1(ε(a1, r)r, r).

Notice that the dependence of all these functions on a1 is due to terms of the form
ε(a1, r)r. It remains to solve the system

Π1
(
a2j−1s̃(a1, r), µ̃(a1, r)

)
+ (a2jr)α̃2(a1,r) − µ̃1(a1, r) = 0,

a2jr + Π2
(
(a2j+1s̃(a1, r))α̃1(a1,r), µ̃(a1, r)

)
− ε(a1, r)r = 0

for j = 1, . . . , N−1. Dividing by rα̃2(a1,r) and r, respectively, yields

r−α̃2(a1,r) Π1
(
a2j−1s̃(a1, r), µ̃(a1, r)

)
+ a

α̃2(a1,r)
2j − 1 = 0,

a2j + r−1Π2
(
(a2j+1s̃(a1, r))α̃1(a1,r), µ̃(a1, r)

)
− ε(a1, r) = 0.

(3.19)

The functions

r−α̃2(a1,r) Π1
(
a2j−1s̃(a1, r), µ̃(a1, r)

)
,

r−1Π2
(
(a2j−1s̃(a1, r))α̃1(a1,r), µ̃(a1, r)

)
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are C1 in (a2j−1, a1) up to r = 0 owing to (3.14) and the above comment about the
dependence on a1. Moreover, the derivative with respect to a2j−1 at r = 0 equals one
for the first and zero for the second function. Therefore, a2j = 1 and a2j−1 = 0 for
j = 1, . . . , N−1 solve (3.19) with r = 0, and we can use the implicit function theorem
to obtain solutions a2j(r) and a2j−1(r) for positive r.

It remains to show that a2j−1(r) > 0 is positive for r > 0. Define constants γj

recursively by

γN := 0,

γN−1 := α1α2 − 1 > 0,

γj−1 := α1γj + γN−1 > γj

(3.20)

for j = 1, . . . , N−1. These constants are related to the numbers θj via

γj = θN+1−j .(3.21)

We will, however, work with the γj in order to keep the notation simpler. Let

a2j−1 = b2j−1 rγj ,

a2j = 1 − b2j rγj
(3.22)

for j = 1, . . . , N−1, and set b2N−1 = 1. Substituting these expressions together with
(3.18) into equation (3.19) yields

0 = r−α̂2(b1,r) Π1
(
b2j−1r

γj ŝ(b1, r), µ̂(b1, r)
)

− 1 + (1 − b2jr
γj )α̂2(b1,r),

0 = b2jr
γj + r−1

(
Π2

(
(b1r

γ1 ŝ(b1, r))α̂1(b1,r), µ̂(b1, r)
)

−Π2
(
(b2j+1r

γj+1 ŝ(b1, r))α̂1(b1,r), µ̂(b1, r)
))

,

where

ŝ(b1, r) = s(ε(b1r
γ1 , r)r, r),

α̂k(b1, r) = αk(ε(b1r
γ1 , r)r, r),

µ̂1(b1, r) = µ1(ε(b1r
γ1 , r)r, r),

µ̂2(b1, r) = ε(b1r
γ1 , r)r.

(3.23)

Dividing these equations by rγj reads

0 = r−(α̂2(b1,r)+γj) Π1
(
b2j−1r

γj ŝ(b1, r), µ̂(b1, r)
)

+r−γj
(
(1 − b2jr

γj )α̂2(b1,r) − 1
)
,

0 = b2j + r−(1+γj)
(
Π2

(
(b1r

γ1 ŝ(b1, r))α̂1(b1,r), µ̂(b1, r)
)

−Π2
(
(b2j+1r

γj+1 ŝ(b1, r))α̂1(b1,r), µ̂(b1, r)
))

.

(3.24)

As before, using the recursive relations (3.20), it is tedious but straightforward to see
that the functions appearing in (3.24) are C1 up to r = 0. Moreover, for r = 0, (3.24)
boils down to

b2i−1 − α2 b2i = 0, i = 1, . . . , N − 1,

b2i − DuΠ2(0, 0) DuΠ1(0, 0)−α1 bα1
2i+1 = 0, i = 1, . . . , N − 2,

b2N−2 − DuΠ2(0, 0) DuΠ1(0, 0)−α1 = 0

(3.25)
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owing to (3.14). It is straightforward to check that the Jacobian of (3.25) with respect
to (bj) is upper triangular with nonzero diagonal elements. Equation (3.24) can
therefore be solved near

b2N−2 = DuΠ2(0, 0) DuΠ1(0, 0)−α1 ,

b2i−1 = α2 b2i, i = 1, . . . , N − 1,

b2i−2 = b2N−2 bα1
2i−1, i = 2, . . . , N − 1

(3.26)

by invoking an implicit function theorem. This proves that

a2j−1 = (b2j−1 + o(1)) rγj ,

a2j = 1 − (b2j + o(1)) rγj
(3.27)

holds for j = 1, . . . , N −1. In particular, a2j−1(r) > 0 is positive for r > 0 thanks to
(3.26) and Lemma 3.2.

The expansion (2.3) of the return times is now an easy consequence of (3.13) and
(3.27) using the relation (3.21) of γj and θj .

Finally, we prove the claim about the ordering of the bifurcation curves in Figure
4. Summarizing the results obtained thus far and using the exponents θj instead of
γj , the bifurcation curve µ̄N(r) for N -fronts is given by

µ1(r) = rα2(µ1(r),µ2(r)),

µ2(r) = r + (CN + o(1)) rα1(α2+θN ) =: r + ρN(r)
(3.28)

for some positive constant CN . Indeed, the first equation is (3.14), while the second
is obtained by substituting (3.27) for j = 1 and the solution s(µ2, r) of (3.14) into
(3.16). Define the function µ̂1(r) by solving

µ̂1 = rα2(µ̂1,r)

with respect to µ̂1. This definition allows us to separate the parts of µ̄N(r) which are
independent of N from those which are not. Write

(µ1, µ2)(r) = (µ̂1(r) + σN , r + ρN(r)).

Then, using (3.28), a straightforward calculation shows that

σN(r) = O(rα2(µ̂1(r),r) rα1(α2+θN )−δ),

where δ > 0 can be chosen as small as we wish. Thus, the bifurcation curve µ̄N(r) for
N -fronts is given by

µ1(r) = rα2(µ̂1(r),r)(1 + O(rα1(α2+θN )−δ)),

µ2(r) = r + (CN + o(1)) rα1(α2+θN ).

As the exponent α1(α2 + θN) is larger than one, it is possible to write r as a function
of µ2:

r(µ2) = µ2 − (CN + o(1))µ
α1(α2+θN )
2

for µ2 ≥ 0. Therefore, using that δ > 0 can be chosen smaller than one, we obtain

µ1 = µ
α̂2(µ2)
2

(
1 − (CN + o(1))µ

α1(α2+θN )−1
2

)α̂2(µ2) (
1 + O(µα1(α2+θN )−δ

2 )
)

= µ
α̂2(µ2)
2

(
1 − α̂2(µ2) CN µ

α1(α2+θN )−1
2 + O(µα1(α2+θN )−δ

2 )
)
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u−
1

u+
2

u−
3 u+

3 u+
1

u−
2

p1 p2

Σ1 = q1(0) + X1

Σ2 = q2(0) + X2

FIG. 6. Description of N-front solutions for N = 1.

with α̂2(µ2) := α2(µ̂1(r(µ2)), r(µ2)). Now, the claim about the ordering of the curves
µ̄N(r) is an easy consequence of the fact that θN is strictly increasing in N .

Hence the proof of Theorem 2.1 is complete.

4. Stability. This section is devoted to the proof of Theorem 2.2. The basic
technique used is Lin’s method applied to the eigenvalue problem (2.4). We shall
use the abstract results from [San96] together with certain modifications needed in
the present situation. As for the concrete bifurcation investigated here, we are again
going to exploit the reduction to a two-dimensional invariant manifold. Finally, the
eigenvalues of the resulting tridiagonal matrix are calculated.

Throughout we suppose that hypotheses (H1)–(H7) are met.
Convention. Throughout this section, we use the convention that the ranges of

the indices i and j are i = 1, . . . , 2N +1 and j = 1, . . . , 2N unless stated otherwise.
Moreover, we define imod 2 ∈ {1, 2} by convention. The Landau symbol o(1) is taken
with respect to r → 0.

4.1. Abstract reduction of the eigenvalue problem. We consider equation
(2.1) and (2.4) in Rn keeping in mind that the N -fronts are actually contained in the
invariant C1-manifold W c

hom. We also extend the sections Σk for k = 1, 2 to sections
in Rn without changing notation.

Any solution with initial point in Σk and end point in Σk+1 is uniquely described
by the associated return time T . In particular, any N -front qN(t) is determined by
2N return times Tj for j = 0, . . . , 2N −1; see Theorem 2.1 and the proof in the last
section. Define u±

i (t) by

qN

(
t +

i−2∑
j=0

Tj

)
=

{
u−

i (t) for t ∈ [−1
2Ti−2, 0],

u+
i (t) for t ∈ [0, 1

2Ti−1]
(4.1)

for i = 1, . . . , 2N+1 and with T−1 = T2N = ∞; see Figure 6. As qN(t) is a solution of
(2.1), the functions u±

i satisfy

u+
i (0) = u−

i (0), i = 1, . . . , 2N + 1,

u+
j ( 1

2Tj−1) = u−
j+1(− 1

2Tj−1), j = 1, . . . , 2N.
(4.2)
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The eigenvalue problem (2.4)

v̇ =
(
Duf(qN(t), µ̄N) + λB(t)

)
v, t ∈ R

can be written as

v̇−
i = (Duf(u−

i (t), µ̄N) + λB(t)) v−
i for t ∈ (−1

2Ti−2, 0),

v̇+
i = (Duf(u+

i (t), µ̄N) + λB(t)) v+
i for t ∈ (0, 1

2Ti−1),

v+
i (0) = v−

i (0),

v+
j ( 1

2Tj−1) = v−
j+1(− 1

2Tj−1),

(4.3)

considered as equations over the complex field. Exploiting the fact that q̇N(t) solves
(2.4) for λ = 0 and using (4.1), we take the ansatz

v±
i (t) = u̇±

i (t) di + w±
i (t),

with di ∈ R. On account of [San96, section 3.1] and (4.2), equation (4.3) is then
equivalent to

ẇ±
i = (Duf(u±

i (t), µ̄N) + λB(t))w±
i + λ B(t) u̇±

i (t) di

for t ∈ (−1
2Ti−2, 0) and t ∈ (0, 1

2Ti−1), respectively,

w+
i (0) = w−

i (0),

w±
i (0) ∈ Xi mod 2,

w+
j ( 1

2Tj−1) = w−
j+1(− 1

2Tj−1) + u̇−
j+1(− 1

2Tj−1)(dj+1 − dj),

(4.4)

where the (complexified) subspaces Xk are defined by Σk = qk(0) + Xk for k = 1, 2.
Following [San96], we shall investigate the system

ẇ±
i = (Duf(u±

i (t), µ̄N) + λB(t))w±
i + λ B(t) u̇±

i (t) di

for t ∈ (−1
2Ti−2, 0) and t ∈ (0, 1

2Ti−1), respectively,

w+
i (0) − w−

i (0) ∈ CTu+
i (0)W

c
hom(µ̄N) ∩ Xi mod 2 ∼= C,

w±
i (0) ∈ Xi mod 2,

w+
j ( 1

2Tj−1) = w−
j+1(− 1

2Tj−1) + u̇−
j+1(− 1

2Tj−1)(dj+1 − dj).

(4.5)

Define the signed distances

ξi := 〈ψi mod 2(0), w+
i (0) − w−

i (0)〉 ∈ C;(4.6)

see Figure 5. Then we have the following lemma.
LEMMA 4.1. Equation (4.5) possesses a unique bounded solution w = W (λ)d

linear in d and analytic in λ. Moreover, w solves (4.4) if and only if

ξ = S(λ) d =
(
A(r) − λ (M + o(1)) + O(|λ|2)

)
d = 0(4.7)

for some analytic, matrix-valued function S(λ) and

M = diag(M1K1, M2K2, . . . , M1K1)

with K1, K2 > 0 positive. The matrix A(r) is determined by (4.5) with λ = 0. Any
solution of (2.4) with |λ| small is given by the above function W (λ). In particular,
d = (1, . . . , 1) solves S(0) d = 0.
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With the equivalence of (2.4) and (4.1) as well as Lemma 4.1 at hand, it therefore
remains to solve the reduced equation

det S(λ) = 0.(4.8)

Proof. The proof of the lemma is essentially contained in [San96], where the
analysis was done for N -pulses. We will briefly mention the changes needed here.

The hypotheses (H1) and (H3) ensure that the technique developed in [San96]
works in the present context. The only difference is that the linearized flows for the
heteroclinic solutions are used instead of linearizing along a single homoclinic orbit.
The major change made here in comparison with [San96] is that we allow for jumps
in

w+
i (0) − w−

i (0) ∈ CTu+
i (0)W

c
hom(µ̄N) ∩ Xi mod 2 ∼= C

compared with jumps in Cψ(0)

w+
i (0) − w−

i (0) ∈ Cψi mod 2(0),

where ψk(t) are the unique bounded solutions of the adjoint equation; see section 2.
However, the only property of Cψk(0) used in [San96] is the transversality condition

Rψk(0) ⊕ Rq̇k(0) ⊕ Tqk(0)W
uu(pk) ⊕ Tqk(0)W

ss(pk+1) = Rn

for k = 1, 2; see [San96, Lemma 3.5]. The corresponding relations(
Tu+

i (0)W
c
hom(µ̄N) ∩ Xk

)
⊕ Rq̇k(0) ⊕ Tqk(0)W

uu(pk) ⊕ Tqk(0)W
ss(pk+1) = Rn

are satisfied where k = imod 2. Indeed, this is a consequence of (2.2) and the proof of
Lemma 3.1. The statement about the matrix M follows from [San96, Lemma 3.6] and
the above discussion. Indeed, taking the limit r → 0 is equivalent to computing the
matrix M by investigating the eigenvalue problem (2.4) for the primary heteroclinic
orbits qk(t) for k = 1, 2 as ui → qi mod 2 for r → 0 in the sup-norm. The positive factors
K1 and K2 stem from the projection of ψk(0) onto the tangent spacesTqk(0)W

c
hom for

k = 1, 2.

4.2. Determining the reduced problem using center-manifolds. In order
to solve (4.8)

det S(λ) = det
(
A(r) − λ (M + o(1)) + O(|λ|2)

)
= 0,

we have to determine the matrix A(r). By definition, with λ = 0,

ξ = (〈ψi mod 2(0), w+
i (0) − w−

i (0)〉)i=1,...,2N+1 = A(r) d,

where w = W (0) d solves (4.5) with λ = 0; that is,

(i) ẇ±
i = Duf(u±

i , µ̄N) w±
i ,

for t ∈ (− 1
2Ti−2, 0) and t ∈ (0, 1

2Ti−1), respectively,

(ii) w+
i (0) − w−

i (0) ∈ CTu+
i (0)W

c
hom(µ̄N) ∩ Xi mod 2,

(iii) w±
i (0) ∈ Xi mod 2,

(iv) w+
j ( 1

2Tj−1) = w−
j+1(− 1

2Tj−1) + u̇−
j+1(− 1

2Tj−1)(dj+1 − dj).
(4.9)
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Therefore, the solutions wi have to solve the variational equation along the N -front.
Since W c

hom is locally invariant and C1, its continuous tangent bundle is invariant
under the linearized flow. Since u̇i ∈ TqN

W c
hom and the jumps of wi are required to

be in TqN
W c

hom, too, we expect that the solutions wi ∈ TqN
W c

hom are contained in the
tangent bundle as well. By uniqueness of w as stated in Lemma 4.1, it is therefore
sufficient to prove that we can solve (4.9) with wi ∈ Tui

W c
hom. Since the linearized

flow is still C0-conjugated to the linearized flow in R2, see Lemma 3.1, it suffices to
consider (4.9) for the vector field in R2 investigated in section 3—note that we do not
need any differentiability further on.

Hence consider w ∈ R2 from now on. Denote the evolution of

ẇ = Duf(u±
i (t), µ̄N) w

by Φ±
i (t, s), then w±

i (t) = Φ±
i (t, 0) w±

i (0) solves (4.9)(i) and (iii) for arbitrary w±
i (0) ∈

Xk. Note that (4.9)(ii) is then satisfied, too, as the subspaces Xk ⊂ R2 are one-
dimensional. We shall solve (4.9)(iv)

w+
j ( 1

2Tj−1) = w−
j+1(− 1

2Tj−1) + u̇−
j+1(− 1

2Tj−1)(dj+1 − dj)(4.10)

for given d = (di)i=1,...,2N+1 and j = 1, . . . , 2N . Observe that these equations decouple
as we can choose w±

i (0) ∈ Xk arbitrarily.
First, consider (4.10) for odd j = 2l+1 for l = 0, . . . , N−1. Then

Φ+
2l+1(t, 0) = Φ−

2l+2(t, 0) =

(
e−αs

2(µ)t 0

0 eαu
2 (µ)t

)
as the flow is linear. Also,

u̇−
2l+2(− 1

2T2l) = (−αs
2(µ) e− 1

2 αs
2(µ)T2l , αu

2 (µ) e− 1
2 αu

2 (µ)T2l)

and

w+
2l+1(

1
2T2l) = (0, e

1
2 αu

2 (µ)T2l w+
2l+1(0)),

w−
2l+2(− 1

2T2l) = (e
1
2 αs

2(µ)T2l w−
2l+2(0), 0),

identifying the subspaces Xk with R as in Figure 5. Thus, we conclude that

w+
2l+1(0) = αu

2 (µ) e−αu
2 (µ)T2l (d2l+2 − d2l+1) = o(r) (d2l+2 − d2l+1),

w−
2l+2(0) = αs

2(µ) e−αs
2(µ)T2l (d2l+2 − d2l+1)

= αs
2 (1 + o(1)) r (d2l+2 − d2l+1),

(4.11)

using (3.7) and (3.27).
Next, consider (4.10) for even j = 2l for l = 1, . . . , N . Then

Φ+
2l(t, 0) =

(
e−αs

1(µ)(t−Ω2) 0

0 eαu
1 (µ)(t−Ω2)

)
Φ+

2l(Ω2, 0),

Φ−
2l+1(−t, 0) =

(
e−αs

1(µ)(−t+Ω1) 0

0 eαu
1 (µ)(−t+Ω1)

)
Φ+

2l+1(−Ω1, 0)

for t > 0 large and with

Ω1 = Ω1(e−αs
1(µ) τ(T2l−1,µ), µ),

Ω2 = Ω2(e−αu
1 (µ) τ(T2l−1,µ), µ);
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see section 3.2. Therefore, we obtain

w+
2l(

1
2T2l−1) = (eαs

1(µ)(− 1
2 T2l−1+Ω2) πs

2l, e
αu

1 (µ)( 1
2 T2l−1−Ω2) πu

2l) w+
2l(0),

w−
2l+1(− 1

2T2l−1) = (eαs
1(µ)( 1

2 T2l−1−Ω1) πs
2l+1, e

αu
1 (µ)(− 1

2 T2l−1+Ω1) πu
2l+1) w−

2l+1(0)

for some constants πk
2l, π

k
2l+1 uniformly bounded in T2l−1 for k = s, u such that

πu
2l, π

s
2l+1 < −δ < 0(4.12)

for some δ owing to the sign convention for the sections—we identify the subspaces
Xk with R in the same way as we did for Σk; see Figure 5. The time derivative is
given by

u̇−
2l+1(− 1

2T2l−1) = (−αs
1(µ) e−αs

1(µ)( 1
2 T2l−1−Ω2), αu

1 (µ) e−αu
1 (µ)( 1

2 T2l−1−Ω1)).

Thus, (4.10) reads(
−eαs

1(µ)( 1
2 T2l−1−Ω1) πs

2l+1 eαs
1(µ)(− 1

2 T2l−1+Ω2) πs
2l

−eαu
1 (µ)(− 1

2 T2l−1+Ω1) πu
2l+1 eαu

1 (µ)( 1
2 T2l−1−Ω2) πu

2l

) (
w−

2l(0)
w+

2l+1(0)

)

=

(
−αs

1(µ) e−αs
1(µ)( 1

2 T2l−1−Ω2)

αu
1 (µ) e−αu

1 (µ)( 1
2 T2l−1−Ω1)

)
(d2l+1 − d2l),

and it is straightforward to calculate that for some δ > 0

w+
2l(0) = αu

1 (µ) e−αu
1 (µ)(T2l−1−Ω1−Ω2) πu

2l (1 + O(e−δT2l−1)) (d2l+1 − d2l)

= αu
1 (µ) e−αu

1 (µ) τ(T2l−1) πu
2l (1 + O(e−δτ(T2l−1))) (d2l+1 − d2l)

= o(rα2+γl) (d2l+1 − d2l),

w−
2l+1(0) = αs

1(µ) e−αs
1(µ)(T2l−1−Ω1−Ω2) πs

2l+1 (1 + O(e−δT2l−1)) (d2l+1 − d2l)

= αs
1(µ) e−αs

1(µ) τ(T2l−1) πs
2l+1 (1 + O(e−δτ(T2l−1))) (d2l+1 − d2l)

= αs
1 (b2l−1 + o(1))πs

2l+1 rα2+γl (d2l+1 − d2l);

(4.13)

see again (3.7) and (3.27). It is convenient to check the signs appearing in (4.11) and
(4.13) by inspecting Figures 5 and 6.

Thus, the differences of w±
i (0) for i = 1, . . . , 2N+1 with λ = 0 are given by

w+
2l(0) − w−

2l(0) = o(rα2+γl) (d2l+1 − d2l) − αs
2 (1 + o(1)) r (d2l − d2l−1),

w+
2l+1(0) − w−

2l+1(0) = o(r) (d2l+2 − d2l+1)

−αs
1 (b2l−1 + o(1))πs

2l+1 rα2+γl (d2l+1 − d2l),

and the jumps ξi read

ξ2l = 〈ψ2(0), w+
2l(0) − w−

2l(0)〉
= r

(
o(rα2+γl−1) (d2l+1 − d2l) + αs

2 (1 + o(1)) (d2l − d2l−1)
)
,

ξ2l+1 = 〈ψ1(0), w+
2l+1(0) − w−

2l+1(0)〉
= r

(
o(1) (d2l+2 − d2l+1)

−αs
1 (b2l−1 + o(1))πs

2l+1 rα2+γl−1 (d2l+1 − d2l)
)
.

(4.14)



HETEROCLINIC LOOP 201

Notice that the sign changes in the first equation since ψ2(0) points in the negative
direction of X2; see Figure 5. We rewrite (4.14) according to

ξ2l = r (−κ2l−1 d2l−1 + (κ2l−1 − κ̃2l) d2l + κ̃2l d2l+1),
ξ2l+1 = r (−κ2l d2l + (κ2l − κ̃2l+1) d2l+1 + κ̃2l+1 d2l+2),

using the definitions

κ2l−1 := c2l−1 + o(1) := αs
2 (1 + o(1)),

κ̃2l−1 := o(1),
κ2l := (c2l + o(1)) rβl := −αs

1 (b2l−1 + o(1))πs
2l+1 rα2+γl−1,

κ̃2l := o(rβl) := o(rα2+γl−1)

(4.15)

for l = 1, . . . , N and

κ0 = κ̃0 = κ2N+1 = κ̃2N+1 = 0.

The exponents βl and the constants cj satisfy

βl := α2 + γl − 1, l = 1, . . . , N,

0 < α2 − 1 = βN < βl < βl−1, l = 2, . . . , N − 1,

cj > 0, j = 1, . . . , 2N,

(4.16)

due to (3.20), (3.26), and (4.12).
Therefore, we end up with computing solutions of

det
(
rÃ(r) − Mλ + O(|λ|(|λ| + o(1)))

)
= 0,(4.17)

where

M = diag(M1K1, M2K2, . . . , M1K1)

for some positive constants K1, K2 > 0 and

Ã(r) =



−κ̃1 κ̃1

−κ1 κ1−κ̃2 κ̃2

−κ2 κ2−κ̃3 κ̃3

. . . . . .

−κ2N κ2N


.(4.18)

As we are mainly interested in stable N -front solutions, we assume

signM1 = signM2 = −1

from now on, and, by rescaling the solutions ψk(t), we obtain

M = − id .

The other cases can be handled similarly.
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4.3. Solving the reduced eigenvalue problem. Thus we shall solve (4.17).
By Rouché’s theorem, there exist precisely 2N +1 solutions of (4.17), since S(λ) is
analytic in λ and

det S(λ) = λ2N+1 + o(1)

near λ = 0.
One of these solutions is equal to zero,

λ2N+1 = 0,(4.19)

due to translational invariance. By construction, the associated eigenvector is given
by v = (1, . . . , 1); see Lemma 4.1.

Substituting λ = νr and M = − id into (4.17) and dividing by r2N+1 yields

det
(
Ã(r) + ν (id +o(1))

)
= 0.(4.20)

There are another N eigenvalues which can be computed easily. Indeed, setting r = 0
in (4.20), we obtain

det(Ã(0) + ν id) = νN+1
N∏

l=1

(c2l−1 + ν).

Hence, again by Rouché’s theorem, there exist precisely N solutions ν2l−1(r) of (4.20)
counted with multiplicity and continuous in r such that

ν2l−1(0) = −c2l−1 < 0.

They correspond to N eigenvalues λ2l−1(r) of (4.17) given by

λ2l−1(r) = ν2l−1(r) r = −(c2l−1 + o(1)) r < 0, l = 1, . . . , N.(4.21)

It remains to calculate the remaining N eigenvalues of (4.20). The columns of
the matrix S(ν, r) = Ã(r) + ν (id +o(1)) are given by

C1 = (−κ̃1 + ν, −κ1, 0, . . . , 0) + o(1)ν,

Cj =

(
0, . . . , 0, κ̃j−1, κj−1 − κ̃j + ν︸ ︷︷ ︸

jth

,−κj , 0, . . . , 0

)
+ o(1)ν, j = 2, . . . , 2N,

C2N+1 = (0, . . . , 0, κ̃2N , κ2N + ν) + o(1)ν;

see (4.18). Adding successively the jth column Cj to Cj−1 for j = 2N+1, . . . , 2 yields
a matrix with columns

C1 = (ν, . . . , ν) + o(1)ν,

Cj =

(
0, . . . , 0, κ̃j−1, κj−1 + ν︸ ︷︷ ︸

jth

, ν, . . . , ν

)
+ o(1)ν, j = 2, . . . , 2N,

C2N+1 = (0, . . . , 0, κ̃2N , κ2N + ν) + o(1)ν.

Note that this transformation does not change the determinant. Moreover, recall from
(4.15) that

κ2l−1 = c2l−1 + o(1), κ̃2l−1 = o(1) = o(κ2l−1),
κ2l = (c2l + o(1)) rβl , κ̃2l = o(rβl) = o(κ2l)
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for positive constants cj > 0 and exponents βl > 0 strictly decreasing in l; see (4.16).
For fixed k satisfying 1 ≤ k ≤ N , we make the ansatz

ν = rβk η.

Substituting it into the matrix yields

C1 =
[
(η, . . . , η) + o(1)

]
rβk ,

C2l =

[(
0, . . . , 0, c2l−1︸ ︷︷ ︸

(2l)th

, 0 . . . , 0

)
+o(1)

]
,

C2l+1 =



[(
0, . . . , 0, η︸︷︷︸

(2l+1)th

, η, . . . , η

)
+ o(1)

]
rβk , l < k,

[(
0, . . . , 0, c2k + η︸ ︷︷ ︸

(2k+1)th

, η, . . . , η

)
+ o(1)

]
rβk , l = k,

[(
0, . . . , 0, c2l︸︷︷︸

(2l+1)th

, 0, . . . , 0

)
+ o(1)

]
rβl , l > k

for l = 1, . . . , N . Thus, factorizing the powers of r multiplying each column, the
determinant of the matrix S(rβkη, r) equals

det S(rβk η, r) =
(
det S̃(η, r)

)
r(k+1)βk

N∏
l=k+1

rβl ,

where the columns of S̃(η, r) are given by

C1 =
[
(η, . . . , η) + o(1)

]
,

C2l =

[(
0, . . . , 0, c2l−1︸ ︷︷ ︸

(2l)th

, 0 . . . , 0

)
+ o(1)

]
,

C2l+1 =



[(
0, . . . , 0, η︸︷︷︸

(2l+1)th

, η, . . . , η

)
+ o(1)

]
, l < k,

[(
0, . . . , 0, c2k + η︸ ︷︷ ︸

(2k+1)th

, η, . . . , η

)
+ o(1)

]
, l = k,

[(
0, . . . , 0, c2l︸︷︷︸

(2l+1)th

, 0, . . . , 0

)
+ o(1)

]
, l > k.

As we are interested in zeroes for r > 0, it suffices to solve

det S̃(η, r) = 0.(4.22)
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This matrix, however, is upper triangular up to terms of order o(1). Its determinant
is therefore given by

det S̃(η, r) = det S̃(η, 0) + o(1)

= ηk
( ∏N

l=k+1 c2l

)
(η + c2k)

( ∏N
l=1 c2l−1

)
+ o(1).

Again by Rouché’s theorem, there is a unique solution η2l(r) of (4.22) satisfying

η2l(0) = −c2l

for l = 1, . . . , N . The corresponding solution λ2l(r) of (4.17) is given by

λ2l(r) = ν2l(r) r = η2l(r) r1+βl = −(c2l + o(1)) r1+βl(4.23)

= −(c2l + o(1)) rα2+γN+1−l

for l = 1, . . . , N ; see (4.16) for the last identity. Note that these solutions are not the
same for different values of l owing to (4.16). Moreover, they converge faster to zero
than the eigenvalues λ2l−1 obtained in (4.21).

Summarizing the facts obtained above, we have calculated 2N +1 solutions λj

of (4.17) appearing in (4.19), (4.21), and (4.23). According to the remark above,
they are pairwise distinct, from which we have found all solutions. This proves
Theorem 2.2.

5. Application to the FitzHugh–Nagumo equation. Consider the Fitz-
Hugh–Nagumo equation

ut = uxx + f(u) − w,

wt = ε(u − γw)
(5.1)

for x ∈ R with f(u) = u(1 − u)(u − a) and a ∈ (0, 1
2 ) fixed. This equation is a

simplification of the Hodgkin–Huxley equation modeling the propagation of impulses
in nerve axons. Being interested in travelling waves (u, w)(x, t) = (u, w)(x + ct), we
introduce new variables (ξ, t) = (x + ct, t) in which (5.1) takes the form

ut = uξξ − cuξ + f(u) − w,

wt = −cwξ + ε(u − γw).
(5.2)

The existence of fronts travelling with wave speed c boils down to investigating hete-
roclinic orbits of the ordinary differential equation

u̇ = v,

v̇ = cv − f(u) + w,

ẇ = ε
c (u − γw),

(5.3)

which is the steady-state equation corresponding to (5.2). Here ˙ = d/dξ. Linearized
stability of equilibria (u, w) of (5.2) is determined by the spectrum of the linear
operator

L(U, W ) =

(
Uξξ − c Uξ + Duf(u)U − W

−c Wξ + ε(U − γW )

)
.(5.4)
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ξ

|u|, |w|

p1

p2
TTT

δ1T δ2T δ3T

FIG. 7. The N-front wave solution for N = 3. The distances of the layers are given by T and
δjT = αu

2 +αs
2 θN+1−j

αs
1

T with θN+1−j > 0 strictly decreasing in j; see Theorem 2.1.

In particular, eigenvalues λ with corresponding eigenfunction (U, W ) of L are given
by bounded solutions of

U̇ = V,

V̇ = c V − Duf(u)U + W + λU,

Ẇ = ε
c (U − γW ) − λ

c W.

(5.5)

Deng proved in [Den91b] that there is a curve (γ(ε), c(ε)) for all ε > 0 sufficiently
small such that the FitzHugh–Nagumo equation (5.3) possesses a twisted heteroclinic
loop for these values of parameters. In particular, he concluded the existence of N -
fronts for any N ≥ 1 using his result [Den91a]. Theorem 2.1 of the present article
provides the distance of the layers; see Figure 7. Yanagida proved in [Yan89] that
the simple fronts q1(t) and q2(t) building the heteroclinic loop are linearly stable with
respect to the partial differential equation; that is, the spectrum of the linearized
operator (5.4) is contained in the left half-plane except for a simple eigenvalue at
zero. Finally, Nii [Nii95b] proved that the 1-fronts are linearly stable, too, using
topological methods—however, he had to assume that the flow of (5.3) is linear near
both equilibria. The next result asserts that in fact all N -fronts are linearly stable
and provides asymptotic expansions of the critical eigenvalues.

THEOREM 5.1. The N -fronts (and N -backs) of (5.1) proved to exist by Deng
[Den91b] are linearly stable for all N . The 2N +1 critical eigenvalues near zero are
given by Theorem 2.2. Note that linear stability implies nonlinear stability by [BJ89].

Proof. We shall use Theorem 2.2 to conclude linear stability of the N -fronts. First
note that the hypotheses (H1)–(H6) needed in that theorem are met by [Den91b].
Moreover, by the results in [AGJ90] and the stability of the simple fronts proved in
[Yan89], it is sufficient to calculate eigenvalues of the linearized operator (5.4) near
zero; see for example [Nii95b] for a discussion. Indeed, the spectrum of (5.4) does
not contain eigenvalues with nonnegative real part and large modulus; see [Eva75].
Comparing the eigenvalue problem (5.5) and the travelling wave equation (5.3) with
equations (2.1) and (2.4), we see that they are of the same form by taking B according
to

B =

 0 0 0
1 0 0
0 0 −1

c

 .

Hence it suffices to prove that the Melnikov integrals∫ ∞

−∞
〈ψk(t), Bq̇k(t)〉 dt < 0(5.6)
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p1 p2

e2

ψ2(0)

e1

ψ1(0)

FIG. 8. Conventions used by Deng and the present article.

are negative for k = 1, 2, where ψk(t) are chosen according to hypothesis (H6); see
Figures 2 or 8. Indeed, then the statement of the theorem follows immediately from
Theorem 2.2.

In order to do so, notice that for any solution (u, v, w) of (5.3)

B

 u̇

v̇

ẇ

 =

 0
u̇

−1
c ẇ

 =

 0
v

− ε
c2 (u − γw)

 = DcF (u, v, w, c)

holds, where F denotes the right-hand side of (5.3). In particular, we obtain∫ ∞

−∞
〈ψk(t), Bq̇k(t)〉 dt =

∫ ∞

−∞
〈ψk(t), DcF (qk(t), c)〉 dt.(5.7)

The second integral in the above formula is the derivative with respect to c of the
signed distance of unstable and unstable manifolds measured in the direction ψk(0),
that is, ∫ ∞

−∞
〈ψk(t), DcF (qk(t), c)〉 dt =

d

dc
〈ψk(0), pu

k(c) − ps
k+1(c)〉,(5.8)

where pu
k(c) ∈ Wu(pk, c) and ps

k(c) ∈ W s(pk, c); see, for instance, [Kok88], [Lin90],
or [Den91b]. Here, and in the following, the index k is taken modulo two. The
last quantity appearing in (5.8) has been computed in [Den91b]. What is actually
computed therein is

d

dc
Qk =

d

dc
〈ek, ps

k+1(c) − pu
k(c)〉 < 0;(5.9)

see [Den91b, eq. (3.1)] for the definition and [Den91b, eqs. (5.3a), (5.4a)] for the
actual computation. Moreover, the vectors ek appearing in (5.9) above are chosen in
[Den91b, pp. 1641 and 1644] such that

ek = −ψk(0);(5.10)
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see Figure 8. Summarizing, we obtain from (5.7) and (5.8) that the Melnikov integrals∫ ∞

−∞
〈ψk(t), Bq̇k(t)〉 dt

(5.7),(5.8)
=

d

dc
〈ψk(0), pu

k(c) − ps
k+1(c)〉

(5.10)
=

d

dc
〈−ek(0), pu

k(c) − ps
k+1(c)〉

(5.9)
=

d

dc
Qk < 0

are indeed negative. Thus the theorem is proved.
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Abstract. The existence of phaselocked solutions in chains of weakly coupled oscillators is
proven rigorously. The solutions show interesting monotonicity which plays an important role for the
existence proofs. Under some conditions, we show that two-dimensional arrays can be decomposed
into two one-dimensional problems. With this theory of decomposition, target patterns can be
explained. Numerical results are provided to illustrate the theorems on the chain problem and to
show traveling waves in the chains and arrays.
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1. Introduction. Coupled oscillators play an increasingly important role in our
understanding of various types of repetitive activity in the nervous system. There
have been numerous analytic and numerical studies of the behavior of systems of
coupled oscillators. These range from models of cognitive processing and binding [1]
to attempts to model locomotor patterns [2]. Several connection topologies have been
explored primarily due to their mathematical tractability. The simplest topology is
a one-dimensional chain of oscillators. Mathematically, the case in which the two
ends are connected is the easiest to analyze, but in realistic applications, this rarely
arises. However, the chain topology is quite natural for models of systems such as
the lamprey swim central pattern generator [2] or the central pattern generator of the
leech [3]. The behavior of weakly coupled oscillators in a chain has been the object
of extensive work by several authors [4, 5, 6, 7, 8].

Two-dimensional arrays of oscillators have been subject to far less mathematical
analysis; most work deals exclusively with numerical simulations. They arise more
naturally than chains in attempts to understand oscillatory neural behavior in neural
tissue which is typically arranged in distinct two-dimensional sheets. Furthermore,
there are many phenomena that can occur in two- and three-dimensional systems of
oscillators that are not possible in one dimension.

It was shown in [5] that the phaselocked behavior of a sufficiently long chain of
weakly coupled oscillators can be described by the solutions of a singularly perturbed
two-point boundary value problem. The point of this reduction is that the analysis
of phaselocking and the behavior of the chain in the presence of inhomogeneities and
anisotropic coupling is much easier for the continuum model than for its discrete
analogue. In this paper, we will use another approach to investigate the phaselocked
behavior with any number of oscillators. That is, we do not require the length of the
chain to tend to infinity.

Coupled oscillators present an almost impossible problem to analyze in any gen-
erality. Thus, we will restrict our attention to a class of so-called phase models that
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arise when oscillatory elements are weakly coupled. As was the case in [5], we will
restrict our attention in this paper to nearest-neighbor coupling. In a later paper, we
investigate coupling with greater spread. We first consider one-dimensional chains of
oscillators. Then, we turn our attention to two-dimensional arrays. Under the condi-
tion that the distribution of intrinsic frequencies is a sum of two stripe distributions:
one with constant frequencies along each row and another with constant frequencies
along each column, we are able to decompose the two-dimensional problem into a set
of one-dimensional problems and from this gain insight into the global phaselocked
behavior. The techniques for two-dimensional arrays can be generalized in an obvious
fashion to three- and higher dimensional arrays.

The equations to be considered have the form

θ′
i = ωi + H+(θi+1 − θi) + H−(θi−1 − θi),(1.1)

where i = 1, . . . , n + 1, both H+ and H− are smooth 2π-periodic functions of their
arguments, and ωi is the frequency for each oscillator. Note that (1.1) is a nearest-
neighbor coupled system. The term H− (respectively, H+) will be ignored for i = 1
(respectively, i = n+1). Equation (1.1) arises naturally in systems of weakly coupled
oscillators. We assume that without coupling, each component of the chain has an
asymptotically stable limit cycle. Thus, without coupling, each oscillator is described
by a single coordinate, the phase, θi. The phase space of the n+1 oscillators then lies
in an n + 1 torus. If the oscillators interact weakly, then this invariant torus persists,
and it follows from averaging theory that the equations for the phases of the n + 1
oscillators is exactly equation (1.1). (For details on the derivation of these equations,
see, e.g., [4].) The interaction functions H± are easily computed once the uncoupled
oscillation is known and a formula is given for the interaction between the oscillators.

We point out that if two oscillators are coupled by diffusion, then the interaction
functions H± vanish at 0. Thus, if there are no local differences in the oscillators (ωi

is independent of i) then the synchronous state θi(t) = ωt is one possible solution.
However, if the coupling between oscillators is based on chemical transmission then one
does not expect that H±(0) will vanish. Because oscillators on the boundary (at the
ends in one dimension, on the edges in two dimensions, etc.) receive less synaptic input
than oscillators in the interior, this sets up a natural frequency difference between
the oscillators. This makes it possible to induce a pattern of relative phases such
as a traveling wave in one dimension and target patterns in two dimensions. In
[5] we analyzed chains of oscillators in which there is an intrinsic anisotropy in the
coupling so that H+ and H− are not necessarily the same. This was exploited in
order to suggest a mechanism for the uniform traveling wave of electrical activity in
the lamprey spinal cord. In this paper, we are mainly concerned with couplings for
which H± are identical. In [7] the behavior of the chain is understood by letting n
get very large and converting to a continuum equation. Here we do not restrict the
size of n; the results hold for both small and large n. The main reason that we first
analyze the one-dimensional chain is that we can then use these results to analyze a
class of solutions in two and higher dimensions.

In section 2, we shall take the technique used in [9] to prove the existence of
phaselocked solutions for several general cases. The monotonicity of the phaselocked
solutions is also obtained. The monotonicity does not have any specific implication for
traveling wave, but it does play a critical role in the existence proof of the phaselocked
solutions.

In section 3, we shall investigate the two-dimensional arrays of weakly coupled
oscillators based on the existence results of section 2. As in the one-dimensional case,
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we restrict our attention to nearest-neighbor coupling, but the coupling in each of
the four directions need not be the same. Under some conditions on the frequencies
ωij , we can reduce this problem to two independent chain problems such that we can
apply the results obtained from section 2 to describe the behavior of two-dimensional
arrays of weakly coupled oscillators. One of the main results is that with isotropic
“synaptic coupling,” target patterns spontaneously form and synchrony cannot occur.
This is due to the effects of boundaries in synaptically coupled cells.

Finally, we discuss some other two-dimensional solutions as well as how small
chains can qualitatively differ from very long chains.

2. Chains of oscillators. For convenience, the equations (1.1) are written in
the form

θ′
1 = ω1 + H+(θ2 − θ1),

θ′
i = ωi + H−(θi−1 − θi) + H+(θi+1 − θi),(2.1)

θ′
n+1 = ωn+1 + H−(θn − θn+1).

We take φi = θi+1 − θi, βi = ωi+1 −ωi, i = 1, . . . , n. Also, we define two functions
f and g related to H+ and H− as f(φ) + g(φ) = H+(φ) and f(φ) − g(φ) = H−(−φ).
In (2.1), if the ith equation is subtracted from the (i + 1)th one, we have

φ′
1 = β1 + f(φ2) + g(φ2) − 2g(φ1),

φ′
i = βi + f(φi+1) − f(φi−1) + g(φi+1) − 2g(φi) + g(φi−1),

i = 2, . . . , n − 1,(2.2)
φ′

n = βn − f(φn−1) − 2g(φn) + g(φn−1).

Two numbers φL and φR need to be considered. They are defined as f(φL) =
g(φL), i.e., H−(−φL) = 0, and f(φR) = −g(φR), i.e., H+(φR) = 0.

We assume some hypotheses on f and g in a sufficiently large interval J around
φ = 0:

(H1) g′(φ) > |f ′(φ)| for φ ∈ J ;
(H2) There exists a unique solution φL (respectively, φR) to f = g (respectively,

f = −g) for φ ∈ J .
These conditions are proposed in [5] with other conditions. Note that φR < 0 <

φL if f(0) > |g(0)| and φL < 0 < φR if f(0) < −|g(0)|.
2.1. Isotropic case with βi = 0, i = 1, . . . , n. We investigate the case with

H+ = H− and βi = 0, i = 0, . . . , n. In this case, f is an even function and g an odd
one. And we have φL = −φR. Then (2.2) can be rewritten as

φ′
1 = f(φ2) + g(φ2) − 2g(φ1),

φ′
i = f(φi+1) − f(φi−1) + g(φi+1) − 2g(φi) + g(φi−1),

i = 2, . . . , n − 1,(2.3)
φ′

n = −f(φn−1) − 2g(φn) + g(φn−1).

First of all, let’s look at the initial value problem (IVP) (2.1) with θi(0) = c where
c is any real number. Then by the facts that H+ = H− and ωi ≡ ω (since βi = 0,
i = 1, . . . , n), we have θi(t) = θn+2−i(t) for t ≥ 0, i = 1, . . . , n+1. Then the IVP (2.3)
with φi(0) = 0 shall yield φi(t) ≡ −φn+1−i(t). That inspires us to study the system
including only half the number of equations of (2.3).
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LEMMA 2.1. Let n = 2m − 1. Assume that f and g satisfy the conditions (H1),
(H2), and f(0) > 0; then the IVP (2.3) with φi(0) = 0, i = 1, . . . , n, has the following
monotonicity along the trajectory:

φL > φ1(t) > φ2(t) > · · · > φm−1(t) > φm(t) ≡ 0(2.4)

and

φ′
i(t) > 0, i = 1, . . . , m − 1(2.5)

for 0 < t < t̂, where t̂ is such that φ′
i(t̂) = 0, i = 1, . . . , m, or t̂ = +∞.

Remark . The fixed point always happens at t = +∞ for an autonomous system.
So we should have t̂ = +∞ here. But a finite positive t̂ does not affect our results.
Hence we define t̂ in the above way for the convenience of proof.

Proof. As we mentioned, φm(t) = −φn+1−m(t) = −φm(t) for t ≥ 0. Then
φm(t) ≡ 0 is obvious. Since we only use half the number of equations (2.3), we restate
them as

φ′
1 = f(φ2) + g(φ2) − 2g(φ1),

φ′
i = f(φi+1) − f(φi−1) + g(φi+1) − 2g(φi) + g(φi−1),

i = 2, . . . , m − 2,(2.6)
φ′

m−1 = f(0) − f(φm−2) − 2g(φm−1) + g(φm−2).

Therefore φ′
1(0) = f(0) > 0, φ′

i(0) = 0, i = 2, . . . , m − 1 (where we use the fact that
g(0) = 0 since g is odd).

Furthermore, one can show by induction that

φ′
1(0) > 0,

φ′
i(0) = · · · = φ

(i−1)
i (0) = 0,(2.7)

φ
(i)
i (0) = g′(0)φ(i−1)

i−1 (0) > 0, i = 2, . . . , m − 1.

Remark . By (H1), g′(0) > 0 such that φ
(i)
i (0) = [g′(0)]i−1φ′

1(0) > 0.
So there exists small δ > 0 such that (2.4) and (2.5) hold for 0 < t < δ if one

applies the Taylor’s expansion for φi(t) and φ′
i(t) around t = 0. Starting with this

result, we need to show that (2.4) and (2.5) are always true for t > 0.
By contradiction, suppose that there is a first place t0 where (2.4) and (2.5) break

down. Then we need to study the following cases.
CASE 1. φL = φ1(t0) ≥ φ2(t0) ≥ · · · ≥ φm−1(t0) > φm(t0) ≡ 0 and φ′

i(t0) ≥ 0,
i = 1, . . . , m − 1.

Then

0 ≤ φ′
1(t0) = f(φ2(t0)) + g(φ2(t0)) − 2g(φ1(t0))

= f(φ2(t0)) + g(φ2(t0)) − 2g(φL)
= f(φ2(t0)) + g(φ2(t0)) − f(φL) − g(φL)
= [f ′(ξ) + g′(ξ)](φ2(t0) − φL)
≤ 0,

where ξ ∈ (φ2(t0), φL) by the mean value theorem and (f ′ + g′)(ξ) > 0 by (H1). This
leads to φ2(t0) = φL.



212 LIWEI REN AND G. BARD ERMENTROUT

By induction on i, we shall gain φi(t0) = φL, i = 2, . . . , m − 1.
Then we have

0 ≤ f(0) − f(φL) − g(φL)
= f(0) + g(0) − f(φL) − g(φL)
= (f ′ + g′)(ξ)(0 − φL),

which implies φL ≤ 0. This leads to contradiction since φL > 0. Therefore Case 1 is
impossible.

CASE 2. φL > φ1(t0) > · · · > φj(t0) = φj+1 ≥ · · · ≥ φm−1(t0) > φm(t0) = 0
for some j ∈ {1, 2, . . . , m − 2} and φ′

i(t0) ≥ 0 ∀i ∈ {1, . . . , m − 1}.
Then

0 ≤ φ′
j+1(t0) = f(φj+2(t0)) − f(φj(t0)) + g(φj+2(t0)) − 2g(φj+1(t0)) + g(φj(t0))

= f(φj+2(t0)) − f(φj+1(t0)) + g(φj+2(t0)) − g(φj+1(t0))
= [f ′ + g′](ξ)(φj+2(t0) − φj+1(t0))
≤ 0,

which implies φj+2(t0) = φj+1(t0) (since f ′ + g′ > 0 in J and φj+1(t0) ≥ φj+2(t0)).
By induction, we have φL > φ1(t0) > · · · > φj(t0) = φj+1(t0) = · · · = φm−1(t0) >

φm(t0) = 0.
Then

0 ≤ φ′
m−1(t0) = f(0) − f(φm−1(t0)) − g(φm−1(t0))

= f(0) + g(0) − f(φm−1(t0)) − g(φm−1(t0))
= [f ′ + g′](ξ)(0 − φm−1(t0)),

which implies φm−1(t0) ≤ 0: a contradiction!
Therefore we eliminate the possibility of Case 2.
CASE 3. φL > φ1(t0) > · · · > φm−1(t0) > φm(t0) = 0 and φ′

i(t0) ≥ 0 ∀i and
φ′

j(t0) = 0 for some j ∈ {1, . . . , m − 1}.
First of all, if j = 1, i.e., φ′

1(t0) = 0, then we must have φ′
2(t0) = 0. Otherwise

φ′
2(t0) > 0; then for ε > 0 small enough, we have

φ′
1(t0 − ε) = φ′

1(t0) − φ′′
1(t0)ε + o(ε2)

= φ′
1(t0) − [f ′(φ2(t0)) + g′(φ2(t0))]φ′

2(t0)ε + 2g′(φ1(t0))φ′
1(t0)ε + o(ε2)

= −[f ′(φ2(t0)) + g′(φ2(t0))]φ′
2(t0)ε + o(ε2)

< 0.

This is a contradiction since t0 is the first place where (2.4) and (2.5) break down.
Furthermore, we can get φ′

i(t0) = 0, i = 2, . . . , m − 1 by using the techniques of
induction and contradiction. Taking t̂ = t0, we are done with the proof.

Secondly, assume that φ′
i(t0) > 0, i = 1, . . . , j − 1, and φ′

j(t0) = 0 for some
j ∈ {2, . . . , m − 1}. Then by applying the same technique above and noting that
g′ − f ′ > 0 in J , we will obtain φ′

j−1(t0) = 0, which is a contradiction. Hence we
eliminate Case 3.

Now by getting rid of Cases 1–3, we can conclude that either there exists a
t̂ > 0 such that (2.4) and (2.5) hold for 0 < t < t̂ and φ′

i(t̂) = 0, i = 1, . . . , m,
or the first place t0 where (2.4) and (2.5) break down does not exist. The proof is
completed.
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Remark 1. In the proof of Lemma 2.1, the monotonicity of solution along the
trajectory plays an important role. In order to get monotonicity at the start of the
trajectory, we need the initial vector φi(0) = 0, i = 1, . . . , n. For other initial vectors,
monotonicity fails.

Remark 2. Throughout this paper, we always start from φi(0) = 0. As we can
see in the following sections, if the monotonicity fails on the trajectory, we cannot
continue the proof theoretically. But numerical experiments show that the solution
trajectory of (2.2) always converges to the same equilibrium for any initial vector. It
seems that the basin of attraction is infinitely large.

LEMMA 2.2. Let n = 2m. Assume that f and g satisfy the conditions (H1),
(H2), and f(0) > 0; then the IVP (2.3) with φi(0) = 0, i = 1, . . . , n, has the following
monotonicity along the trajectory:

φL > φ1(t) > φ2(t) > · · · > φm−1(t) > φm(t) > 0(2.8)

and

φ′
i(t) > 0, 0 < t < t̂, i = 1, . . . , m,(2.9)

where t̂ is such that φ′
i(t̂) = 0, i = 1, . . . , m, or t̂ = +∞.

Proof. The proof is similar to the proof of Lemma 2.1. The difference is that we
should restate the equations of (2.3) as

φ′
1 = f(φ2) + g(φ2) − 2g(φ1),

φ′
i = f(φi+1) − f(φi−1) + g(φi+1) − 2g(φi) + g(φi−1),

i = 2, . . . , m − 1,(2.10)
φ′

m = f(φm) − f(φm−1) − 3g(φm) + g(φm−1).

All the techniques from Lemma 2.1 can be applied here so we ignore the details.
THEOREM 2.3. Assume f and g satisfy the same conditions as in Lemmas 2.1

and 2.2; then the IVP (2.3) with φi(0) = 0, i = 1, . . . , n has the following properties:
(i) For each i ∈ {1, . . . , n}, there exists φ̄i such that limt→t̂ φi(t) = φ̄i;
(ii) (φ̄1, . . . , φ̄n) is the fixed point of the system (2.3);
(iii) φL > φ̄1 > φ̄2 > · · · > φ̄n−1 > φ̄n > φR;
(iv) φ̄i = −φ̄n+1−i, i = 1, . . . , n.
Proof. By the results of Lemmas 2.1 and 2.2, (i), (ii), and (iv) are easy to check.

Also we have φL ≥ φ̄1 ≥ φ̄2 ≥ · · · ≥ φ̄n−1 ≥ φ̄n ≥ φR. We need to show that all the
inequalities are strict. By contradiction, suppose φL = φ̄1. Then we have

0 = f(φ̄2) + g(φ̄2) − 2g(φ̄1)
= f(φ̄2) + g(φ̄2) − 2g(φL)
= f(φ̄2) + g(φ̄2) − [f(φL) + g(φL)]
= [f ′ + g′](ξ)(φ̄2 − φL),

which implies φ̄2 = φL.
Then we would have φ̄i = φL, i = 1, . . . , n by induction on i.
And 0 = −f(φL) − 2g(φL) + g(φL) = −f(φL) − g(φL) by the last equation of

(2.3) such that f(φL) = −g(φL) which leads to φL = φR. This contradicts φL = −φR

since φL > 0. Hence φL > φ̄1 must hold.
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FIG. 2.1. The isotropic case with H+(φ) = H−(φ) = H(φ) = .5 cos φ + sin φ, n = 11, and βi = 0.0.

Suppose φ̄1 = φ̄2; then 0 = f(φ̄2) + g(φ̄2) − 2g(φ̄1) by (2.3). This is 0 = f(φ̄1) −
g(φ̄1), which implies φ̄1 = φL. So we must have φL > φ̄1 > φ̄2. By the symmetry, we
have φR < φ̄n < φ̄n−1.

Suppose i is the first index such that φ̄i = φ̄i+1; then

0 = f(φ̄i+1) − f(φ̄i−1) + g(φ̄i+1) − 2g(φ̄i) + g(φ̄i−1)
= f(φ̄i) − f(φ̄i−1) − g(φ̄i) + g(φ̄i−1)
= f(φ̄i) − g(φ̄i−1) − g(φ̄i) + g(φ̄i−1)
= (g′ − f ′)(ξ)(φ̄i−1 − φ̄i),

which implies φ̄i−1 = φ̄i, a contradiction.
Hence φL > φ̄1 > φ̄2 > · · · > φ̄n−1 > φ̄n > φR.
In Figure 2.1 we illustrate the theory of Lemma 2.1 and Theorem 2.3 with a

numerical example. Here we take H+(φ) = H−(φ) = 0.5 cos φ + sinφ. Then φL =
−φR = arctan(0.5) ≈ 0.464 and J = (− arctan 2, arctan 2) ≈ (−1.107, 1.107) for the
conditions (H1) and (H2). We implemented the numerical computation by using
the interactive package XPPAUT which was developed by B. Ermentrout. From
the top to the bottom, the curves are φ1(t), . . . , φ11(t) (n = 11), respectively. Note
φ6(t) ≡ 0 is on the x-axis. The figure shows the monotonicity and symmetry of
solution (φ1(t), . . . , φn(t)) along the trajectory.

In Lemmas 2.1 and 2.2 and Theorem 2.3, we have the condition f(0) > 0. For
f(0) < 0, the results and the proofs are very similar. We just state Theorem 2.4
without proof.

THEOREM 2.4. Assume f and g satisfy (H1), (H2), and f(0) < 0; then the IVP
(2.3) with φi(0) = 0, i = 1, . . . , n has the following properties:

(i) For each i ∈ {1, . . . , n}, there exists φ̄i such that limt→t̂ φi(t) = φ̄i;
(ii) (φ̄1, . . . , φ̄n) is the fixed point of the system (2.3);
(iii) φL < φ̄1 < φ̄2 < · · · < φ̄n−1 < φ̄n < φR;
(iv) φ̄i = −φ̄n+1−i, i = 1, . . . , n.
We turn our attention back to the system (2.1). Notice that we have

ω + H+(φ̄1) = ω + H−(−φ̄i−1) + H+(φ̄i) = ω + H−(−φ̄n), i = 2, . . . , n − 1.
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We take Ω = ω + H−(−φ̄i−1) + H+(φ̄i); then θ1 = Ωt, θi = Ωt +
∑i−1

k=1 φ̄k, i =
2, . . . , n+1, is the phaselocked solution of (2.1). Before showing that this phaselocked
solution is stable, we state a general stability result due to Ermentrout [10].

THEOREM 2.5 (Ermentrout, 1992). Consider the equations

dθk/dt = Hk(θ1 − θk, . . . , θM − θk), k = 1, . . . , M.(2.11)

Let θk = Ωt + ψ̄k be a phaselocked solution and let

ajk = ∂Hk(z1, . . . , zM )/∂zj(2.12)

evaluated at zj = ψ̄j − ψ̄k. Suppose that ajk ≥ 0 and the graph of the matrix (ajk)
is complete. Then the phaselocked solution is orbitally asymptotically stable in the
sense that there is a simple zero eigenvalue corresponding to translation in time and
all other eigenvalues have negative real parts.

Due to (H1), we have g′ ± f ′ > 0 in J . Then the phaselocked solution θ1 = Ωt,
θi = Ωt+

∑i−1
k=1 φ̄k, i = 2, . . . , n+1, satisfies the nonnegativity assumption in Theorem

2.5. The graph of (ajk) is complete since ai,i+1 > 0 and ai+1,i > 0 for i = 1, . . . , n.
So we have shown that the phaselocked solution is asymptotically stable. This result
is summarized in the following theorem.

THEOREM 2.6. Under the conditions of Theorem 2.3 or 2.4, θ1 = Ωt, θi = Ωt +∑i−1
k=1 φ̄k, i = 2, . . . , n+1, is the phaselocked solution of (2.1), orbitally asymptotically

stable in the sense that there is a simple zero eigenvalue corresponding to translation
in time and other eigenvalues have negative real parts.

As a matter of fact, in Theorem 2.6, all the n nonzero eigenvalues with nega-
tive real parts are actually the eigenvalues of the system (2.3) linearized around the
equilibrium (φ̄1, . . . , φ̄n).

COROLLARY 2.7. Under the conditions of Theorems 2.3 or 2.4, (φ̄1, . . . , φ̄n) is an
asymptotically stable steady state of (2.3) and all the eigenvalues of the system (2.3)
linearized around it have negative real parts.

2.2. Isotropic case with βi = β 6= 0, i = 1, . . . , n. Throughout this section,
without loss of generality, we assume β < 0. If β > 0, you can subtract the consecutive
equations of (2.1) in another direction such that the frequency difference is less than
zero. In this case, we still have H+ = H−, which implies that f is even and g odd
such that φL = −φR. We restate (2.2) in the form

φ′
1 = β + f(φ2) + g(φ2) − 2g(φ1),

φ′
i = β + f(φi+1) − f(φi−1) + g(φi+1) − 2g(φi) + g(φi−1),

i = 2, . . . , n − 1,(2.13)
φ′

n = β − f(φn−1) − 2g(φn) + g(φn−1).

For β = 0, we have that (φ̄1, . . . , φ̄n) is the asymptotically stable steady state of (2.13)
following Corollary 2.7. Then if |β| is small enough, we should get an asymptotically
stable steady state φ̄i(β), i = 1, . . . , n near (φ̄1, . . . , φ̄n) by the implicit function
theorem. We denote the trajectory by φi(t, β), i = 1, . . . , n for the IVP (2.13) with
φi(0) = 0. By continuity, φi(t, β) should have the monotonicity and boundedness as
in Lemmas 2.1 and 2.2, and φi(t, β) → φ̄i(β) as t → +∞ if |β| is small enough. We
summarize this fact in Theorem 2.8

THEOREM 2.8. Assume that f and g satisfy (H1) and (H2). Let |β| be small
enough; then the IVP (2.13) with φi(0) = 0 satisfies that
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(i) if f(0) > 0, then

φL > φ1(t, β) > · · · > φn(t, β) > φR;(2.14)

(ii) if f(0) < 0, then

φL < φ1(t, β) < · · · < φn(t, β) < φR.(2.15)

Also φi(t, β) → φ̄i(β) as t → +∞ for i = 1, . . . , n, where (φ̄1(β), . . . , φ̄n(β)) is the
asymptotically stable steady state of (2.13) near (φ̄1, . . . , φ̄n).

Theorem 2.8 is not a particularly strong result. To keep the monotonicity and
boundedness, |β| has to be assumed very small. We would like to know when the
monotonicity breaks down. This leads to the following theorem.

THEOREM 2.9. Assume that f and g satisfy (H1), (H2), and f(0) > 0. Let |β| be
small enough that φn−1(t) ≥ φR, t > 0 for the IVP (2.13) with φi(0) = 0, i = 1, . . . , n.
Then we have the following properties along the trajectory:

(i) there is a sequence {tk}∞
k=1 (it could be a finite sequence) such that 0 = t1 <

t2 < · · · < tk < · · · < t̂, and for each k, there is lk ∈ {1, . . . , n} so that

φ′
i(t) > 0, i = 1, . . . , lk, tk < t < tk+1,

φ′
j(t) < 0, j = lk + 1, . . . , n, tk < t < tk+1,(2.16)

lk+1 ∈ {0, lk − 1, lk, lk + 1, n},(2.17)
either φ′

lk
(tk+1) = 0 or φ′

lk+1(tk+1) = 0 (not both),(2.18)
φL > φ1(t) > · · · > φn−1(t) > φn(t) > φβ , tk < t ≤ tk+1(2.19)

where t̂ is such that φ′
i(t̂) = 0, i = 1, . . . , n or t̂ = +∞, and φβ ∈ J is such that

f(φβ) + g(φβ) = β (note that φβ < φR).
(ii) for each i ∈ {1, . . . , n}, there exists φ̄i such that

lim
t→t̂

φi(t) = φ̄i,(2.20)

φL > φ̄1 > · · · > φ̄n > φβ ,(2.21)

and (φ̄1, . . . , φ̄n) is a fixed point of (2.13).
Remark . The condition φn−1(t) ≥ φR, t > 0 means that φn−1 cannot cross φR

along the trajectory. It is weaker than the condition in Theorem 2.8 since it allows φn

to cross φR. It holds when |β| is small enough (but not as small as in Theorem 2.8)
according to the results of section 2.1.

The proof of the theorem is very long. We put it in the Appendix for interested
readers.

Figure 2.2 is a numerical solution illustrating Theorem 2.9. Here H+(φ) =
H−(φ) = 0.5 cos φ + sinφ and β = −0.005. The figure shows monotonicity of so-
lution along the trajectory.

For the case f(0) < 0, we have results parallel to Theorem 2.9.
THEOREM 2.10. Assume that f and g satisfy (H1), (H2), and f(0) < 0. Let |β| be

small enough that φ2(t) ≥ φL, t > 0 for the IVP (2.13) with φi(0) = 0, i = 1, . . . , n.
Then we have the following properties along the trajectory:

(i) there is a sequence {tk}∞
k=1 (it could be a finite sequence) such that 0 = t1 <

t2 < · · · < tk < · · · < t̂ and for each k, there is lk ∈ {1, . . . , n} so that

φ′
i(t) < 0, i = 1, . . . , lk, tk < t < tk+1,



ARRAYS OF COUPLED OSCILLATORS 217

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

phi_i

0 50 100 150 200
t

FIG. 2.2. The isotropic case with H+(φ) = H−(φ) = H(φ) = .5 cos φ + sin φ, n = 11, and
βi = β = −0.005.

φ′
j(t) > 0, j = lk + 1, . . . , n, tk < t < tk+1,(2.22)

lk+1 ∈ {0, lk − 1, lk, lk + 1, n},(2.23)
either φ′

lk
(tk+1) = 0 or φ′

lk+1(tk+1) = 0 (not both),(2.24)
φβ < φ1(t) < · · · < φn−1(t) < φn(t) < φR, tk < t ≤ tk+1,(2.25)

where t̂ is such that φ′
i(t̂) = 0, i = 1, . . . , n or t̂ = +∞, and φβ ∈ J is such that

−f(φβ) + g(φβ) = β (note that φβ < φL).
(ii) for each i ∈ {1, . . . , n}, there exists φ̄i such that

lim
t→t̂

φi(t) = φ̄i,(2.26)

φβ < φ̄1 < · · · < φ̄n < φR,(2.27)

and (φ̄1, . . . , φ̄n) is a fixed point of (2.13).
As we did in section 2.1, if we let θ1(t) = Ωt, θi(t) = Ωt+

∑i−1
k=1 φ̄k, i = 1, . . . , n+

1, where (φ̄1, . . . , φ̄n) is the fixed point of (2.13) which we obtained in Theorems
2.9 and 2.10, then Theorem 2.5 assures us that (θ1(t), . . . , θn+1(t)) is an orbitally
asymptotically stable phaselocked solution of (2.1).

2.3. Nonisotropic case with βi = 0, i = 1, . . . , n. In this case, we have
H+ 6= H− which implies that f is not even and g is not odd anymore. So φL 6= −φR

in general. And we would like to restate (2.2) in the form

φ′
1 = f(φ2) + g(φ2) − 2g(φ1),

φ′
i = f(φi+1) − f(φi−1) + g(φi+1) − 2g(φi) + g(φi−1),

i = 2, . . . , n − 1,(2.28)
φ′

n = −f(φn−1) − 2g(φn) + g(φn−1).

THEOREM 2.11. Assume that f and g satisfy (H1), (H2), and f(0) > |g(0)|.
Then the IVP (2.28) with φi(0) = 0, i = 1, . . . , n has the following properties along
the trajectory:
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(i) There is a sequence {tk}∞
k=1 (it could be a finite sequence) such that 0 = t1 <

t2 < · · · < tk < · · · < t̂ and for each k, there is lk ∈ {1, . . . , n} so that

φ′
i(t) > 0, i = 1, . . . , lk, tk < t < tk+1,

φ′
j(t) < 0, j = lk + 1, . . . , n, tk < t < tk+1,(2.29)

lk+1 ∈ {0, lk − 1, lk, lk + 1, n},(2.30)
either φ′

lk
(tk+1) = 0 or φ′

lk+1(tk+1) = 0 (not both),(2.31)
φL > φ1(t) > · · · > φn−1(t) > φn(t) > φR, tk < t ≤ tk+1,(2.32)

where t̂ is such that φ′
i(t̂) = 0, i = 1, . . . , n, or t̂ = +∞.

(ii) For each i ∈ {1, . . . , n}, there exists φ̄i such that

lim
t→t̂

φi(t) = φ̄i,(2.33)

φL > φ̄1 > · · · > φ̄n > φR,(2.34)

and (φ̄1, . . . , φ̄n) is a fixed point of (2.28).
Proof. Note that f(0) > |g(0)|; then

φ′
1(0) = f(0) − g(0) > 0,

φ′
i(0) = 0, i = 2, . . . , n − 1,(2.35)
φ′

n(0) = −f(0) − g(0) < 0.

Then by (2.28) and (2.35), we have

φ′′
2(0) = [g′(0) − f ′(0)][f(0) − g(0)] > 0,

φ′′
n−1(0) = [g′(0) + f ′(0)][−f(0) − g(0)] < 0.(2.36)

By induction on i, we can get that for i = 3, . . . , m − 1

φ
(k)
i (0) = 0, k = 1, . . . , i − 1,(2.37)

φ
(i)
i (0) = [g′(0) − f ′(0)]i−1[f(0) − g(0)] > 0,

φ
(k)
n−i+1(0) = 0, k = 1, . . . , i − 1,

φ
(i)
n−i+1(0) = [g′(0) − f ′(0)]i−1[−f(0) + g(0)] < 0

whenever n = 2m − 1 or 2m − 2. And when n = 2m − 1, we have extra terms

φ(k)
m (0) = 0, k = 1, . . . , m.(2.38)

Assume φ
(m+1)
m (0) 6= 0 (otherwise we can figure out φ

(M)
m (0) 6= 0 and φ

(k)
m (0) =

0, k = 1, . . . , M − 1).
Without loss of generality, we assume φm+1

m (0) > 0 when n = 2m − 1.
Then we have t1 = 0, l1 = m − 1 when n = 2m − 2, and t1 = 0, l1 = m

when n = 2m − 1. And the rest of the proof just mimics all the steps of proving
Theorem 2.9

Again in Figure 2.3 we show the results of Theorem 2.11. Here H+(φ) = H(φ)
and H−(φ) = 0.2H(φ) where H(φ) = 0.5 cos φ + sinφ. And φL = −φR = arctan(0.5)
and J = (− arctan 2, arctan 2). The monotonicity of the solution along the trajectory
can be seen from the figure. Also we see that the solution converges to a fixed point.
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FIG. 2.3. The nonisotropic case with H+(φ) = H(φ), H−(φ) = 0.2H(φ), H(φ) = .5 cos φ+sin φ,
n = 11, and βi = β = 0.

THEOREM 2.12. Assume that f and g satisfy (H1), (H2), and f(0) < −|g(0)|.
Then the IVP (2.28) with φi(0) = 0, i = 1, . . . , n has the following properties along
the trajectory:

(i) there is a sequence {tk}∞
k=1 (it could be a finite sequence) such that 0 = t1 <

t2 < · · · < tk < · · · < t̂ and for each k, there is lk ∈ {1, . . . , n} so that

φ′
i(t) < 0, i = 1, . . . , lk, tk < t < tk+1,

φ′
j(t) > 0, j = lk + 1, . . . , n, tk < t < tk+1,(2.39)

lk+1 ∈ {0, lk − 1, lk, lk + 1, n},(2.40)
either φ′

lk
(tk+1) = 0 or φ′

lk+1(tk+1) = 0 (not both),(2.41)
φL < φ1(t) < · · · < φn−1(t) < φn(t) < φR, tk < t ≤ tk+1,(2.42)

where t̂ is such that φ′
i(t̂) = 0, i = 1, . . . , n or t̂ = +∞.

(ii) for each i ∈ {1, . . . , n}, there exists φ̄i such that

lim
t→t̂

φi(t) = φ̄i,(2.43)

φL < φ̄1 < · · · < φ̄n < φR,(2.44)

and (φ̄1, . . . , φ̄n) is a fixed point of (2.28).

2.4. Nonisotropic case with βi = β 6= 0, i = 1, . . . , n. Throughout this
section, without loss of generality, we assume β < 0. If β > 0, you can subtract the
consecutive equations of (2.1) in another direction such that the frequency difference
is less than zero. In this case, like in section 2.2, we have H+ 6= H− which implies f
is not even and g not odd such that φL 6= −φR. And we would like to restate (2.2) in
the form

φ′
1 = β + f(φ2) + g(φ2) − 2g(φ1),

φ′
i = β + f(φi+1) − f(φi−1) + g(φi+1) − 2g(φi) + g(φi−1),

i = 2, . . . , n − 1,(2.45)
φ′

n = β − f(φn−1) − 2g(φn) + g(φn−1).
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THEOREM 2.13. Assume that f and g satisfy (H1), (H2), and f(0) > |g(0)|. Let
|β| be small enough that φn−1(t) ≥ φR, t > 0 for the IVP (2.45) with φi(0) = 0,
i = 1, . . . , n. Then we have the following properties along the trajectory:

(i) there is a sequence {tk}∞
k=1 (it could be a finite sequence) such that 0 = t1 <

t2 < · · · < tk < · · · < t̂ and for each k, there is lk ∈ {1, . . . , n} so that

φ′
i(t) > 0, i = 1, . . . , lk, tk < t < tk+1,

φ′
j(t) < 0, j = lk + 1, . . . , n, tk < t < tk+1,(2.46)

lk+1 ∈ {0, lk − 1, lk, lk + 1, n},(2.47)
either φ′

lk
(tk+1) = 0 or φ′

lk+1(tk+1) = 0 (not both),(2.48)
φL > φ1(t) > · · · > φn−1(t) > φn(t) > φβ , tk < t ≤ tk+1,(2.49)

where t̂ is such that φ′
i(t̂) = 0, i = 1, . . . , n or t̂ = +∞, and φβ ∈ J is such that

f(φβ) + g(φβ) = β (note that φβ < φR).
(ii) for each i ∈ {1, . . . , n}, there exists φ̄i such that

lim
t→t̂

φi(t) = φ̄i,(2.50)

φL > φ̄1 > · · · > φ̄n > φβ ,(2.51)

and (φ̄1, . . . , φ̄n) is a fixed point of (2.13).
Figures 2.4(a) and 2.4(b) are numerical illustrations of Theorem 2.13. Here

H+(φ) = H(φ) and H−(φ) = 0.2H(φ), where H(φ) = 0.5 cos φ + sinφ. And
φL = −φR = arctan(0.5) and J = (− arctan 2, arctan 2). Note that in Fig. 2.4(b),
φn−1(t) crosses φR somewhere so that the monotonicity is destroyed. However, the
trajectory still converges to a fixed point. Hence the monotonicity is not necessary
for the convergence of the solution. In Fig. 2.4(a) the monotonicity is preserved since
the |β| is so small that φn−1(t) does not cross φR.

THEOREM 2.14. Assume that f and g satisfy (H1), (H2), and f(0) < −|g(0)|.
Let |β| be small enough that φ2(t) ≥ φL, t > 0 for the IVP (2.45) with φi(0) = 0,
i = 1, . . . , n. Then we have the following properties along the trajectory:

(i) there is a sequence {tk}∞
k=1 (it could be a finite sequence) such that 0 = t1 <

t2 < · · · < tk < · · · < t̂ and for each k, there is lk ∈ {1, . . . , n} so that

φ′
i(t) < 0, i = 1, . . . , lk, tk < t < tk+1,

φ′
j(t) > 0, j = lk + 1, . . . , n, tk < t < tk+1,(2.52)

lk+1 ∈ {0, lk − 1, lk, lk + 1, n},(2.53)
either φ′

lk
(tk+1) = 0 or φ′

lk+1(tk+1) = 0 (not both),(2.54)
φβ < φ1(t) < · · · < φn−1(t) < φn(t) < φR, tk < t ≤ tk+1,(2.55)

where t̂ is such that φ′
i(t̂) = 0, i = 1, . . . , n or t̂ = +∞, and φβ ∈ J is such that

−f(φβ) + g(φβ) = β (note that φβ < φL).
(ii) for each i ∈ {1, . . . , n}, there exists φ̄i such that

lim
t→t̂

φi(t) = φ̄i,(2.56)

φβ < φ̄1 < · · · < φ̄n < φR,(2.57)

and (φ̄1, . . . , φ̄n) is a fixed point of (2.45).
By Theorem 2.5, the fixed points (φ̄1, . . . , φ̄n) from the two theorems above are

asymptotically stable steady state of (2.45).
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FIG. 2.4. The nonisotropic case with H+(φ) = H(φ), H−(φ) = 0.2H(φ), H(φ) = .5 cos φ+sin φ,
n = 11, (a) βi = β = −0.0005, (b) βi = β = −0.005.

3. Arrays of oscillators. In this section, we consider a two-dimensional array
of coupled oscillators. The equations to be considered have the form

θ′
ij = ωij + H+X(θi+1,j − θij) + H−X(θi−1,j − θij)

+ H+Y (θi,j+1 − θij) + H−Y (θi,j−1 − θij),
i, j = 1, . . . , n + 1,(3.1)

where H+X , H+Y , H−X , and H−Y are smooth 2π-periodic functions of the arguments
and ωij is the frequency for each oscillator.

Note that in (3.1), each oscillator is coupled with its four nearest neighbors. The
term H−X (respectively, H+X or H−Y or H+Y ) is ignored for i = 1 (respectively,
i = n + 1 or j = 1 or j = n + 1). We take

φij = θi+1,j − θij , i = 1, . . . , n, j = 1, . . . , n + 1,

ψij = θi,j+1 − θij , i = 1, . . . , n + 1, j = 1, . . . , n,
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αij = ωi+1,j − ωij , i = 1, . . . , n, j = 1, . . . , n + 1,

βij = ωi,j+1 − ωij , i = 1, . . . , n + 1, j = 1, . . . , n

and define the functions f , g, p, and q as

f(φ) + g(φ) = H+X(φ),
f(φ) − g(φ) = H−X(−φ),

p(ψ) + q(ψ) = H+Y (ψ),
p(ψ) − q(ψ) = H−Y (−ψ).(3.2)

Then in (3.1), if we subtract the (i, j)th equation from the (i + 1, j)th one and the
(i, j + 1)th one, respectively, we have

φ′
ij = αij + f(φi+1,j) − f(φi−1,j) + g(φi+1,j) − 2g(φij) + g(φi−1,j)

+ p(ψi+1,j) + p(ψi+1,j−1) − p(ψij) − p(ψi,j−1)
+ q(ψi+1,j) − q(ψi+1,j−1) − q(ψij) + q(ψi,j−1),
i = 1, . . . , n, j = 1, . . . , n + 1,

(3.3)
ψ′

ij = βij + p(ψi,j+1) − p(ψi,j−1) + q(ψi,j+1) − 2q(ψij) + q(ψi,j−1)
+ f(φi,j+1) + f(φi−1,j+1) − f(φij) − f(φi−1,j)
+ g(φi,j+1) − g(φi−1,j+1) − g(φij) + g(φi−1,j)
i = 1, . . . , n + 1, j = 1, . . . , n.

Note that the index (i, j) for φij should satisfy 1 ≤ i ≤ n and 1 ≤ j ≤ n + 1 and
the index (i, j) for ψij should satisfy 1 ≤ i ≤ n + 1, 1 ≤ j ≤ n. Hence if (i, j) is out
of range for φij or ψij , the corresponding terms on the right-hand sides of (3.3) are
ignored.

Again we define several constants related to f, g, p, and q. We define
• φL as f(φL) = g(φL), i.e., H−X(−φL) = 0;
• φR as f(φR) = −g(φR), i.e., H+X(φR) = 0;
• ψL as p(ψL) = q(ψL), i.e., H−Y (−ψL) = 0;
• ψR as p(ψR) = −q(ψR), i.e., H+Y (ψR) = 0.

We assume some hypotheses on f, g, p, and q in sufficiently large intervals JX and
JY around φ = 0 and ψ = 0, respectively:

(HX1) g′(φ) > |f ′(φ)| for φ ∈ JX ;
(HX2) there exists a unique φL (respectively, φR) to f = g (respectively, f = −g)

for φ ∈ JX ;
(HY1) q′(ψ) > |p′(ψ)| for ψ ∈ JY ;
(HY2) there exists a unique ψL (respectively, ψR) to p = q (respectively, p = −q)

for ψ ∈ JY .
Note that (HX1), (HX2), (HY1), and (HY2) are the assumptions extended from

the chain model.
Our goal is to apply the results obtained from the chain model to this array model.

In order to achieve this task, let us first consider a very special system of equations:

φ′
ij = Fij(Φ) + Gij(Ψ), i = 1, . . . , n, j = 1, . . . , n + 1,

(3.4)
ψ′

ij = Pij(Ψ) + Qij(Φ), i = 1, . . . , n + 1, j = 1, . . . , n,
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where

Φ = (φij)n×(n+1) = [Φ1, . . . ,Φn+1]

with

Φj =

 φ1j

...
φnj

 , j = 1, . . . , n + 1

and

Ψ = (ψij)(n+1)×n =

 Ψ1
...

Ψn+1


with

Ψi = [ψi1, . . . , ψin], i = 1, . . . , n + 1

and Fij , Pij , Gij , and Qij satisfy the following assumptions:
(i) if Φ1 = Φ2 = · · · = Φn+1 (i.e., φij is independent of the index j), then

Fi1(Φ) = Fi2(Φ) = · · · = Fi,n+1(Φ), i = 1, . . . , n,(3.5)
Qij(Φ) = 0, i = 1, . . . , n + 1, j = 1, . . . , n;(3.6)

(ii) if Ψ1 = Ψ2 = · · · = Ψn+1 (i.e., ψij is independent of the index i), then

P1j(Ψ) = P2j(Ψ) = · · · = Pn+1,j(Ψ), j = 1, . . . , n,(3.7)
Gij(Ψ) = 0, i = 1, . . . , n, j = 1, . . . , n + 1.(3.8)

Remark . The special form of (3.4) is a generalization of the system (3.3). We
will see this later. The conditions on Fij , Gij , Pij , and Qij reflect a homogeneity
requirement for the two-dimensional domain. That is, the phase lags between left
and right neighbors are the same for each row. Similarly, the lags between top and
bottom neighbors are the same for each column.

LEMMA 3.1. The set S = {(Φ,Ψ)|Φ1 = Φ2 = · · · = Φn+1 and Ψ1 = Ψ2 = · · · =
Ψn+1} is an invariant set for the system (3.4).

Proof. We only need to show that if (Φ(0),Ψ(0)) ∈ S, then Φ′
1(0) = · · · = Φ′

n+1(0)
and Ψ′

1(0) = · · · = Ψ′
n+1(0), i.e.,

φ′
i1(0) = φ′

i2(0) = · · · = φ′
i,n+1(0) for i = 1, . . . , n,(3.9)

ψ′
1j(0) = ψ′

2j(0) = · · · = ψ′
n+1,j(0) for j = 1, . . . , n.(3.10)

By (3.4), (3.5), and (3.8), we have that for each i ∈ {1, . . . , n},

φ′
ij(0) = Fij(Φ(0)) + Gij(Ψ(0))

= Fik(Φ(0)) + Gik(Ψ(0))
= φ′

ik(0).

Hence (3.9) is proven. Also, we can prove (3.10) in the same way.
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LEMMA 3.2. In the system (3.3), if we assume

αij = αi and βij = βj(3.11)

then (3.3) is a system of the type (3.4).
Proof. (3.3) is a special case of (3.4) where

Fij(Φ) = αij + f(φi+1,j) − f(φi−1,j) + g(φi+1,j) − 2g(φij) + g(φi−1,j),
Gij(Ψ) = p(ψi+1,j) + p(ψi+1,j−1) − p(ψij) − p(ψi,j−1)

+ q(ψi+1,j) − q(ψi+1,j−1) − q(ψij) + q(ψi,j−1),
Pij(Ψ) = βij + p(ψi,j+1) − p(ψi,j−1) + q(ψi,j+1) − 2q(ψij) + q(ψi,j−1),
Qij(Φ) = f(φi,j+1) + f(φi−1,j+1) − f(φij) − f(φi−1,j)

+ g(φi,j+1) − g(φi−1,j+1) − g(φij) + g(φi−1,j).

Since we have (3.11), αij is independent of j and βij is independent of i. Then if φij

is independent of j and ψij is independent of i, (3.5)–(3.8) are satisfied. The proof is
completed.

Remark . (3.11) means that the distribution of intrinsic frequencies is a sum of two
stripe distributions: one with constant frequencies along each row, and another with
constant frequencies along each column. Hence ωij is in the form of ωij = ωX

i + ωY
j .

LEMMA 3.3. If the system (3.3) satisfies (3.11), then the IVP (3.3) with

φij(0) = 0, i = 1, . . . , n, j = 1, . . . , n + 1,(3.12)
ψij(0) = 0, i = 1, . . . , n + 1, j = 1, . . . , n(3.13)

has the following identity property:

φi1(t) = φi2(t) = · · · = φi,n+1(t), i = 1, . . . , n,(3.14)
ψ1j(t) = ψ2j(t) = · · · = ψn+1,j(t), j = 1, . . . , n(3.15)

for t ≥ 0.
Proof. This is an immediate result of Lemmas 3.1 and 3.2.
Hence the IVP (3.3), (3.12), and (3.13) satisfying (3.11) is reduced to two inde-

pendent systems of chain model, i.e.,

φ′
1 = α1 + f(φ2) + g(φ2) − 2g(φ1),

φ′
i = αi + f(φi+1) − f(φi−1) + g(φi+1) − 2g(φi) + g(φi−1),

i = 2, . . . , n − 1,(3.16)
φ′

n = αn − f(φn−1) − 2g(φn) + g(φn−1)

and

ψ′
1 = β1 + p(ψ2) + q(ψ2) − 2q(ψ1),

ψ′
j = βj + p(ψj+1) − p(ψj−1) + q(ψj+1) − 2q(ψj) + q(ψj−1),

j = 2, . . . , n − 1,(3.17)
ψ′

n = βn − p(ψn−1) − 2q(ψn) + q(φn−1),

where φi = φi1 = · · · = φi,n+1 and ψj = ψ1j = · · · = ψn+1,j .
Note that both (3.16) and (3.17) are exactly in the form of (2.2).
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THEOREM 3.4. If the trajectories of the IVP (3.16) with φi(0) = 0 and the IVP
with (3.17) with ψj(0) = 0 converge to the fixed point (φ̄1, . . . , φ̄n) of (3.16) and the
fixed point (ψ̄1, . . . , ψ̄n) of (3.17) respectively, then the trajectory of the IVP (3.3) with
(3.12) and (3.13) goes to ((φ̄ij)n×(n+1), (ψ̄ij)(n+1)×n) which is the fixed point of (3.3),
where

φ̄ij = φ̄i, i = 1, . . . , n, j = 1, . . . , n + 1

and

ψ̄ij = ψ̄j , i = 1, . . . , n + 1, j = 1, . . . , n.

Also, Ω ≡ ωij + H+X(φ̄ij) + H−X(−φ̄i−1,j) + H+Y (ψ̄ij) + H−Y (−ψ̄i,j−1) (i, j =
1, . . . , n + 1) is the locked frequency of (3.1).

Proof. This is a straightforward result of Lemma 3.3.
Now if we let θ1,1(t) = Ωt, θij(t) = Ωt +

∑i−1
k=1 φ̄k +

∑j−1
k=1 ψ̄k, {θij(t)} is the

phaselocked solution of (3.1). And it is orbitally asymptotically stable by Theorem 2.5.
Therefore, all the results which we obtained in section 2 can be extended to this

system.
Remark 3. If the condition (3.11) is not satisfied, we will not achieve the reduction.

But if ωij = ωX
i + ωY

j + o(ε) for small ε, we still get a stable phaselocked solution by
the implicit function theorem.

Remark 4. The reduction technique could be applied to three-dimensional arrays
of oscillators as long as ωijk is in the form of ωijk = ωX

i + ωY
j + ωZ

k . And the array
models could be reduced to three independent chain models.

The following are some numerical results for the two-dimensional arrays of oscil-
lators (3.1) and the reduced chains (3.16) and (3.17). For all cases, ωij = ωX

i + ωY
j is

assumed. A basic function H(φ) = 0.5 cos φ + sinφ is assumed.
Example 1. Let H+X = H−X = H+Y = H−Y = H and ωij ≡ ω > 0. Then

(HX1), (HX2), (HY1), and (HY2) are satisfied with JX = JY = (− arctan 2, arctan 2)
and φL = −φR = ψL = −ψR = arctan(0.5). Also, f = p and g = q. Since ωij ≡ ω, the
condition (3.11) holds so that the array system (3.3) can be reduced to the two chain
systems (3.16) and (3.17) by Lemma 3.3. And (3.16) and (3.17) have asymptotically
stable equilibria following the results in section 2.1. Then (3.3) has an asymptotically
stable equilibrium. Noting that f = p, g = q, and αi = βj = 0, the solutions of (3.16)
and (3.17) are the identical. So we only study the solution φ̄i of (3.16). Figure 3.1(a)
is the plot for φ̄i where (i/(n + 1), φ̄i) are the coordinates. We can see that there is a
wave traveling outward in both directions from the midpoint of the chain [5, 11]. The
wave speed is almost constant except near the middle. By Theorem 3.4, φ̄ij = φ̄i and
ψ̄ij = ψ̄j . Then for the array, we have a wave traveling outward from the midpoint
of the array. Figure 3.1b shows this observation by plotting the relative phases. As
we mentioned in the introduction, with isotropic “synaptic coupling” target patterns
are the generic phaselocked behavior. (See the remarks at the end of this section for
a discussion about other stable patterns.)

Example 2. Let H+X = H+Y = 1.5H, H−X = H−Y = 0.5H, and ωij ≡ ω > 0.
Then (HX1), (HX2), (HY1), and (HY2) hold with JX = JY = (− arctan 2, arctan 2)
and φL = −φR = ψL = −ψR = arctan(0.5). Also, f = p and g = q. The reduction
from an array to two chains is then obtained. These two chains are identical according
to our choice of coupling functions. Figure 3.2 shows the results for the reduced chains
and the array. There is a wave traveling from the left of chain to the right. Thus there
is a wave traveling from the southwest corner to the northeast corner of the array.
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FIG. 3.1. n + 1 = 40. (a) Phase lags of the reduced chains. There is a wave traveling outward
in both directions from the midpoint of the chain. The wave speed is almost constant except near
the middle. (b) Relative phases of the array. There is a wave traveling outward from the midpoint
of the array.

Example 3. The coupling functions are the same as in Example 2. We choose
ωij = 2ω + 0.1[1 − i/(n + 1)] + 0.1[1 − j/(n + 1)] which is in the form ωij = ωX

i + ωY
j ,

where ωX
i = ω + 0.1[1 − i/(n + 1)] and ωX

j = ω + 0.1[1 − j/(n + 1)]. Then the
solutions of the two chain systems (3.16) and (3.17) are the same. Figure 3.3 shows
the numerical solutions for the reduced chains and the array.

Example 4. In this example, we show how the size of the chain can apparently
affect the qualitative features of the phases in one- and two-dimensional arrays. In
Fig. 3.4(a), we show the results of a simulation with a 50 × 50 array of oscillators
with no frequency gradient and all of the interactions functions identical and given
by H(φ) = sinφ + 0.05 cos φ + 0.8. The phases give the appearance of a circularly
symmetric target pattern, quite different from the rectangular-looking patterns of
Figure 3.1. This effect can be understood by looking at the behavior of the chain.
In Figure 3.4b, the phase-shifts between successive oscillators are shown for a chain
with n = 50 and n = 500 oscillators. In the case of n = 50 the phase-difference
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FIG. 3.2. n + 1 = 40. (a) Phase lags of the reduced chains. There is a wave traveling from
the left of chain to the right. (b) Relative phases of the array. There is a wave traveling from the
southwest corner to the northeast corner.

is nearly a straight line so that the relative phases (which are the “integral” of the
phase differences) are quadratic. Since the results of this section show that the array
behaves like two orthogonal chains, it is now clear why the relative phases in the
square array have apparently circular contours; the relative phase along any axes of
the array are nearly quadratic. This is actually an artifact of the chain size. For, as n
increases, Figure 3.4(b) shows that the phase differences become piecewise constant
and so the relative phases will be linear and, in the array, will look like Figure 3.1.
This is also what is predicted by the continuum theory in [5]. However, due to the
small size of the cosine coefficient, n must be very large before there is qualitative
similarity to the continuum approximation.

3.1. Some remarks on the stability of the patterns. In one-dimensional
chains with “synaptic coupling” the traveling wave solutions described in section 2
appear to be the only stable solutions. That is, no matter what the initial conditions,
solutions converge to the monotone solutions described in section 2. On the other
hand, if the one-dimensional chain has a ring geometry so that the two ends are
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FIG. 3.3. n + 1 = 40. (a) Phase lags of the reduced chains. (b) Relative phases of the array.

identified, then, there are several stable solutions that correspond to synchrony and
traveling waves. Thus, the domain of attraction of any given solution varies and does
not constitute the entire phase space. In particular, the larger the chain, the more
different types of stable solutions are possible.

In two-dimensional systems, everything gets worse; there are many stable phase-
locked patterns possible and a characterization of all of them remains a topic of current
research. Finding domains of stability is even harder. Consider an N ×N array where
the coupling functions H±X , H±Y are of the form

H(φ) = λ cos φ + sinφ.

When λ = 0 one stable phaselocked solution is synchrony. As λ increases away from
0, the resulting phaselocked solution perturbs to the target-like patterns that we have
discussed here. For λ = 0 Paullet and Ermentrout [9] have proven that there are also
stable solutions analogous to spiral waves. Since these are stable, they persist for small
λ and thus represent another phaselocked solution distinct from the target patterns
described in this paper. Random initial data (rather than initial data identically 0)
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FIG. 3.4. Relative phases in an array with almost circular symmetry and their analogue in a
chain. (a) Relative phase for a 50 × 50 array. (b) A chain of length 50 and 500 showing how the
almost quadratic behavior of the phase shifts for n = 50 becomes the piecewise linear phases for
n = 500 as is predicted by the continuum equations.

converge on phaselocked solutions, but sometimes they are not targets but rather are
related to the spiral patterns. For small arrays, random initial data converge mainly
to the target patterns but on larger arrays (e.g., 40 × 40) the tendency is to converge
to series of broken spiral-like patterns. Thus, target patterns are “homotopes” of
synchrony and have essentially the same global stability behavior. They are not
unique phaselocked patterns, unlike their analogue in one dimension.

Appendix. Proof of Theorem 2.9.
(i) We prove it by applying induction on k ∈ N . Let k = 1. Note that |β| is

small; we have f(0) + β > 0. Then

φ′
1(0) = f(0) + β > 0,

φ′
i(0) = β < 0, i = 2, . . . , n − 1,(A.1)

φ′
n(0) = −f(0) + β < 0.
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Then by (2.13) and (A.1), we have

φ′′
2(0) = g′(0)f(0),

φ′′
n−1(0) = −g′(0)f(0).(A.2)

By induction on i, we can get that for i = 3, . . . , m − 1

φ′
i(0) = β, φ

(k)
i (0) = 0, k = 2, . . . , i − 1,

φ
(i)
i (0) = [g′(0)]i−1f(0) > 0,

φ′
n−i+1(0) = β, φ

(k)
n−i+1(0) = 0, k = 2, . . . , i − 1,

φ
(i)
n−i+1(0) = −[g′(0)]i−1f(0) < 0,(A.3)

where n = 2m − 1 or n = 2m − 2 and

φ′
m(0) = β, φ′′

m(0) = · · · = φ(m)
m (0) = 0,(A.4)

where n = 2m − 1.
Hence by (A.1)–(A.4) and the fact that φi(0) = 0, i = 1, . . . , n, one can apply the

Taylor’s formula to φi(t) and φ′
i(t). Then we have

φ′
1(t) > 0, φ′

i(t) < 0, i = 2, . . . , n(A.5)

and

φL > φ1(t) > · · · > φn(t) > φβ(A.6)

in (0, δ) for δ > 0 small enough. Therefore t1 = 0 and l1 = 1.
CLAIM 1. From t = 0, as long as (A.5) holds, we always have (A.6).
Suppose that there is some first place t∗ such that φL = φ1(t∗) ≥ φ2(t∗) ≥ · · · ≥

φn(t∗) ≥ φβ . Then

φ′
1(t

∗) = β + f(φ2(t∗)) + g(φ2(t∗)) − 2g(φL),
= β + f(φ2(t∗)) + g(φ2(t∗)) − f(φL) − g(φL),
= β + [f ′(ξ) + g′(ξ)](φ2(t∗) − φL),
≤ β.

This is a contradiction since φ′
1(t

∗) > 0.
Now suppose that there is a first place t∗ such that for some i ∈ {1, . . . , n − 2}

φL > φ1 > φ2 > · · · > φi = φi+1 ≥ · · · ≥ φn−1 ≥ φn ≥ φβ

at t∗. Then at this point t∗,

φ′
i = β + f(φi) − f(φi−1) + g(φi) − 2g(φi) + g(φi−1)
= β + f(φi) − g(φi) − f(φi−1) + g(φi−1)
= β + [g′ − f ′](ξ1)(φi−1 − φi)
> β

and

φ′
i+1 = β + f(φi+2) − f(φi) + g(φi+2) − 2g(φi) + g(φi)

= β + f(φi+2) − f(φi) + g(φi+2) − g(φi)
= β + [g′ − f ′](ξ2)(φi+2 − φi)
≤ β,
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so φ′
i(t

∗) > φ′
i+1(t

∗). Therefore in a small neighborhood (t∗ − δ, t∗) of t∗ (t∗ > 0), we
have φi+1(t) > φi(t) since φi(t∗) = φi+1(t∗). This leads to a contradiction.

Hence we can conclude that φL > φ1(t) > φ2(t) > · · · > φn−1(t) ≥ φn(t) ≥ φβ .
Suppose φL > φ1(t) > φ2(t) > · · · > φn−1(t) ≥ φn(t) = φβ at a first place t∗;

then

φ′
n = β − f(φn−1) + g(φn−1) − 2g(φβ)

= f(φβ) − g(φβ) − f(φn−1) + g(φn−1)
= [g′ − f ′](ξ)(φn−1 − φβ)
≥ 0.

This is a contradiction since we have φ′
n(t) < 0 so far.

Hence φL > φ1(t) > φ2(t) > · · · > φn−1(t) ≥ φn(t) > φβ .
Now suppose φL > φ1(t) > φ2(t) > · · · > φn−1(t) = φn(t) > φβ at a first place

t∗; then at t∗

φ′
n = β − f(φn) + g(φn−1) − 2g(φn)

= β − [f(φn−1) + g(φn−1)]

and

φ′
n−1 = β + f(φn) − f(φn−2) + g(φn) − 2g(φn−1) + g(φn−2)

= β + f(φn) − f(φn−2) − g(φn) + g(φn−2)
= β + [g′ − f ′](ξ1)(φn−2 − φn).
> β.

Since φn−1(t) ≥ φR for t > 0 by the assumption of the theorem,

f(φn−1) + g(φn−1) = f(φn−1) + g(φn−1) − [f(φR) + g(φR)]
= [f ′ + g′](ξ2)(φn−1 − φR)
≥ 0

at t∗. So φ′
n(t∗) < φ′

n−1(t
∗). Hence in a small neighborhood (t∗ − δ, t∗) of t∗, we have

φn(t) > φn−1(t) which is a contradiction. Therefore Claim 1 is proven.
Suppose (A.5) breaks down at some first place t2 > 0 (otherwise the proof is

finished with t̂ = +∞) and φ′
i(t2) 6= 0 for some i ∈ {1, . . . , n} (otherwise the proof is

finished with t̂ = t2). Then we have six cases to consider.
CASE 1. There is some l > 2 such that φ′

1(t2) ≥ 0, φ′
l−1(t2) < 0, φ′

l(t2) = 0, and
φ′

i(t2) ≤ 0 for i ∈ {2, . . . , n} − {l − 1, l}.
CASE 2. There is some l ∈ {3, . . . , n − 1} such that φ′

1(t2) ≥ 0, φ′
i(t2) = 0 for

i = 2, . . . , l and φ′
l+1(t2) < 0, l ∈ {3, . . . , n − 1}.

CASE 3. φ′
1(t2) = φ′

2(t2) = 0 and φ′
3(t2) < 0, φ′

i(t2) ≤ 0, i = 4, . . . , n.
CASE 4. φ′

1(t2) = 0 and φ′
i(t2) < 0, i = 2, . . . , n.

CASE 5. φ′
1(t2) > 0, φ′

2(t2) = 0 and φ′
i(t2) < 0, i = 3, . . . , n.

CASE 6. φ′
1(t2) > 0 and φ′

i(t2) = 0, i = 2, . . . , n.
Assume Case 1 is true. Then we have

φ′
l(t2 − ε) = β + f(φl+1(t2 − ε)) − f(φl−1(t2 − ε))

+ g(φl+1(t2 − ε)) − 2g(φl(t2 − ε)) + g(φl−1(t2 − ε))
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= φ′
l(t2) − f ′(φl+1(t2))φ′

l+1(t2)ε + f ′(φl−1(t2))φ′
l−1(t2)ε

− g′(φl+1(t2))φ′
l+1(t2)ε + 2g′(φl(t2))φ′

l(t2)ε
− g′(φl−1(t2))φ′

l−1(t2)ε + o(ε2)
= −φ′

l+1(t2)[g
′ + f ′](φl+1(t2))ε

− φ′
l−1(t2)[g

′ − f ′](φl−1(t2))ε + o(ε2)
> 0

for ε > 0 small enough (since g′ ± f ′ > 0 in J). This is a contradiction! So Case 1 is
eliminated in our concern.

Assume Case 2 is true. Then

φ′
l(t2 − ε) = −φ′

l+1(t2)[g
′ + f ′](φl+1(t2))ε + o(ε2)

> 0

for ε > 0 small enough. This is a contradiction! So Case 2 is also eliminated.
Case 3 can be eliminated in the same way as Case 2.
Hence we have Cases 4–6 left.
If case 4 is true, then

φ′
1(t2 + ε) = φ′

2(t2)[g
′ + f ′](φ2(t2))ε + o(ε2)

< 0

for small ε > 0. Then l2 = 0 such that l2 = l1 − 1.
If Case 5 is true, then we have that for small ε > 0, either φ′

2(t) > 0 in (t2, t2 + ε)
or φ′

2(t) < 0 in (t2, t2 + ε) (note that φ′
2(t) ≡ 0 in (t2, t2 + ε) cannot be true). Hence

l2 = 2, i.e., l2 = l1 + 1 or l2 = 1, i.e., l2 = l1.
If Case 6 is true, then we can show that

φ′′
2(t2) > 0,

φ
(j)
i (t2) = 0, j = 2, . . . , i − 1,

φ
(i)
i (t2) > 0, i = 3, . . . , n

such that φ′
i(t) > 0 (i = 2, . . . , n) in (t2, t2 + ε) for ε small enough. Then l2 = n.

And for Cases 4–6, we can prove by using the same techniques as above that

φL > φ1(t2) > · · · > φn(t2) > φβ .

So we are done with k = 1.
Now suppose (2.16)–(2.19) hold for 1, 2, . . . , k − 1 with l1, . . . , lk, and t1 < t2 <

. . . < tk.
Then for t ∈ (tk, tk + δ) (δ > 0 is small)

φ′
i(t) > 0, i = 1, . . . , lk,

φ′
j(t) < 0, j = lk + 1, . . . , n.

CLAIM 2. From tk, as long as

φ′
i(t) > 0, i = 1, . . . , lk,

(A.7)
φ′

j(t) < 0, j = lk + 1, . . . , n,

we always have (A.6).
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The proof is similar to Claim 1; we just ignore it here.
Suppose (A.7) breaks down at a first place tk+1 > tk and φ′

i(tk+1) 6= 0 for some
i ∈ {1, . . . , n}; then several cases should be considered carefully.

CASE 1. There is l < lk such that φ′
l(tk+1) ≤ 0, φ′

l+1(tk+1) > 0, φ′
i(tk+1) ≥ 0 for

i ∈ {1, . . . , lk} − {l, l + 1}, and φ′
j(tk+1) = 0 for j = lk + 1, . . . , n.

CASE 2. There is l > lk +1 such that φ′
i(tk+1) ≥ 0, i = 1, . . . , lk, φ′

l−1(tk+1) < 0,
φ′

l(tk+1) = 0, and φ′
j(tk+1) ≤ 0 for j ∈ {lk + 1, . . . , n} − {l − 1, l}.

CASE 3. There is some l ∈ {2, . . . , lk−1} such that φ′
i(tk+1) ≥ 0 for i ∈ {1, . . . , l−

2}, φ′
l−1(tk+1) > 0, φ′

j(tk+1) = 0 for j ∈ {l, . . . , lk}, and φ′
j(tk+1) ≤ 0 for j ∈

{lk + 1, . . . , n}.
CASE 4. There is l ∈ {lk +2, . . . , n−1} such that φ′

j(tk+1) ≥ 0 for i ∈ {1, . . . , lk},
φ′

j(tk+1) = 0 for j ∈ {lk + 1, . . . , l}, φ′
l+1(tk+1) < 0, and φ′

j(tk+1) ≤ 0 for j ∈
{l + 2, . . . , n}.

CASE 5. φ′
i(tk+1) ≥ 0 for i ∈ {1, . . . , lk − 2}, φ′

lk−1(tk+1) > 0, φ′
lk

(tk+1) =
φ′

lk+1(tk+1) = 0, and φ′
i(tk+1) ≤ 0 for i ∈ {lk + 2, . . . , n}.

CASE 6. φ′
i(tk+1) ≥ 0, i ∈ {1, . . . , lk − 1}, φ′

lk
(tk+1) = φ′

lk+1(tk+1) = 0,
φ′

lk+2(tk+1) < 0, φ′
j(tk+1) ≤ 0 for j ∈ {lk + 3, . . . , n}.

CASE 7. φ′
i(tk+1) > 0 for i ∈ {1, . . . , lk − 1}, φ′

lk
(tk+1) = 0, φ′

j(tk+1) < 0 for
j ∈ {lk + 1, . . . , n}.

CASE 8. φ′
i(tk+1) > 0 for i ∈ {1, . . . , lk}, φ′

lk+1(tk+1) = 0, and φ′
j(tk+1) < 0 for

j ∈ {lk + 2, . . . , n}.
CASE 9. φ′

i(tk+1) = 0 for i ∈ {1, . . . , lk}, and φ′
j(tk+1) < 0 for j ∈ {lk +1, . . . , n}.

CASE 10. φ′
i(tk+1) > 0 for i ∈ {1, . . . , lk}, and φ′

j(tk+1) = 0 for j ∈ {lk +
1, . . . , n}.

By the techniques which we used in the case of k = 1, Cases 1–6 can be eliminated.
Hence only Cases 7–10 are possible.

If Case 7 is true, then we have that for ε > 0 small enough, either φ′
lk

(t) > 0 in
(tk+1, tk+1 + ε) or φ′

lk
< 0 in (tk+1, tk+1 + ε). Then lk+1 = lk or lk+1 = lk − 1.

If Case 8 is true, then for ε > 0 small enough, either φ′
lk+1(t) > 0 in (tk+1, tk+1+ε)

or φ′
lk+1 < 0 in (tk+1, tk+1 + ε). Then lk+1 = lk + 1 or lk+1 = lk.
If Case 9 is true, then for ε > 0 small enough, we can prove that φ′

i(t) < 0 in
(tk+1, tk+1 + ε) for i = 1, . . . , n. Then lk+1 = 0.

If Case 10 is true, then for ε > 0 small enough, we can prove that φ′
i(t) > 0, i =

1, . . . , n; then lk+1 = n.
And for Cases 7–10, we can show that φL > φ1(tk+1) > · · · > φn(tk+1) > φβ

always holds. Hence the proof is completed for this part.
(ii).
CLAIM 3. Both φ′

1(t) and φ′
n(t) can change sign at most once. And if φ′

1(t)
changes sign once, φ′

n(t) never changes sign. If φ′
n(t) changes sign once, φ′

1(t) never
changes sign. That is,

(a) if φ′
i(t) < 0, i = 1, . . . , n for t ∈ (tk, tk + ε), then φ′

i(t) < 0, i = 1, . . . , n for
t ∈ (tk, t̂);

(b) if φ′
i(t) > 0, i = 1, . . . , n for t ∈ (tk, tk + ε), then φ′

i(t) > 0, i = 1, . . . , n for
t ∈ (tk, t̂).

Claim 3 can be shown by contradiction. We ignore the proof here.
Hence by Claim 3, without loss of generality, we assume φ′

1(t) never changes sign;
then we always have that φ′

1(t) > 0 for 0 < t < t̂. So φ1(t) increases as t increases.
Since φL > φ1(t) > · · · > φn(t) > φβ , φ1(t) is bounded above by φL such that
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limt→t̂ φ1(t) = φ̄1 for some φ̄1 ∈ [φβ , φL]. Also we have limt→t̂ φ′
1(t) = 0 such that

0 = β + lim
t→t̂

[f + g](φ2(t)) − 2g(φ̄1).

Then limt→t̂ φ2(t) = limt→t̂[f + g]−1[f + g](φ2(t)) exists. Let φ̄2 = limt→t̂ φ2(t). By
the boundedness, φL ≥ φ̄2 ≥ φβ .

By induction we can show limt→t̂ φi(t) = φ̄i, where φ̄i ∈ [φβ , φL]. Since φL >
φ1(t) > · · · > φn(t) > φβ for t > 0, then φL ≥ φ̄1 ≥ · · · ≥ φ̄n ≥ φβ .

If we apply the argument in the proof of Theorem 2.3, we also can show φL >
φ̄1 > · · · > φ̄n > φβ .

Remark . If we recall the proof of Claims 1 and 2, we need to assume φn−1 ≥ φR

along the trajectory. If this condition breaks down somewhere, the monotonicity may
be destroyed.
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Abstract. Refinable function vectors are usually given in the form of an infinite product of their
refinement (matrix) masks in the frequency domain and approximated by a cascade algorithm in both
time and frequency domains. We provide necessary and sufficient conditions for the convergence
of the cascade algorithm. We also give necessary and sufficient conditions for the stability and
orthonormality of refinable function vectors in terms of their refinement matrix masks. Regularity
of function vectors gives smoothness orders in the time domain and decay rates at infinity in the
frequency domain. Regularity criteria are established in terms of the vanishing moment order of the
matrix mask.
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1. Introduction. This paper presents a complete characterization of the con-
vergence of the cascade algorithm and the stability and orthonormality of compactly
supported refinable function vectors in terms of their refinement matrix masks. Reg-
ularity criteria for refinable function vectors are also established in terms of the van-
ishing moment order of the matrix mask.

We start with a finite set of compactly supported functions Φ ⊂ L2(Rs). The FSI
space (finitely generated shift invariant; see [2]) S(Φ) generated by Φ is the smallest
(closed) shift invariant subspace of L2(Rs) containing Φ. Here we recall that a space
is shift invariant if it is invariant under all shifts, i.e., invariant under all integer
translations.

It is very convenient to discuss the shift invariant space in the frequency domain
by using Gramian analysis. For a given set of functions Φ, the pre-Gramian matrix
at ω ∈ Ts is defined as a Zs × Φ matrix by

J(ω) := JΦ(ω) := (ϕ̂(ω + 2πα))α,ϕ,

where ϕ̂ is the Fourier transform of the function ϕ. Its adjoint matrix

J∗(ω) := J∗
Φ(ω) := (ϕ̂(ω + 2πα))ϕ,α

is a Φ×Zs matrix. The Gramian matrix of functions Φ is a Φ×Φ matrix defined as the
product of J∗ and J , i.e., J∗

Φ(ω)JΦ(ω). The pre-Gramian matrix was first introduced
in [22]; the basic properties of the pre-Gramian and its roles in the Gramian analysis
for shift invariant spaces (not necessarily an FSI space) can be found in [22]. In this
paper, we will often use the matrix J∗J =: GΦ =: G instead of J∗J . Since the
properties of the Gramian matrix J∗J in which we are interested do not change when
the conjugation is taken, we also call GΦ the Gramian matrix of Φ.

This paper uses functions that are defined on Ts, the s-dimensional torus. These
can be viewed as 2π-periodic functions, via the standard transformation Rs 3 ω 7→
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eiω := (eiω1 , ..., eiωs) ∈ Ts. Though we may refer to such functions as defined on Ts,
we always treat their arguments as real. Thus, “multiplying a function defined on Ts

by a function defined on Rs” simply means “multiplying a 2π-periodic function by ....”
Following this slight abuse of language, we write “Ω ⊂ Ts” to mean “Ω ⊂ [−π, π]s.”

The functions Φ used in this paper are solutions to functional equations of the
type

(1.1) Φ =
∑
α∈Zs

PαΦ(2 · −α),

where the “coefficients” Pα are Φ × Φ matrices and Φ is a #Φ-dimensional column
refinable function vector. We assume throughout that the refinement matrix masks
are supported in [0, N ]s. Here we use Φ to denote both the set of functions Φ and the
column function vector Φ.

Define

P := 2−s
∑
α∈Zs

Pα exp(−iα·) .

Then, P is a Φ × Φ matrix, so each entry is a trigonometric polynomial such that
their Fourier coefficients are supported in [0, N ]s. The functional equations (1.1) can
be written as

(1.2) Φ̂ := P(·/2)Φ̂(·/2) .

Equations of the type (1.2) are called vector refinement equations; the matrix P
is called the refinement (matrix) mask, and Φ is a (P-) refinable function vector.

Since each entry of P is a trigonometric polynomial, the function matrix P satisfies

‖P(·) − P(0)‖ ≤ const‖ · ‖,

where for any d×d matrix M , ‖M‖ := max‖v‖=1 ‖Mv‖/‖v‖, with ‖v‖ the Euclidean
norm of the column vector v ∈ Rd.

If limn→∞ P(0)n exists and is nontrivial, then the infinite product

P∞ :=
∞∏

k=1

P(2−k·)

converges uniformly on compact sets. Further, Φ̂ = P∞a is a solution of (1.2), where
a is a right eigenvector of P(0) (see [12], [11] for the univariate case and [15] for
the multivariate one). The functions Φ are compactly supported distributions with
supp(Φ) ⊂ [0, N ]s. We further remark that the existence of a solution Φ̂ of (1.2) only
requires the convergence of

∏n
j=1 P(2−j ·)a, where a is a right eigenvector of P(0)

corresponding to the eigenvalue 1 (see [12] and [4]). It has been shown in [4] that∏n
j=1 P(2−j ·)a converges if ρ(P(0)) < 2 (see also [12]).

We say that a matrix M (or linear operator) satisfies the condition on eigenvalues,
or Condition E for short, if the spectral radius ρ(M) ≤ 1, 1 is required to be the only
eigenvalue on the unit circle and must be a simple eigenvalue. Condition E is a useful
concept in the wavelet theory and applications (see [3], [23], [24], and [18]).

Assume that P(0) satisfies Condition E. Then, there is a nonsingular matrix U
so that UP(0)U−1 has the form

(1.3)
(

1 0
0 Λ

)
,
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where

Λ :=


λ2 µ2 0 0 . . . 0 0
0 λ3 µ3 0 . . . 0 0
...

...
...

...
. . .

...
...

0 0 0 0 . . . 0 λ#Φ


with |λi| < 1, and µi = 1, or 0, i = 2, . . . ,#Φ. Define P1 = UPU−1; then Φ1 := UΦ
satisfies the refinement equations

(1.4) Φ̂1 = P1(·/2)Φ̂1(·/2),

where Φ is a solution of (1.2).
The stability, regularity, and convergence of the cascade algorithm discussed in the

paper do not change, even if we consider the refinement equation (1.4) instead of (1.1).
Furthermore, as we will see in section 3, the problem of checking the orthonormality
of Φ can be reduced to that of checking the stability of Φ1. Therefore, we can always
assume that P(0) has the form given in (1.3), without losing anything.

In this case the vector iT1 := (1, 0, . . . , 0) is a left eigenvector and i1 is a right
eigenvector of P(0) corresponding to eigenvalue 1. We further require that P have
vanishing moments of at least order 1, that is, equivalent to the fact that

iT1 P(πν) = δν iT1 , ν ∈ Zs/2Zs.

This implies that

iT1 Φ̂(2πα) = δα, α ∈ Zs.

Altogether, we assume, throughout this paper, that the mask P satisfies the
following conditions.

BASIC CONDITIONS 1.5. We say that P satisfies the basic conditions if
(i) P(0) has the form of (1.3), and
(ii) iT1 P(πν) = δν iT1 , ν ∈ Zs/2Zs.
It has further been shown in [15] (see also [12]) that if the basic conditions 1.5

hold for P, then

P∞ =
∞∏

j=1

P(·/2j) =
(
Φ̂ 0 0 · · · 0

)
.

In particular, if Φ̂(0) 6= 0, the solution Φ is determined uniquely up to a constant
factor. In fact, Φ̂ = cP∞b, where b is an arbitrary vector satisfying iT1 b = 1.

The functions Φ can be approximated by the following cascade algorithm: starting
with a function vector Φ0 which satisfies∑

α∈Zs

i1Φ0(· − α) = 1,

the function vector Φn is defined inductively by

(1.5) Φn :=
∑
α∈Zs

PαΦn−1(2 · −α).
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The cascade algorithm can be iterated in the frequency domain by taking the Fourier
transform of (1.5):

(1.6) Φ̂n = P(·/2)Φ̂n−1(·/2).

It is clear that the sequence (Φn)n converges in the L2-norm if and only if the sequence
(Φ̂n)n does. (We say (Φn)n converges to Φ in the L2-norm if each component of (Φn)n

converges to the corresponding component of Φ in the L2-norm.) A sufficient condition
for the convergence of the cascade algorithm is given in [4], under the assumption that
Φ and its shifts are linearly independent; s = 1 and Φ̂0 = χ[−π,π]a, where a is a right
eigenvector of P(0) corresponding to eigenvalue 1. If the sequence (Φn)n defined by
(1.5) converges, then Φ ⊂ L2(Rs).

Define

(1.7) Sk := Sk(Φ) := {f(2k·) : f ∈ S(Φ)}.

Then,

(1.8) Sk ⊂ Sk+1.

It is proven in [14] that if

(1.9) ∪k∈Z ∪ϕ∈Φ supp ϕ̂(2k·) = Rs

holds up to a null set and (1.8) holds, then ∪k∈ZSk is dense in L2(Rs). If the refinable
function vector Φ is compactly supported, (1.9) is always true. It has further been
shown in [14] that if Φ ⊂ L2(Rs), then ∩k∈ZSk = {0}. Altogether, we have the
following result.

RESULT 1.1. Let Φ be the compactly supported P-refinable function vector. If
Φ ⊂ L2, then

(1.10) ∪k∈ZSk = L2(Rs) and ∩k∈Z Sk = {0}.

We say that a set of functions Φ is stable if Φ and their shifts form a Riesz basis of
S(Φ), and a set of functions Φ is orthonormal if Φ and their shifts form an orthonormal
basis of S(Φ).

A set of functions Φ ⊂ L2(Rs) is stable if and only if

0 < C1 ≤ ‖λ‖∞ ≤ ‖Λ‖∞ ≤ C2 < ∞, a.e. ω ∈ Ts,

where λ(ω) and Λ(ω) are the smallest and largest eigenvalues of the Gramian matrix
GΦ(ω). If the set of functions Φ is compactly supported, then Φ is stable if and only
if detG(ω) 6= 0 for all ω ∈ Ts. The set of functions Φ is orthonormal if and only if
G(ω) = I, a.e. ω ∈ Ts, where I is the identity matrix. The proofs of these results can
be found in many articles (see, e.g., [13], [2], [9], [7], [22], [5], and [15]).

Once the set of functions Φ ⊂ L2(Rs) is stable (or orthonormal), it would be
advantageous to know the regularity of Φ in order to make better use of Φ. An
estimation of the regularity of Φ (s = 1) in terms of P has been given in [4], under the
assumption that the refinable function vector Φ and its shifts are linearly independent.

By the above discussion, if the refinable function vector Φ ⊂ L2(Rs) is stable,
or orthonormal, the sequence of subspaces (Sk)k, k ∈ Z of L2(Rs) forms a multires-
olution; recall that a sequence (Sk)k forms a multiresolution if the sequence (Sk)k

satisfies (1.10) and is refinable (Sk ⊂ Sk+1, k ∈ Z) and if the refinable function vector
Φ is stable or orthonormal.
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The multiresolution generated by several functions was first introduced by [10], [9]
(see also [1] and [6]). Result 1.1 is due to [14]. The first set of examples of orthonormal
refinable function vectors Φ were given in [8], [7], and [6]. Examples of stable refinable
function vectors Φ were given in [9]. Compactly supported wavelets and prewavelets
from these examples were constructed in [7], [8], [25], and [16] (see also [5]).

It is of particular interest to construct compactly supported wavelets and pre-
wavelets from compactly supported refinable function vectors and the refinement
matrix masks. An algorithmic method in the construction of compactly supported
wavelets and prewavelets from an arbitrarily given P refinable function vector Φ was
obtained in [16], where s = 1. The problem of wavelet constructions is much more
challenging in higher dimensions even when #Φ = 1 (see [13] and [14]). However, in
dimensions no greater than 3, a method for the case #Φ = 1 has been provided in
[19] and [20], under a mild condition on refinement masks.

Since the solutions Φ of (1.1) are defined via their Fourier transform by the
refinement matrix mask P, and since in practice only the refinement matrix mask
is available for checking, it is useful to transfer the characterization of the stability
and orthonormality of Φ by the Gramian matrix of Φ to characterization in terms
of the mask. Similarly, it is necessary to characterize the convergence of the cascade
algorithm defined by (1.6) and set criteria for the regularity of refinable function
vectors in terms of the refinable matrix mask P.

For this, we introduce the transition operator defined on H, the space of all
Φ × Φ matrices whose entries are trigonometric polynomials such that their Fourier
coefficients are supported in [−N, N ]s. Here, we recall that the refinement mask (Pα)α

is supported in [0, N ]s. The transition operator TΦ := T is defined by

TH :=
∑

ν∈Zs/2Zs

P(·/2 + πν)H(·/2 + πν)P∗(·/2 + πν), H ∈ H.

Then, T is a linear operator on H.
Denote by HM the space of all Φ × Φ matrices whose entries are trigonometric

polynomials such that their Fourier coefficients are supported in [−M, M ]s. Then, if
M ≥ N , the transition operator T can be defined as an operator on HM . Further,
since if M > N , T is a Fourier coefficient support reduced operator on HM , any
eigenmatrix of nonzero eigenvalues of T|HM

is in H. Therefore, all results of this paper
can be stated in terms of the transition operator T on HM for M > N , although they
are stated in terms of the transition operator T on H.

If the functions Φ are the solutions of refinable equations (1.1), and if one writes
J(ω) as a column block matrix by

J(ω) = (ϕ̂(ω + 2πν + 4πα))(ν,α)×ϕ∈(Zs/2Zs×Zs)×Φ,

then

J∗(ω) = (P(ω/2 + πν)J∗(ω/2 + πν))ν∈Zs/2Zs .

Hence

(1.11) G(ω) = J∗(ω)J(ω) =
∑

ν∈Zs/2Zs

P(ω/2 + πν)G(ω/2 + πν)P∗(ω/2 + πν).

Therefore, the Gramian matrix GΦ ∈ H is an eigenmatrix of eigenvalue 1 of the
transition operator T.
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Equation (1.11) also leads to the following result, which was proven by [10], [9],
[8], [5], and [15].

RESULT 1.2. If the compactly supported refinable function vector Φ is orthonor-
mal, then

(1.12) I =
∑

ν∈Zs/2Zs

P(ω/2 + πν)P∗(ω/2 + πν), ω ∈ Ts.

If the refinable function vector Φ is stable, then the matrix∑
ν∈Zs/2Zs

P(ω/2 + πν)P∗(ω/2 + πν)

is not singular for all ω ∈ Ts.
A mask P satisfying (1.12) is called a conjugate quadrature filter, or CQF.
Since H is a finite dimensional space, the operator T can be represented by a

finite order matrix with respect to some fixed basis of H. The matrix is also denoted
by T, and we will identify the operator T with the matrix T.

We say that the cascade algorithm defined in (1.5) converges, if Φn defined by
(1.5) converges to Φ with Φ̂(0) = i1 for all Φ0 which satisfy

(1.13)
∑
α∈Zs

iT1 Φ0(· − α) = 1, and GΦ0 ∈ H.

We note that if P satisfies the basic conditions (1.5) and Φ0 satisfies (1.13), then the
Φn defined by the cascade algorithm (1.5) always converges to Φ with Φ̂(0) = i1 in
the distribution sense.

The rest of the paper is organized as follows. In section 2, we will prove that
the cascade algorithm converges if and only if the transition operator T satisfies
Condition E. In section 3, we will prove that Φ is stable if and only if the transition
operator T satisfies Condition E and the corresponding eigenmatrix is nonsingular on
Ts. Consequently, we show that if Φ is stable, then the cascade algorithm converges;
if P is a CQF mask, then Φ is orthonormal if and only if it is stable. Regularity
criteria in terms of mask are established in section 4. We also remark that most of
the results in this paper can be generalized to a general dilation matrix easily.

Finally, we remark that the corresponding results for the case #Φ = 1 were
obtained in [18] (convergence of the cascade algorithm), [17] (stability and orthonor-
mality), and [21] (regularity).

2. Convergence of cascade algorithms. In this section we present a complete
characterization of the convergence of the cascade algorithm defined by (1.5).

In what follows, we will identify the matrix H ∈ H with the corresponding unique
sequence (hH

B )B∈B for a fixed basis B, where

H =
∑
B∈B

hH
B B.

We use the standard basis

Bst :={Bα
i,j = (bα

l,l′)1≤l,l′≤#Φ ∈ H :

bα
i,j = exp(−iα·); bα

l,l′ = 0, (l, l′) 6= (i, j); α ∈ [−N, N ]s}

in the proof of the sufficiency part of the next theorem.
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We also note that a sequence of matrices (Tn) generated by a finite order matrix
T converges to a nontrivial matrix if and only if the spectral radius ρ(T) ≤ 1, and
1 is the only eigenvalue on the unit circle and is nondegenerate. Furthermore the
sequence (Tn) converges if and only if for all H ∈ H, the sequence (TnH) converges.
Here the convergence of the sequence (TnH) is equivalent to the convergence of the
sequence (hTnH

B )n for a fixed basis B. Since T(limn Tn−1H) = limn TnH, the matrix
limn TnH is an eigenmatrix of T corresponding to the eigenvalue 1. In particular, if
T satisfies Condition E, then, for arbitrary H ∈ H, limn TnH = constGΦ.

A special basis of H is needed in the proof of the necessity part of the next
theorem. The basis Bsp chosen is the one such that for each B ∈ Bsp, there are Φ0
and Ψ0 satisfying (1.13) and B = J∗

Φ0
JΨ0 .

Define D = D1 ∪ D2, where

D1 := {Dα
1,1 = (dα

l,l′)1≤l,l′≤#Φ ∈ H :

dα
1,1 = exp(−iα·), dα

l,l′ = 0, (l, l′) 6= (1, 1); α ∈ [−N, N ]s};

and

D2 :={Dα
i,i = (dα

l,l′)1≤l,l′≤#Φ ∈ H : dα
1,1 = 1, dα

i,i = exp(−iα·), 1 < i,

dα
1,i = exp(−iα·), di,1 = 1,

dα
l,l′ = 0, if (l, l′) 6= (i, i), (1, 1), (i, 1), and (1, i); α ∈ [−N, N ]s}.

Then define E = E1 ∪ E2 ∪ E3, where

E1 :={Eα
i,j = (eα

l,l′)1≤l,l′≤#Φ ∈ H :

eα
1,1 = 1, eα

i,j = exp(−iα·), 1 < i, j i 6= j,

eα
i,1 = 1, eα

1,j = exp(−iα·),
eα
l,l′ = 0, if (l, l′) 6= (1, 1), (i, 1), (1, j), and (i, j); α ∈ [−N, N ]s};

E2 :={Eα
1,j = (eα

l,l′)1≤l,l′≤#Φ ∈ H : eα
1,1 = 1, eα

1,j = exp(−iα·), 1 < j,

eα
l,l′ = 0, otherwise; α ∈ [−N, N ]s};

and

E3 := {BT : B ∈ E2}.

Then, the set Bsp := D ∪ E is a basis of H.
For function vectors Φ0 and Ψ0 satisfying (1.13), define function vectors

Φn = (ϕi
n)T

1≤i≤#Φ and Ψn = (ψi
n)1≤i≤#Φ

via their Fourier transform as

Φ̂n := P(·/2)Φ̂n−1(·/2), and Ψ̂n := P(·/2)Ψ̂n−1(·/2).

Let Gn = J∗
Φn

JΨn . Then

TGn−1 =
∑

ν∈Zs/2Zs

P(·/2 + πν)J∗
Φn−1

(·/2 + πν)JΨn−1(·/2 + πν)P∗(·/2 + πν) = Gn.
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If the cascade algorithm converges in the L2-norm, then each entry of Gn converges
to the corresponding entry of GΦ in the L1-norm. This implies Gn converges to GΦ
in the ‖ · ‖1-norm on H, where for H(ω) := (hi,j(ω))1≤i,j≤#Φ,

‖H‖1 :=
∑

1≤i,j≤#Φ

‖hi,j(·)‖1.

For a fixed B, let

Gn =
∑
B∈B

an
BB and GΦ =

∑
B∈B

aBB.

Then, the convergence of the cascade algorithm implies that the sequence of the
sequences (an)n converges to the sequence a.

Finally, we note that for any Φ := (ϕl)T and Ψ := (ψl′)T , the (ϕl, ψl′)th entry of
J∗

ΦJΨ can be written as

(2.1)
∑
β∈Zs

ϕ̂l(· + 2πβ)ψ̂l′(· + 2πβ) =
∑
α∈Zs

(ϕl ∗ ψl′(−·))(α) exp(−iα·).

We are ready to prove the following theorem.
THEOREM 2.1. If the basic conditions 1.5 hold for P, then the cascade algorithm

converges if and only if the transition operator T satisfies Condition E.
Proof. “=⇒” Since T satisfies Condition E, the sequence of linear operators

Tn converges. Let Φn be a sequence of function vectors generated by the cascade
algorithm (1.5) with Φ0 satisfying (1.13). Then GΦn = TnGΦ0 converges. Since for
each fixed l, ‖ϕl

n‖ is the coefficient of B0
l,l ∈ Bst, if we express GΦn

by Bst, and since H
is a finite dimensional space, Φn is bounded in the L2-norm. Hence any subsequence
of Φn contains a weakly convergent subsubsequence of Φn. Since Φn converges to Φ
in the distribution sense, and since weak convergence is stronger than convergence
in the distribution sense, Φn converges to Φ weakly. Therefore, to show that Φn

converges strongly to Φ, it remains to show that the L2-norm of Φn converges to that
of Φ. Since GΦ is an eigenmatrix of T corresponding to the eigenvalue 1 and since T
satisfies Condition E, GΦ is the unique eigenmatrix of T. Therefore,

lim
n→∞

TnGΦ0 = lim
n→∞

GΦn
= constGΦ.

Since iT1 GΦ0(0)i1 = iT1 GΦn(0)i1 6= 0 for all n, we have

0 6= iT1 GΦ0(0)i1 = lim
n→∞

iT1 TnGΦ0(0)i1

= lim
n→∞

iT1 GΦn
(0)i1 = iT1 GΦ(0)i1 = constiT1 GΦ(0)i1.

Hence const = 1, and

lim
n→∞

TnGΦ0 = lim
n→∞

GΦn = GΦ.

Since for each fixed l, ‖ϕl
n‖ is the coefficient of B0

l,l ∈ Bst and since H is a finite di-
mensional space, we must have limn ‖ϕl

n‖ = ‖ϕl‖. Hence, Φn converges to Φ strongly
in the L2-norm.
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“⇐=” We first prove that for any element B ∈ Bsp, there is a proper choice of
Φ0 := (ϕl′)T and Ψ0 := (ψl)T satisfying (1.13) so that J∗

Φ0
JΨ0 = B.

For this, let f := χ[−1/2,1/2]s .
First, if B = Dα

1,1 ∈ D1, then define Φ0 = (ϕl
0)

T and Ψ0 = (ψl′

0 )T so that ϕ1
0 = f ,

ψ1
0 = f(· − α), ϕl

0 = 0, and ψl′

0 = 0 if l, l′ 6= 1. Then Φ0 and Ψ0 satisfy (1.13) and
J∗

Φ0
JΨ0 = Dα

1,1 ∈ D1 by (2.1). For Eα
i,j ∈ E1 (or Dα

i,i ∈ D2), define Φ0 = (ϕl
0)

T and
Ψ0 = (ψl′

0 )T to be the function vectors such that ϕ1
0 = ψ1

0 = f and ϕi
0 = f and

ψj
0 = f(· − α), ϕl

0 = 0, l 6= 1, i, and ψl′

0 = 0 l′ 6= 1, j. Then the function vectors
Φ0 and Ψ0 satisfy (1.13). Further, the matrix J∗

Φ0
JΨ0 = Eα

i,j ∈ E1 if i 6= j (and
Di,i ∈ D2 if i = j) by (2.1). For Eα

i,j ∈ E2, define Φ0 = (ϕl
0)

T and Ψ0 = (ψl′

0 )T so
that ϕ1

0 = ψ1
0 = f , and ϕj

0 = 0 and ψj
0 = f(·−α) and ϕl

0 = ψl′

0 = 0 if l, l′ 6= 1, j. Then
Φ0 and Ψ0 satisfy (1.13) and J∗

Φ0
JΨ0 = Eα

i,j ∈ E2 by (2.1).
Since the cascade algorithm converges, TnB converges to GΦ for all B ∈ Bsp.

Thus for any H ∈ H, limn→∞ TnH = constGΦ; consequently, the sequence of matrices
(Tn) converges. Therefore, the spectral radius ρ(T) ≤ 1 and 1 is the only eigenvalue
of T on the unit circle. Further, 1 is a nondegenerate eigenvalue of T. To prove
that T satisfies Condition E, it remains to show that GΦ is the only eigenmatrix of
eigenvalue 1. Let E ∈ H so that TE = E; then

lim
n→∞

TnE = E = constGΦ.

Hence, GΦ is the only eigenmatrix (up to a constant multiple) of T corresponding to
eigenvalue 1.

3. Stability, orthonormality, and biorthonormality. In this section we will
discuss the stability of refinable function vectors. We first give here a sufficient condi-
tion in terms of the eigenvalue of the transition operator T under which the function
vector Φ is stable. Then, we will show that this condition is also necessary.

PROPOSITION 3.1. Suppose that the basic conditions (1.5) hold for P and Φ ⊂
L2(Rs). If 1 is a simple eigenvalue of the transition operator T on H and the cor-
responding eigenmatrix nonsingular on Ts, then the P-refinable function vector Φ is
stable.

Proof. Since GΦ is an eigenmatrix of T of the eigenvalue 1, the hypothesis of the
theorem implies that the matrix GΦ(ω) is nonsingular on Ts. Hence, the function
vector Φ is stable.

We note that if Φ is stable, the simplicity of the eigenvalue 1 of T implies that
the corresponding eigenmatrix of the eigenvalue 1 of T is nonsingular on Ts, since in
this case GΦ is the only eigenmatrix of T. Therefore, to show that the condition in
the above theorem is necessary, one only requires to show that if Φ is stable, then 1
is a simple eigenvalue of T.

Define

V1 := {H ∈ H : (iT1 Hi1)(0) = 0}.

Since for any H ∈ H, H =
∑

B∈Bsp
hBB, where the set Bsp is the basis defined in the

previous section, a matrix H ∈ V1 if and only if
∑

B∈Bsp
hB = 0 by the structure of

the element of Bsp. Hence, the space V1 has codimension 1. Since (iT1 GΦi1)(0) 6= 0,
GΦ 6∈ V1. Since P satisfies the basic condition (1.5), for any H ∈ V1,

(iT1 (TH)i1)(0) =
∑

ν∈Zs/2Zs

iT1 P(πν)H(πν)P∗(πν)i1 = 0.

Hence, V1 is a T-invariant subspace of H.
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The proofs of the following two propositions (Propositions 3.2 and 3.3) were orig-
inally in our earlier drafts. Before completing the paper, we received a preprint of
[15], which contains the same results (Proposition 3.3 and Theorems 5.1 and 5.2 in
there) with similar proofs. Thus, we will only provide an outline of the proofs here.

PROPOSITION 3.2. Let H1(ω) and H2(ω) be matrices so that each entry is a
continuous function on Ts. Then,

(3.1)
∫

Ts

H1(ω)(TnH2)(ω)dω =
∫

Rs

H1(ω)Πn(ω)H2(2−nw)Π∗
n(ω)dω,

where

(3.2) Πn(ω) := χ2nTs(ω)
n∏

j=1

P(ω/2j); n = 1, 2, . . . .

Here we define the transition operator as an operator on the space of the all Φ × Φ
matrices whose entries are continuous functions on Ts.

Proof. One can easily show that for any such H

TnH =
∑

α∈Zs

Πn(· + 2πα)H(2−n(· + 2πα))Π∗
n(· + 2πα),

by induction. Replacing H by H2, multiplying by H1, and integrating both sides of
the above identity lead to the fact that for any H1 and H2, (3.1) holds.

PROPOSITION 3.3. Assume that the P-refinable function vector Φ is stable and
its mask P satisfies basic conditions (1.5). Then,

(i) for any H1 ∈ H and H2 ∈ V1,

lim
n→∞

∫
Rs

H1(ω)Πn(ω)H2(2−nω)Π∗
n(ω)dω

=
∫

Rs

lim
n→∞

H1(ω)Πn(ω)H2(2−nω)Π∗
n(ω)dω = 0;

(ii) the transition operator T restricted to V1 has spectral radius < 1.
Proof. Since Φ is stable, GΦ ≥ cI, with c > 0. This leads to the fact that the

sequence (ΠnΠ∗
n) is uniformly integrable (details in the proof of Theorem 5.2 of [15]).

Recall that the sequence

(Πn(ω)Π∗
n(ω)), n = 0, 1, . . . ,

is uniformly integrable if for an arbitrary ε > 0 there exist a finite measure set F and
δ > 0 so that ∫

Rs\F

Πn(ω)Π∗
n(ω)dω ≤ ε

and ∫
D

Πn(ω)Π∗
n(ω)dω ≤ ε

hold for all n for any measurable set D with the measure of D ≤ δ.
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That the sequence (Πn(ω)Π∗
n(ω))n is uniformly integrable implies that the se-

quence (H1(ω)Πn(ω)H2(2−nω)Π∗
n(ω)) is uniformly integrable for any H1 ∈ H and

H2 ∈ V1. This implies that

lim
n→∞

∫
Rs

H1(ω)Πn(ω)H2(2−nω)Π∗
n(ω)dω =

∫
Rs

lim
n→∞

H1(ω)Πn(ω)H2(2−nω)Π∗
n(ω)dω.

Since (iT1 H2i1)(0) = 0 and since P∞ =
(
Φ̂ 0 · · · 0

)
,

lim
n→∞

H1(ω)Πn(ω)H2(2−nω)Π∗
n(ω) = H1(ω)P∞(ω)H2(0)P∗∞(ω) = 0.

Hence, the first statement holds.
For the second statement, assume that λ is an eigenvalue of T restricted to V1

and H ∈ V1 is the corresponding nontrivial eigenmatrix. Then

λn

∫
Ts

H∗(ω)H(ω)dω =
∫

Rs

H∗(ω)Πn(ω)H(2−nω)Π∗
n(ω)dω.

Hence, (i) implies that

lim
n→∞

∫
Rs

H∗(ω)Πn(ω)H(2−nω)Π∗
n(ω)dω =

∫
Rs

lim
n→∞

H∗(ω)Πn(ω)H(2−nω)Π∗
n(ω)dω = 0.

This gives

lim
n→∞

λn

∫
Ts

H∗(ω)H(ω)dω = 0.

Therefore |λ| < 1 by the fact∫
Ts

H∗(ω)H(ω)dω 6= 0.

From the two propositions above, we obtain the following result.
LEMMA 3.4. Assume that P satisfies basic conditions (1.5) and the corresponding

refinable function vector Φ is stable; then the transition operator T satisfies Condition
E. In particular, 1 is a simple eigenvalue of the transition operator T.

Proof. Let B0 be a basis of V1. Since GΦ is not in V1 and V1 has codimension 1,
GΦ ∪ B0 is a basis of H. Therefore, an arbitrary H ∈ H can be written uniquely as

H = aGΦ + H0, H0 ∈ V1.

Let H be the eigenmatrix of the eigenvalue λ of T,

λaGΦ + λH0 = TH = aTGΦ + TH0 = aGΦ + TH0.

If λ 6= 1, then a = 0. Thus, H = H0 ∈ V1 is an eigenmatrix of λ. This implies |λ| < 1
by Proposition 3.3. If λ = 1, then H0 ∈ V1 is also the eigenmatrix of T corresponding
to the eigenvalue 1; thus H0 = 0 again by Proposition 3.3. Hence, ρ(T) ≤ 1 and 1
is the unique eigenvalue on the unit circle. Further, GΦ is the only eigenmatrix of
eigenvalue 1 up to a constant multiple.

Finally we need to show that 1 is a simple eigenvalue of T. If not, it must be a
degenerate eigenvalue with only one eigenmatrix. In this case, there exists a matrix
H ∈ H such that TH = GΦ + H. Let H1 = cGΦ + H so that H1 ∈ V1. Then∫

Ts

(TnH1)(ω)dω =
∫

Rs

Πn(ω)H1(2−nω)Π∗
n(ω)dω =

∫
Ts

((c + n)GΦ(ω) + H(ω))dω.
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The left-hand side tends to 0 by the stability of the vector function Φ and (i) of
Proposition 3.3, while the right-hand side tends to ∞, which is a contradiction.

An immediate consequence of this lemma is the following corollary.
COROLLARY 3.5. Assume that P satisfies the conditions (1.5). If the refinable

vector function Φ is stable, then the cascade algorithm converges.
The next theorem, the main result of this section, follows directly from Proposi-

tion 3.1 and Lemma 3.4.
THEOREM 3.6. Assume that P satisfies the basic conditions (1.5). The P-refinable

function vector Φ is stable if and only if the corresponding transition operator T
satisfies Condition E and the eigenmatrix of eigenvalue 1 is nonsingular on Ts.

Proof. If the transition operator satisfies Condition E, then the cascade algorithm
converges and Φ ⊂ L2(Rs). Therefore, Φ is stable by Proposition 3.1. If Φ is stable,
then Lemma 3.4 implies that the transition operator satisfies Condition E. GΦ is the
eigenmatrix of a simple eigenvalue 1 of T which is nonsingular on Ts.

REMARK 3.7. If the transition operator T satisfies Condition E and if eigenvalue
1 has an eigenmatrix which is nonsingular on Ts, then the compactly supported P-
refinable functions Φ ⊂ L2(Rs) by the fact that the corresponding cascade algorithm
converges. Hence the sequence (Sk(Φ)) forms a multiresolution of L2(Rs) with the
functions Φ and their shifts forming a Riesz basis of S(Φ) by Result 1.1 and Theorem
3.6.

If P is CQF, the identity matrix I is an eigenmatrix of the transition operator T
corresponding to eigenvalue 1. A consequence of Theorem 3.6 is as follows.

THEOREM 3.8. Suppose that P is a CQF matrix mask which satisfies the basic
conditions (1.5); then the following statements are equivalent:

(i) the refinable function vector Φ is orthonormal,
(ii) the transition operator T satisfies Condition E,
(iii) the refinable function vector Φ is stable, and
(iv) the corresponding cascade algorithm converges.
Remark 3.7 gives the following corollary.
COROLLARY 3.9. Suppose that P is a CQF matrix mask which satisfies the basic

conditions (1.5). If the corresponding transition operator T satisfies Condition E, then
the sequence of spaces (Sk(Φ))k forms a multiresolution of L2(Rs) with the functions
Φ and their shifts forming an orthonormal basis of S(Φ).

In the rest of this section, we discuss the biorthonormality of two refinable function
vectors Φ and Ψ. Let PΦ and PΨ be the refinement masks of functions Φ and Ψ
satisfying the basic conditions (1.5) and the condition

(3.3)
∑

ν∈Zs/2Zs

PΦ(·/2 + πν)P∗
Ψ(·/2 + πν) = I.

We say that Φ and Ψ are biorthonormal if both function vectors Φ and Ψ are
stable and

J∗
Φ(ω)JΨ(ω) = I, ∈ Ts.

Here again we are interested in characterizing the biorthonormality in terms of
the matrix masks PΦ and PΨ. The following result was shown in [15, Theorem 5.3],
which is the main result of [15].

RESULT 3.10. Let PΦ and PΨ be the refinement masks of refinable function vectors
Φ and Ψ satisfying the basic conditions (1.5) and (3.3). Assume that GΦ(0) ≥ constI
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and GΨ(0) ≥ constI. Then Φ and Ψ are biorthonormal if both TΦ and TΨ have the
spectrum radius < 1 on V1.

We note that if the Φ and Ψ are stable, then by Proposition 3.3 (ii) the conditions
in the above result are satisfied.

THEOREM 3.11. Let PΦ and PΨ be the refinement matrix masks of Φ and Ψ which
satisfy the basic conditions (1.5) and condition (3.3). Then the following statements
are equivalent:

(i) the refinable function vectors Φ and Ψ are biorthonormal;
(ii) both Φ and Ψ are stable; and
(iii) the transition operators TΦ and TΨ satisfy Condition E, and the correspond-

ing eigenmatrices of eigenvalue 1 of TΦ and TΨ are nonsingular on Ts.
Proof. The equivalence of (ii) and (iii) follows from Theorem 3.6. Since if Φ and

Ψ are stable, the conditions in Result 3.10 are satisfied; (ii) implies (i) by that result.
Finally, (i) implies (ii) by the definition of the biorthonormality of Φ and Ψ.

4. Regularity of refinable function vectors. In this section, we establish
some criteria for the regularity of refinable function vectors.

We say that the mask P satisfying the basic conditions (1.5) has vanishing moment
order r if conditions

(4.1) Dβ(A∗(2ω)P(ω))|ω=πν
= i−|β|(DβA∗)(0)δν , ν ∈ Zs/2Zs, |β| ≤ r − 1,

hold for some

A =
∑

|β|≤r−1

aT
β exp(−iβ·),

where aβ ∈ R#Φ.
As we did in [21] for the case #Φ = 1, we will connect this vanishing moment

order to the regularity of Φ.
We say that Φ := (ϕl)T ∈ Cγ if each component ϕl ∈ Cγ . Recall that a function

ϕ ∈ Cγ for n ≤ γ < n + 1 provided that ϕ ∈ Cn and

|Dβϕ(x + t) − Dβϕ(x)| ≤ const|t|γ−n for all |β| = n and |t| ≤ 1

for some constant independent of x. This number is related to

κ2 := sup
{

κ :
∫

Rs

(1 + |w|2)κ|ϕ̂(ω)|2dω < ∞
}

by the inequality γ ≥ κ2 − s/2.
Define

Vr := {H ∈ H : (Dβ(A∗(ω)H(ω))|ω=0)
T = Dβ(H(ω)A(ω))|ω=0 ,= 0, |β| ≤ r − 1}.

In the case that r − 1 > N , we replace H by Hr−1 in the above definition of Vr.
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Since

(4.2) Dβ(A∗(2ω)P(ω))|ω=πν
= i−|β|(DβA∗)(0)δν , ν ∈ Zs/2Zs, |β| ≤ r − 1,

we have that

(Dβ(A∗(ω)TH(ω))|ω=0)
T = Dβ(TH(ω)A(ω))|ω=0 = 0, for allH ∈ Vr, |β| ≤ r − 1.

Hence, the space Vr is an invariant subspace of the transition operator T.
In the case r = 1, the space V1 defined here is an invariant subspace of V1 defined

in section 3, since A∗(0) is the left eigenvector of P.
For each H(ω) := (hi,j(ω))1≤i,j≤#Φ ∈ Vr, define

‖H‖F :=
∑

1≤i,j≤#Φ

‖hi,j(·)‖∞.

If H is a constant matrix, this norm is the sum of the modulus of all entries.
Then the operator norm ‖T|Vr

‖ := supH∈Vr\{0}
‖TH‖F

‖H‖F
on Vr satisfies

lim
n→∞

‖Tn
|Vr

‖1/n = ρ,

where ρ is the spectral radius of T|Vr
. Hence, there exists NT such that for any

H ∈ Vr and for all n > NT,

(4.3) ‖TnH‖F ≤ ‖Tn‖‖H‖F ≤ const(ρ + ε)n‖H‖F ,

where ε is arbitrarily small.
The proof of the following proposition is carried out by modifying the proofs of

Proposition 3.6 of [21] and Theorem 5.2 of [15].
PROPOSITION 4.1. Suppose P satisfies the basic conditions 1.5 and conditions

(4.1). Then for the P-refinable function Φ := (ϕl)T , there exists a constant C such
that ∫

Fn

∣∣ϕ̂l(ω)
∣∣2 dω ≤ C(ρ + ε)n+1,

where Fn := 2nTs\2n−1Ts for all n > NT and ε is arbitrarily small.
Proof. It follows from (4.3) for any H ∈ Vr,∥∥∥∥∫

Fn

TnH(ω)dω

∥∥∥∥
F

≤ const(ρ + ε)n‖H‖F .

Since none of the choices of the constants in this proof depend on n, for simplicity we
denote all constants by “const” even though the value of this may change with each
occurrence.

Let H(ω) := (
∑s

`=1(1 − cos w(`))r−1)I. Since

(Dβ(A∗(ω)H(ω))|ω=0)
T = Dβ(H(ω)A(ω))|ω=0 = 0, |β| ≤ r − 1,

we have H ∈ Vr and H ≥ I for all ω ∈ Ts\(1/2Ts). Since ‖P(ω)−P(0)‖ ≤ const‖ω‖,
the function Φ̂ is bounded on Ts.

We also note that

Φ̂(ω) = Πn(ω)Φ̂(2−(n+1)ω).
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Hence we have∫
Fn

|ϕ̂l(ω)|2dω =
∫

Fn

iTl Φ̂(ω)Φ̂∗(ω)ildω

=
∫

Fn

iTl Πn(ω)Φ̂(2−(n+1)ω)Φ̂∗(2−(n+1)ω)Π∗
n(ω)ildω

≤ const
∫

Fn

iTl Πn(ω)H(2−(n+1)ω)Π∗
n(ω)ildω

≤ const
∫

2nTs

iTl Πn(ω)H(2−(n+1)ω)Π∗
n(ω)ildω

≤ const‖
∫

2nTs

Πn(ω)H(2−(n+1)ω)Π∗
n(ω)dω‖F

= const‖
∫

Ts

(T(n+1)H)(ω)dω‖F

≤ const(ρ + ε)n+1,

where il is the Φ × 1 column vector whose lth entry is 1 and all others are 0.
This proposition together with the usual Littlewood–Paley technique leads to the

following estimate of the regularity of the refinable function vector Φ.
THEOREM 4.2. Suppose P satisfies the basic conditions 1.5 and the conditions

(4.1), and let ρ be the spectral radius of T|Vr
. Then the function Φ = (ϕl)T is in

Cγ−ε for any ε > 0 and γ = − log ρ/(2 log 2) − s/2.
Proof. Since when n > NT,∫

Fn

|ϕ̂l(ω)|2dω ≤ constρn+1,

and since the function ϕ̂l is bounded on 2NT Ts,∫
Rs

(1 + |w|2)κ|ϕ̂l(ω)|2dω ≤ const

(
1 +

∞∑
n=1

22nκρn+1

)
.

Hence ϕl ∈ Cγ−ε where γ = − log ρ/(2 log 2) − s/2. That is, Φ ∈ Cγ−ε.
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Abstract. The continuous component of the orthogonality relation for sieved random walk
polynomials is derived in general from the orthogonality relation of another nonsieved random walk
sequence called the companion polynomials. Conditions are stated on the three-term recurrence
relation between the two polynomial sequences for a linear difference equation to hold. Results from
Ismail are used to find the Stieltjes transform of the orthogonality measure of the sieved polynomials.
The linear difference equation allows for the Stieltjes transform to be inverted. The theory is applied
to the sieved associated ultraspherical polynomials, and in general to random walk polynomials with
linear birth and death rates of βn = c n + a and δn = c n + b, respectively.

Key words. associated ultraspherical polynomials, birth and death process, companion poly-
nomials, orthogonal polynomials, random walk polynomials, sieved polynomials, Stieltjes transform
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1. Introduction. In this paper we will study sieved orthogonal polynomials and
derive their orthogonality from a nonsieved random walk analogue. Random walk
polynomials arise from a special stationary Markov process known as a birth and
death process (BDP). Here the state space {X(t) : t ≥ 0} is the set of nonnegative
integers. The transition probabilities Pm,n(t) are the probabilities that the system
goes from state m to state n in time t. The transition probabilities satisfy

(1)

Pn,n+1(t) = βnt + o(t),
Pn,n−1(t) = δnt + o(t),
Pn,n(t) = 1 − δnt − βnt + o(t),
o(t) otherwise, as t → 0+.

The βn and δn are called the birth and death rates of the process at state n, and they
satisfy the requirements βn > 0, δn+1 > 0 for n ≥ 0, and δ0 > 0.

The random walk polynomials of the BDP are defined as

(2)
R−1(x) = 0, R0(x) = 1,
xRn(x) = BnRn+1(x) + DnRn−1(x), n ≥ 0,

where

(3) Bn =
βn

βn + δn
, Dn =

δn

βn + δn
.

Another set of orthogonal polynomials associated with a BDP is the birth and
death polynomials {Qn(x)}, generated by

Q0(x) = 1, Q1(x) =
λ0 + µ0 − x

λ0
,

−xQn(x) = λnQn+1(x) + µnQn−1(x) − (λn + µn)Qn(x), n > 0.

∗Received by the editors January 29, 1996; accepted for publication (in revised form) September
30, 1996.
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Most of the BDP and their random walk polynomials that have been studied
have birth and death rates as linear functions of n. If βn = an + b and δn = cn + d,
then interpreting the states of the process as populations, “an” and “cn” represent
the growth and decline of the population due to its current size, while “b” and “d”
represent external forces.

Given a random walk sequence of polynomials, we may define the sieved random
walk polynomials. Charris and Ismail in [6, 7] outlined this process and defined the
sieved random walk polynomials of the first and second kinds in general. An original
random walk polynomial sequence {Rn(x)} is given, defined by the recursion (2).
Next, another random walk sequence {Sn(x)}, called the dual sequence, is defined by
the recursion

(4)
S−1(x) = 0, S0(x) = 1,
xSn(x) = DnSn+1(x) + BnSn−1(x), n ≥ 0.

The sieved random walk polynomials of the first kind, written rn(x; k), are next
defined by

(5)
r0(x; k) = 1, r1(x; k) = x,

xrn(x; k) = dn−1rn+1(x; k) + bn−1rn−1(x; k), n > 0,

where

(6)
bn = dn =

1
2

if n + 1 6= mk,

bmk−1 = Bm−1, dmk−1 = Dm−1, m = 1, 2, . . . .

The sieved random walks of the second kind, sn(x; k), are defined similarly by

(7)
s0(x; k) = 1, s1(x; k) = 2x,

xsn(x; k) = bnsn+1(x; k) + dnsn−1(x; k), n > 0.

The first sieved polynomials studied were the sieved analogues of the ultraspher-
ical polynomials Cλ

n(x) by Al-Salam, Allaway, and Askey [1, 2]. These were studied
as special limiting cases of the q-continuous ultraspherical polynomials Cn(x;β|q).

Explicit representations of the sieved polynomials of the first and second kind
were established by Charris and Ismail [6] in terms of the random walk polynomials
Rn(x) and the Tchebyshev polynomials of the first and second kinds, Tn(x) and
Un(x), respectively. These formulas allowed Charris and Ismail to find the Stieltjes
transform of the measure of orthogonality of the sieved polynomials of the first kind.
The absolutely continuous component of the measure of orthogonality of the sieved
polynomials of the first and second kind have been related to each other in Ismail [11].

2. Mathematical preliminaries. Given a distribution function µ(x), there is
a sequence of polynomials {Pn(x)}, where Pn(x) is of exact degree n, such that

(8)
∫ ∞

−∞
Pn(x)Pm(x)dµ(x) = λnδnm, λn > 0

(see Chihara [8, p. 14]). The sequence {Pn(x)} is called an orthogonal polynomial
sequence (OPS).
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Given the distribution function µ(x), then the OPS {Pn(x)} always satisfies a
three-term recurrence relation

(9) Pn+1(x) = (Anx + Bn)Pn(x) − CnPn−1(x), n = 1, 2, . . . ,

where the coefficients An, Bn, Cn are real and such that An−1AnCn > 0, n = 1, 2, . . .,
which is the positivity condition to ensure that the polynomials are orthogonal with
respect to a positive measure [8, p. 19].

From the orthogonality condition (8) and the three-term recurrence (9), we obtain

(10) λn =
A0

An

n∏
k=1

Ck.

The vth associated polynomials of Pn(x), written P
(v)
n (x), are defined by the

recursion

(11)
P

(v)
−1 (x) = 0, P

(v)
0 (x) = 1,

P
(v)
n+1(x) = (An+vx + Bn+v)P (v)

n (x) − Cn+vP
(v)
n−1(x).

These polynomials are orthogonal by Favard’s theorem [8]. The numerator polyno-
mials of Pn(x) are defined as

(12) P ∗
n(x) = A0P

(1)
n−1(x).

The Stieltjes transform of a distribution function µ(t) is defined as the function

(13) χ(z) =
∫ ∞

−∞

dµ(t)
z − t

for wherever the integral is convergent. Markov’s theorem asserts that when the
support of µ(x) is compact, with [ξ1, η1] being the smallest closed interval containing
the support of µ(x), then χ(z) is an analytic function for z 6∈ [ξ1, η1], and

(14) χ(z) = lim
n→∞

P ∗
n(z)

Pn(z)
= lim

n→∞

A0P
(1)
n−1(z)

Pn(z)
.

(See Askey and Ismail [3] and Wall [19].) For random walk polynomials, the interval
[ξ1, η1] is always [−1, 1] (see Karlin and McGregor [13, 14]).

Once the Stieltjes transform of a distribution function is known from Markov’s
theorem, we will want to recover dµ1(x), the absolutely continuous component of the
measure induced by the distribution function µ(x). To this end we employ a corollary
to the Stieltjes inversion formula. If µ(x) is of bounded variation on (−∞,∞), then

(15) dµ1(t) =
1

2πi
lim

ε→0+
[χ(t − iε) − χ(t + iε)], t ∈ supp (µ(t)).

(See Widder [20].)
Another method of finding the measure dµ(x) for an OPS {Pn(x)} is given by

the theorem of Nevai: let Pn(x) be defined by the recursion (9), and let P̃n(x) =
Pn(x)/

√
λn be the corresponding orthonormal series. If in (9) we have

(16)
∞∑

n=0

{
|BnA−1

n | +
∣∣∣C1/2

n+1A
−1/2
n A

−1/2
n+1 − γ

2

∣∣∣} < ∞
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for some γ, then

(17) dµ(x) = dµ1(x) + dµ2(x),

where dµ1(x) is continuous and a positive measure in (−γ, γ), supp(dµ) = [−γ, γ]
is the smallest closed interval containing the support of µ(x), and µ2(x) is a step
function that is constant in (−γ, γ). Further,

(18) lim sup
n→∞

{
dµ1(x)

√
γ2 − x2 P̃ 2

n(x)
}

=
2
π

holds almost everywhere (a.e.) in supp(dµ). (See Nevai [15, Corollary 36, p. 141 and
Theorem 40, p. 143].)

A theorem useful for finding the isolated jumps in the distribution function µ(x)
is due to Shohat and Tamarkin [18, Corollary 26, pp. 45–46]. Let {P̃n(x)} be the
orthonormal polynomials with respect to the distribution function µ(x). Let

(19) [ρ(x)]−1 =
∞∑

n=0

P̃ 2
n(x).

When the corresponding Hamburger moment problem is determined, then ρ(x) = 0 at
all points of continuity of µ(x) and equals the jump of µ(x) at a point of discontinuity.

Let σ1(x) be the distribution function for the polynomials rn(x; k) and χ1(x; k) =∫ 1
−1

dσ1(t)
x−t be the Stieltjes transform for rn(x; k). Charris and Ismail [6] proved the

result

(20) χ1(x; k) = lim
m→∞

amkUk−1(x)Sm−1(Tk(x))
Rm(Tk(x)) − Rm−2(Tk(x))

, x 6∈ [−1, 1],

where

(21) amk = {D0D1 · · ·Dm−2}/{B0B1 · · ·Bm−1}, m > 1.

Further, if σ2(x) is the distribution function for sn(x; k), then

(22) dσ2(x) = c(1 − x2)dσ1(x),

c is a constant. (See Ismail [11].)
In the first part of this paper conditions will be developed that allow for the

difference Rn(x) − Rn−2(x) that occur in the denominator of (20) to be expressed as
a linear combination of another random walk polynomial Pn(x), called the companion
polynomials to Rn(x). It will then be shown that if the orthogonality relationship for
the companion polynomials is known, then by using (20), it will be possible to invert
the Stieltjes transform for the sieved polynomials of the first kind of Rn(x) and obtain
its absolutely continuous component of the measure of orthogonality.

In the second section, this general theory will be applied to the random walk
polynomials Rn(x; a, b, c) having linear birth and death rates given by βn = cn + a,
δn = cn+b. This will lead to a mixed recursion relation with interesting special cases.
The orthogonality for the sieved polynomials of the first kind of Rn(x; a, b, c) will be
discussed after this.

We will use the usual notation for the Gaussian hypergeometric series, writing

(23) 2F1(a, b; c; z) = 2F1

(
a, b

c
; z

)
=

∞∑
k=0

(a)k(b)k

(c)k

zk

k!
,
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where

(24)
(a)k = a(a + 1) · · · (a + k − 1) = Γ(a + k)/Γ(a), k = 1, 2, . . . ,

(a)0 = 1.

3. A linear difference relation for sieved polynomials. In this section we
seek a linear representation of the difference Rn(x) − Rn−2(x) of a random walk
polynomial in terms of another random walk polynomial. To this end we formulate
the problem as follows. Let Rn(x) and its dual Sn(x) be given as defined by (2) and
(4). These are the random walk polynomials whose sieved analogues we are trying to
determine an orthogonality relationship for. We want to know under what conditions
are there constants θn, φn, and ωn, and another random walk sequence {Pn(x)}, such
that

Sn(x) = θnP (1)
n (x), n ≥ 0,(25)

Rn(x) − Rn−2(x) = φnPn(x) + xωnP
(1)
n−1(x), n ≥ 1.(26)

The polynomials Pn(x) will be called the companion polynomials to Rn(x), and
P

(1)
n (x) are the associated polynomials P

(v)
n (x) with parameter v = 1. The com-

panion polynomials are defined recursively by

P−1(x) = 0, P0(x) = 1,(27)

xPn(x) = BnPn+1(x) + DnPn−1(x), n ≥ 0,

Bn + Dn = 1, n ≥ 1.

The Stieltjes transform χP (x) for Pn(x) will be assumed known, as well as the
absolutely continuous component of the measure of orthogonality, dµP (x).

We state the following theorem.
THEOREM 1. If

Bn(1 − Bn−1) = Bn(1 − Bn+1), n ≥ 1,(28)

then (25) and (26) hold, with the constants θn, φn, and ωn given by

θ0 = 1, θn =
B1B2 · · ·Bn

D0D1 · · ·Dn−1
, n ≥ 1,

φ1 =
1

D1
, φn =

B1B2 · · ·Bn−1

D1B1B2 · · ·Bn−1
, n ≥ 2,(29)

ωn = D1

(
1

B0
− 1

B1D1

)
φn, n ≥ 1.

Proof. We shall proceed by induction on n. First, note (28) is equivalent to
BnDn+1 = BnDn−1, n ≥ 1. The recurrence relation for P

(1)
n (x) is

P
(1)
−1 (x) = 0, P (1)

0 (x) = 1,
(30)

xP (1)
n (x) = Bn+1P

(1)
n+1(x) + Dn+1P

(1)
n−1(x), n ≥ 0.
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Thus P
(1)
1 (x) = 1

B1
x. Let Qn(x) = θnP

(1)
n (x), n ≥ 0, Q−1(x) = 0. It is clear that

Qn(x) = Sn(x) for n = 0, 1. Multiplying (30) throughout by θn, we obtain

xQn(x) = DnQn+1(x) +
Dn+1Bn

Dn−1
Qn−1(x) = DnQn+1(x) + BnQn−1(x), n ≥ 1.

Thus, Qn(x) has the same recursion and initial conditions as the dual polynomials
Sn(x) do. This establishes (25).

When n = 1, (26) becomes R1(x) = φ1P1(x) + xω1, which is easily verified as
true. Likewise, using the recursion for R2(x), P2(x), and the definitions for φ2 and
ω2, along with the fact that B1 + D1 = 1, it is routine to verify that (26) is true for
n = 2.

Now assume (26) is true for n ≥ 2 in general. Multiply both sides of (26) by x,
then use the recursion relations for Rn(x), Pn(x), and P

(1)
n (x). This yields

BnRn+1(x) + (Dn − Bn−2)Rn−1(x) − Dn−2Rn−3(x)
(31)

= φn[BnPn+1(x) + DnPn−1(x)] + xωn[BnP (1)
n (x) + DnP

(1)
n−2(x)].

Since Bn + Dn = 1 for n ≥ 0, then Dn − Bn−2 = Dn−2 − Bn for n ≥ 2. Thus the left
side of (31) becomes Bn[Rn+1(x) − Rn−1(x)] + Dn−2[Rn−1(x) − Rn−3(x)]. Applying
the induction hypothesis to Rn−1(x) − Rn−3(x) with n → n − 1 and simplifying, we
obtain

Bn[Rn+1(x) − Rn−1(x)] = φnBnPn+1(x) + (φnDn − φn−1Dn−2)Pn−1(x)
(32)

+ x[ωnBnP (1)
n (x) + (ωnDn − ωn−1Dn−2)P

(1)
n−2(x)].

To simplify the above, first note that φn+1 = Bn

Bn
φn, ωn+1 = Bn

Bn
ωn, n ≥ 1. Therefore

φnDn = Bn−1Dn

Bn−1
φn−1, n ≥ 2. But Dn = Bn−1Dn−2

Bn−1
, n ≥ 2, so φnDn −φn−1Dn−2 = 0,

n ≥ 2. Similarly, ωnDn − ωn−1Dn−2 = 0, n ≥ 2. Therefore, (32) simplifies to

Rn+1(x) − Rn−1(x) = φn+1Pn+1(x) + xωn+1P
(1)
n (x).

This is (26) with n → n + 1, so the theorem is proved by induction.
Once a suitable set of companion polynomials are selected, we may proceed to

find dσ1(x; k), the absolutely continuous component of orthogonality for rn(x; k), the
sieved polynomials of the first kind of Rn(x), and the Stieltjes transform χ1(x; k) of
this measure.

By Theorem 1, Sn−1(x)
Rn(x)−Rn−2(x) =

θn−1P
(1)
n−1(x)/Pn(x)

φn+xωnP
(1)
n−1(x)/Pn(x)

. Substituting the values in

Theorem 1 for θn, φn, ωn, and the values in (21) for ank, we have, after simplification
and the use of Markov’s theorem,

lim
n→∞

an kSn−1(x)
Rn(x) − Rn−2(x)

=
B0

B0

χP (x)
1

D1
+ B0

(
1

B0
− 1

B0D1

)
xχP (x)

,(33)

x 6∈ [−1, 1]. Since x ∈ [−1, 1] ⇔ Tk(x) ∈ [−1, 1], replacing x by Tk(x) in the above,
and using (20), we have the following theorem.
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THEOREM 2.

χ1(x; k) =
B0

B0

Uk−1(x)χP (Tk(x))
1

D1
+ B0

(
1

B0
− 1

B0D1

)
Tk(x)χP (Tk(x))

, x 6∈ [−1, 1].(34)

To use the Stieltjes inversion formula on χ1(x; k) to recover dµ1(x; k), it is first
necessary to mention a special case of a theorem due to Geronimo and Van Assche.
If µ0 is a probability measure with Stieltjes transform χ(z, µ0) and µ is another
measure whose Stieltjes transform is given by χ(z, µ) = Uk−1(z)χ(Tk(z), µ0), where
Tk(x) and Uk(x) are the Tchebyshev polynomials of the first and second kind, then
the absolutely continuous components of the measures µ and µ0 satisfy the relation
dµ(x) = |Uk−1(x)|dµ0(Tk(x)). (See Geronimo and Van Assche [10].)

If we let

χ(x, ρ) = lim
n→∞

ankSn−1(x)
Rn(x) − Rn−2(x)

, x 6∈ [−1, 1],

be the Stieltjes transform for some measure ρ, then χ1(x; k) = Uk−1(x)χ(Tk(x), ρ).
Using (15), the corollary to the Stieltjes inversion formula, then (33) becomes

dρ(x) =
B0

B0D1

dµP (x)∣∣∣∣ 1
D1

+ B0

(
1

B0
− 1

B0D1

)
xχP (x)

∣∣∣∣2
, x ∈ (−1, 1).(35)

Here the Stieltjes transform for the companion polynomials,

χP (x) = p.v.

∫ 1

−1

dµP (t)
x − t

, x ∈ (−1, 1),

is understood to be a Cauchy principal value integral. Now applying the theorem of
Geronimo and Van Assche to (35), we obtain the following theorem.

THEOREM 3.

(36) dσ1(x; k) =
B0

B0D1

|Uk−1(x)|dµP (Tk(x))∣∣∣∣ 1
D1

+ B0

(
1

B0
− 1

B0D1

)
Tk(x)χP (Tk(x))

∣∣∣∣2
, x ∈ (−1, 1).

It is always possible to find companion polynomials Pn(x) such that the formula
BnDn−1 = BnDn+1, n ≥ 1, is satisfied. Choose Bn = Dn−1 and Dn = Bn−1. The
requisite equation (28) is satisfied, and so is the random walk condition Bn +Dn = 1,
n ≥ 1 for Pn(x). These are called the natural companion polynomials and are defined
as

xPn(x) = Dn−1Pn+1(x) + Bn−1Pn−1(x), n ≥ 1,

(37)
P−1(x) = 0, P0(x) = 1, P1(x) =

x

B0
.

Here B0 and D0 need not be specified, since D0 plays no role as P−1(x) = 0. With
this selection for Pn(x), we see P

(1)
n (x) = Sn(x). The constants θn, φn, and ωn in
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Theorem 1 become

θn = 1, n ≥ 0,

φ1 =
1

B0
, φn = ank, n ≥ 2,(38)

ω1 =
1

B0

(
1 − 1

B0

)
, ωn = ank

(
1 − 1

B0

)
, n ≥ 2.

Theorem 1 becomes

Rn(x) − Rn−2(x) = ank

[
Pn(x) +

(
1 − 1

B0

)
xP

(1)
n−1(x)

]
, n ≥ 2.(39)

The formulas for the Stieltjes transform and measure of orthogonality for rn(x; k)
become

χ1(x; k) =
B0Uk−1(x)χP (Tk(x))

1 + (B0 − 1)Tk(x)χP (Tk(x))
, x 6∈ [−1, 1],(40)

dσ1(x; k) =
B0|Uk−1(x)|dµP (Tk(x))

|1 + (B0 − 1)Tk(x)χP (Tk(x))|2
, x ∈ (−1, 1).(41)

4. Orthogonality of the associated ultraspherical polynomials. In this
section we will study the random walk polynomials Rn(x; a, b, c), or simply Rn(x)
when the dependence on the parameters is not necessary to state, with linear birth
and death rates given by βn = cn + a, δn = cn + b. This will give us the background
to then select a companion random walk polynomial sequence to Rn(x) and to study
the sieved analogues in the next section.

These polynomials satisfy the recursion

R−1(x) = 0, R0(x) = 1,
(42) (cn + a)Rn+1(x) = (2cn + a + b)xRn(x) − (cn + b)Rn−1(x), n ≥ 0.

The case of c = 0 is seen to be the Tchebyshev polynomials Rn(x) =
( b

a )n/2Un( a+b
2
√

ab
x). Dispensing with this case, we may divide the recursion (42) by

c, replace a by a
c and b by b

c , thereby scaling c to 1. This leaves the recursion to the
simplified form

(n + a)Rn+1(x; a, b) = (2n + a + b)xRn(x; a, b) − (n + b)Rn−1(x; a, b), n ≥ 0.(43)

These are seen to be the associated ultraspherical polynomials C
(γ)
n (x;β) =

Rn(x; γ +1, 2β +γ −1). The ultraspherical polynomials are Cλ
n(x) = Rn(x; 1, 2λ−1).

The corresponding birth and death polynomials when βn = n+α+c+1, δn = n+c,
n ≥ 0, are the associated Laguerre polynomials Lα

n(x; c). These have been studied in
Askey and Wimp [4] and Ismail, Letessier, and Valent [12].

The positivity condition on the measure for Rn(x) is found from (43) to be

(2n + a + b)(2n + a + b − 2)(n + b)
(n + a)2(n + a − 2)

> 0, n = 1, 2, . . . .

The intersection of these inequalities for n = 1, 2, . . . , is found to be a > 1, b > −1.
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Let G(x, t) =
∑∞

n=0 Rn(x; a, b)tn be the generating function for the polynomials
Rn(x; a, b). Note that G(x, 0) = 1. Multiplying (43) by tn+1 and summing from n = 0
to ∞, we obtain the differential equation

t(t − α)(t − β)
∂G(x, t)

∂t
= −(1 + b)(t − p)(t − q)G(x, t) + (a − 1).

Here α, β are the roots of the equation t2 − 2tx + 1 = 0, with |α| ≤ |β|. We note
that α + β = 2x, αβ = 1, and |α| = |β| ⇔ |x| ≤ 1. Also, p, q are the roots of
−(1+ b)t2 +(a+ b)xt+(1− a) = 0. We have p+ q = a+b

1+bx, pq = a−1
b+1 . Let A = 1− a,

B = a−b
2 − 1. Solving the above differential equation, we obtain

G(x, t) = (a − 1)tA(1 − 2xt + t2)B

∫ t

0
u−A−1(1 − 2xu + u2)−B−1du.

For the integral to converge, we must have A < 0, or a > 1, which is implied from the
positivity condition.

We may use the method of Darboux (see Olver [16, section 8.9]) to obtain asymp-
totic estimates for Rn(x). Analyzing x 6∈ [−1, 1] first, we find a comparison function
to be

lim
t→α

(
1 − t

α

)−B

G(x, t) = (a − 1)αA

(
1 − α

β

)B ∫ α

0
u−A−1

(
1 − u

α

)−B−1
(
1 − u

β

)−B−1

du,

B 6= 0, 1, . . . . The above integral is a Hadamard integral (see Askey and Ismail [3,
Chapter 5]). Using the binomial theorem for (1 − t

α )B =
∑

n=0
(−B)n

n!
tn

αn , and Stir-
ling’s asymptotic estimate (−B)n

n! α−n ∼ α−n

Γ(−B)n
−B−1, we obtain the asymptotic esti-

mate

Rn(x) ∼ (a − 1)αA

(
1 − α

β

)B
α−n

Γ(−B)
n−B−1

∫ α

0
u−A−1

(
1 − u

α

)−B−1
(
1 − u

β

)−B−1

du,

x ∈ [−1, 1].

To evaluate the above integral, we may use the binomial theorem on the factor
(1 − u

β )−B−1 inside the integral, reverse order of summation and integration, and
use the definition of beta integrals to obtain after simplification the result

Rn(x; a, b) ∼ Γ(a)
Γ

(
a+b
2

) (
1 − α

β

) a−b
2 −1

× 2F1

(
a − 1,

a − b

2
;

a + b

2
;

α

β

)
α−nn(b−a)/2,(44)

n → ∞, x 6∈ [−1, 1].

There is no need to separately consider the case where B = 0, 1, 2, . . . , since the factor
Γ(−B) has cancelled.

For x ∈ (−1, 1), |α| = |β|. Due to the two singularities of the generating function
G(x, t) that are equidistant from the origin, a comparison function to use in the
method of Darboux in this case is

(a − 1)αA

(
1 − α

β

)B ∫ α

0
u−A−1

(
1 − u

α

)−B−1
(

1 − u

β

)−B−1

du

+ complex conjugate.
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Letting x = cos θ, α = eiθ, β = e−iθ, we obtain the asymptotic estimate

Rn(x; a, b) ∼ 2
Γ(a)

Γ
(

a + b

2

) |1 − e2iθ|(
a−b
2 )−1

×
∣∣∣∣2F1

(
a − b

2
, a − 1;

a + b

2
; e2iθ

)∣∣∣∣ n( b−a
2 ) cos(−nθ + φ),(45)

n → ∞, x ∈ (−1, 1),

where φ = arg[(1 − e2iθ)(
a−b
2 )−1

2F1 (a−b
2 , a − 1; a+b

2 ; e2iθ)].
To obtain the asymptotics at x = 1, we find the differential equation of the

generating function G(x, t) of Rn(x) at x = 1 to be

t(t − 1)2
∂G(1, t)

∂t
= [−(b + 1)t2 + (a + b)t + 1 − a]G(1, t) + (a − 1).

Solving this we obtain

G(1, t) = (a − 1)t1−a(1 − t)a−b−2
∫ t

0
ua−2(1 − u)b−adu, a > 1.

A comparison function in the method of Darboux is

(a − 1)(1 − t)a−b−2
∫ 1

0
ua−2(1 − u)b−adu, b − a 6= −1,−2, . . . .

Evaluating the above Hadamard integral and using the binomial theorem and Stir-
ling’s asymptotic estimate, we obtain after simplification

Rn(1) ∼ 1
Γ(−a + b + 2) 2F1(a − b, a − 1; a; 1)n−a+b+1,

(46)
n → ∞, b − a 6= −1,−2, . . . .

Since the recursion for Rn(x) is symmetric, then Rn(−1) = (−1)nRn(1), and therefore
this case need not be considered separately (Chihara [8, p. 21]).

The numerator polynomials are defined in terms of the associated polynomials
with parameter v = 1. We see that R

(1)
n (x; a, b) = Rn(x; a + 1, b + 1). Therefore, by

(44), we obtain the asymptotic estimate

R(1)
n (x; a, b) ∼ Γ(a + 1)

Γ
(

a + b

2
+ 1

) (
1 − α

β

) a−b
2 −1

× 2F1

(
a,

a − b

2
;
a + b

2
+ 1;

α

β

)
α−nn(b−a)/2,

(47)
n → ∞, x 6∈ [−1, 1].

The Stieltjes transform of the distribution function for the polynomials Rn(x; a, b)
can be obtained next. Let the orthogonality be written as∫ 1

−1
Rn(x; a, b)Rm(x; a, b)dµ(x) = λnδmn.
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Let χ(x) =
∫ 1

−1
dµ(t)
x−t , x 6∈ [−1, 1], be the Stieltjes transform. Applying Markov’s

theorem to asymptotic estimates (44) and (47), we obtain after simplification

χ(x) = 2α
2F1

(
a,

a − b

2
;
a + b

2
+ 1;

α

β

)
2F1

(
a − 1,

a − b

2
,
a + b

2
;
α

β

) , x 6∈ [−1, 1].(48)

Now that the asymptotic estimates for Rn(x; a, b) are known for x ∈ (−1, 1),
we may use the theorem of Nevai to obtain dµ(x), the continuous component of the
measure of orthogonality. The hypotheses of the theorem are seen to be satisfied
by a routine order estimation of the recursion coefficients. Using formula (10) and
Stirling’s formula, we have

λn =
a + b

a

(n + a)
(2n + a + b)

(b + 1)n

(a + 1)n
∼ a + b

2b

Γ(a)
Γ(b)

nb−a.(49)

Letting x = cos θ, we then have
√

1 − x2 = | sin θ|, and |1−e2iθ| = 2| sin θ|. Therefore,
using (45) and (49), we can write

dµ(x) = lim sup
n→∞

2
π

1√
1 − x2

λn

R2
n(x, a, b)

=
1
π

2b−a a + b

b

Γ2
(

a + b

2

)
Γ(a)Γ(b)

| sin θ|b−a+1
∣∣∣∣2F1

(
a − 1,

a − b

2
;

a + b

2
; e2iθ

)∣∣∣∣−2

dx,

(50)
x ∈ (−1, 1).

A partial analysis of mass points in the distribution function µ(x) may be obtained
using (19). From asymptotic estimates (46) and (49), we have R̃2

n(1) = R2
n(1)
λn

=
On−a+b+2. Therefore, if a − b > 3, then

∑∞
n=0 R̃2

n(1) is divergent, and µ(x) does not
have a mass point at x = 1. The same analysis holds at x = −1.

The dual polynomials are defined by the recursion

(2n + a + b)xSn(x; a, b) = (n + b)Sn+1(x; a, b) + (n + a)Sn−1(x; a, b),(51)

with the usual initial conditions. By showing that the same recurrence and initial
conditions are satisfied, we can make the following identifications:

Sn(x: a, b) = Rn(x: b, a) = R(1)
n (x: b − 1, a − 1).(52)

From asymptotic formula (44), we therefore have

Sn(x; a, b) ∼
(
1 − α

β

)b−a
2 −1 Γ(b)

Γ
(
a + b

2

) 2F1

(
b − 1,

b − a

2
;

a + b

2
;

α

β

)
α−nn(a−b)/2,

(53)
n → ∞, x 6∈ [−1, 1].
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5. The sieved associated ultraspherical polynomials. We now have the
background material to study the companion polynomials and the various sieved poly-
nomials of Rn(x). Let rn(x; k) be the sieved polynomials of the first kind of Rn(x).
From the birth and death rates βn = n + a, δn = n + b of Rn(x), we identify the
coefficients

Bn =
n + a

2n + a + b
, Dn =

n + b

2n + a + b
.(54)

Therefore, the coefficients amk in (21) are given by

amk = (a + b + 2m − 2)
(b)m−1

(a)n
∼ 2Γ(a)

Γ(b)
mb−a.(55)

Let σ1(x; k) be the distribution function that the polynomials rn(x; k) are or-
thogonal with respect to, and let χ 1(x; k) be the Stieltjes transform of σ1(x; k).
Asymptotic estimates (44), (53), and (55) allow us to write

lim
m→∞

amkSm−1(x; a, b)
Rm(x; a, b) − Rm−2(x; a, b)

=
2

β − α

(
1 − α

β

)(b−a) 2F1

(
b − 1,

b − a

2
;
a + b

2
;
α

β

)
2F1

(
a − 1,

a − b

2
;
a + b

2
;
α

β

) ,

x 6∈ [−1, 1].

Now let x be replaced everywhere by Tk(x), the Tchebyshev polynomial of the
first kind. Then α, β are replaced by

αk, βk = Tk(x) ±
√

T 2
k (x) − 1.(56)

The statement x 6∈ [−1, 1] becomes Tk(x) 6∈ [−1, 1], which is identical to x 6∈ [−1, 1].
By (20) we have

χ 1(x; k) =
2

βk − αk
Uk−1(x)

(
1 − αk

βk

)(b−a) 2F1

(
b − 1,

b − a

2
;
a + b

2
;
αk

βk

)
2F1

(
a − 1,

a − b

2
;
a + b

2
;
αk

βk

) ,

(57)
x 6∈ [−1, 1].

5.1. The companion polynomials. We next study the companion polyno-
mials for the Rn(x; a, b) defined by the recursion xPn(x; a, b) = BnPn+1(x; a, b) +
DnPn−1(x; a, b), with the usual initial conditions, and where

Bn =
n + a

2n + a + b − 2
, Dn =

n + b − 2
2n + a + b − 2

, n ≥ 0.(58)

We see the relation BnDn+1 = BnDn−1 holds for n ≥ 1, so the Pn(x) are compan-
ion polynomials to Rn(x), but these are not the natural companion polynomials of
Rn(x). The above companion polynomials were selected since they will furnish some
interesting results. We first note the identities

Pn(x; a, b) = Rn(x, a, b − 2),
(59)

P (1)
n (x; a, b) = Rn(x; a + 1, b − 1).
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From (29), we identify the coefficients θn, φn, ωn as

(60)

θn =
(a + 1)n

(b)n
, φn =

a + b + 2(n − 1)
b − 1

, ωn =
1 − a

a

a + b + 2(n − 1)
b − 1

, n ≥ 1.

Using identities (59) and (60), formulas (25) and (26) become

Sn(x; a, b) =
(a + 1)n

(b)n
Rn(x; a + 1, b − 1), n ≥ 0,(61)

Rn(x; a, b) − Rn−2(x; a, b) =
a + b + 2(n − 1)

b − 1
,

(62)
×

[
Rn(x; a, b − 2) +

1 − a

a
x Rn−1(x; a + 1, b − 1)

]
, n ≥ 1.

In terms of the associated ultraspherical polynomials, formula (62) becomes the
mixed recursion relation

C(γ)
n (x;β) − C

(γ)
n−2(x;β) =

2(n + β + γ − 1)
2β + γ − 2

[
C(γ)

n (x;β − 1) − γx

γ + 1
C

(γ+1)
n−1 (x;β − 1)

]
.(63)

The case of γ = 0 are the ultraspherical polynomials, written Cλ
n(x), where λ is

replacing β. Formula (63) reduces to

Cλ
n(x) − Cλ

n−2(x) =
λ + n − 1

λ − 1
Cλ−1

n (x),

a known result. (See Rainville [17, p. 283, eq. (39)].) Charris and Ismail [7] use this
relation, along with the known weight function for the ultraspherical polynomials,
to invert the Stieltjes transform for the sieved ultraspherical polynomials of the first
kind, and thereby obtain the orthogonality relation for these polynomials.

The derivation of formula (63) was done originally in DeSesa [9, pp. 139–142].
First an expression for C

(γ)
n (x;β) in terms of the Legendre functions of the first and

second kinds was used. (See Bustoz and Ismail [5].) Then properties of the Legen-
dre functions established (63). This was used to invert the Stieltjes transform for
the sieved associated ultraspherical polynomials of the first kind. (See DeSesa [9,
Chapter 4].)

The Stieltjes transform χP (z) for the companion polynomials is easily obtained by
making the substitution b → b − 2 in formula (48), as justified by identity (59). Sim-
ilarly, dµp(x), the absolutely continuous component for the measure of orthogonality
of the companion polynomials, is found by using the same substitution in (50).

5.2. The sieved polynomials of the first kind. For rn(x; k), the sieved poly-
nomials of the first kind, where Bn and Dn are given by (54), we note first

B0 =
a

a + b
, B0 =

a

a + b − 2
, D1 =

b − 1
a + b

.(64)
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Using (64) and the substitution b → b − 2 in (48) for χP (x) in Theorem 2, formula
(34), we obtain a second expression for χ1(x; k) given by

χ1(x; k) =
2(b − 1)Uk−1(x)αkF1

(a + b − 2)F2 + 2(1 − a)Tk(x)αkF1
, x 6∈ [−1, 1],(65)

where

F1 = 2F1

 a,
a − b

2
+ 1

a + b

2

;
αk

βk

 , F2 = 2F1

 a − 1,
a − b

2
+ 1

a + b

2
− 1

;
αk

βk

 ,

and αk, βk are given by (56). The equivalence of (65) and (57) may be established
more directly from a sequence of Kummer transformations and contiguous parameter
identities of the Gaussian hypergeometric function.

To obtain the formula for dσ1(x; k), substitute the expressions found for dµP (x)
and χP (x) into Theorem 3, formula (36). Note that when x is replaced by Tk(x) for
x ∈ (−1, 1), θ = cos−1(x) is replaced by kθ, αk = eikθ, and βk = e−ikθ. This yields

(66)

dσ1(x; k) =

2b−a

π
(a + b)(b − 1)

Γ2
(

a + b

2

)
Γ(a)Γ(b)

| sin kθ|b−a−1|Uk−1(x)|

|(a + b − 2)2F3 + 2[(a + b)(b − 2) − (a + b − 2)2]Tk(x)eikθF4|2
dx,

x = cos θ,

where

F3 = 2F1

 a − 1,
a − b

2
+ 1

a + b

2
− 1

; e2ikθ

 , F4 = 2F1

 a,
a − b

2
+ 1

a + b

2

; e2ikθ

 .
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Abstract. Aldroubi has shown how one can construct any frame {gi}∞
i=1 starting with one

frame {fi}∞
i=1,using a bounded operator U on the space of square summable sequences `2(N). We

study the overcompleteness of the frames in terms of properties of U . We also discuss perturbation
of frames in the sense that two frames are “close” if a certain operator is compact. In this way we
obtain an equivalence relation with the property that frames in the same equivalence class have the
same overcompleteness. On the other hand we show that perturbation in the Paley–Wiener sense
does not have this property.

Finally we construct a frame which is norm bounded below but which does not contain a Riesz
basis. The construction is based on the delicate difference between the unconditional convergence
of the frame representation and the fact that a convergent series in the frame elements need not
converge unconditionally.

Key words. frames, Riesz bases, perturbations, overcompleteness
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1. Introduction. The introduction of frames for a Hilbert space H goes back
to the paper [9] from 1952, where they are used in nonharmonic Fourier analysis. A
frame is a family {fi}i∈I of elements in H which can be considered as an “overcom-
plete basis”: every element in H can be written as a linear combination of the frame
elements fi, with square integrable coefficients, which do not need to be unique. A
natural theoretical question (which is also important for applications, e.g., representa-
tion of an operator using a basis) is how far frames are away from bases, i.e., one may
ask questions like (1) does a frame contain a Riesz basis? (2) which conditions imply
that a frame consists of a Riesz basis plus finitely many elements? (3) what happens
with the overcompleteness if the frame elements are perturbed? The reason for the
interest in Riesz bases and not just bases is that frames and Riesz bases are closely
related: a Riesz bases is just a frame {fi}∞

i=1, where the elements are ω-independent,
i.e., ∑

i∈I

cifi = 0, {ci}∞
i=1 ∈ `2(I) ⇒ ci = 0 ∀i ∈ I.

Some answers have been found by Holub [10], who concentrates on the second ques-
tion. Here we go one step further, in that we are mainly interested in frames which
just contain a Riesz basis. For such frames one defines the excess as the number of
elements one should take away to obtain a Riesz basis.

In the first part of the paper we apply a result of Aldroubi [1], explaining how
one can map a frame onto another using a bounded operator U on `2. Our results
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concern the relation between the frames involved and properties of U . Independent
of that we construct a norm-bounded frame not containing a Riesz basis.

In section 3 we concentrate on the third question. We introduce the concept “com-
pact perturbation.” This leads to an equivalence relation on the set of frames, with
the property that frames in the same equivalence class have the same overcomplete-
ness properties; this means that if a frame contains a Riesz basis then all members in
the class contain a Riesz basis, and all those frames have the same excess.

Finally we show that perturbation in the Paley–Wiener sense [7] does not have
this pleasant property.

2. Frames containing a Riesz basis. Let H be a separable Hilbert space. A
family {fi}i∈I is called a frame for H if

∃A, B > 0 : A||f ||2 ≤
∑
i∈I

|〈f, fi〉|2 ≤ B||f ||2 ∀f ∈ H.

A and B are called frame bounds. The frame is tight if we can choose A = B. A
Riesz basis is a family of elements which is the image of an orthonormal basis by a
bounded invertible operator. Frequently we will use an equivalent characterization
[16]: {fi}i∈I is a Riesz basis if there exist numbers A, B > 0 such that

(1) A
∑

|ci|2 ≤
∥∥∥∑

cifi

∥∥∥2
≤ B

∑
|ci|2

for all finite sequences {ci}.
Also, a basis {fi}i∈I is a Riesz basis if and only if it is unconditional (meaning

that if
∑

cifi converges for some coefficients {ci}, then it actually converges uncon-
ditionally) and 0 < infi ||fi|| ≤ supi ||fi|| < ∞.

There is a close connection between frames and Riesz bases:

{fi}i∈I is a Riesz basis

m [
{fi}i∈I is a frame and

∑
i∈I

cifi = 0, {ci}i∈I ∈ `2(I) ⇒ ci = 0 ∀i

]
.

In words: a Riesz basis is a frame, where the elements are ω-independent. If {fi}i∈I

is a Riesz basis, then the numbers A, B appearing in (1) are actually frame bounds.
If {fi}i∈I is a frame (or if only the upper frame condition is satisfied) then we define
the preframe operator as an operator from the space of square summable sequences
with index set I into H:

T : `2(I) → H, T{ci} :=
∑
i∈I

cifi.

The operator T is bounded. Composing T with its adjoint

T ∗ : H → `2(I), T ∗f = {〈f, fi〉}i∈I ,

we get the frame operator

S = TT ∗ : H → H, Sf :=
∑
i∈I

〈f, fi〉fi,
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which is a bounded and invertible operator. This immediately leads to the frame
decomposition; every f ∈ H can be written as

f =
∑
i∈I

〈f, S−1fi〉fi,

where the series converges unconditionally. So a frame has a property similar to a
basis: every element in H can be written as a linear combination of the frame elements.
For more information about basic properties of frames we refer to the original paper
[9] and the research tutorial [12]. The main difference between a frame {fi}i∈I and
a basis is that a frame can be overcomplete, so it might happen that f ∈ H has
a representation f =

∑
i∈I cifi for some coefficients ci which are different from the

frame coefficients 〈f, S−1fi〉. In applications one might wish not to have “too much
redundancy.” In that spirit Holub [10] discusses near-Riesz bases, i.e., frames {fi}i∈I

consisting of a Riesz basis {fi}i∈I−σ plus finitely many elements {fi}i∈σ. The number
of elements in σ is called the excess. Let us denote the kernel of the operator T by
NT . If {fi}i∈I is a frame, then

{fi}i∈I is a near-Riesz basis,

m

NT has finite dimension,

m

{fi}i∈I is unconditional.

The first of the above bi-implications is due to Holub [10], who also proves the second
under the assumption that the frame is norm bounded below. The generalization
above is proved by the authors in [4]. If the conditions above are satisfied, then the
excess is equal to dim(NT ).

If dim(NT ) = ∞, two things can happen: {fi}i∈I consists of a Riesz basis plus
infinitely many elements (in which case we will say that {fi}i∈I has infinite excess) or
{fi}i∈I does not contains a Riesz basis at all. In the present paper we concentrate on
frames which contain a Riesz basis. Every frame can be mapped onto such a frame
(in fact, onto an arbitrary frame) using a construction of Aldroubi [1], which we now
shortly describe.

For convenience, we will index our frames by the natural numbers. Let {fi}∞
i=1 be

a frame and U : `2(N) → `2(N) a bounded operator. Let {ui,j}i,j∈N be the matrix
for U with respect to some basis. Define the family {gi}∞

i=1 ∈ H by

(2) gi =
∞∑

j=1

ui,jfj .

By an abuse of notation we will sometimes write {gi}∞
i=1 = U{fi}∞

i=1. A result of
Aldroubi (differently formulated) states that

{gi}∞
i=1 is a frame ⇔ ∃γ > 0 : ||UT ∗f || ≥ γ · ||T ∗f || ∀f ∈ H.

It is important that every frame {gi}∞
i=1 can be generated in this way; i.e., given

the frame {gi}∞
i=1 we just have to find the operator U mapping {fi}∞

i=1 to {gi}∞
i=1.
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In connection with Aldroubi’s construction there are (at least) two natural questions
related to Holub’s work: how is the excess of {gi}∞

i=1 related to that of {fi}∞
i=1, and

which conditions imply that {gi}∞
i=1 actually is a Riesz basis? We shall give answers

to both questions in this section.
The definition of {gi}∞

i=1 immediately shows that

{〈gi, f〉} = U{〈fi, f〉} ∀f ∈ H;

this is true whether or not {gi}∞
i=1 builds a frame. The formula leads to an expression

for the preframe operator associated with {gi}∞
i=1. We let UT denote the transpose of

U and U be the operator corresponding to the matrix where all entries in the matrix
of U are complex conjugated. It is easy to prove that

∞∑
i=1

cigi = TUT {ci}∞
i=1 ∀{ci}∞

i=1 ∈ `2(N).

So if {gi}∞
i=1 contains a Riesz basis, then its excess is equal to dim(NTUT ). For the

calculation of this number we need a lemma, the proof of which we leave to the reader.
Corresponding to an operator V we denote its range by RV .

LEMMA 2.1. Let X, Y be vector spaces and V : X → Y a linear mapping. Given
a subspace Z ⊆ Y , define V −1(Z) := {x ∈ X | V x ∈ Z}. Then

dim(V −1(Z)) = dim(Z ∩ RV ) + dim(NV ).

THEOREM 2.2. dim(NTUT ) = dim(RUT ∩ NT ) + dim(R⊥
U ).

Proof. Theorem 2.2 is an easy consequence of Lemma 2.1 and the calculation

{{ci}∞
i=1 | TUT {ci}∞

i=1 = 0} = {{ci}∞
i=1 | UT {ci}∞

i=1 ∈ NT } = (UT )−1(NT ).

So if {gi}∞
i=1 actually is a frame containing a Riesz basis, then Theorem 2.2 gives

a recipe for calculation of the excess. In particular, if {fi}∞
i=1 is a near-Riesz basis

and RU has finite codimension, then {gi}∞
i=1 is also a near-Riesz basis. Observe that

in the special case where {fi}∞
i=1 is a Riesz basis, the excess of {gi}∞

i=1 is equal to
dim(RU

⊥) = dim(NU∗).
Example 1. Let {fi}∞

i=1 = {ei}∞
i=1 be an orthonormal basis for H and define

g1 := e1, gi = ei−1 +
1
i
ei, i ≥ 2.

According to (2), we have

U =


1 0 0 . . .
1 1/2 0 0 . .
0 1 1/3 0 0 .
. . . . . .
. . . . . .

 ,

which certainly defines a bounded operator from `2(N) into `2(N). Since {fi}∞
i=1 is

an orthonormal basis, RT ∗ = `2(N), so {gi}∞
i=1 is a frame if and only if

∃γ > 0 : ||U{ci}∞
i=1|| ≥ γ · ||{ci}∞

i=1|| ∀{ci}∞
i=1 ∈ `2(N).
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But

||U{ci}∞
i=1|| =

∥∥∥∥(
c1, c1 +

1
2
c2, c2 +

1
3
c3, ...

)∥∥∥∥
≥ ||(c1, c1, c2, c3, ...)|| −

∥∥∥(
0,

c2

2
,
c3

3
, ...

)∥∥∥ ≥ 1
2
||{ci}∞

i=1|| ∀{ci}∞
i=1 ∈ `2(N).

Now, since

U∗ =


1 1 0 . . .
0 1/2 1 0 . .
0 0 1/3 1 0 .
. . . . . .
. . . . . .

 ,

NU∗ = span{(1,−1, 1
2! ,

−1
3! , ...)}. We conclude that {gi}∞

i=1 has excess one.
Concerning Riesz bases we have another result, which can be proved by the in-

terested reader.
PROPOSITION 2.3. {gi}∞

i=1 is a Riesz basis ⇔ U : RT ∗ → `2(N) is surjective.
More generally one may wish that the frame at least contain a Riesz basis. As

shown in [6], this is the case for a Riesz frame, which is a frame with the property
that every subfamily is a frame for its closed linear span, with a common lower bound
(see [4] for an extension.)

It is easy to construct a frame which does not contain a Riesz basis if one allows
a subsequence of the frame elements to converge to 0 in norm. We now present an
example showing that the same can be the case for a frame which is norm bounded
below. Our approach is complementary to a work by Seip [14], who proves that there
exist frames of complex exponentials for L2(−π, π) which do not contain a Riesz basis.
While Seip relies on the theory for sampling and interpolation our approach is more
elementary, just using functional analysis. Furthermore our construction puts focus
on a different point, namely the difference between convergence and unconditional
convergence of an expansion in the frame elements.

PROPOSITION 2.4. There exists a tight frame for H which is norm bounded below
but which does not contain a Riesz basis.

The proof needs several lemmas, so let us shortly explain the basic idea. As
we have seen,

∑
i∈I cifi converges unconditionally for every set of frame coefficients

{ci}i∈I . But nothing guarantees that convergence of
∑

i∈I cifi implies unconditional
convergence for general coefficients {ci}i∈I . Our proof consists of a construction of a
frame where no total subset is unconditional, and hence not a Riesz basis. Technically
the first step is to decompose H into a direct sum of finite dimensional subspaces of
increasing dimension. The idea behind the proof might be useful in other situations
as well.

LEMMA 2.5. Let {ei}n
i=1 be an orthonormal basis for a finite dimensional space

Hn. Define

fj = ej − 1
n

n∑
i=1

ei for j = 1, . . . , n,

fn+1 =
1√
n

n∑
i=1

ei.
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Then
n+1∑
j=1

|〈f, fj〉|2 = ||f ||2 ∀f ∈ Hn.

Proof. Given f ∈ Hn, write f =
∑n

i=1 aiei, ai = 〈f, ei〉. If we let P denote the
orthogonal projection onto the unit vector 1√

n

∑n
i=1 ei, then

Pf =
1
n

〈
f,

n∑
i=1

ei

〉
n∑

i=1

ei =
∑n

i=1 ai√
n

1√
n

n∑
i=1

ei.

Therefore

||Pf ||2 =
|
∑n

i=1 ai|2
n

= |〈f, fn+1〉|2.

Also

||(I − P )f ||2 = ||f − Pf ||2 =

∥∥∥∥∥
n∑

i=1

aiei −
∑n

j=1 aj

n

n∑
i=1

ei

∥∥∥∥∥
2

=

∥∥∥∥∥
n∑

i=1

(
ai −

∑n
j=1 aj

n

)
ei

∥∥∥∥∥
2

=
n∑

i=1

∣∣∣∣∣ai −
∑n

j=1 aj

n

∣∣∣∣∣
2

=
n∑

i=1

|〈f, fi〉|2.

Putting the two results together we obtain

||f ||2 = ||Pf ||2 + ||(I − P )f ||2 =
n+1∑
i=1

|〈f, fi〉|2,

and the proof is complete.
Given a sequence {gi}i∈I ⊆ H, its unconditional basis constant is defined as the

number

sup

{∥∥∥∥∥∑
i∈I

σicigi

∥∥∥∥∥
∣∣∣∣∣
∥∥∥∥∥∑

i∈I

cigi

∥∥∥∥∥ = 1 and σi = ±1 ∀i

}
.

As shown in [15], a total family {gi}i∈I consisting of nonzero elements is an uncondi-
tional basis for H if and only if it has finite unconditional basis constant.

LEMMA 2.6. Define {f1, ..., fn+1} as in Lemma 2.5. Any subset of {f1, f2, ..., fn+1}
which spans Hn has unconditional basis constant greater than or equal to

√
n − 1− 1.

Proof. Since
∑n

i=1 fi = 0, any subset of {f1, ..., fn+1} which spans Hn must
contain n − 1 elements from {f1, ..., fn} plus fn+1. By the symmetric construction it
is enough to consider the family {f1, ..., fn−1, fn+1}. We have∥∥∥∥∥

n−1∑
i=1

fi

∥∥∥∥∥ =

∥∥∥∥∥
n−1∑
i=1

ei − n − 1
n

n∑
i=1

ei

∥∥∥∥∥
=

∥∥∥∥∥(1 − n − 1
n

)
n−1∑
i=1

ei − n − 1
n

en

∥∥∥∥∥
=

∣∣∣∣∣ 1
n

n−1∑
i=1

ei − n − 1
n

en

∥∥∥∥∥
=

√
n − 1
n2 +

(n − 1)2

n2

=
1
n

√
n(n − 1) ≤ 1.
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Now consider ||
∑n−1

i=1 (−1)nfi||; if n is odd this number is equal to ||
∑n−1

i=1 (−1)nei|| =√
n − 1, and if n is even it is equal to∥∥∥∥∥

n−1∑
i=1

(−1)iei − 1
n

n∑
i=1

ei

∥∥∥∥∥ ≥
∥∥∥∥∥

n−1∑
i=1

(−1)iei

∥∥∥∥∥ −
∥∥∥∥∥ 1

n

n∑
i=1

ei

∥∥∥∥∥ ≥
√

n − 1 −
√

n

n
≥

√
n − 1 − 1.

That is, in all cases, ∥∥∥∥∥
n−1∑
i=1

(−1)nfi

∥∥∥∥∥ ≥
√

n − 1 − 1.

Combining this with the norm estimate ||
∑n−1

i=1 fi|| ≤ 1, it follows that the uncondi-
tional basis constant of {f1, ..., fn−1} is greater than or equal to

√
n − 1−1, so clearly

the same is true for {f1, ..., fn−1, fn+1}.
Now we are ready to do the construction for Proposition 2.4. Let {ei}∞

i=1 be an
orthonormal basis for H and define

Hn := span{e (n−1)n
2 +1, e (n−1)n

2 +2, ..., e (n−1)n
2 +n

}.

So H1 = span{e1}, H2 = span{e2, e3},H3 = span{e4, e5, e6}, .... By construction,

H =

( ∞∑
n=1

⊕
Hn

)
H

.

That is, g ∈ H ⇔ g =
∑∞

n=1 gn, gn ∈ Hn, and ||g||2 =
∑∞

n=1 ||gn||2. We refer to [13]
for details about such decompositions. For each space Hn we construct the sequence
{fn

i }n+1
i=1 as in Lemma 2.5, starting with the orthonormal basis {e (n−1)n

2 +1, ..., e (n−1)n
2 +n

}.

Specifically, given n ∈ N ,

fn
i = e (n−1)n

2 +i
− 1

n

n∑
j=1

e (n−1)n
2 +j

, 1 ≤ i ≤ n,

fn
n+1 =

1√
n

n∑
j=1

e (n−1)n
2 +j

.

LEMMA 2.7. {fn
i }n+1,∞

i=1,n=1 is a frame for H, with bounds A = B = 1.
Proof. Write g ∈ H as g =

∑∞
n=1 gn, gn ∈ Hn. Given n ∈ N it is clear that

〈g, fn
i 〉 = 〈gn, fn

i 〉 for i = 1, ..., n + 1.

From this calculation it follows that
∞∑

n=1

n+1∑
i=1

|〈g, fn
i 〉|2 =

∞∑
n=1

n+1∑
i=1

|〈gn, fn
i 〉|2 =

∞∑
n=1

||gn||2 = ||g||2,

where we have used Lemma 2.5.
LEMMA 2.8. No subsequence of {fn

i }n+1,∞
i=1,n=1 is a Riesz basis for H.

Proof. Any subsequence of {fn
i }n+1,∞

i=1,n=1 which spans H must contain n elements
from {fn

i }n+1
i=1 and so by Lemma 2.6, its unconditional basis constant is greater than

or equal to
√

n − 1−1 for every n. That is, the unconditional basis constant is infinite,
hence the subsequence cannot be an unconditional basis for H.
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Lemmas 2.7 and 2.8 prove Proposition 2.4. It would be interesting to determine
whether Proposition 2.4 still holds if one only considers classes of frames with a special
structure, for example Weyl–Heisenberg frames, wavelet frames, or frames consisting
of translates of a single function.

Remark. Corresponding to a subfamily {fi}n
i=1 of a frame {fi}∞

i=1, we define the
frame operator by

Sn : span{fi}n
i=1 → span{fi}n

i=1, Snf =
n∑

i=1

〈f, fi〉fi.

The orthogonal projection of H onto span{fi}n
i=1 is given by

Pnf =
n∑

i=1

〈f, Sn
−1fi〉fi.

According to [5, 6], we say that the projection method works if

〈f, Sn
−1fi〉 → 〈f, S−1fi〉 for n → ∞ ∀f ∈ H, ∀i ∈ N.

The “block structure” of the frame {fn
i }n+1,∞

i=1,n=1 constructed here shows that the
projection method can be used. As shown in [6] the method can also be used for
every Riesz basis. The more general questions whether a frame contains a Riesz basis
and whether the projection method works do not seem to be strongly related.

3. Excess preserving perturbation. At several places in the following we
need results for perturbation of frames and Riesz bases. We denote the frames by
{fi}∞

i=1, {gi}∞
i=1, usually with the convention that {fi}∞

i=1 is the frame we begin with,
and {gi}∞

i=1 is the perturbed family. Common to all these results is that they can be
formulated using the perturbation operator K mapping a sequence {ci} of numbers to∑

ci(fi − gi).
THEOREM 3.1. Let {fi}∞

i=1, {gi}∞
i=1 ⊆ H.

(a) If {fi}∞
i=1 is a frame for H and K is compact as an operator from `2(N) into

H, then {gi}∞
i=1 is a frame for its closed linear span.

(b) Suppose {fi}∞
i=1 is a frame for H with bounds A, B. If there exist numbers

λ, µ ≥ 0 such that λ + µ√
A

< 1 and∥∥∥∑
ci(fi − gi)

∥∥∥ ≤ λ ·
∥∥∥∑

cifi

∥∥∥ + µ
√∑

|ci|2

for all finite sequences {ci}, then {gi}∞
i=1 is a frame for H with bounds

A(1 − (λ + µ√
A

))2, B(1 + λ + µ√
B

)2.
(c) If {fi}∞

i=1 is a Riesz basis for span{fi}∞
i=1 and the perturbation condition in

(b) is satisfied, then {gi}∞
i=1 is a Riesz basis for span{gi}∞

i=1.
For the proofs we refer to [6, 7, 8]. As an easy consequence of (a) we have the

following.
COROLLARY 3.2. If {fi}∞

i=1 is a frame and σ ⊆ N is finite, then {fi}i∈N−σ is a
frame for span{fi}i∈N−σ.

Our next result connects Theorem 3.1 with the question about overcompleteness
of the involved frames.

THEOREM 3.3. Suppose that {fi}∞
i=1 is a frame containing a Riesz basis, that

{gi}∞
i=1 is total, and that K is compact as a mapping from l2(N) into H. Then

{gi}∞
i=1 is a frame for H containing a Riesz basis, and the frames {fi}∞

i=1 and {gi}∞
i=1

have the same excess.
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Proof. First assume that {fi}∞
i=1 has finite excess equal to n. By changing the

index set we may write {fi}∞
i=1 = {fi}n

i=1 ∪ {fi}∞
i=n+1, where {fi}∞

i=n+1 is a Riesz
basis for H. Let A be a lower frame bound for {fi}∞

i=n+1 and choose µ <
√

A. By
compactness there exists a number m > n such that∥∥∥∥∥

∞∑
i=m+1

ci(fi − gi)

∥∥∥∥∥ ≤ µ

√√√√ ∞∑
i=m+1

|ci|2

for all sets of sequences {ci} ⊆ l2(N). So by the remark after Theorem 3.1, {gi}∞
i=m+1

is a Riesz basis for span{gi}∞
i=m+1. If we define the operator T on H by

Tfi = fi, n < i ≤ m, Tfi = gi, i ≥ m + 1

(extended by linearity), then we have an invertible operator on H. The argument is
that every f ∈ H has a representation f =

∑∞
i=n+1 cifi, leading to

||(I − T )f || =

∥∥∥∥∥
∞∑

i=m+1

ci(fi − gi)

∥∥∥∥∥
≤ µ

√√√√ ∞∑
i=m+1

|ci|2 ≤ µ√
A

∥∥∥∥∥
∞∑

i=m+1

cifi

∥∥∥∥∥ ≤ µ√
A

· ||f ||.

As a consequence,

codim(span{gi}∞
i=m+1) = codim(span{fi}∞

i=m+1) = m − n.

Take m−n independent elements {gik
}m−n

k=1 outside span{gi}∞
i=m+1. Then {gik

}m−n
k=1 ∪

{gi}∞
i=m+1 is a frame for span{{gik

}m−n
k=1 ∪{gi}∞

i=m+1} = H, since only finitely many el-
ements have been taken away from the frame {gi}∞

i=1. If
∑m−n

k=1 ckgik
+

∑∞
i=m+1 cigi =

0 now, then all coefficients are zero; first,

m−n∑
k=1

ckgik
= −

∞∑
i=m+1

cigi = 0

(if the sums were not equal to zero we could delete an element gik
and still have a

frame for H contradicting the fact that codim(span{gi}∞
i=m+1) = m − n) and since

{gik
}m−n

k=1 is an independent set and {gi}∞
i=m+1 a Riesz basis, all coefficients must be

zero. So {gik
}m−n

k=1 ∪ {gi}∞
i=m+1 is a Riesz basis, i.e., {gi}∞

i=1 also has excess n.
Now suppose that {fi}∞

i=1 has infinite excess. Let {fi}i∈I be a subset which is a
Riesz basis. Then the corresponding set {gi}i∈I spans a space of finite codimension,
i.e., codim(span{gi}i∈I) < ∞. This follows by the same compactness argument as we
used in the finite excess case, which shows that there exist finitely many fi, i ∈ I
with the property that if we take them away then we obtain a family which spans
a space with the same codimension as the corresponding space of gi’s. Now take a
finite family {gi}i∈J such that {gi}i∈I∪J is total. Since {fi}i∈I∪J is a frame with
finite excess, the finite excess result gives that {gi}i∈I∪J is a frame containing a Riesz
basis, implying that {gi}∞

i=1 has infinite excess.
We can express the result in the following way: define an equivalence relation ∼

on the set of frames for H by

{fi}∞
i=1 ∼ {gi}∞

i=1 ⇔ K is compact as an operator from l2(N) into H.
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The equivalence relation partitions the set of frames into equivalence classes. If a
frame contains a Riesz basis, then every frame in its equivalence class contains a
Riesz basis, and the frames have the same excess.

Let us go back to Theorem 3.3. If {gi}∞
i=1 is not total, we still know (from

Theorem 3.1) that {gi}∞
i=1 is a frame for its closed span. By checking the proof of

Theorem 3.3 we obtain the following corollary.
COROLLARY 3.4. Suppose that {fi}∞

i=1 is a frame containing a Riesz basis and
that K is compact as a mapping from `2(N) into H. Then {gi}∞

i=1 is a frame for its
closed linear span, and it contains a Riesz basis for this space. The excess referring
to span{gi}∞

i=1 is equal to the excess of {fi}∞
i=1 referring to H, plus the dimension of

the orthogonal complement of span{gi}∞
i=1 in H.

Now we want to study the excess property of perturbations in the sense of The-
orem 3.1 (b). We need a result, which might be interesting in itself. To motivate it,
consider a near-Riesz basis {fi}∞

i=1 containing a Riesz basis {fi}i∈I . Unfortunately,
the lower bound for {fi}i∈I can be arbitrarily small compared to the lower bound A
of {fi}∞

i=1. Our result states that if we are willing to delete sufficiently (still finitely)
many elements, then we can obtain a family which is a Riesz basis for its closed span
and which has a lower bound as close to A as we want.

PROPOSITION 3.5. Let {fi}∞
i=1 be a near-Riesz basis with lower bound A. Given

ε > 0, there exists a finite set J ⊆ N such that {fi}i∈N−J is a Riesz basis for its
closed span, with lower bound A − ε.

Proof. As in the proof of Theorem 3.3, write {fi}∞
i=1 = {fi}n

i=1 ∪ {fi}∞
i=n+1,

where {fi}∞
i=n+1 is a Riesz basis for H. Let d(·, ·) denote the distance inside H (i.e.,

d(f, E) = infg∈E ||f − g|| for f ∈ H, E ⊆ H) and choose a number m > n such that

d(fj , span{fi}m
i=n+1) <

√
ε

n
, j = 1, ..., n.

We want to show that {fi}∞
i=m+1 is a Riesz basis for its closed span, with lower bound

A− ε. Let P denote the orthogonal projection onto span{fi}m
i=n+1. Since ||

∑
cifi|| ≥

||
∑

ci(I −P )fi|| for all sequences, it suffices to show that {(I −P )fi}∞
i=m+1 satisfies

the lower Riesz basis condition with bound A − ε. Let f ∈ (I − P )H. Then
∞∑

i=m+1

|〈f, (I − P )fi〉|2 =
∞∑

i=1

|〈f, (I − P )fi〉|2 −
n∑

i=1

|〈f, (I − P )fi〉|2

≥ A||f ||2 −
n∑

i=1

||f ||2 · ||(I − P )fi||2 ≥ (A − ε)||f ||2.

To conclude that {(I − P )fi}∞
i=m+1 has lower Riesz basis bound A − ε, we only have

to show that {(I − P )fi}∞
i=m+1 is ω-independent. But if

∑∞
i=m+1 ci(I − P )fi = 0,

then
∑∞

i=m+1 cifi = P
∑∞

i=m+1 cifi , implying that both sides are equal to zero, since
P

∑∞
i=m+1 cifi ∈ span{fi}m

i=n+1 and {fi}∞
i=n+1 is ω-independent. Therefore ci = 0

for all i.
THEOREM 3.6. Let {fi}∞

i=1 be a frame for H with bounds A, B. Let {gi}∞
i=1 ⊆ H

and assume that there exist λ, µ ≥ 0 such that λ + µ√
A

< 1 and∥∥∥∑
ci(fi − gi)

∥∥∥ ≤ λ ·
∥∥∥∑

cifi

∥∥∥ + µ ·
√∑

|ci|2

for all finite sequences {ci}. Then

{fi}∞
i=1 is a near-Riesz basis ⇔ {gi}∞

i=1 is a near-Riesz basis,

in which case {fi}∞
i=1 and {gi}∞

i=1 have the same excess.
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Proof. First assume that {fi}∞
i=1 is a near-Riesz basis with excess n. Let m be

chosen as in the proof of Proposition 3.5, corresponding to an ε satisfying the condition
λ + µ√

A−ε
< 1. Let Q denote the orthogonal projection onto span{fi}∞

i=m+1. Then
every element f ∈ H can be written f = (I − Q)f + Qf = (I − Q)f +

∑∞
i=m+1 cifi

for some coefficients ci. Now define an operator T : H → H by

Tf = f, f ∈ span{fi}∞
i=m+1

⊥
, T fi = gi, i ≥ m + 1.

T is bounded. Given f ∈ H we choose a representation as above. Then

||(I − T )f || =

∥∥∥∥∥
∞∑

i=m+1

ci(fi − gi)

∥∥∥∥∥ ≤ λ ·
∥∥∥∥∥

∞∑
i=m+1

cifi

∥∥∥∥∥ + µ ·

√√√√ ∞∑
i=m+1

|ci|2

≤ (λ +
µ√

A − ε
)

∥∥∥∥∥
∞∑

i=m+1

cifi

∥∥∥∥∥ =
(

λ +
µ√

A − ε

)
||Qf || ≤

(
λ +

µ√
A − ε

)
||f ||.

It follows that T is an isomorphism of H onto H. So {gi}∞
i=m+1 is a Riesz basis for

its closed span, and

dim(span{gi}∞
i=m+1

⊥) = dim(span{fi}∞
i=m+1

⊥).

As a consequence, {fi}∞
i=1 and {gi}∞

i=1 have the same excess.
Now assume that {gi}∞

i=1 is a near-Riesz basis. By reindexing we may again
assume that {gi}∞

i=n+1 is a Riesz basis for H. Define a bounded operator W : H →
H by Wf :=

∑∞
i=1〈f, S−1fi〉gi. Then as in the original proof from [7], one proves

that W is an isomorphism of H onto H . If we define Wn : H → H by Wnf =∑∞
i=n+1〈f, S−1fi〉gi, then this operator has a range with finite codimension in H,

which we will write as

codimH(RWn) < ∞.

Now let {ei}∞
i=1 be the natural basis for l2(N); i.e., ei is the sequence with 1 in the ith

entry, otherwise 0. There exists a bounded invertible operator V : H → span{ei}∞
i=n+1

such that V gi = ei for i ≥ n + 1, and clearly

codimspan{ei}∞
i=n+1

(RV Wn
) < ∞.

Observe that V Wnf =
∑∞

i=n+1〈f, S−1fi〉ei = {〈f, S−1fi〉}∞
i=n+1. So

(V Wn)∗{ci} =
∞∑

i=n+1

ciS
−1fi = S−1

∞∑
i=n+1

cifi.

Since R⊥
V Wn

= N(V Wn)∗ has finite dimension, {ci}∞
i=n+1 7−→

∑∞
i=n+1 cifi also has a

finite dimensional kernel. Therefore

T : `2(N) → H, T{ci}∞
i=1 =

∞∑
i=1

cifi

has a finite dimensional kernel, and now the theorem of Holub implies that {fi}∞
i=1

is a near-Riesz basis. By the first part of the theorem the two frames {fi}∞
i=1 and

{gi}∞
i=1 now have the same excess, and the proof is complete.
Example 2. Let us use Theorem 3.6 to give another argument in Example 1. We

consider {gi}∞
i=1 as a perturbation of the frame {fi}∞

i=1, where

f1 = e1, fi = ei−1, i ≥ 2.
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{fi}∞
i=1 is a frame with excess 1 and bounds A = 1, B = 2. Since∥∥∥∥∥

∞∑
i=1

ci(fi − gi)

∥∥∥∥∥ =

∥∥∥∥∥
∞∑

i=2

ci
1
i
ei

∥∥∥∥∥ ≤ 1
2

[ ∞∑
i=1

|ci|2
]1/2

∀{ci}∞
i=1 ∈ `2(N),

we conclude by Theorems 3.1 and 3.6 that {gi}∞
i=1 is a frame with bounds (1 − 1

2 )2 =
1
4 , 2(1 + 1

2
√

2
)2, and excess 1.

Unfortunately, the requirement that {fi}∞
i=1 has finite excess is needed in Theorem

3.6. In fact we are able to construct examples, where {fi} is a tight frame with infinite
excess and {gi} does not contain a Riesz basis but where the perturbation condition
is satisfied. Let us shortly describe how one can do this. Define {fn

i }n+1,∞
i=1,n=1 as in

Lemma 2.7. Given ε > 0, let

gn
i = e (n−1)n

2 +i
− 1 − ε

n

n∑
j=1

e (n−1)n
2 +j

, 1 ≤ i ≤ n,

gn
n+1 =

1√
n

n∑
j=1

e (n−1)n
2 +j

.

Now, given a sequence {cn
i } we have

∥∥∥∑
cn
i (fn

i − gn
i )

∥∥∥ = ε ·

∥∥∥∥∥∥
∞∑

n=1

[
n∑

i=1

cn
i

]
1
n

∞∑
j=1

e (n−1)n
2 +j

∥∥∥∥∥∥
(3) ≤ ε

√√√√ ∞∑
n=1

∣∣∣∣∣
n∑

i=1

cn
i

1√
n

∣∣∣∣∣
2

≤ ε
√∑

|cn
i |2.

By Lemma 2.5, {fn
i }n,∞

i=1,n=1 is a frame with bounds 1. If we choose ε < 1, then the
perturbation condition is satisfied with λ = 0, µ = ε, implying that {gn

i }n+1,∞
i=1,n=1 is a

frame with bounds (1 − ε)2, (1 + ε)2.
Claim. {gn

i }n,∞
i=1,n=1 is a Riesz basis for H. We only need to prove that {gn

i }n,∞
i=1,n=1

satisfies the lower Riesz basis condition. Given a sequence {cn
i } we have∥∥∥∥∥

∞∑
n=1

n∑
i=1

cn
i gn

i

∥∥∥∥∥ ≥
∥∥∥∥∥

∞∑
n=1

n∑
i=1

cn
i e (n−1)n

2 +i

∥∥∥∥∥ − (1 − ε)

∥∥∥∥∥
∞∑

n=1

(
n∑

i=1

cn
i

)
1
n

n∑
i=1

e (n−1)n
2 +i

∥∥∥∥∥
≥

√∑
|cn

i |2 − (1 − ε)

√√√√ ∞∑
n=1

|
n∑

i=1

cn
i

1√
n

|2 ≥ ε
√∑

|cn
i |2.

So actually we have an example where {fn
i }n+1,∞

i=1,n=1 does not contain a Riesz basis but
the perturbed family does. To obtain the example we were looking for, we use the
fact that {gn

i } has the lower bound (1 − ε)2. By (3) above we can consider {fn
i } as

a perturbation of {gn
i } if ε

1−ε < 1, i.e., if ε < 1
2 . So we get our example by choosing

ε < 1/2 and switching the roles of {fn
i } and {gn

i }.
Example 3. A Weyl–Heisenberg frame is a frame for L2(R) of the form

{fm,n}m,n∈Z = {eimbxf(x − na)}m,n∈Z ,
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where f ∈ L2(R), a, b > 0. It is well known that {fm,n}m,n∈Z is a frame for L2(R) if
f has support in an interval of length 1/b and

∃A, B > 0 : A ≤
∑
n∈Z

|f(x − na)|2 ≤ B, a.e.

This can only be satisfied if ab ≤ 1. The case ab = 1 implies that {fm,n}m,n∈Z is a
Riesz basis, cf. [2, 3]. Heil [11, p. 139] has shown that if ab < 1, then there exist finite
sets F ⊆ Z×Z of arbitrarily large cardinality such that {fm,n}(m,n)∈Z2−F is a frame.
That is, if {fm,n}m,n∈Z contains a Riesz basis, then {fm,n}m,n∈Z has infinite excess.

Acknowledgments. The second author would like to thank Chris Heil for fruit-
ful discussions on the subject.
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1. Problem statement. In this article, we give a class of optimally stable so-
lutions to Tietze’s extension problem in general, metrically convex compact metric
spaces. The extensions which solve this problem are the unique stationary states of
nonlinear processes of regularization. The title is suggested by the formal analogy
between the processes that we describe and the process of harmonic regularization
(the classical process of diffusion). This analogy is briefly indicated at the end of this
section and in section 4 of the paper.

Let (E, d) denote any metric space, and let f be any scalar-valued continuous
function whose domain is a closed nonempty subset of E. Since Tietze’s original
result, which produced a continuous extension E(f) of f , several solutions have been
proposed to improve the quality of the extension. Kakutani (in separable metric
spaces) and Dugundji [2] (in a more general case than the metric case) have proposed
linear and positive schemes f 7→ E(f). These schemes are optimally data-value stable
(DV-stable); that is,

‖E(f) − E(g)‖∞,E ≤ D‖f − g‖∞,A,

with D = 1, for any pair of scalar-valued continuous functions f , g with common
domain A. Here the symbol ‖.‖∞ denotes the usual supremum norm. When E = Rn,
linear optimally DV-stable schemes exist which are, moreover, Ω-stable. That is, they
satisfy

ω̂(E(f)) ≤ Cω̂(f),

where C denotes a constant which does not depend on f and ω̂(g) denotes the concave
modulus of continuity of g. These schemes are obtained [1] by both improving the
original construction of Whitney [7] and a result of Glaeser [3]. It is well known
that, in the multidimensional case (n > 1), these linear schemes cannot be optimally
Ω-stable (C > 1).

By improving a scheme of Mc Shane [5], we have obtained an optimally Ω-stable
(C = 1) extension scheme E , which is, moreover, DV-stable with D ≤ 3, and also
data-site stable [4]. Let us recall that E is defined by E(f)(x) := supa∈dom(f)(f(a) −
ω̂(f ; d(x, a))). It can be shown that this scheme E is self-reproducing. That is,
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E(E(f)|B) = E(f) for any f as above and any closed subset B of E containing dom(f)
(the symbol “|” denotes restriction to). This scheme is not a local scheme because the
modulus of continuity of a function is not a local notion. The concept of locality, which
is, in smooth spaces, closely related to PDE (see section 4), has the following simple
formulation: an extension scheme E is said to be local if E(E(f)|∂B)|B = E(f)|B for
any f as above and for any closed and bounded subset B of E with boundary ∂B
such that the interior of B does not intersect dom(f).

In this paper, we produce, when (E, d) is any metrically convex compact metric
space, a class of extension schemes which are both optimally Ω-stable and optimally
DV-stable. Moreover, we establish (Proposition 3.9) the quasi-data-site stability, the
quasi-locality, and the quasi-self-reproduction of some schemes of this class. For each
extension scheme K of our class, the extension K(f) of f is obtained as follows.
Starting with any continuous extension f0 of f (Tietze’s theorem ensures that such
an extension exists), we define inductively a sequence (fn)n∈N of continuous extensions
of f by

fn+1(x) := f̃n(x) :=
1
2

sup
u∈D(x)

fn(u) +
1
2

inf
u∈D(x)

fn(u), x ∈ E,

where D(x) := ball centered at x of radius r(x) satisfying r(x) = 0 ⇐⇒ x ∈
dom(f); |r(x) − r(y)| ≤ d(x, y), x, y ∈ E.

The extension K(f) of f is the limit of this sequence, that is, the stationary state
of the process of regularization g → g̃. This stationary state does not depend on the
initial state f0.

Let us note, when E is a Euclidean space, the formal analogy between the process
g 7→ g̃ and the process of harmonic regularization g 7→ ĝ defined by

ĝ(x) =
∫

y∈D(x)
g(y)dy/

∫
y∈D(x)

dy, x ∈ E,

for which it is known [6] that the stationary states are harmonic functions.1 It is
this analogy which has led us to call the processes g 7→ g̃ processes of harmonious
regularization. It does not seem impossible to us that the processes of harmonious
regularization, which regularize by ordering (the processes of harmonic regulariza-
tion regularize by homogenizing) could occur in some model of the morphogenesis of
ordered states of materials.

From a technical point of view, we prove the existence of harmonious exten-
sions with the help of Ascoli’s theorem and of Schauder’s fixed point theorem. The
nonlinearity of the harmonious extension schemes makes the proof of the uniqueness
more difficult than in the harmonic case (see Theorem 3.3). Schauder’s theorem is
insufficient to prove the convergence of our processes to their stationary states: our
proof needs an analysis of the story of the processes of harmonious regularization (see
Theorem 3.5).

2. Preliminaries. Let us first recall some definitions. We call concave modulus
of continuity any mapping ω : R+ → R+ which satisfies the following:

(i) ω(0) = 0 and ω is continuous at 0;
(ii) ω is increasing: h1 ≤ h2 ⇒ ω(h1) ≤ ω(h2);

1We are indebted to Prof. Y. Guivarc’h, who brought the result of W.A. Veech to our attention.
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(iii) ω is concave: ∀(λi)i=1,...,n, 0 ≤ λi ≤ 1,
∑n

i=1 λi = 1,

∀(hi)i=1,...,n,
n∑

i=1

λiω(hi) ≤ ω

(
n∑

i=1

λihi

)
.

Let (E, d) be any metric space and let f be any function from E to R. We say
that f is Ω-continuous if there exists a concave modulus of continuity ω such that,
for any x, y ∈ E,

|f(y) − f(x)| ≤ ω(d(x, y)).

For such a function f , the lower bound of those concave moduli of continuity which
satisfy the inequality above is still a concave modulus of continuity which satisfies this
inequality. We denote it by ω̂(f).

Any Ω-continuous function is uniformly continuous. Any bounded and uniformly
continuous function is Ω-continuous. Therefore, any continuous function from a com-
pact metric space to R is Ω-continuous.

A metric space (E, d) is said to be metrically convex if, for any x, y ∈ E and
for any real r, 0 ≤ r ≤ d(x, y), there exists some z ∈ E such that d(x, z) = r and
d(x, z) + d(z, y) = d(x, y).

Moreover, let us recall the following formulas:

sup
i∈I

xi − sup
j∈J

yj = sup
i∈I

inf
j∈J

(xi − yj);(1)

inf
i∈I

xi − inf
j∈J

yj = sup
j∈J

inf
i∈I

(xi − yj);(2)

sup
i∈I

xi − sup
i∈I

yi ≤ sup
i∈I

(xi − yi);(3)

inf
i∈I

xi − inf
i∈I

yi ≤ sup
i∈I

(xi − yi).(4)

The main results of this paper are contained in Theorems 3.3 and 3.5 below.
From now on, (E, d) denotes any metrically convex compact metric space, A any
closed nonempty subset of E, and r any mapping from E to R+ which satisfies the
following:

(i) r(x) = 0 iff x ∈ A;
(ii) |r(x) − r(y)| ≤ d(x, y), x, y ∈ E.
Let us note here that such mappings r exist:
(i) r(x) := ρd(x, A), 0 < ρ ≤ 1;
(ii) r(x) := inf(h, d(x, A)), h > 0.
We denote by D(x) the ball of center x, radius r(x):

D(x) := {y ∈ E : d(x, y) ≤ r(x)}.

We start with a geometrical lemma.
LEMMA 2.1. For any x, y ∈ E, we have

1
2

sup
u∈D(x)

inf
v∈D(y)

d(u, v) +
1
2

sup
v∈D(y)

inf
u∈D(x)

d(u, v) ≤ d(x, y).
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Proof. Let us first establish that, for any x, v ∈ E such that d(x, v) ≥ r(x), we
have

inf
u∈D(x)

d(u, v) = d(x, v) − r(x).

To prove this inequality, we note that, by convexity, there exists z ∈ E such that
d(x, z) = r(x) and d(z, v) = d(x, v) − r(x). Thus we have z ∈ D(x). Moreover, for
any u ∈ D(x), we have, by the triangle inequality,

d(x, v) ≤ d(x, u) + d(u, v) ≤ r(x) + d(u, v).

We infer that d(u, v) ≥ d(x, v) − r(x) = d(z, v) and, therefore, that

inf
u∈D(x)

d(u, v) = d(z, v) = d(x, v) − r(x),

which is the stated equality.
Now let x, y ∈ E be such that there exists v ∈ D(y), d(x, v) ≥ r(x). Using the

equality above, the triangle inequality, and the definition of D(y), we have

sup
v∈D(y)

inf
u∈D(x)

d(u, v) ≤ sup
v∈D(y)

d(x, v) − r(x)

≤ sup
v∈D(y)

(d(x, y) + d(y, v)) − r(x)

≤ d(x, y) + r(y) − r(x).

We are now ready to prove the inequality of Lemma 2.1.
First case: D(x) ⊂ D(y). In this case we have

sup
u∈D(x)

inf
v∈D(y)

d(u, v) = 0

and, by the inequality just established,

sup
v∈D(y)

inf
u∈D(x)

d(u, v) ≤ d(x, y) + r(y) − r(x).

The result follows in this case since, by hypothesis, we have |r(x) − r(y)| ≤ d(x, y).
Second case: D(y) ⊂ D(x). This case is similar to the first one.
Third case: D(y) 6⊂ D(x) and D(x) 6⊂ D(y). In this case we can apply twice the

inequality previously established:

1
2

sup
u∈D(x)

inf
v∈D(y)

d(u, v) +
1
2

sup
v∈D(y)

inf
u∈D(x)

d(u, v) ≤ 1
2
(d(x, y) + r(y) − r(x))

+
1
2
(d(x, y) + r(x) − r(y))

≤ d(x, y),

which is the stated result.
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3. Main results.
DEFINITION 3.1. For any bounded function f from E to R we define a new

bounded function f̃ from E to R, called the harmonious regularization of f , by

f̃(x) =
1
2

sup
u∈D(x)

f(u) +
1
2

inf
u∈D(x)

f(u), x ∈ E.

PROPOSITION 3.2. (i) For any uniformly continuous function f from E to R, we
have

ω̂(f̃) ≤ ω̂(f);

(ii) For any bounded functions f , g from E to R, we have

‖f̃ − g̃‖∞,E ≤ ‖f − g‖∞,E .

Proof. (i) Let x, y ∈ E. We have

f̃(x) − f̃(y) =
1
2

(
sup

u∈D(x)
f(u) + inf

u∈D(x)
f(u)

)
− 1

2

(
sup

v∈D(y)
f(v) + inf

v∈D(y)
f(v)

)

=
1
2

sup
u∈D(x)

inf
v∈D(y)

(f(u) − f(v)) +
1
2

sup
v∈D(y)

inf
u∈D(x)

(f(u) − f(v))

≤ 1
2

sup
u∈D(x)

inf
v∈D(y)

ω̂(f ; d(u, v)) +
1
2

sup
v∈D(y)

inf
u∈D(x)

ω̂(f ; d(u, v))

≤ 1
2
ω̂

(
f ; sup

u∈D(x)
inf

v∈D(y)
d(u, v)

)
+

1
2
ω̂

(
f ; sup

v∈D(y)
inf

u∈D(x)
d(u, v)

)

≤ ω̂

(
f ;

1
2

sup
u∈D(x)

inf
v∈D(y)

d(u, v) +
1
2

sup
v∈D(y)

inf
u∈D(x)

d(u, v)

)
≤ ω̂(f ; d(x, y)).

The first equality is a consequence of the definition of f̃ , and the second comes from
formulas (1) and (2). The first inequality follows from the definition of ω̂(f), the
second from the monotonicity of ω̂(f), the third from the concavity of ω̂(f), and the
last from Lemma 2.1 and from the monotonicity of ω̂(f). We finish the proof by an
exchange of the roles of x and y.

(ii) This assertion follows immediately from formulas (3) and (4).
We are now ready to establish the following theorem.
THEOREM 3.3. Any continuous function f from A to R has a unique continuous

extension K(f) from E to R which satisfies the functional equation

g(x) =
1
2

sup
u∈D(x)

g(u) +
1
2

inf
u∈D(x)

g(u).(5)

Proof. Existence: let C0(E, R) be the Banach space of all continuous mappings
from E to R with the norm ‖.‖∞,E of the uniform convergence. Let

K := {g ∈ C0(E, R) : g extends f, ‖g‖∞,E ≤ ‖f‖∞,A, ω̂(g) ≤ ω̂(f)}.
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Using the result of Mc Shane ([5, Theorem 2 and Corollary 2]), K is a nonempty
subset of C0(E, R). Let g1, g2 ∈ K, 0 ≤ λ ≤ 1, g := (1 − λ)g1 + λg2. It is immediate
that g is a continuous extension of f and that

‖g‖∞,E ≤ ‖f‖∞,A.

Moreover, for any x, y ∈ E, we have

|g(x) − g(y)| ≤ (1 − λ)ω̂(g1; d(x, y)) + λω̂(g2; d(x, y)) ≤ ω̂(f ; d(x, y));

that is, ω̂(g) ≤ ω̂(f). We infer that K is a convex subset of C0(E, R). This set K
is closed and, by Ascoli’s theorem, it is, moreover, a compact subset of C0(E, R).
Using Proposition 3.2, we have ‖g̃‖∞,E ≤ ‖g‖∞,E and ω̂(g̃) ≤ ω̂(g). Therefore,
the operator g 7→ g̃ maps K into K. Using Proposition 3.2 (ii), this operator is a
continuous mapping. The proof of the existence follows now from Schauder’s fixed
point theorem.

Uniqueness: let g and h be two continuous extensions of f which satisfy the
functional equation (5). Let us set

∆ := sup
x∈E

(g(x) − h(x)), F := {x ∈ E : g(x) − h(x) = ∆},

M := sup
x∈F

g(x), G := {x ∈ F : g(x) = M}.

The set G is nonempty because E is compact and because g and h are continuous
mappings. Let us first show that D(x) ⊂ F for any x ∈ G. Let us assume, by way of
a contradiction, that there exists x ∈ G such that D(x) 6⊂ F . Since G ⊂ F and since
g and h are two extensions of f which satisfy (5), we have

∆ = g(x) − h(x) =
1
2

sup
z∈D(x)

g(z) − 1
2

sup
z∈D(x)

h(z) +
1
2

inf
z∈D(x)

g(z) − 1
2

inf
z∈D(x)

h(z).

Since, by formula (4) and by definition of ∆ we have

inf
z∈D(x)

g(z) − inf
z∈D(x)

h(z) ≤ sup
z∈D(x)

(g(z) − h(z)) ≤ ∆,

we infer that

∆ ≤ sup
z∈D(x)

g(z) − sup
z∈D(x)

h(z).(6)

Then let y ∈ D(x) such that g(y) = supz∈D(x) g(z). Since g(x) = M and x ∈ D(x),
we infer that g(y) ≥ M .

First case: g(y) > M . In this case, we have y 6∈ F because, by definition of F
and M , we have g(z) ≤ M for any z ∈ F . But by (6), we also have

∆ ≤ g(y) − sup
z∈D(x)

h(z) ≤ g(y) − h(y) ≤ ∆,

that is, ∆ = g(y) − h(y), from which we infer y ∈ F , a contradiction.
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Second case: g(y) = M . In this case, as g extends f and satisfies (5), we have

g(x) =
1
2

sup
z∈D(x)

g(z) +
1
2

inf
z∈D(x)

g(z).

As x ∈ G, we have g(x) = M . Therefore, infz∈D(x) g(z) = M , and it follows that for
any z ∈ D(x) we have g(z) = M . Since, by hypothesis, D(x) is not contained in F ,
let t ∈ D(x), t 6∈ F . We have g(t) = M . Applying (6) again, we obtain

∆ ≤ g(t) − sup
z∈D(x)

h(z) ≤ g(t) − h(t) ≤ ∆.

Now, as in the first case, we obtain ∆ = g(t) − h(t); therefore, t ∈ F , a contradiction.
We have therefore proved that, for any x ∈ G, D(x) is a subset of F . Hence, for

any u ∈ D(x), we have g(u) ≤ M . Applying (5) again, we infer that g(u) = M for
any u ∈ D(x). In other words, for any x ∈ G, D(x) is a subset of G.

Now let us show that G
⋂

A 6= ∅. Let us assume, again by way of contradiction,
that the distance d(G, A) from G to A is strictly positive, and let x ∈ G, a ∈ A such
that d(x, a) = d(G, A) > 0. Using the hypotheses on the mapping r, we have r(a) = 0,
r(x) > 0, and r(x) ≤ d(x, A) ≤ d(x, a). By convexity of (E, d), there exists z ∈ E
such that

(i) d(x, z) = r(x);
(ii) d(z, a) = d(x, a) − r(x).
From (i), we have z ∈ D(x). Since D(x) is a subset of G, we infer that z ∈ G.

From (ii), we have d(z, a) < d(G, A), a contradiction.
Now, as G ⊂ F , we also have F

⋂
A 6= ∅. As g and h are both extensions of f ,

we infer that ∆ = 0, that is, g ≤ h. By exchanging the roles of g and h , we obtain
g = h, which is the stated result.

Remark 3.4. (1) A corollary of the proof of Theorem 3.3 (uniqueness) is that
the harmonious extension schemes K satisfy the maximum principle.

(i) supz∈E K(f)(z) = sup{f(a) : a ∈dom(f)}.
(ii) If there exists x belonging to E−dom(f) such that

K(f)(x) = sup
z∈E

K(f)(z),

then K(f) is constant in a neighborhood of x. Here, as usual, f denotes any scalar-
valued continuous function whose domain is a closed nonempty subset of E.

(2) Another corollary of the proof of Theorem 3.3 is that

ω̂(K(f)) ≤ ω̂(f).

The properties of stability of the extension scheme K are formulated in Theorem
3.5 below. Hypotheses and notations are those of Theorem 3.3.

THEOREM 3.5. (i) For any continuous function f0 from E to R which extends f ,
the sequence (fn)n∈N inductively defined by fn+1 = f̃n converges to K(f).

(ii) If g is any continuous function from A to R, then we have

‖K(f) − K(g)‖∞,E ≤ ‖f − g‖∞,A.

Proof. To show (i), it is sufficient to prove that limn→∞ Dn = 0, where Dn :=
supx∈E |fn+1(x) − fn(x)|.
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Indeed, by definition of the harmonious regularization and from Proposition 3.2,
the sequence (fn)n∈N is equicontinuous and equibounded. Therefore, by Ascoli’s theo-
rem, there exists a subsequence (fϕ(n))n∈N which converges to a continuous extension
of f denoted by g. Since, by Proposition 3.2(ii), the operator of harmonious regular-
ization is continuous, we infer that

lim
n→∞

f̃ϕ(n) = g̃.

Now, as f̃ϕ(n) = fϕ(n)+1, the convergence to 0 of sequence Dn implies that

lim
n→∞

fϕ(n) = lim
n→∞

f̃ϕ(n),

that is, g̃ = g. From Theorem 3.3, we have g = K(f).
If the sequence (fn)n∈N did not converge to K(f), there would exist ε > 0 and

a subsequence (fψ(n))n∈N such that ‖fψ(n) − K(f)‖∞,E > ε for any n ∈ N. Using
Proposition 3.2 and Ascoli’s theorem again, we could, by the same argument, obtain a
new subsequence converging to a continuous extension of f satisfying (5) and distinct
from K(f), contradicting Theorem 3.3.

To prove that limn→∞ Dn = 0, we set

∆+
n := sup

x∈E
(fn+1(x) − fn(x)),

∆−
n := sup

x∈E
(fn(x) − fn+1(x)).

We notice that the sequences (∆+
n )n∈N and (∆−

n )n∈N are positive because the functions
fn are extensions of f .

As 0 ≤ Dn ≤sup(∆+
n ,∆−

n ), it is sufficient to prove that limn→∞ ∆+
n = 0 and

limn→∞ ∆−
n = 0.

Let us show that these sequences are decreasing. From the definition of fn+1 and
fn+2, we have

∆+
n+1 = sup

x∈E

(
1
2

sup
z∈D(x)

fn+1(z) − 1
2

sup
z∈D(x)

fn(z) +
1
2

inf
z∈D(x)

fn+1(z) − 1
2

inf
z∈D(x)

fn(z)

)
.

Therefore, by formulas (3) and (4), we have

sup
z∈D(x)

fn+1(z) − sup
z∈D(x)

fn(z) ≤ ∆+
n

and

inf
z∈D(x)

fn+1(z) − inf
z∈D(x)

fn(z) ≤ ∆+
n .

It follows that ∆+
n+1 ≤ ∆+

n . The proof is similar for the sequence (∆−
n )n∈N .

Now the proof of limn→∞ Dn = 0 and, therefore, the proof of (i) will be an
immediate consequence of the following two lemmas.

LEMMA 3.6. Let δ > 0 and let (un)n∈N be a decreasing sequence of positive
numbers satisfying, for any integer n and for any strictly positive integer p,

un+p ≤ 2−p((2p − p)un + δ).
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Then

lim
n→∞

un = 0.

From now on, we set δ := ω̂(f0; diam(E)), where diam(E) denotes the diameter
of the compact metric space E. Using Proposition 3.2(i), we have

|fn(x) − fn(y)| ≤ δ

for any n ∈ N, x, y ∈ E.
LEMMA 3.7. For any integer n and any strictly positive integer p, we have
(i) ∆+

n+p ≤ 2−p((2p − p)∆+
n + δ),

(ii) ∆−
n+p ≤ 2−p((2p − p)∆−

n + δ).
P roof of Lemma 3.6. Let p > 0 and ap = 1 − 2−pp. By a recursive application

of the hypothesis, we obtain, for any k ∈ N, k > 0,

ukp ≤ apu(k−1)p + δ2−p

· · ·
≤ (ap)ku0 + (1 + · · · + (ap)k−1)δ2−p

≤ (ap)ku0 + (1/(1 − ap))δ2−p.

That is,

ukp ≤ (ap)ku0 + δ/p.

The sequence (un)n∈N is positive and decreasing and therefore converges. Thus
its subsequence (ukp)k∈N also converges to the same limit. Since 0 ≤ ap < 1, the
inequality above shows that this limit is positive and smaller than δ/p. Lemma 3.6
follows since p can be chosen arbitrarily large.

Proof of Lemma 3.7. The proofs of (i) and (ii) are similar. Let us show (i).
Let n ∈ N and x0 ∈ E such that fn+1(x0) − fn(x0) = ∆+

n . We define inductively
two sequences (xk)k=0,...,n and (yk)k=0,...,n−1 of elements of E by

(a) y0 := x0,
(b) xk+1 is chosen in D(xk) such that fn−k(xk+1) = supz∈D(xk) fn−k(z),
(c) yk+1 is chosen in D(yk) such that fn−k−1(yk+1) = infz∈D(yk) fn−k−1(z).
Now let p, k be integers, 1 ≤ p ≤ n, 0 ≤ k ≤ p − 1.
By definition of fn−k+1, xk, and xk+1, we have

fn−k+1(xk) =
1
2
(fn−k(xk+1) + inf

z∈D(xk)
fn−k(z)).

Using this equality inductively for k = 0, . . . , p − 1, we obtain

fn+1(x0) = 2−p

(
fn+1−p(xp) +

p−1∑
k=0

2p−1−k inf
z∈D(xk)

fn−k(z)

)
.

Similarly, we also have

fn(y0) = 2−p

(
fn−p(yp) +

p−1∑
k=0

2p−1−k sup
z∈D(yk)

fn−k−1(z)

)
.
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Now we write ∆+
n in the following form:

∆+
n = 2−p

(
fn+1−p(xp) − fn−p(yp) + inf

z∈D(x0)
fn(z) − sup

z∈D(x0)
fn−1(z) + R1 + S1

)
,

where

R1 :=
p−1∑
i=1

2p−1−i inf
z∈D(xi)

fn−i(z) − (2p−1 − 1) sup
z∈D(x0)

fn−1(z),

S1 := (2p−1 − 1) inf
z∈D(y0)

fn(z) −
p−1∑
i=1

2p−1−i sup
z∈D(yi)

fn−1−i(z).

By the definitions of ∆+
n−p and δ, we have

fn+1−p(xp) − fn−p(yp) = fn+1−p(xp) − fn−p(xp) + fn−p(xp) − fn−p(yp)
≤ ∆+

n−p + δ.

Moreover, using x0 ∈ D(x0) and the definition of fn, we have

inf
z∈D(x0)

fn(z) − sup
z∈D(x0)

fn−1(z) ≤ fn(x0) − sup
z∈D(x0)

fn−1(z)

≤ 1
2

sup
z∈D(x0)

fn−1(z) +
1
2

inf
z∈D(x0)

fn−1(z) − sup
z∈D(x0)

fn−1(z)

≤ 1
2

(
inf

z∈D(x0)
fn−1(z) − sup

z∈D(x0)
fn−1(z)

)
≤ 0.

Therefore,

∆+
n ≤ 2−p(∆+

n−p + δ + R1 + S1).(7)

Now it remains to bound R1 and S1. They are the first terms of sequences (Rk)k=1,...,p−1
and (Sk)k=1,...,p−1 defined by

Rk :=
p−1∑
i=k

2p−1−i inf
z∈D(xi)

fn−i(z) − (2p−k − 1) sup
z∈D(xk−1)

fn−k(z),

Sk := (2p−k − 1) inf
z∈D(yk−1)

fn+1−k(z) −
p−1∑
i=k

2p−1−i sup
z∈D(yi)

fn−1−i(z).

Sublemma. We have (i)

Rk ≤
(

2p−1−k − 1
2

)
∆+

n−1−k + Rk+1, k = 1, . . . , p − 2,(8)

Rp−1 ≤ 0,(9)



HARMONIOUS EXTENSIONS 289

and (ii)

Sk ≤
(

2p−1−k − 1
2

)
∆+

n−1−k + Sk+1, k = 1, . . . , p − 2,(10)

Sp−1 ≤ 1
2
∆+

n−p.(11)

Using part (i) of this sublemma, we have, therefore,

R1 ≤
(

2p−2 − 1
2

)
∆+

n−2 +
(

2p−3 − 1
2

)
∆+

n−3 + · · · +
(

2 − 1
2

)
∆+

n+1−p.

Since sequence ∆+
n is decreasing, we infer that

R1 ≤
(

2p−2 − 1
2

+ 2p−3 − 1
2

+ · · · + 2 − 1
2

)
∆+

n+1−p;

that is,

R1 ≤
(
2p−1 − p

2
− 1

)
∆+

n−p.(12)

Similarly, using (10) and (11), we obtain

S1 ≤
(

2p−1 − p

2
− 1

2

)
∆+

n−p.(13)

Combining (7), (12) and (13), we arrive at

∆+
n ≤ 2−p((2p − p)∆+

n−p + δ).

The stated result follows by the translation of n to n + p.
Proof of the sublemma. First let us show (8). Since xk ∈ D(xk−1), we have

− sup
z∈D(xk−1)

fn−k(z) ≤ −fn−k(xk)

≤ −1
2

sup
z∈D(xk)

fn−k−1(z) − 1
2

inf
z∈D(xk)

fn−k−1(z).

Using this inequality, we can bound Rk as follows:

Rk ≤ Rk+1 +
(

2p−1−k − 1
2

) [
inf

z∈D(xk)
fn−k(z) − inf

z∈D(xk)
fn−k−1(z)

]
+

1
2

(
inf

z∈D(xk)
fn−k(z) − sup

z∈D(xk)
fn−k−1(z)

)
.

The expression in square brackets in this last inequality is directly bounded by
∆+

n−k−1, and the last term is negative (by the argument used to prove inequality (7)).
Therefore, we obtain

Rk ≤ Rk+1 +
(

2p−1−k − 1
2

)
∆+

n−k−1,

which is the stated inequality (8).
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Moreover, since xp−1 ∈ D(xp−1), we have

Rp−1 = inf
z∈D(xp−1)

fn−p+1(z) − sup
z∈D(xp−2)

fn−p+1(z)

≤ fn−p+1(xp−1) − sup
z∈D(xp−2)

fn−p+1(z).

As, by construction, we have xp−1 ∈ D(xp−2), we infer inequality (9).
The proof of (10) is similar to that of (8). It remains to bound Sp−1. We have

Sp−1 = inf
z∈D(yp−2)

fn−p+2(z) − sup
z∈D(yp−1)

fn−p(z).

As yp−1 ∈ D(yp−2), we have

Sp−1 ≤ fn−p+2(yp−1) − sup
z∈D(yp−1)

fn−p(z).

Using the definition of fn−p+2(yp−1) , we can write

Sp−1 ≤ 1
2

(
sup

z∈D(yp−1)
fn−p+1(z) − sup

z∈D(yp−1)
fn−p(z)

)

+
1
2

(
inf

z∈D(yp−1)
fn−p+1(z) − sup

z∈D(yp−1)
fn−p(z)

)

≤ 1
2
∆+

n−p +
1
2

(
fn−p+1(yp−1) − sup

z∈D(yp−1)
fn−p(z)

)
.

Using now the definition of fn−p+1(yp−1), we have

fn−p+1(yp−1) =
1
2

sup
z∈D(yp−1)

fn−p(z) +
1
2

inf
z∈D(yp−1)

fn−p(z)

≤ sup
z∈D(yp−1)

fn−p(z).

Finally, we have Sp−1 ≤ (1/2)∆+
n−p, which is inequality (11).

We have now finished the proof of the sublemma, of Lemma 3.2, and, therefore,
of part (i) of Theorem 3.5.

Proof of Theorem 3.5(ii). Using a result of Dugundji [2], let f0 and g0 be two
continuous functions from E to R which extend, respectively, f and g and are such that
‖f0−g0‖∞,E ≤ ‖f−g‖∞,A. Using Proposition 3.2, we have ‖fn−gn‖∞,E ≤ ‖f−g‖∞,A,
n ∈ N. We obtain the stated result by letting n tend to ∞.

Remark 3.8. By Theorem 3.5(i), we have a new proof of the existence of a
continuous solution of functional equation (5) which extends f . This proof gives some
information on the speed of convergence of the process of harmonious regularization.

From now on, we shall consider only those harmonious extension schemes K for
which the radius r(x) of the ball D(x) used in the description of K has the following
form: r(x) =inf(h, d(x, A)), h > 0, h independent of x. As the set A of data sites will
not remain fixed, we shall use r(A, x), D(A, x) instead of r(x), D(x). As outlined in
section 1, we prove in Proposition 3.9 below further properties of those K. We shall
denote by δ the usual Hausdorff distance between compact nonempty subsets of E.
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PROPOSITION 3.9. For any scalar-valued continuous function f whose domain
dom(f) is a nonempty closed subset of E, we have the following properties:

(i) for any closed subset B of E whose interior does not intersect dom(f), we
have

‖K(K(f)|∂B) − K(f)‖∞,B ≤ 2ω̂(f ;h),

where ∂B denotes the boundary of B;
(ii) for any closed subset A of E containing dom(f), we have

‖K(K(f)|A) − K(f)‖∞,E ≤ 2ω̂(f ;h);

(iii) for any closed nonempty closed subsets A,B of dom(f), we have

‖K(f |A) − K(f |B)‖∞,E ≤ 4(ω̂(f ; δ(A, B)) + ω̂(f ;h)).

Proof. Let us show (i). For convenience, let us set f1 := K(K(f)|∂B), f2 := K(f),
D1(x) := D(∂B, x), D2(x) := D(dom(f), x), and let us denote by rj(x) the radius of
Dj(x). Note that, as the interior of B does not intersect dom(f), we have D1(x) ⊂
D2(x) for any x ∈ B. Setting

∆12 := sup
x∈B

(f1(x) − f2(x)), ∆21 := sup
x∈B

(f2(x) − f1(x)),

we must show that ∆12 and ∆21 are smaller than 2ω̂(f ;h). As these two cases are
similar, let us show, without loss of generality, that ∆12 ≤ 2ω̂(f ;h). First of all,
let us show that ∆12 is attained in the strip K := {x ∈ B : d(x, ∂B) ≤ h}. This
result is immediate if B = K. Otherwise, we note that, by definition of the function
r, D1(y) = D2(y) for any y ∈ B\K. From this, the proof of the uniqueness of the
harmonious extension in Theorem 3.3 shows that ∆12 is attained for an element x of
B such that d(x, ∂B) = h, that is, for an element x of K. Now, as K is a harmonious
extension scheme, we can write, for such an x ∈ K,

∆12 := f1(x) − f2(x) =
1
2
Q1 +

1
2
Q2,

where

Q1 := sup
z∈D1(x)

f1(z) − inf
z∈D2(x)

f2(z), Q2 := inf
z∈D1(x)

f1(z) − sup
z∈D2(x)

f2(z).

As x ∈ K, we have D1(x)∩∂B 6= ∅, since r1(x) = d(x, ∂B) in this case. Choosing
c ∈ D1(x) ∩ ∂B, we obtain Q2 ≤ K(K(f)|∂B)(c) − K(f)(c) and, therefore, Q2 ≤ 0,
because K is an extension scheme. On the other hand, we can write Q1 = R1 + S1,
where

R1 := sup
z∈D1(x)

f1(z) − inf
z∈D2(x)

f1(z), S1 := inf
z∈D2(x)

f1(z) − inf
z∈D2(x)

f2(z).

We immediately have S1 ≤ ∆12. Using the optimal Ω-stability of K (and D1(x) ⊂
D2(x)), we have also R1 ≤ ω̂(f ; 2r2(x)). Since, by the definition of the function r, we
have r2(x) ≤ h, we obtain

∆12 ≤ 1
2
(2ω̂(f ;h) + ∆12),

that is, ∆12 ≤ 2ω̂(f ;h), which is the desired inequality. The proofs of (ii) and (iii)
use similar arguments.
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4. Final remark.
Remark 4.1. It is known that the processes of harmonic regularization are, in

Euclidean space RN , associated with the heat equation

∂u

∂t
=

N∑
i=1

∂2u

∂x2
i

.

An elementary calculation shows that the process of harmonious regularization con-
sidered in Proposition 3.9 above, for infinitesimal h, is possibly connected with the
following PDE:

∂u

∂t
=

 N∑
i,j=1

∂u

∂xi

∂u

∂xj

∂2u

∂xi∂xj

 /
N∑

i=1

(
∂u

∂xi

)2

.
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Abstract. We investigate the asymptotic behaviors of solutions of the initial-boundary value
problem to the generalized Burgers equation ut + f(u)x = uxx on the half-line with the conditions
u(0, t) = u−, u(∞, t) = u+, where the corresponding Cauchy problem admits the rarefaction wave
as an asymptotic state. In the present problem, because of the Dirichlet boundary, the asymptotic
states are divided into five cases dependent on the signs of the characteristic speeds f ′(u±) of the
boundary state u− = u(0) and the far field state u+ = u(∞). In all cases both global existence of the
solution and the asymptotic behavior are shown without smallness conditions. New wave phenomena
are observed. For instance, when f ′(u−) < 0 < f ′(u+), the solution behaves as the superposition of
(a part of) a viscous shock wave as boundary layer and a rarefaction wave propagating away from
the boundary.

Key words. rarefaction wave, viscous shock wave, asymptotic behavior

AMS subject classifications. 35L60, 35L65

PII. S0036141096306005

1. Introduction. We consider the initial-boundary value problem (IBVP) on
the half-line R+ = (0,∞) for scalar viscous conservation laws:

(IBVP)


ut + f(u)x = uxx, x ∈ R+, t > 0,

u(0, t) = u−, t > 0,

u(x, 0) = u0(x) =
{

= u− x = 0,
→ u+ x → ∞,

where u± are given constants. Here, we study the case that the corresponding Rie-
mann problem

(1.1)

 ut + f(u)x = 0, x ∈ R, t > 0,

u(x, 0) = uR
0 (x) :=

{
u− x < 0,
u+ x > 0

yields the rarefaction wave solution

(1.2) rR(x/t) =

 u− x ≤ f ′(u−)t,
(f ′)−1(x/t) f ′(u−)t ≤ x ≤ f ′(u+)t,

u+ x ≥ f ′(u+)t.

This is the case when either

(1.3) f ′′(u) > 0 for u under consideration, and u− < u+
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or

f ′′(u) < 0 for u under consideration, and u− > u+.

Without loss of generality we assume (1.3). The problem where the corresponding
Cauchy problem has a viscous shock wave has been investigated by Yu [13], Liu and
Yu [7], and Liu and Nishihara [6].

Since the solution of (IBVP) has a boundary at x = 0, the signs of the character-
istic speeds f ′(u±) divide the asymptotic state into five cases:

(1) f ′(u−) < f ′(u+) < 0,
(2) f ′(u−) < f ′(u+) = 0,
(3) f ′(u−) < 0 < f ′(u+),
(4) 0 = f ′(u−) < f ′(u+),
(5) 0 < f ′(u−) < f ′(u+).

We also assume

(1.4) f(0) = f ′(0) = 0

without loss of generality. Then, the graph of f in each case is shown in Figure 1.1.

Fig. 1.1.

In the cases (1) and (2), the IBVP has a stationary solution φ = φi(x), i = 1, 2,
respectively.

Lemma 1.1. Suppose that f ∈ C2, and (1.3) and (1.4) hold. When (1) f ′(u−) <
f ′(u+) < 0 or (2) f ′(u−) < f ′(u+) = 0, the boundary value problem of the ordinary
differential equation

(1.5)

 f(φ)x = φxx, x ∈ R+,

φ(0) = u−, φ(+∞) = u+

has a unique solution φi ∈ C3([0,∞))(i = 1, 2), respectively, which satisfies

(1.6) φ′
i(x) > 0, i = 1, 2,
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(1.7)

 |φ1(x) − u+| ≤ C1 exp (−|f ′(u+)|x)

|φ2(x) − u+| ≤ C2(1 + x)−1

for some constants C1 and C2.
Remark 1.1. If we take the extension f̂ of f as Figure 1.2, then there is a unique

viscous shock wave φ̂i(x + x0) up to a shift such that f̂(φ̂)x = φ̂xx, x ∈ R,

φ̂(−∞) = u∗, φ̂(+∞) = u+.

Fig. 1.2.

In fact, both the Rankine–Hugoniot condition f̂(u+)−f̂(u∗)
u+−u∗

= s = 0 and the Oleinik

entropy condition −s(φ̂−u+)+ f̂(φ̂)− f̂(u+) < 0 for u∗ < φ̂ < u+ hold. Therefore, we
can take φi(x) = φ̂(x+x0)|R+ , the unique profile with φ̂(x0) = u−. We also note that
φi(x)(i = 1, 2) is, respectively, a part of a viscous shock wave which is nondegenerate
in the case (1), degenerate in the case (2). For the details, see Liu and Nishihara [6].

Denoting the usual Lebesgue space and Sobolev space by L2 = L2(R+) and
H1 = H1(R+), respectively, we have the first main theorem.

Theorem 1.2 (in the case of f ′(u−) < f ′(u+) ≤ 0). Suppose that (1.3) and (1.4)
hold and that u0 − φ ∈ H1, where φ = φi(i = 1, 2) is a stationary solution obtained
in Lemma 1.1. Then there exists a unique global solution u of IBVP such that

u − φ ∈ C([0,∞);H1), (u − φ)x ∈ L2(0,∞;H1)

and, moreover,

sup
R+

|u(x, t) − φ(x)| → 0 as t → ∞.

Decay rates of u − φ are also obtained in the next section.
Next, we consider the cases (4) and (5) where the asymptotic state ψR(x, t) is the

restriction to R+ of the rarefaction wave rR(x/t) given by (1.2):

(1.8) ψR(x, t) = r(x/t)|R+ .

Theorem 1.3 (in the case of 0 ≤ f ′(u−) < f ′(u+)). Suppose that (1.3) and (1.4)
hold and that u0 −ψR(·, 0) ∈ H1. Then, the IBVP has a unique global solution u(x, t)
which satisfies

u − ψR ∈ C([0,∞);H1), (u − ψR)x, uxx ∈ L2(R+ × R+),
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and

sup
R+

|u(x, t) − ψR(x, t)| → 0 as t → ∞.

Finally, consider the case (3), which is the combination of both the cases (2) and
(4). The asymptotic state is the superposition of φ = φ2(x) and ψR = ψR

4 (x, t), where
φ2 is the stationary solution connecting u−(< 0) to 0 and ψR

4 is the rarefaction wave
connecting 0 to u+(> 0). See Figure 1.3.

Fig. 1.3.

The following is our main theorem.
Theorem 1.4 (in the case of f ′(u−) < 0 < f ′(u+)). Suppose that (1.3) and (1.4)

hold and that u0 − φ2(·) − ψ4(·, 0) ∈ H1. Then, there exists a unique global solution
u(x, t) of (IBVP) such that

u − φ2 − ψR
4 ∈ C([0,∞);H1),

(u − φ2 − ψR
4 )x, (u − φ2)xx ∈ L2(R+ × R+),

and

sup
R+

|u(x, t) − φ2(x) − ψR
4 (x, t)| → 0 as t → ∞.

Remark 1.2. As noted in Remark 1.1, φ2 is a part of a viscous shock wave. Hence,
the superposition of the viscous shock wave and the rarefaction wave constitutes our
asymptotic state. As far as the authors know, there are few results on the stability of
the superposition of different types of nonlinear waves (cf. Liu [5] for another example
of such a superposition, but in an entirely different setting). In the Cauchy problem
there is the question of determining the location of viscous shock waves. In the present
case, the location is uniquely determined by the boundary.

Remark 1.3. Since φ2(x), ψR
4 (x, t)|x=tα → 0 as t → ∞ for 0 < α < 1, the solution

u(x, t) in Theorem 1.3 behaves like

u(x, t) ∼

 φ2(x), 0 < x ≤ Ctα,

ψR
4 (x, t), x ≥ Ctα,

as t → ∞. The asymptotic rate we will obtain is optimal when α = 1/2.
Our plan of this paper is as follows. After stating the notation, in section 2 we

investigate the cases (1) and (2), which correspond to the viscous shock waves. The
cases (4) and (5) corresponding to the rarefaction waves are investigated in section 3.
In the final section, we consider the case (3), which is the main part of this paper.
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Notation. By ci, Ci(i ∈ Z+), or simply c, C, we denote several positive constants
without confusion, where Z+ is a set of positive integers. We also denote f(x) ∼ g(x)
as x → a when C−1g < f < Cg in a neighborhood of a. For function spaces, as
stated above, L2 = L2(R+) and H1 = H1(R+) denote the usual Lebesgue space and
Sobolev space with norms || · || and || · ||1, respectively. For the weight function w(x),
L2

w denotes the space of measurable functions f satisfying
√

wf ∈ L2 with the norm
|f |w = (

∫ ∞
0 w(x)|f(x)|2dx)1/2. In the present paper we will use the weight function

w(x) = 〈x〉β = (1 + x2)β/2, x ≥ 0. The space L2
〈x〉β is written simply by L2

β with
norm || · ||β .

2. Convergence to a viscous shock wave.

2.1. Reformulation of problem. We restate our problem

(IBVP)


ut + f(u)x = uxx, x ∈ R+, t > 0,

u(0, t) = u−, t > 0,

u(x, 0) = u0(x) =
{

= u− x = 0,
→ u+ x → +∞,

with f ′′(u) > 0 and u− < u+ ≤ 0.
The stability theorem for the viscous shock waves to the equivalent problem has

been obtained by Liu and Nishihara [5], in which the flux function f is not necessarily
assumed to be convex or concave. Here, because of the convexity of f , we will obtain
sharper results.

Putting φ = φi(x)(i = 1, 2) and

(2.1) u(x, t) = φ(x) + v(x, t),

(IBVP) can be reformulated as

(2.2)


vt + (f(φ + v) − f(φ))x = vxx, x ∈ R+, t > 0,

v(0, t) = 0,

v(x, 0) = v0(x) := u0(x) − φ(x).

Theorem 2.1 (in the case of f ′(u−) < f ′(u+) ≤ 0). Assume that the same
conditions as those in Theorem 1.1 hold and that v0 ∈ H1; then there exists a unique
solution v of (2.2) which satisfies

v ∈ C([0,∞);H1), vx ∈ L2(0,∞;H1),

sup
R+

|v(x, t)| → 0 as t → ∞.

Theorem 1.1 is a direct consequence of Theorem 2.1. The combination of the
local existence and a priori estimates proves Theorem 2.1.

We define the solution space by

X(0, T ) = {v ∈ C([0, T );H1); vx ∈ L2(0, T ;H1) with
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∂m
x v(x, t)|x=0 < +∞ for t ∈ (0, T ) and m ∈ Z+}.

Proposition 2.2 (local existence). For any v0 ∈ H1 with ||v0||1 ≤ M , there
exists a positive time T0 and a unique solution v ∈ X(0, T0) of (2.2) satisfying
sup0<τ<T0

||v(·, t)||1 ≤ 2M .
The equation (2.2) is rewritten as an integral equation

(2.3) v(x, t) =
∫ ∞

0
G(x, y; t)v0(y)dy +

∫ t

0

∫ ∞

0
G(x, y; t − τ)(f(φ + v) − f(φ))xdydτ,

where

G(x, y; t) =
1√
4πt

(
e− (x−y)2

4t − e− (x+y)2

4t

)
.

Making use of (2.3), Proposition 2.2 is proved in a standard way.
Proposition 2.3 (a priori estimate). Suppose that v is a solution of (2.2)

in X(0, T ) for a positive constant T . Then, there exists a positive constant C =
C(||v0||1), independent of T , such that the solution v satisfies the estimate

(2.4) sup
0<τ<t

||v(τ)||21 +
∫ t

0
(||

√
φxv(τ)||2 + ||vx(τ)||21)dτ ≤ C||v0||21.

2.2. A priori estimate. We devote ourselves to the proof of Proposition 2.2.
Let v be a solution of (2.2) in X(0, T ). First, multiply (2.2)1 by v; then we have

a divergence form

(2.5)
(1
2v2)t +

{
(f(φ + v) − f(φ))v −

(∫ φ+v

φ

f(s)ds − f(φ)v

)
− vxv

}
x

+(f(φ + v) − f(φ) − f ′(φ)v)φx + v2
x = 0.

Since v0 ∈ H1, supR+
|v0(x)| ≤ C0, and so

(2.6) sup
R+

|v(x, t)| ≤ C0, 0 ≤ t < T,

due to the maximum principle of the parabolic equation. Hence,

(2.7) (f(φ + v) − f(φ) − f ′(φ)v)φx ≥ c0

2
φxv2,

where c0 := minu−−C0≤u≤u++C0 f ′′(u) > 0. Integrating (2.5) over R+ × (0, t) and
using (2.7), we have

(2.8) ||v(t)||2 +
∫ t

0
(||

√
φxv(τ)||2 + ||vx(τ)||2)dτ ≤ C||v0||2.

Next, differentiate (2.2) in x and multiply the resultant equation by vx to obtain

(2.9)
( 1
2v2

x)t + {(f ′(φ + v) − f ′(φ))φxvx + 1
2f ′(φ + v)v2

x − vxxvx}x

−(f ′(φ + v) − f ′(φ))φxvxx + 1
2f ′′(φ + v)(φx + vx)v2

x + v2
xx = 0.
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The integration of (2.9) over R+ × (0, t) yields

(2.10)

1
2 ||vx(t)||2 +

∫ t

0

{(
−f ′(u−)

2
v2

x + vxxvx

)
|x=0 + ||vxx(τ)||2

}
dτ

≤ 1
2 ||v0x||2 + C

∫ t

0

∫ ∞

0
(φx|vvxx| + v2

x + |vx|3)dxdτ.

Here we have used (2.6). Since the equation (2.2) implies

(2.11) f ′(u−)vx(0, t) = vxx(0, t),

we can estimate the integral on the boundary as follows:

(2.12)

∣∣∣∣∫ t

0

(
−f ′(u−)

2
v2

x + vxxvx

)∣∣∣∣
x=0

dτ ≤ C

∫ t

0
vx(0, τ)2dτ

≤ 1
4 ||vxx(τ)||2dτ + C

∫ t

0
||vx(τ)||2dτ.

The last term of (2.10) is estimated as follows:

(2.13)

C

∫ t

0

∫ ∞

0
|vx|3dxdτ ≤ C

∫ t

0
||vxx(τ)||1/2||vx(τ)||5/2dτ

≤ 1
2

∫ t

0
||vxx(τ)||2 + C sup

0<τ<t
||vx(τ)||4/3 ·

∫ t

0
||vx(τ)||2dτ.

It follows from (2.10)–(2.13) and (2.8) that

sup
0<τ<t

||vx(τ)||2 +
∫ t

0
||vxx(τ)||2dτ ≤ C||v0||21 + C||v0||2 · sup

0<τ<t
||vx(τ)||4/3,

which yields

(2.14) sup
0<τ<t

||vx(τ)||2 +
∫ t

0
||vxx(τ)||2dτ ≤ C||v0||21.

The combination (2.8) with (2.14) proves the estimate (2.4).

2.3. Convergence rates to viscous shock wave. First, consider the case (1),
that is, the nondegenerate shock case. Note that f ′(u) ≤ −c1 < 0 for u+ ≤ u ≤ u− <
0. By Theorem 1.2

sup
R+

|v(x, t)| → 0 as t → ∞,

and hence, for any ε > 0, there is a positive time t1 = t1(ε) such that

(2.15) sup
R+

|v(x, t)| ≤ ε for t ≥ t1.
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Multiplying (2.5) by 〈x〉β = (1 + x)β/2, we have

(2.16)

( 〈x〉β

2 v2)t + (〈x〉β{· · ·})x

−βx〈x〉β−2

{
(f(φ + v) − f(φ))v −

(∫ φ+v

φ

f(s)ds − f(φ)v

)
− vxv

}

+〈x〉β(f(φ + v) − f(φ) − f ′(φ)v)φx + 〈x〉βv2
x = 0.

By virtue of (2.15), for sufficiently small ε0 > 0 and t ≥ t1(ε0),

(2.17)
−

{
(f(φ + v) − f(φ))v −

(∫ φ+v

φ

f(s)ds − f(φ)v

)}

= −(f ′(φ + θ1v) − 1
2f ′(φ + θ2v))v2 ≥ c1

2 v2, where |θi| < 1, i = 1, 2.

The integration of (2.16) over (0,∞) × (0, t), t ≤ t1(ε0), gives

(2.18)

∫ ∞

0
〈x〉βv(x, t)2dx +

∫ t

0

∫ ∞

0
〈x〉β(φxv2 + v2

x)dxdτ

≤ C

(∫ ∞

0
〈x〉βv0(x)2dx +

∫ t

0

∫ ∞

0
〈x〉β−1(v2 + |vvx|)dxdτ

)
,

and hence

(2.19) |v(t)|2β +
∫ t

0
|vx(τ)|2βdτ ≤ C(t1)|v0|2β , t ≤ t1(ε0).

Multiplying (2.16) by (1+t−t1)γ and integrating the resultant equation over (0,∞)×
[t1, t), we have

(2.20)

(1 + t − t1)γ |v(t)|2β +
∫ t

t1

(1 + t − t1)γ(β|v(τ)|2β−1 + |vx(τ)|2β)dτ

≤ C(|v(t1)|2β + γ

∫ t

t1

(1 + τ − t1)γ−1|v(τ)|2βdτ)

+C

∫ t

t1

(1 + τ − t1)γ

∫ ∞

0
〈x〉β−1|vvx|dxdτ.

The final term of (2.20) is estimated as follows:
(2.21)

C

∫ t

t1

(1 + τ − t1)γ

∫ ∞

0
〈x〉β−1|vvx|dxdτ

≤ β
2

∫ t

t1

(1 + τ − t1)γ |v(τ)|2β−1dτ + C

∫ t

t1

(1 + τ − t1)γ

(∫ R

0
+

∫ ∞

R

)
〈x〉β−1v2

xdxdτ

≤ 1
2

∫ t

t1

(1 + τ − t1)γ(β|v(τ)|2β−1 + |vx(τ)|2β)dτ + CR

∫ t

t1

(1 + τ − t1)γ ||vx(τ)||2dτ
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for sufficiently large R. Combining (2.19)–(2.21), we have

(2.22)

(1 + t − t1)γ |v(t)|2β +
∫ t

t1

(1 + τ − t1)γ(β|v(τ)|2β−1 + |vx(τ)|2β)dτ

≤ C(|v0|2β + γ

∫ t

t1

(1 + τ − t1)γ−1|v(τ)|2βdτ +
∫ t

t1

(1 + τ − t1)γ ||vx(τ)||2dτ).

This basic weighted energy estimate leads to the following lemma, using the procedure
of reduction of Kawashima and Matsumura [2] and Matsumura and Nishihara [10].

Lemma 2.4. Suppose (1.3), (1.4), and f ′(u−) < f ′(u+) < 0. If v0 ∈ H1 ∩ L2
α,

then the solution v of (2.2) satisfies

(2.23) (1 + t)γ ||v(t)||2 +
∫ t

0
(1 + τ)γ ||vx(τ)||2dτ ≤ C|v0|2α

for any γ ≤ α (α:integer) or γ < α (α:noninteger).
For the derivative of v in x, we can easily show the similar estimate. Thus we

obtain the following theorem.
Theorem 2.5 (rate of asymptotics for f ′(u−) < f ′(u+) < 0). Suppose that (1.3)

and (1.4) hold and that f ′(u−) < f ′(u+) < 0. If u0 − φ1 ∈ H1 ∩ L2
α, then the solution

u(x, t) of (IBVP) satisfies

(2.24) sup
R+

|u(x, t) − φ1(x)| ≤ Cε(1 + t)− α
2 +ε(||u0 − φ1||1 + |u0 − φ1|α),

where ε = 0 if α is integer and ε > 0, Cε → ∞(ε → 0) if α is not integer.
Remark 2.1. Nishikawa [12] has recently improved the result of Matsumura and

Nishihara [10], so we can take ε = 0 even for noninteger α by the same method as his.
Remark 2.2. If V0 :=

∫ x

0 v0(y)dy =
∫ x

0 (u0(y)−φ1(y))dy ∈ H2 is sufficiently small,
then the reformulated problem

Vt + f ′(φ1)Vx − Vxx = −(f(φ1 + Vx) − f(φ1) − f ′(φ1)Vx), x ∈ R+, t > 0,

V (x, 0) = V0(x),

Vx(0, t) = 0

has a unique global solution V (x, t) ∈ C([0,∞);H2) satisfying

(2.25) sup
R+

|Vx(x, t)| = sup
R+

|u(x, t) − φ1(x)| → 0 as t → ∞

(see Liu and Nishihara [6]). Moreover, if V0 ∈ L2
α, then they conclude

(2.26) sup
R+

|u(x, t) − φ1(x)| ≤ Cε(1 + t)− α
2 +ε.

Here, ε and Cε are same as those in Theorem 2.1. In the present case the assump-
tions V0 ∈ L2

α and V0x ∈ L2
α+1, which seem to be reasonable, improve the rate of

asymptotics as

(2.27) sup
R+

|u(x, t) − φ1(x)| ≤ Cε(1 + t)− α+1
2 +ε.
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See also Nishihara and Rajopadhye [11].
Remark 2.3. If

∫ ∞
0 eδx|u0(x)−φ1(x)|2dx < +∞ for some δ > 0, then it also holds

that the solution u(x, t) of (IBVP) satisfies

sup
R+

|u(x, t) − φ1(x)| ≤ Ce−δ′t

for some positive constant δ′.
Similar considerations for the degenerate shock case (2) corresponding to Remark

2.2 are still available. However, since f ′(φ2(x)+v(x, t)) is not uniformly negative, the
procedure for the case (1) in this section is not directly applicable. Without going
into the details we obtain the following decay properties for small data in the case (2)
by the same arguments as in [10].

Theorem 2.6 (rate of asymptotics for f ′(u−) < f ′(u+) = 0). Suppose that (1.3)
and (1.4) hold and that f ′(u−) < f ′(u+) = 0. If V0 :=

∫ x

0 (u0(y)−φ2(y))dy ∈ H2 ∩L2
α

and V0x ∈ L2
α+1 for α < 2 are small, then the solution u(x, t) of (IBVP) satisfies

sup
R+

|u(x, t) − φ2(x)| ≤ Cε(1 + t)− α+2
4 +ε,

where ε > 0 and Cε → ∞ as ε → ∞.

3. Convergence to rarefaction wave.

3.1. Reformulated problem in the case of 0 ≤ f ′(u−) < f ′(u+). In
this section we consider the cases (4) and (5), that is, 0 ≤ f ′(u−) < f ′(u+). Since
the asymptotic state ψR(x, t) = rR(x/t)|R+ is not smooth, we construct the smooth
approximation ψ = ψi(x, t)(i = 4, 5).

For the case (4) we prepare the following lemma.
Lemma 3.1. Suppose that (1.3) and (1.4) hold and that 0 = f ′(u−) < f ′(u+).

Let w(x, t) be a unique smooth solution of the Cauchy problem

(3.1)


wt + wwx = 0, x ∈ R, t > 0,

w(x, 0) = w40(x) = w+ · κq

∫ x

0
(1 + y2)−qdy, q > 1/2,

where w+ = f ′(u+) > 0 and κq

∫ ∞
0 (1 + y2)−qdy = 1. Then, ψ = ψ4(x, t) :=

(f ′)−1(w(x, t))|R+ satisfies

(3.2)


ψt + f(ψ)x = 0, x ∈ R+, t > 0,

ψ(0, t) = 0(= u−),

ψ(x, 0) = ψ40(x) := (f ′)−1(w40(x)) =
{

= 0, x = 0,
→ u+, x → +∞

and the following:

(i) 0 = u− ≤ ψ(x, t) < u+, ψx(x, t) > 0, (x, t) ∈ R+ × (0,∞).
(ii) For any 1 ≤ p ≤ ∞ there exists a constant Cp,q such that

||ψx(t)||Lp ≤ Cp,q min(u+, u
1/p
+ t−1+ 1

p ),

||ψxx(t)||Lp ≤ Cp,q min(u+, u
− p−1

2pq

+ t−1− p−1
2pq ).

(iii) limt→∞ supR+
|ψ(x, t) − ψR

4 (x, t)| = 0.
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The proof of Lemma 3.1 is given by the characteristic curve method. See Mat-
sumura and Nishihara [8], [9].

Set

(3.3) u(x, t) = ψ4(x, t) + v(x, t);

then the perturbation v satisfies

(3.4)


vt + (f(ψ4 + v) − f(ψ4))x − vxx = ψ4xx, x ∈ R+, t > 0,

v(0, t) = 0,

v(x, 0) = v0(x) := v0(x) − ψ40(x).

Our theorem for the case (4) is the following.
Theorem 3.2 (in the case of 0 = f ′(u−) < f ′(u+)). Suppose that (1.3) and (1.4)

hold and that 0 = f ′(u−) < f ′(u+). If v0 ∈ H1, then there exists a unique solution v
of (3.4) such that

(3.5) v ∈ C([0,∞);H1), vx ∈ L2(0,∞;H1)

and, moreover,

(3.6) sup
R+

|v(x, t)| → 0 as t → ∞.

Theorem 1.2, in the case of 0 = f ′(u−) < f ′(u+), is a direct consequence of
Theorem 3.2, Lemma 3.1 (iii), and (3.3).

In the case of 0 < f ′(u−) < f ′(u+), we prepare the following lemma in place of
Lemma 3.1.

Lemma 3.3. Suppose that (1.3) and (1.4) hold and that 0 < f ′(u−) < f ′(u+).
Let w(x, t) be a unique global solution of the Cauchy problem

(3.7)


wt + wwx = 0, x ∈ R, t > 0,

w(x, 0) = w50(x) := w++w−
2 + w+−w−

2 κq

∫ x

0
(1 + y2)−qdy, q > 3/2,

where w± = f ′(u±) > 0 and κq

∫ ∞
0 (1 + y2)−qdy = 1. Then, ψ = ψ5(x, t) :=

(f ′)−1(w(x, t))|R+ satisfies

(3.8)

 ψt + f(ψ)x = 0, x ∈ R+, t > 0,

ψ(x, 0) = ψ50(x) := (f ′)−1(w50(x)),

and the following:

(i) 0 < u− < ψ(x, t) < u+, ψx(x, t) > 0, (x, t) ∈ R+ × (0,∞).
(ii) For any 1 ≤ p ≤ ∞ there exists a constant Cp,q such that

||ψx(t)||Lp ≤ Cp,q min(|u+ − u−|, |u+ − u−|1/pt−1+ 1
p ),

||ψxx(t)||Lp ≤ Cp,q min(|u+ − u−|, |u+ − u−|−
p−1
2pq t−1− p−1

2pq ).
(iii) For some constant Cq

|ψ(0, t) − u−| ≤ Cq|u+ − u−|(1 + (|u+ − u−|t)2)−q/3,
|ψx(0, t)| ≤ Cq|u+ − u−|(1 + (|u+ − u−|t)2)−q/2.

(iv) limt→∞ supR+
|ψ(x, t) − ψR

5 (x, t)| = 0.
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For the proof see Matsumura and Nishihara [8], [9].
The main difference between Lemmas 3.1 and 3.3 is the boundary value ψ(0, t).

The perturbation

(3.9) v(x, t) = u(x, t) − ψ5(x, t)

has a “boundary layer u− − ψ5(0, t)” at x = 0:

(3.10)


vt + (f(ψ5 + v) − f(ψ5))x − vxx = ψ5xx, x ∈ R+, t > 0,

v(0, t) = u− − ψ5(0, t),

v(x, 0) = v0(x) := u0(x) − ψ50(x).

However, Lemma 3.3 (iii) shows that u− − ψ5(0, t) ∈ L1(R+) and ψ5x(0, t) ∈ L1(R+)
in t, from which we have the following theorem.

Theorem 3.4 (in the case of 0 < f ′(u−) < f ′(u+)). Suppose that (1.3) and (1.4)
hold and that 0 < f ′(u−) < f ′(u+). If v0 ∈ H1, then there exists a unique solution v
of (3.10) such that

(3.11) v ∈ C([0,∞);H1), vx ∈ L2(0,∞;H1)

and, moreover,

(3.12) sup
R+

|v(x, t)| → ∞ as t → ∞.

We note that (3.12), together with Lemma 3.3 (iii) and (iv), yields that
supR+

|u(x, t) − ψR
5 (x, t)| → 0 as t → ∞. Hence, Theorem 1.2 in the case of

0 < f ′(u−) < f ′(u+) follows from Theorem 3.2.
In the next section we devote ourselves to the proof of Theorem 3.2. The proof

of Theorem 3.4 is a little bit more complicated than that of Theorem 3.2. However,
it is along the same line and is omitted.

3.2. Proof of Theorem 3.2. We can easily show the local existence of the
solution of (3.4) in the solution space

X4(0, T ) = {v ∈ C([0, T ];H1), vx ∈ L2(0, T ;H1) and

∂m
x v(x, t)|x=0 < +∞ for t ∈ (0, T ] and m ∈ Z+}.

It remains to show the a priori estimates.
Proposition 3.5 (a priori estimate). Suppose v is a solution of (3.4) in X4(0, T ).

Then there exists a positive constant C, independent of T , satisfying

(3.13) ||v(t)||21 +
∫ t

0
(||

√
ψ4(τ)v(τ)||2 + ||vx(τ)||21)dτ ≤ C(||v0||21 + 1).

Remark 3.1. By virtue of (3.13) we note that∫ t

0
vx(0, τ)2dτ ≤ C

∫ t

0
||vx(τ)||||vxx(τ)||dτ ≤ C(||v0||21 + 1).
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Proof. Multiplying (3.4) by v and integrating the resultant equation over R+ ×
(0, t), we have

(3.14)

1
2 ||v(t)||2 +

∫ t

0

{∫ ∞

0
(f(ψ4 + v) − f(ψ4) − f ′(ψ4)v)ψ4xdx + ||vx(τ)||2

}
dτ

≤ 1
2 ||v0||2 +

∫ t

0
||ψ4xx(τ)||||v(τ)||dτ.

The maximum principle for v and the Gronwall inequality with (3.14) yield

(3.15) ||v(t)||2 +
∫ t

0
(||

√
ψ4(τ)v(τ)||2 + ||vx(τ)||2)dτ ≤ C(||v0||2 + 1).

Next, to estimate the derivative of v, we have the relation at the boundary

(3.16) vxx(0, t) = −ψxx(0, t)

from the equation (3.4). With (3.16) we calculate
∫ t

0

∫ ∞
0

∂
∂x (3.4)1 · vxdxdτ and obtain

(3.17)

1
2 ||vx(t)||2 +

∫ t

0
||vxx(τ)||2dτ

≤ 1
2 ||v0x||2 + C

∫ t

0

∫ ∞

0
|ψ4xvvxx + vxvxx + ψ4xxvxx|dxdτ

+
∫ t

0
(−vxx(0, τ) − ψ4xx(0, τ))vx(0, τ)dτ

≤ C

(
||v0x||2 + 1 +

∫ t

0
(||

√
ψ4(τ)v(τ)||2 + ||vx(τ)||2)dτ

)
.

Combining (3.15) with (3.17), we conclude (3.13).

4. Asymptotics to superposition of nonlinear waves.

4.1. Reformulation of the problem. Referring to the preceding sections, we
take

(4.1) Φ3(x, t) := φ2(x) + ψ4(x, t)

as an asymptotic state at t = ∞, instead of φ2(x) + ψR
4 (x, t), where φ2 and ψ4 are,

respectively, given in Lemmas 1.1 and 3.1.
The perturbation

(4.2) v(x, t) = u(x, t) − Φ3(x, t) = u(x, t) − φ2(x) − ψ4(x, t)

satisfies the reformulated problem

(4.3)


vt + (f(Φ3 + v) − f(Φ3))x − vxx = F,

v(0, t) = 0,

v(x, 0) = v0(x) := u0(x) − φ2(x) − ψ4(x, 0),
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where

(4.4) F = −(f ′(φ2 + ψ4) − f ′(φ2))φ2x − (f ′(φ2 + ψ4) − f ′(ψ4))ψ4x + ψ4xx.

Our final theorem is the following.
Theorem 4.1 (in the case of f ′(u−) < 0 < f ′(u+)). Suppose that (1.3) and (1.4)

hold and that f ′(u−) < 0 < f ′(u+). If v0 ∈ H1, then there exists a unique solution v
of (4.3) which satisfies

(4.5) v ∈ C([0,∞);H1), vx ∈ L2(0,∞;H1),

and

(4.6) sup
R+

|v(x, t)| → 0 as t → ∞.

The main Theorem 1.3 is a direct consequence of Theorem 4.1. As for the above
theorems, Theorem 4.1 is proved by the local existence theorem with the a priori
estimates. The solution space is

X3(0, T ) = {v ∈ C([0, T ];H1); vx ∈ L2(0, T ;H1) and

∂m
x v(x, t)|x=0 < +∞ for t ∈ (0, T ] and m ∈ Z+}.

We will devote ourselves to the a priori estimates in the next section.
Proposition 4.2 (a priori estimates). Suppose that v ∈ X3(0, T ) is a solution

of (4.3). Then there exists a positive constant C, independent of T , satisfying

(4.7) ||v(t)||21 +
∫ t

0
(||

√
Φ3(τ)v(τ)||2 + ||vx(τ)||21)dτ ≤ C(||v0||21 + 1).

4.2. Proof of Proposition 4.2. Multiplying (4.3)1 by v and integrating the
resultant equation over R+, we have

(4.8)
1
2

d

dt
||v(t)||2 +

∫ ∞

0
(f(Φ + v) − f(Φ) − f ′(Φ)v)Φxdx + ||vx(t)||2 =

∫ ∞

0
Fvdx.

(We drop the suffices “2”, “3”, and “4”.) Since Φx = φx + ψx > 0 and f ′′(Φ + v) ≥
c0 > 0 by the maximum principle, (4.8) gives

(4.9)
d

dt
||v(t)||2 + ||

√
Φx(t)v(t)||2 + ||vx(t)||2 ≤ C

∣∣∣∣∫ ∞

0
Fvdx

∣∣∣∣ .

We estimate the last term of (4.9) using (4.4). First,

(4.10)

C| −
∫ ∞

0
(f ′(φ + ψ) − f ′(φ))φxvdx|

≤ C

∫ ∞

0
ψφx|v|dx =

∫ f ′(u+)t

0
+

∫ ∞

f ′(u+)t
:= I1 + I2.
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By virtue of φ < 0, ψ > 0, and Lemmas 1.1 and 3.1(ii), we have

(4.11)

I1 ≤ C supR+
|v| · {[φψ]f

′(u+)t
0 +

∫ f ′(u+)t

0
(−φ)ψxdx}

≤ C||v(t)||1/2||vx(t)||1/2(1 + t)−1
∫ f ′(u+)t

0

dx

1 + x

≤ 1
8 ||vx(t)||2 + C{(1 + t)−1 log (2 + t)}4/3(||v(t)||2 + 1),

and

(4.12)
I2 ≤ C supR+

·u+

∫ ∞

f ′(u+)t
φx(x)dx ≤ C||v(t)||1/2||vx(t)||1/2(1 + t)−1

≤ 1
8 ||vx(t)||2 + C(1 + t)−4/3(||v(t)||2 + 1).

Secondly, in a similar fashion to (4.11) and (4.12),

(4.13)
C| −

∫ ∞

0
(f ′(φ + ψ) − f ′(ψ))ψxvdx|

≤ 1
4 ||vx(t)||2 + C{(1 + t)−4/3 + ((1 + t)−1 log (1 + t))4/3}(||v(t)||2 + 1).

Thirdly,

(4.14)
∣∣∣∣∫ ∞

0
ψxxvdx

∣∣∣∣ ≤ ||ψxx(t)||||v(t)||.

Substituting (4.10)–(4.14) into (4.9) and integrating it over (0, t), we have the
desired estimate

(4.15) ||v(t)||2 +
∫ t

0
(||

√
|Φx(τ)|v(τ)||2 + ||vx(τ)||2)dτ ≤ C(||v0||2 + 1).

Here we have used the Gronwall inequality.
Next, differentiate (4.4)1 in x:

(4.16) vxt + (f ′(Φ + v)vx)x − vxxx = Fx − {(f ′(Φ + v) − f ′(Φ))Φx}x.

By the equation (4.3) with (4.4) we have the relation at the boundary

(4.17) −f ′(u−)vx(0, t) + vxx(0, t) = f ′(u−)ψx(0, t) − ψxx(0, t).

Multiplying (4.16) by vx and integrating it over (0,∞), we have

(4.18)

1
2

d
dt ||vx(t)||2 + (− 1

2f ′(u−)v2
x + vxxvx)|x=0 + ||vxx(t)||2

≤ (f ′(u−)ψx(0, t) − ψxx(0, t))vx(0, t)

+C

∫ ∞

0
{(1 + |vx|)v2

x + (|F | + Φx|v|)|vxx|}dx.
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By virtue of (4.17) and vx(0, t)2 ≤ C||vx(t)||||vxx(t)||, the integration of (4.18) over
(0, t) yields

||vx(t)||2 +
∫ t

0
||vxx(τ)||2dτ

≤ {||v0x||2 + 1 +
∫ ∞

0
(||

√
Φx(τ)v(τ)||2 + ||vx(τ)||2)dτ}

+C

∫ ∞

0
||vx(0, τ)||2dτ · sup

0<τ<t
||vx(0, τ)||4/3

and hence, by (4.15),

(4.19) sup
0<τ<t

||vx(τ)||2 +
∫ t

0
||vxx(τ)||2dτ ≤ C(||v0||21 + 1).

The combination of (4.15) and (4.19) gives a desired estimate (4.7), which completes
the proof of Proposition 4.2.
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Abstract. In this paper we study three different overdetermined boundary value problems in
R2: a problem of torsion, a problem of electrostatic capacity, and a problem of polarization. In each
case we prove that a solution exists if and only if the free boundary is an ellipse. The techniques we
use rely on classical complex function theory, maximum principle, and some topological argument.

Key words. overdetermined partial differential equation, free boundary, conformal map, ellipse
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1. Introduction. In his reference book on potential theory, O. D. Kellogg [Ke]
has established that the density of charge at any point of an ellipsoid is proportional
to the distance from the center to the tangent plane at that point.

The above mentioned property may also be formulated as follows:

|∇u| = const.h on ∂Ω,(1)

where u is the electrostatic potential of the ellipsoid

Ω :=
{
x = (x, y, z) ∈ R3

∣∣∣∣x2

a2 +
y2

b2 +
z2

c2 < 1
}

,

defined as the solution of the boundary value problem

∆u = 0 in R3\Ω̄,(2)
u = 1 on ∂Ω,(3)

u = O

(
1
r

)
as r → ∞,(4)

and h = x.n is the scalar product of x with the exterior normal vector of ∂Ω. This
property leads to the following question: is the overdetermined boundary value prob-
lem (1)–(4) solvable only if Ω is an ellipsoid?

We note that the standard methods of investigation in the topics of overdeter-
mined problems, such as, e.g., Serrin’s moving plane method [Se] or even the maximum
principle approach (see, e.g., [We]), may not be appropriate to characterize ellipsoids!

In this paper we are not going to investigate such challenging overdetermined
problems in R3. However we shall analyze similar problems in R2, in order to take
advantage of such powerful tools as the conformal mapping techniques.
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The second section of the paper deals with some overdetermined Saint-Venant
problems. The third section is dedicated to the analogue of problem (1)–(4) in R2,
and the fourth section to some overdetermined polarization problem. In the fifth
section, we collect some related open problems with ellipsoidal free boundaries in
higher dimension.

2. An overdetermined Saint-Venant problem. Let u be the solution of the
Saint-Venant problem

∆u = −2 in Ω,(5)
u = 0 on ∂Ω,(6)

where Ω is a simply connected bounded domain in R2. Assuming Ω convex, Makar-
Limanov in 1971 [Ma-Li] has established the convexity of the level lines {u = const.}
of problem (5), (6). His method is based on the auxiliary function

M := u,iju,iu,j − |∇u|2∆u + u[(∆u)2 − u,iju,ij ].(7)

In (7) and in the rest of the paper a comma followed by indices indicates partial
differentiation, and we adopt the usual summation convention on repeated indices.
Using an identity derived in [Ph-Po] we compute

M,k = u,ijku,iu,j − 2uu,iju,ijk in Ω,(8)
∆M = −2uu,ijku,ijk ≤ 0 in Ω.(9)

Moreover, we have on ∂Ω

M = K|∇u|3,(10)

where K is the curvature of ∂Ω. It follows from (9), (10) that M is positive in Ω if Ω
is convex, which implies the convexity of the level lines {u = const.}.

Another consequence of (9) is that M is constant in Ω if and only if Ω is an ellipse.
Indeed we have equality in (9) if and only if u,ijk = 0, i, j, k = 1, 2, i.e., if and only if
u is a quadratic polynomial in the two variables (x, y).

This section deals with problem (5), (6) overdetermined by the further boundary
condition

K|∇u|3 = c = const. > 0 on ∂Ω.(11)

From the above remark we infer that (11) is satisfied if Ω is an ellipse. The next state-
ment asserts that ellipses are the only domains for which condition (11) is satisfied.

Theorem 1. The overdetermined problem (5), (6), (11) is solvable only if Ω is
an ellipse.

Obviously we have to show the following implication:

M = const. on ∂Ω =⇒ M = const. throughout Ω.(12)

Let us assume that (11) is satisfied, i.e., that M = const. on ∂Ω. The outward normal
derivative ∂M

∂n must be everywhere nonpositive on ∂Ω since M takes its minimum
there. The conclusion of Theorem 1 would then follow if we succeed to construct a
point P ∈ ∂Ω at which ∂M

∂n = 0 in view of Hopf’s second maximum principle [Pr-We].
On the other hand if the conclusion of Theorem 1 is incorrect, there would exist a
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domain Ω for which ∂M
∂n < 0 everywhere on ∂Ω. Our proof of Theorem 1 will consist

of showing that the two conditions M = const. on ∂Ω, ∂M
∂n < 0 on ∂Ω lead to a

contradiction.
Let n := (n1, n2) = (cos θ, sin θ), θ ∈ [0, 2π) be the exterior normal vector on ∂Ω.

Let s denote the arc length on ∂Ω oriented in the anticlockwise direction. Using the
relations

uxxx = −uxyy, uyyy = −uxxy,(13)

n = − ∇u

|∇u| ,(14)

and (8), we compute

∂M

∂n
= n · ∇M = −|∇u|−1u,ijku,iu,ju,k

= |∇u|−1 {
uxxyuy[u2

y − 3u2
x] + uxyyux[u2

x − 3u2
y]

}
,(15)

∂M

∂s
= 0 = −Mxn2 + Myn1

= |∇u|−1 {
uxxyux[u2

x − 3u2
y] + uxyyuy[3u2

x − u2
y]

}
.(16)

The overdetermined condition (11) implies that Ω is strictly convex with a smooth
boundary ∂Ω. It follows then that the angle θ between n and the x-axis is strictly
increasing as a function of s on ∂Ω. Let (x(θ), y(θ)) be a parametric representation
of ∂Ω. From (14), (11) we compute

(x′(s), y′(s)) = (ẋ(s), ẏ(s))
ds

dθ
= (ẋ(s), ẏ(s))K−1

= (uy, − ux)|∇u|−1K−1 = |∇u|2c−1(uy, − ux),(17)

where a prime stands for d
dθ , a dot stands for d

ds .
Let us now consider the pair of periodic functions ϕ1(θ), ϕ2(θ) defined on ∂Ω as

ϕ1(θ) := uxx(x(θ), y(θ)),(18)
ϕ2(θ) := −uxy(x(θ), y(θ)),(19)

θ ∈ [0, 2π). Using (13), (17) we compute

ϕ′
1(θ) = uxxxx′ + uxxyy′ = −|∇u|2

c
{uxxyux + uxyyuy},(20)

ϕ′
2(θ) = −uxyxx′ − uxyyy′ = −|∇u|2

c
{uxxyuy − uxyyux}.(21)

Using the identities

cos 2θ = cos2 θ − sin2 θ = |∇u|−2(u2
x − u2

y),(22)

sin 2θ = 2 sin θ cos θ = 2|∇u|−2uxuy ,(23)

together with (20), (21) we obtain

ϕ′
1 cos 2θ − ϕ′

2 sin 2θ =
1
c
{uxxyux(3u2

y − u2
x) + uxyyuy(u2

y − 3u2
x)},(24)

ϕ′
1 sin 2θ + ϕ′

2 cos 2θ =
1
c
{uxxyuy(u2

y − 3u2
x) + uyyxux(u2

x − 3u2
y)}.(25)
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Using (15), (16), and assuming M = const. on ∂Ω, ∂M
∂n < 0 on ∂Ω, we can rewrite

(24), (25) as

(ϕ′
1(θ), ϕ

′
2(θ)) = a(θ)(sin 2θ, cos 2θ),(26)

with

a(θ) :=
1
c
|∇u|∂M

∂n
< 0 ∀θ ∈ [0, 2π).(27)

From (26), (27) we conclude that the closed curve Γ given by the parametric represen-
tation (ϕ1(θ), ϕ2(θ)), θ ∈ [0, 2π) has its tangent which makes two revolutions around
the origin in the negative direction.

In other words we have

turn (Γ) = −2,(28)

where turn (Γ) is the turning number associated with Γ. We refer to [Be-Go] for a
precise definition of turn (Γ) as the degree of the unit tangent map of Γ.

We shall now compute turn (Γ) using a different approach and obtain a contradic-
tion. To this purpose we consider the auxiliary complex-valued function f(z) defined
in Ω as

f(z) := uxx − iuxy,(29)

with z := x+iy ∈ Ω̄. We note that uxx and −uxy are harmonic conjugate functions in
view of (5), (13); i.e., f(z) is analytic and maps ∂Ω onto Γ. Let the unit disc |ζ| < 1
in the complex ζ-plane be mapped conformally onto Ω and denote by z = φ(ζ) the
univalent function associated to this mapping. We obtain a parametric representation
of Γ in terms of ψ ∈ [0, 2π) by setting

ϕ1(ψ) + iϕ2(ψ) = f(φ(eiψ)).(30)

The hodograph of Γ given by the analytic function

d

dψ
(ϕ1 + iϕ2) = ieiψφ′(eiψ)f ′(φ(eiψ))(31)

is a closed curve homotopic to the unit tangent map of Γ (parametrized by ψ 7→
ieiψφ′(eiψ)f ′(φ(eiψ))

|φ′(eiψ)f ′(φ(eiψ))| ) that does not go through the origin since we have

f ′(z) = uxxx − iuxxy = −(uxyy + iuxxy) 6= 0 ∀z ∈ ∂Ω(32)

by assumption, and since φ′(ζ) 6= 0 in {|ζ| < 1} by conformality. The number turn
(Γ) may therefore be evaluated by the integral

turn (Γ) =
1

2iπ

∫
|ζ|=1

F ′(ζ)dζ

F (ζ)
(33)

with

F (ζ) := iζφ′(ζ)f ′(φ(ζ));(34)

turn (Γ) coincides therefore with the number of zeros (counted with their multiplicity)
of F (ζ) in the disc |ζ| < 1 and is therefore ≥ 1, in contradition to (28). This achieves
the proof of Theorem 1.
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3. An overdetermined boundary value problem for the electrostatic
potential in R2. Let K be a simply connected bounded domain in R2, and let u be
the solution of the following boundary value problem:

∆u = 0 in Ω := R2\K̄,(35)

u = 1 on ∂K,(36)

lim
r→∞

u

log r
= 1,(37)

where r :=
√

x2 + y2 is the distance from the point (x, y) to the origin O ∈ K. We
note that u takes its minimum value on ∂K. Moreover, if K is an ellipse, u(x, y) can
be computed in terms of elliptic functions and the following two relations hold on ∂Ω :

x|∇u| = ε n1,(38)

|∇u| = δh,(39)

where ε is a negative constant, δ is a positive constant, n := (n1, n2) denotes the
normal vector on ∂K oriented inside K, and h := −xini is the distance from the
tangent of ∂K to the origin O ∈ K. In this section we establish the following result.

Theorem 2. The boundary value problem (35)–(37) overdetermined either by
(38) or by (39) is solvable only if K is an ellipse.

Let Ω̂ be the exterior of the unit disc |ζ| < 1 of the complex ζ-plane. This domain
Ω̂ can be mapped conformally onto Ω by means of a univalent complex-valued function
ζ → z = φ(ζ) of the following form:

φ(ζ) = aζ +
∞∑

n=0

bnζ−n,(40)

where a can be chosen real positive. Let û be the solution of problem (35)–(37)
associated with Ω̂. We have obviously

û(ζ) = 1 + log ρ,(41)

with ρ := |ζ|, ζ := ρeiψ ∈ Ω̂. We then obtain the solution u(z) of (35)–(37) in Ω by
conformal transplantation of û(ζ). This leads to

u(z) := û(φ−1(z)) = û(ζ) = 1 + log |ζ|
= 1 + Re log ζ = 1 + Re{log φ−1(z)}.(42)

The complex gradient ∇u := ux + iuy is then given by

∇u = (log φ−1(z))′ = 1/ φ−1(z)φ′(φ−1(z)).(43)

Moreover, the complex unit normal vector n := n1 + in2 is obtained by differentiating
the parametric representation φ(eiψ) of ∂Ω with respect to the parameter ψ. This
leads to

n = n1 + in2 = −eiψ φ′(eiψ)
|φ′(eiψ)| .(44)
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Combining (43) and (44), we obtain the following expression for the normal derivative
∂u
∂n on ∂Ω in terms of the mapping function φ(ζ):

∂u

∂n

∣∣∣∣
∂Ω

= Re [(ux − iuy)(n1 + in2)] = − 1
|φ′(eiψ)| .(45)

Since u = 1 on ∂Ω, we have

|∇u|∂Ω = −∂u

∂n

∣∣∣∣
∂Ω

=
1

|φ′(eiψ)| .(46)

With (46) we can rewrite the overdetermined conditions (38) and (39) as follows:

Re{φ(eiψ)} = −εRe{eiψφ′(eiψ)}, ψ ∈ [0, 2π),(47)

and

Re
{

eiψφ′(eiψ)φ(eiψ)
}

=
1
δ

> 0.(48)

In the next step we shall show that either (47) or (48) implies separately that φ has
the form

φ(ζ) = aζ + b0 + b1ζ
−1,(49)

from which we conclude that K must be an ellipse.
First case (47). Obviously we can select b0 = 0 in (40) since this choice affects the

mapping by a translation only. Making use of (40) with bn = βn + iγn, n = 1, 2, . . . ,
condition (47) gives

a cos ψ +
∞∑
1

(βn cos nψ + γn sinnψ)

= −ε

{
a cos ψ −

∞∑
1

n(βn cos nψ + γn sinnψ)

}
,(50)

from which we obtain

β1 =
a(1 + ε)
ε − 1

, βn = 0 ∀n ≥ 2,(51)

γn = 0 ∀n ≥ 1.(52)

This leads to the desired form (49) of φ(ζ).
Second case (48). The analysis of this case is more complicated. The condition

(48) may be rewritten under the form

eiψ φ(eiψ)φ′(eiψ) + e−iψφ(eiψ) φ′(eiψ) = const.(53)

Again we write

φ(ζ) := aζ +
∞∑
1

bnζ−n(54)
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without loss of generality. Let us now introduce the associated function

φ̃(ζ) := φ
(
1/ζ

)
= aζ−1 +

∞∑
1

bnζn.(55)

With

φ̃(eiψ) = φ(eiψ),(56)

φ̃′(ζ) = − 1
ζ2 φ′

(
1/ζ

)
,(57)

the condition (53) may be rewritten as

eiψφ̃(eiψ)φ′(eiψ) − eiψφ(eiψ)φ̃′(eiψ) = const. = c.(58)

Moreover, we know a priori that the overdetermined condition implies that the bound-
ary ∂Ω is analytic. This follows from Theorem 1.4 in Chapter 2 of Friedman’s book
[Fr]. The function φ analytic in |ζ| > 1 may therefore be analytically extended inside
the unit disc in a neighborhood of |ζ| = 1, and the function φ̃ analytic in |ζ| < 1 may
be analytically extended outside the unit disc in a neighborhood of |ζ| = 1. There
exists therefore a two-sided neighborhood ω := {1 − ε < |ζ| < 1 + ε} of the unit circle
in which φ and φ̃ are analytic. In ω we have the identity

φ̃(ζ)φ′(ζ) − φ̃′(ζ)φ(ζ) =
c

ζ
(59)

in view of (58). Differentiating (59) we obtain

φ̃φ′′ − φ̃′′φ = − c

ζ2 .(60)

Combining (59) and (60) leads to

φ̃φ′ − φ̃′φ + ζ(φ̃φ′′ − φ̃′′φ) = 0,(61)

which may be rewritten as

ζ
φ′ + ζφ′′

φ
= ζ

φ̃′ + ζφ̃′′

φ̃
in ω,(62)

where the factors ζ on both sides of (62) make the right-hand side analytic at the
origin since we have

lim
ζ→0

ζ
φ̃′ + ζφ̃′′

φ̃
= 1(63)

as a consequence of (55), and the left-hand side bounded at infinity since we have

lim
ζ→∞

ζ
φ′ + ζφ′′

φ
= 1(64)

as a consequence of (54). The identity (62) shows in fact that the function defined by
ζ φ′+ζφ′′

φ outside the unit disc and by ζ φ̃′+ζφ̃′′

φ̃
inside the closed unit disc is analytic
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and bounded in the whole complex ζ-plane. It then follows from the classical theorem
of Liouville that this function is constant (and equal to one, thanks to (64)). This
fact leads to the following differential equation for φ(ζ):

ζ2φ′′ + ζφ′ − φ = 0 ∀|ζ| > 1.(65)

The differential equation (65) has the general solution

φ(ζ) = aζ + bζ−1.(66)

This achieves the proof of Theorem 2.

4. An overdetermined polarization problem. Let K be a simply connected
bounded domain in R2. We consider the polarization problem in the x direction
defined in Ω := R2\K̄ as

∆u = 0 in Ω := R2\K̄,(67)
u = x + b on ∂Ω,(68)

u = O(r−1) as r :=
√

x2 + y2 → ∞.(69)

In (68), b is a constant that is uniquely determined by the condition (69). In this
section we establish the following result.

Theorem 3. Let u be the solution of problem (67)–(69). Assume moreover that
u satisfies the further boundary condition

∂u

∂n
= cn1 on ∂Ω,(70)

where n := (n1, n2) is the unit normal vector on ∂Ω directed inside K and where
c is a constant. Then K must be an ellipse whose axes are parallel to the axes of
coordinates.

Before proving Theorem 3 we note that the constant c in (70) cannot be given
arbitrarily. In fact c depends only on the geometry of K and is given by

c = −
∫

∂Ω n2
2 x.n ds∫

∂Ω n2
1 x.n ds

< 0.(71)

For the proof of (71) we compute∫
Ω

|∇u|2dx =
∫

∂Ω
u

∂u

∂n
ds = c

∫
∂Ω

xn1ds = −cA,(72)

where A is the area of K. (72) implies that c is negative. Moreover, from (70) we
have

∂(u − x)
∂n

= (c − 1)n1 on ∂Ω.(73)

Inserting (72), (73) into Rellich’s identity∫
Ω

|∇u|2dx + A = −1
2

∫
∂Ω

(
∂(u − x)

∂n

)
x.n ds(74)

that is also derived in [Pa-Ph], we obtain (71).
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For the proof of Theorem 3 we proceed again by conformal transplantation. Let
Ω̂ be the exterior of the unit disc |ζ| < 1 of the complex ζ-plane; Ω̂ may be mapped
conformally onto Ω by means of a univalent complex-valued function ζ → z = φ(ζ)
of the following form:

φ(ζ) = aζ +
∞∑

n=0

bnζ−n,(75)

where a may be chosen real positive without loss of generality. Let û(ζ) be the
transplanted function defined in Ω̂ as

û(ζ) := u(φ(ζ)).(76)

This function û(ζ) satisfies the following boundary value problem:

∆û = 0 in Ω̂,(77)
û(eiψ) = u(φ(eiψ)) = Re(φ(eiψ)) + b, ψ ∈ [0, 2π],(78)

û = O

(
1
|ζ|

)
as |ζ| → ∞.(79)

In (78) we have used the notation ζ = ρeiψ. From (79) we see that b = −Re(b0). The
solution of (77)–(79) is easily computable. We find

û(ζ) = û(ρeiψ)

=
1
2

{
ā + b1

ρ
e−iψ +

a + b̄1

ρ
eiψ +

∞∑
2

bne−inψ + b̄neinψ

ρn

}
.(80)

Since we have a = ā, (80) may be rewritten as

û(ζ) = Re

(
a

ζ

)
+ Re

( ∞∑
1

bnζ−n

)
= Re

{
a

ζ
+ φ(ζ) − aζ − b0

}
(81)

in view of (75), from which we compute

u(z) = û(φ−1(z)) = Re

{
a

φ−1(z)
+ z − aφ−1(z) − b0

}
.(82)

Using the identity ∇{Re f(z)} = f ′(z) with f(z) analytic, we compute from (82)

∇u(z) = ux − iuy = 1 − a

φ′(φ−1(z))[φ−1(z)]2
− a

φ′(φ−1(z))
.(83)

The complex-valued normal vector n := n1+in2 of ∂Ω may also be expressed in terms
of the parametrization ψ → φ(eiψ), ψ ∈ [0, 2π) of ∂Ω. We obtain

n = n1 + in2 = −eiψ φ′(eiψ)
|φ′(eiψ)| .(84)

From (83), (84) we compute

∂u(φ(eiψ))
∂n

= Re{∇u.n}

= Re

{
−eiψφ′(eiψ)

|φ′(eiψ)| +
a

|φ′(eiψ)|eiψ
+

aeiψ

|φ′(eiψ)|

}
.(85)
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The overdetermined condition (70) may therefore be rewritten as

Re{eiψφ′(eiψ) − ae−iψ − aeiψ} = Re{ceiψφ′(eiψ)}.(86)

From (75) we compute

eiψφ′(eiψ) = aeiψ −
∞∑
1

nbne−inψ.(87)

From (86), (87) we obtain by identification

−a cos ψ − Re(b1) cos ψ − Im(b1) sinψ

= c(a cos ψ − Re(b1) cos ψ − Im(b1) sinψ)(88)

and

Re(nbne−inψ) = cRe(nbne−inψ), n ≥ 2.(89)

Equation (88) gives

b1 =
c + 1
c − 1

a.(90)

Since c 6= 1, we obtain from (89)

bn = 0, n ≥ 2.(91)

The above computation shows that the mapping function φ(ζ) must have the partic-
ular form

φ(ζ) = aζ + b0 +
c + 1
c − 1

a

ζ
,(92)

which implies the desired result. We finally note that K is a disc if c = −1.

5. Some open problems. In this section, we want to indicate some open prob-
lems which generalize in three dimensions the problems studied in the previous sec-
tions. In what follows, Ω0 will denote the ellipsoid

Ω0 =
{
x = (x, y, z)

/
x2

a2 +
y2

b2 +
z2

c2 < 1
}

,

with a ≥ b ≥ c > 0. The distance h from the tangent plane of ∂Ω0 to the origin is
given by

h = x.n =
(

x2

a4 +
y2

b4 +
z2

c4

)−1/2

,(93)

and the Gaussian curvature G of ∂Ω0 is given by

G = h4/a2b2c2.(94)

Of course, the problems described below have analogous N -dimensional versions which
could easily be formulated.
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The Saint-Venant problem. Let u be the solution of the Saint-Venant problem
(5), (6) in Ω0. We have

u(x, y, z) = A

(
x2

a2 +
y2

b2 +
z2

c2 − 1
)

,(95)

|∇u|2 = 4A2
(

x2

a4 +
y2

b4 +
z2

c4

)
,(96)

with A = −2( 2
a2 + 2

b2 + 2
c2 )−1. It follows from (94), (96) that

|∇u|4 G = const. on ∂Ω0.(97)

It is then natural to state the following problem.
Open problem 1. Let u be the solution of the Saint-Venant problem (5), (6) in

Ω, where Ω is a regular bounded, simply connected domain in R3. Assume moreover
that the overdetermined condition (97) is satisfied where G is the Gaussian curvature
of ∂Ω. Then prove that Ω is an ellipsoid.

The electrostatic potential problem. Let u be the electrostatic potential of the
ellipsoid Ω0, i.e., the solution of the boundary value problem

∆u = 0 in Ω := R3\Ω̄0,(98)
u = 1 on ∂Ω0,(99)

|∇u| = O(r−2) as r → ∞.(100)

Using ellipsoidal coordinates, we are able to write u explicitly as

u(x, y, z) =
∫ ∞

λ

dt

{(a2 + t)(b2 + t)(c2 + t)}1/2 ,(101)

where λ is the largest root of the equation

x2

a2 + λ
+

y2

b2 + λ
+

z2

c2 + λ
= 1.

We refer to [Ke] for the derivation of (101). From (101), it follows that

x|∇u| = ε n1,(102)
|∇u| = δh(103)

on ∂Ω0 as in the 2-dimensional case, where ε and δ are constants. Therefore, we can
state the following problem.

Open problem 2. Let K be a regular simply connected compact set in R3. Let u
be the electrostatic potential defined as the solution of (98)–(100) in R3 \K. Assume
moreover that u satisfies either the overdetermined condition (102) or (103). Then,
prove that K is an ellipsoid.

The polarization problem. Let u be the solution of the polarization problem for
the ellipsoid

∆u = 0 in Ω := R3\Ω̄0,(104)
u = x + b on ∂Ω0,(105)

|∇u| = O(r−3) as r → ∞.(106)
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Using ellipsoidal coordinates, we are again able to write u explicitly as (see [Sc-Sz])

u(x, y, z) =
2x

p

∫ ∞

λ

dt

(a2 + t){(a2 + t)(b2 + t)(c2 + t)}1/2 ,(107)

where p is a constant determined by the boundary condition. It follows from (107)
that

∂u

∂n
= const.n1(108)

on ∂Ω0 as in the 2-dimensional case.
Open problem 3. Let K be a regular, simply connected compact set in R3. Let u

be the solution of the polarization problem (104)–(106) in R3 \ K. Assume moreover
that u satisfies the overdetermined condition (108). Then, prove that K is an ellipsoid.
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Abstract. By means of energy and entropy estimates, we prove existence and positivity results
in higher space dimensions for degenerate parabolic equations of fourth order with nonnegative initial
values. We discuss their asymptotic behavior for t → ∞ and give a counterexample to uniqueness.

Key words. fourth-order degenerate parabolic equations, existence, regularity, long-time be-
havior, thin films
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1. Introduction. In this paper we will present new results on existence, (non)
uniqueness, positivity, and asymptotic behavior in higher space dimensions of weak
solutions to degenerate parabolic equations of fourth order of the form

ut + div
(
m(u)∇∆u

)
= 0 in Ω × (0, T ),

∂u

∂ν
=

∂

∂ν
∆u = 0 on ∂Ω × [0, T ],(1.1)

u(0, ·) = u0( · ) in Ω.

We assume that the nonnegative diffusion coefficient m vanishes at zero and has
at most polynomial growth. We denote by n its growth exponent near zero.
Equation (1.1) can be seen as the archetype of a class of parabolic equations of higher
order which appear in material sciences and fluid dynamics. For instance, in lubrica-
tion theory (cf. [3], [8] and the references therein), u describes the height of a viscous
droplet spreading on a plain, solid surface; in the Cahn–Hilliard model of phase sep-
aration for binary mixtures, u plays the role of the concentration of one component
(cf. [10]), and in a plasticity model (cf. [13] and the references therein) u stands for
the density of dislocations.

Crucial for these applications is the fact that it is possible to construct solutions
of (1.1) which preserve nonnegativity as has been proved for space dimension N = 1
by Bernis and Friedman [6] and for higher space dimensions in the papers by Grün
[13] and by Elliott and Garcke [10]. This behavior is in strong contrast to that of clas-
sical solutions to linear parabolic equations of fourth order which in general become
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negative even in the case of strictly positive initial values. Moreover, the publications
of Beretta, Bertsch, and Dal Passo [2] and of Bertozzi and Pugh [8], who study this
equation in space dimension N = 1, reveal a rich structure of qualitative behavior
of solutions depending on the diffusion growth exponent n. To put it concisely, the
larger n is, the stronger is the tendency of solutions to stay positive and the weaker
is the regularity at the boundary of the set where u vanishes.

Recently Bernis [4], [5] showed for the special case m(u) = un with 0 < n < 3 that
in space dimension N = 1 solutions to (1.1) have the property of finite speed of prop-
agation. More precisely, this means that the interface separating the regions where u
is positive and where u is equal to zero moves with finite velocity as time progresses.
To obtain these results Bernis used local versions of entropy estimates first derived
in [2].

While in the case of higher space dimensions existence results up to now were
restricted to the cases 1 ≤ n < 2 if u0 ≥ 0 arbitrary, and n ≥ 1 if u0 is strictly positive
(cf. [13] and [10]), the results presented here will overcome this restriction and assure
the existence for 1

8 < n < 3 and arbitrary nonnegative initial values u0. It turns
out that in general we cannot expect solutions to have L2(0, T ;H2(Ω))-regularity.
In previous works (cf. [13] and [10]), this property has been a major ingredient in
the definition of solution. Thus, we are forced to introduce a new solution concept
that—to put in concisely—differs from the previous one in such a way that in the
corresponding weak formulation of (1.1) derivatives of u of higher order than 1 do not
appear. For the technical details, we refer the reader to the statement of Definition 3.1.

Let us point out that the growth exponent n = 3 seems to be a border case
in the theory of degenerate fourth-order parabolic equations. This already has been
indicated by results of Bernis, Peletier, and Williams [7], who showed that source-type
solutions with finite mass only exist for 0 < n < 3.

Technically, the restriction to values of n < 3 in this paper is due to the fact that
entropy estimates for compactly supported initial data are not achievable if n ≥ 3.
For similar reasons the results of [4], [5] and many of the results of [2] and [8] are
restricted to n < 3.

Our work will be based upon a refinement of those entropy estimates which have
been used in [13] and [10]; they generalize results of the papers [2] or [8] to space
dimensions N = 2, 3, which are the relevant ones for applications. Since in the case of
higher space dimensions it is still not known whether solutions of (1.1) are in L∞(ΩT )
or whether they are strictly bounded away from zero in case of positive initial values,
a more careful approximation process has to be applied than for space dimension
N = 1.

Another important ingredient in the higher dimensional case which may be of
independent interest is the generalization of the formula of integration by parts∫ 1

0
f ′(u)u2

xuxxdx = −1
3

∫ 1

0
f ′′(u)u4

xdx

for appropriately smooth functions with ux(0) = ux(1) = 0 to higher space dimen-
sions, which will be essential in order to obtain the entropy estimates (cf. Lemma
2.3).

Confining ourselves at the moment to entropy estimates global in space, in a
forthcoming paper we wish to derive local versions of the entropy estimates and we
hope to show results analogous to those of Bernis [4], [5] in higher space dimensions.

Let us briefly describe the outline of this paper.
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In section 2 we state the refined entropy estimate first for auxiliary problems with
positive initial values and sufficiently large diffusion growth exponents n. In a second
step, we extend this result to arbitrary positive values of n by use of an appropriate
approximation method.

Section 3 contains the main results of this paper. In Definition 3.1 we introduce
the solution concept, in the framework of which we can prove existence of solutions
for 1

8 < n < 3 and arbitrary, nonnegative initial values u0 ∈ H1(Ω) (cf. Theorem 3.2).
As a consequence of the a priori estimates derived so far we improve the results of [13]
about positivity of solutions (cf. Theorem 3.4) and show convergence to the mean
value for t → ∞ with respect to the H1-norm (cf. Theorem 3.5). The latter result can
be used in order to discuss the problem of uniqueness in the framework of the solution
concept. By constructing steady state solutions with compact support which do not
satisfy the entropy estimates but nevertheless solve the equation in the sense of the
solution concept, it becomes evident that we cannot expect uniqueness of solutions
without imposing regularity properties at the boundary of the set where u vanishes.
Whether these regularity properties are already sufficient for uniqueness still remains
an open problem.

Notation. In the whole paper we assume that Ω ⊂ RN (N ∈ {2, 3}) is an open and
bounded domain with boundary of class C1,1 (or C0,1 if Ω is convex) which is piecewise
smooth. We denote by I the time interval (0, T ), and ΩT stands for the space-time
cylinder Ω×(0, T ). We denote by ν the unit outer normal vector to ∂Ω, and II(.) is the
second fundamental form of ∂Ω. By H2

∗ (Ω) we denote {u ∈ H2(Ω) : ∂
∂ν u = 0 on ∂Ω}.

We will use as abbreviation the notation u ∈ Lp−(Ω) to indicate that u ∈ Lq(Ω)
for all q < p. Furthermore, LN denotes the N -dimensional Lebesgue measure and
HN−1 denotes the (N − 1)-dimensional Hausdorff measure. For vectors v, w ∈ RN

and symmetric matrices A ∈ RN×N , we write 〈v, A, w〉 instead of
∑

i,j viAijwj , and
〈·, ·〉 stands for the standard scalar product on RN .

2. Entropy estimates. In this section we will present the entropy estimates
essential for the qualitative results. For mainly technical reasons we shall confine
ourselves at first to a special case of problem (1.1) that is characterized by the following
additional conditions on the diffusion coefficient m and on the initial data u0.

(A1) The diffusivity m ∈ C1(R+
0 ) ∩ W 1,∞(R+

0 ) can be written as m(τ) = τn ·
f(τ) (τ ∈ R+

0 ) with a positive function f such that ‖f‖C1,1(R+
0 ,R+

0 ) < ∞. Further-
more, we assume that m is uniformly bounded from below by a positive constant for
sufficiently large values of τ .

(A2) The growth exponent n satisfies

n >

{
4 if N = 2,

8 if N = 3.

(A3) The initial data u0 ∈ H1(Ω) are strictly positive; i.e., there exists a constant
δ > 0 such that u0 ≥ δ > 0.

In [10] and [13], it has been proved that under the assumptions (A1)–(A3) there
exists a pair of functions

(u, J) ∈ H1(I; (H1(Ω))′) ∩ L∞(
I;H1(Ω)

)
∩ L2(I;H2

∗ (Ω)
)

× L2(ΩT , RN )

which solves (1.1) in the following weak sense:

ut = −div J in L2(0, T ; (H1(Ω))′)(2.1)
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and ∫
ΩT

J · η = −
∫

ΩT

∆u div(m(u)η)(2.2)

for all η ∈ L2(0, T ;H1(Ω, Rn)) ∩ L∞(ΩT , Rn).
Moreover, for a positive constant C the following estimate holds true:∫

Ω
u(T )2−ndx +

∫
ΩT

|∆u|2 dxdt ≤ C

∫
Ω

u2−n
0 dx .(2.3)

In particular, this implies that u is strictly positive for almost every t ∈ I (cf.
[13]). This positivity property is the key to the following lemma assuring that under
the assumptions (A1)–(A3) ∇∆u(t) ∈ L2(Ω) for almost every t ∈ I, and therefore
J(t) = m(u(t))∇∆u(t) in L2(Ω) for these t. As a further consequence, we show that
the L2-norm of ∇u is monotonically decreasing, which will be important to obtain
our results regarding asymptotic behavior.

Lemma 2.1. Assume (A1)–(A3) and let u be the weak solution of (1.1) constructed
as described above. Then for almost all t ∈ [0, T ] we have u(t) ∈ Cβ(Ω) (for β > 0
appropriately small), u(t) is strictly positive, and

J(t, ·) = m
(
u(t, ·)

)
∇∆u(t, ·) ∈ L2(Ω).(2.4)

In addition, for almost every t1, t2 ∈ I the following estimate is true:

1
2

∫
Ω

|∇u(t2)|2 dx +
∫ t2

t1

∫
Ω

m(u) |∇∆u|2 dxdt ≤ 1
2

∫
Ω

|∇u(t1)|2 dx .(2.5)

The proof of Lemma 2.1 is contained in the Appendix at the end of this paper.
We now state the main entropy estimate. As in papers [2] and [8], we define the

entropy to be Gα(t) =
∫ t

A

∫ s

A
τα+n−1

m(τ) dτds. Here, A is an arbitrary but fixed positive
constant.

Proposition 2.2. Assume (A1)–(A3) and let u be the weak solution of (1.1)
constructed by the method of [10] and [13]. Let α and γ be real numbers satisfying
1
2 < α + n < 2,

t+1−
√

(t−2)(1−2t)
3 ≤ γ ≤ t+1+

√
(t−2)(1−2t)

3 with t := α + n(2.6)

and γ ∈ ( 1
3 , 1) if α + n < 1. Then we have

(2.7)
∫

Ω
Gα

(
u(T )

)
dx + C−1

1

∫
ΩT

uα+n−3 |∇u|4 dxdt

+ C−1
1

∫
ΩT

uα+n+1−2γ
{

2
3

∣∣D2uγ
∣∣2 + 1

3 |∆uγ |2
}

dxdt

≤
∫

Ω
Gα(u0) dx + C2

∫
ΩT

uα+n+1 dxdt.

Here, C1 and C2 are constants only depending on the domain Ω; in particular,
C2 becomes zero if Ω is convex.

Proof. The proof essentially consists of three parts. In the first one we introduce
regularized versions of G′

α(u) which we use as test functions in the weak formulation of
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equation (1.1). The main difficulty is to control the term containing spatial derivatives
which we will henceforth call “elliptic part.” To estimate this elliptic part, we at first
only formulate a key inequality which allows to pass to the limit with some regularizing
parameters (cf. part 2) and thus to establish the result. The last part will be devoted
to the detailed verification of that particular inequality.

Part 1. Consider for positive parameters A, σ the functions

g−
ασ(s) :=

∫ s

A

(τ + σ)α+n−1

m(τ)
dτ(2.8)

and

g+
ασ(s) :=

∫ s

A

τα+n−1

m(τ)(1 + στα+n−1)
dτ .(2.9)

If α + n < 1, we choose g−
ασ(u + ε) as the test function in (2.1), (2.2); otherwise

we choose g+
ασ(u + ε) and obtain, using Lemma 2.1,∫ T

0

〈
ut, g

±
ασ(u + ε)

〉
dt =

∫ T

0

∫
Ω

(
m(u)∇∆u, ∇g±

ασ(u + ε)
)
dxdt.(2.10)

The nonnegativity of u, the shift by ε, and the L∞(
I;H1(Ω)

)
∩L2

(
I;H2(Ω)

)
-

regularity of u guarantee the admissibility of these test functions. We notice that the
functions G±

ασ, defined by

G±
ασ(s) :=

∫ s

A

g±
ασ(τ) dτ,(2.11)

are nonnegative and convex, that for fixed ε > 0 their derivative g±
ασ has at most

linear growth on [ε, ∞), and that for this reason we obtain (cf. [13, Lemma 2.6])∫ T

0

〈
ut, g

±
ασ(u + ε)

〉
dt =

∫
Ω

G±
ασ(u + ε)(T, x) dx −

∫
Ω

G±
ασ(u0 + ε)(x) dx.(2.12)

In what follows, we shall make the calculations explicit only for g−
ασ (i.e., α+n <

1). But by minor modifications the same strategy will work also in the case α+n ≥ 1.
Part 2. For almost all t ∈ I the following inequality offers an estimate for the

elliptic part (we set βεσ(u) := (u + ε + σ)α+n−1 for short):

(2.13)

−
∫

Ω
m(u)∇∆u∇g−

ασ(u + ε)

≥
∫

Ω
S1(u)

[
D2((u + ε)γ

)]2
+

∫
Ω

S2(u)
[
∆

(
(u + ε)γ

)]2 +
∫

Ω
S3(u) |∇u|4

−
∫

Ω

(
(δ1 + δ3)(u + ε + σ)α+n−3 |∇u|4 + δ2(u + ε + σ)α+n−1(u + ε)−2|∇u|4

)
−δ3

∫
Ω

∣∣∣D2(u + ε + σ)
α+n+1

2

∣∣∣2 − C

δ1

∫
Ω

βεσ(u)
(

m(u)
m(u + ε)

− 1
)

|∆u|2

− C

δ2

∫
Ω

βεσ(u)|∆u|2
(

ε

u + ε

)2

− Cδ3

∫
Ω
(u + ε + σ)α+n+1

= I+II+· · ·+VIII
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with δi > 0 arbitrary, C > 0 independent of t, and

S1(u) = 2
3γ−2βεσ(u) · (u + ε)2−2γ ,

S2(u) = 1
3γ−2βεσ(u) · (u + ε)2−2γ ,

S3(u) = (1 − γ)
(
γ − 1

3

)
(u + ε + σ)α+n−1 · (u + ε)−2

− 1
3 (α + n − 1)(α + n − 2)(u + ε + σ)α+n−3

+ 2
3 (1 − γ)(1 − α − n)

(u + ε + σ)α+n−2

(u + ε)
.

Before we prove the above inequality in part 3, we show that this inequality gives
the assertion of Proposition 2.2.

Consequences of inequality (2.13). Observing that the first and third term in
S3(u) are positive and that σ > 0, we have that S3(u) > 0 if

c(α, n, γ) := (1 − γ)
(
γ − 1

3

)
− 1

3 (α + n − 1)(α + n − 2) + 2
3 (1 − γ)(1 − α − n)

is positive, i.e., if (2.6) is true.
Then, choosing δ1, δ2, δ3 sufficiently small, the terms IV and V in (2.13) can be

absorbed in I, II, and III. In addition, we have the following:
• The integrand on the left-hand side is in L1(ΩT ).
• As a consequence of the L2(I;H2(Ω))-regularity of u, the integrands in the

terms VI, VII, and VIII are uniformly bounded in L1(ΩT ).
• The integrands in the terms I, II, and III are nonnegative.

This allows us to integrate over the whole space-time cylinder and to obtain from
(2.10), (2.12), and (2.13) the existence of positive constants C̃1 and C̃2 independent
of ε and σ such that

∫
Ω

Gασ(u + ε)|T + C̃−1
1

∫
ΩT

(u + ε + σ)α+n−3 |∇u|4

+ C̃−1
1

∫
ΩT

βεσ(u) · (u + ε)2−2γ
{

2
3

∣∣D2((u + ε)γ
)∣∣2 + 1

3

∣∣∆(
(u + ε)γ

)∣∣2}
≤

∫
Ω

Gασ(u0 + ε) + C̃2

{∫
ΩT

(u + ε + σ)α+n+1

+
∫

ΩT

βεσ(u) |∆u|2
{

m(u)
m(u + ε)

− 1 +
(

ε

u + ε

)2} }
.

(2.14)

Passage to the limit ε → 0 in inequality (2.14). From the L2(I;H2(Ω))∩
L∞(I;H1(Ω))-regularity of u, the uniform boundedness of βεσ(u), and Lebesgue’s the-
orem, we infer that the second term on the right-hand side converges to

∫
ΩT

uα+n+1

and that the last term on the right-hand side tends to zero. Since u0 ≥ δ > 0 and
u0 ∈ H1(Ω), a further application of Lebesgue’s theorem gives that

∫
Ω Gασ(u0 + ε)

converges to
∫
Ω Gασ(u0) for ε → 0.

Since the third term on the left-hand side can also be written in the form
∫
ΩT

|∇(u+

ε+σ)
α+n+1

4 |4, it is obvious that
∫
ΩT

|∇(u+σ)
α+n+1

4 |4 is dominated by lim infε→0
∫
ΩT

(u+
ε + σ)α+n−3 |∇u|4 . Similarly, the second term on the left-hand side can be handled,
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and by use of Fatou’s lemma we derive

∫
Ω

Gασ

(
u(T )

)
dx + C−1

1

∫
ΩT

(u + σ)α+n−1 · u2−2γ
{

2
3

∣∣D2uγ
∣∣2 + 1

3 |∆uγ |2
}

dxdt

+ C−1
1

∫
ΩT

(u + σ)α+n−3 |∇u|4 dxdt

≤
∫

Ω
Gασ(u0) dx + C2

∫
ΩT

(u + σ)α+n+1 dxdt .

(2.15)

Passage to the limit σ → 0 in inequality (2.15). An application of Fatou’s lemma,
the monotone convergence theorem, and the same methods to estimate limits of gra-
dients of powers of u as used before gives the following result:∫

Ω
Gα

(
u(T )

)
dx + C−1

1

∫
ΩT

uα+n+1−2γ
{

2
3

∣∣D2uγ
∣∣2 + 1

3 |∆uγ |2
}

dxdt

+ C−1
1

∫
ΩT

uα+n−3 |∇u|4 dxdt

≤
∫

Ω
Gα(u0) dx + C2

∫
ΩT

uα+n+1 dxdt .

(2.16)

Part 3. (Proof of inequality (2.13)). Integrating by parts and using ∂u
∂ν = 0 on

∂Ω, we obtain

−
∫

Ω
m(u) ∇∆u ∇g−

ασ(u + ε) dx =
∫

Ω
div

(
m(u)

m(u + ε)
βεσ(u) ∇u

)
∆u dx

=
∫

Ω

(
m(u)

m(u + ε)
βεσ(u)

)
|∆u|2 dx+

∫
Ω

(
m(u)

m(u + ε)
βεσ(u)

)
u

|∇u|2 ∆u dx =: I1+I2 .

For I1 and I2 we calculate

I1 =
∫

Ω
βεσ(u) |∆u|2 dx +

∫
Ω

βεσ(u)
(

m(u)
m(u + ε)

− 1
)

|∆u|2 dx = I1
1 + I2

1 ,

I2 =
∫

Ω

{(
m′(u)

m(u + ε)
− m(u)m′(u + ε)

m(u + ε)2

)
βεσ(u)

+
m(u)

m(u + ε)
(α + n − 1)(u + ε + σ)α+n−2

}
|∇u|2 ∆u dx

= I1
2 + I2

2 .

Observing the existence of a constant C independent of ε with the property∣∣∣∣ m′(u)
m(u + ε)

− m(u)m′(u + ε)
m(u + ε)2

∣∣∣∣ ≤ C ·
(

u

u + ε

)n−1
ε

(u + ε)2
,

the term I1
2 can be estimated as follows:

I1
2 ≥ −C

∫
Ω

βεσ(u)(u + ε)−1 · |∇u|2 · |∆u| ε

u + ε
dx

≥ −δ2

∫
Ω

βεσ(u)(u + ε)−2 · |∇u|4 dx − C̃

δ2

∫
Ω

βεσ(u) |∆u|2 ·
(

ε

u + ε

)2

dx.
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We now write I2
2 as

I2
2 = (α + n − 1)

∫
Ω
(u + ε + σ)α+n−2 |∇u|2 ∆u dx

+(α + n − 1)
∫

Ω
(u + ε + σ)α+n−2

(
m(u)

m(u + ε)
− 1

)
|∇u|2 ∆u dx

= R1 + R2.

R2 can be estimated as

R2 ≥ − δ1

∫
Ω
(u + ε + σ)α+n−3 |∇u|4 dx

− C

δ1

∫
Ω
(u + ε + σ)α+n−1

(
m(u)

m(u + ε)
− 1

)2

|∆u|2 dx.

To proceed further it will be worthwhile to state a formula of integration by parts
that generalizes the one-dimensional formula∫ 1

0
f ′(u) · u2

x · uxx dx = −1
3

∫ 1

0
f ′′(u) · u4

x dx if ux(0) = ux(1) = 0

to higher space dimensions.
Lemma 2.3. Let f ∈ W 2,∞(R) and u ∈ H2

∗ (Ω). Then we have∫
Ω

f ′(u) |∇u|2 ∆u dx = −1
3

∫
Ω

f ′′(u) |∇u|4 dx

+ 2
3

(∫
Ω

f(u)
∣∣D2u

∣∣2 dx −
∫

Ω
f(u) |∆u|2 dx

)
+ 2

3

∫
∂Ω

f(u)II
(
∇u

)
dHN−1.

Here, II(·) denotes the second fundamental form of ∂Ω.
For a proof of Lemma 2.3 we refer to the Appendix.
Now, setting f(u) = βεσ(u) and using the identity

Dxixj
v = γ−1v1−γ Dxixj

vγ − (γ − 1) v−1 Dxi
v Dxj

v

for v = u + ε, R1 reads as

R1 = −1
3

∫
Ω

β′′
εσ(u) |∇u|4 + 2

3γ−2
∫

Ω
βεσ(u) (u + ε)2−2γ

{[
D2(u + ε)γ

]2 − [∆(u + ε)γ ]2
}

+2(γ − 1)
∫

Ω
βεσ(u) (u + ε)−1 ∆u |∇u|2 + 2

3 (γ − 1)
∫

Ω

(
(u + ε)−1 βεσ(u)

)
u

|∇u|4

+ 2
3

∫
∂Ω

βεσ(u) II
(
∇u

)
dHN−1.

For I1
1 we obtain

I1
1 = γ−2

∫
Ω

βεσ(u) (u + ε)2−2γ
[
∆

(
(u + ε)γ

)]2 − 2(γ − 1)
∫

Ω
βεσ(u) (u + ε)−1 ∆u |∇u|2

−(γ − 1)2
∫

Ω
βεσ(u) (u + ε)−2 |∇u|4 .
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Summing up, we finally arrive at

I1
1 + R1 =

∫
Ω

S1(u)
[
D2((u + ε)γ

)]2
dx +

∫
Ω

S2(u)
[
∆

(
(u + ε)γ

)]2
dx

+
∫

Ω
S3(u) |∇u|4 dx + 2

3

∫
∂Ω

βεσ(u) II
(
∇u

)
dHN−1

(2.17)

with S1(u), S2(u), and S3(u) as in (2.13). Collecting all the terms, (2.13) will be
established, provided we can estimate the boundary term accordingly.

Let us remark that convexity of Ω implies the nonnegativity of the last term on the
right-hand side in (2.17). Hence in this case we can neglect it for our a priori estimates,
and in particular the last term on the right-hand side of (2.13) cancels out. Let us
now concentrate on the case that Ω is not convex. First we state an interpolation
inequality that easily can be proved by contradiction using the compactness of the
imbedding H1(Ω) → L2(∂Ω) which holds true for domains with Lipschitz boundary.

Lemma 2.4. Let Ω be of class C0,1. For each ε > 0 there exists a constant
Cε < ∞ such that we have, for all v ∈ H2(Ω),

‖∇v‖L2(∂Ω) ≤ ε
∥∥D2v

∥∥
L2(Ω) + Cε ‖v‖L2(Ω) .

Since ∂Ω is of class C1,1 we can conclude that the second fundamental form of ∂Ω
is uniformly bounded. Thus we have to estimate

∫
∂Ω βεσ(u) |∇u|2 dHN−1. Choosing

a function Φεσ : R → R with Φ′
εσ =

√
βεσ and applying Lemma 2.4, we obtain, after

straightforward calculations,∫
∂Ω

βεσ(u) |∇u|2 dHN−1 ≤ δ3

∫
Ω

∣∣D2Φεσ(u)
∣∣2 dx + Cδ3

∫
Ω

|Φεσ(u)|2 dx.

Using the relation Φεσ(u) = const ·(u + ε + σ)
α+n+1

2 , we end up with

−
∫

∂Ω
βεσ(u) |∇u|2 dHN−1 ≥ − δ3

∫
Ω

∣∣∣D2(u + ε + σ)
α+n+1

2

∣∣∣2 dx

− Cδ3

∫
Ω

|u + ε + σ|α+n+1
dx.

This proves estimate (2.13) and therefore Proposition 2.2.
Our next goal is to establish entropy estimates in the spirit of Proposition 2.2 for

diffusion coefficients m which are bounded from below by positive constants for large
values of τ . We distinguish two cases:

(i)

m ∈ C1(R+) ∩ W 1,∞(1,∞) with n > 0 arbitrary(2.18)

and (ii)

m(τ) = |τ |n · f(τ) with n > 0 arbitrary if N = 2,(2.19)
0 < n < 4 if N = 3,

f ∈ C2(R, R+) ∩ L∞(R, R+).(2.20)

We shall proceed as follows: for a special choice of mobilities (mδ)δ>0 which
approach m from below we obtain entropy estimates by use of Proposition 2.2.
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A compactness lemma which offers all the convergence properties necessary for
passing to the limit with δ ↘ 0 will be crucial. It reads as follows.

Lemma 2.5. Let (uδ, Jδ)δ↘0 be a family of pairs of functions having the following
properties:

(i) (uδ)t = −div Jδ in L2(I; (W 1,q(Ω))′) ∀q > 4N
2N+(2−N)·n ,

(ii) (Jδ)δ↘0 is uniformly bounded in L2
(
I;Lq′

(Ω)
)

∀q′ < 4N
2N+(N−2)·n ,

(iii) (uδ)δ↘0 are nonnegative and for a number β ∈
( 3

4 , 3
2

)
we have

(uβ
δ )δ↘0 is uniformly bounded in L2

(
I;H2(Ω)

)
,

(iv) (uδ)δ↘0 is uniformly bounded in L∞(
I;H1(Ω)

)
.

Under the assumption that q < 2N
N−2 , the family (uβ

δ )δ↘0 is relatively compact in
L2

(
I;H1(Ω)

)
.

Remark. In dimension N = 2 there exists for every n > 0 a real number q
in agreement with (i) which satisfies q < 2N

N−2 . In dimension N = 3 we need the
condition n < 4, unless (Jδ)δ↘0 is uniformly bounded in L2(ΩT ). The assumption
β ∈ ( 3

4 , 3
2 ) is not the most general condition one could impose, but it is nevertheless

sufficient for our applications.
Proof of Lemma 2.5. It mainly consists of three steps.
(1) There is a constant C > 0 independent of δ > 0 such that∫ T−h

0

∫
Ω

(
uβ

δ (t + h, x) − uβ
δ (t, x)

)(
uδ(t + h, x) − uδ(t, x)

)
dxdt ≤ C · h.(2.21)

To prove this assertion we choose as the test function in the weak formulation of
(uδ)t = −div Jδ the function φ(t, x) =

(
uβ

δ (s + h, x) − uβ
δ (s, x)

)
· χ[s,s+h](t) which is

admissible. Integrating over [0, T ] with respect to t and over [0, T − h] with respect
to s, we arrive at∣∣∣∣∣

∫ T−h

0

∫
Ω

(
uβ

δ (s + h, x) − uβ
δ (s, x)

)(
uδ(s + h, x) − uδ(s, x)

)
dsdx

∣∣∣∣∣
≤

∣∣∣∣∣
∫ T−h

0

∫ s+h

s

∫
Ω

Jδ(t, x) · ∇
(
uβ

δ (s + h, x) − uβ
δ (s, x)

)
dxdtds

∣∣∣∣∣
≤

∫ T−h

0

∫ h

0
‖Jδ(s + τ, ·)‖q′ ·

∥∥∥∇
(
uβ

δ (s + h, .) − uβ
δ (s, .)

)∥∥∥
q
dτ ds

≤ 2
∫ h

0
‖Jδ‖L2(Lq′ ) ·

∥∥∇uβ
∥∥

L2(Lq) dτ ≤ 2 · C · h.

(2) A subsequence of (uβ
δ )δ↘0 converges to uβ strongly in L1(ΩT ).

In order to derive (2) we observe that
(a) uδ ⇀ u in L2

(
I;H1(Ω)

)
according to (iv),

(b) (uβ+1
δ )δ↘0 is uniformly bounded in L∞(

I;L1(Ω)
)

(cf. iv),
(c) (2.21) holds true.
With the notation b(u) = uβ and B(u) = β

β+1uβ+1 we can apply the following
lemma (for a proof, see Alt and Luckhaus [1, Lemma 1.9]) in order to establish the
result.

Lemma. Suppose that (uδ)δ↘0 is a sequence which converges weakly to u in the
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space Lr((0, T );W 1,r(Ω)) and satisfies the estimates

1
h

∫ T−h

0

∫
Ω
(b(uδ(t + h)) − b(uδ(t)))(uδ(t + h) − uδ(t))dt ≤ C

and ∫
Ω

B(uδ(t)) ≤ C for 0 < t < T,

uniformly with respect to δ. Then b(uδ) → b(u) in L1(ΩT ) and B(uδ) → B(u) almost
everywhere.

Let us remark that in the case q = 2 this convergence result could have been
deduced directly by using ut ∈ L2(I; (H1(Ω))′) and u ∈ L∞(I;H1(Ω)).

(3) From Fréchet–Kolmogorov’s theorem and (2) we infer that

lim
h→0

∥∥∥uβ
δ (· + h, ·) − uβ

δ (·, ·)
∥∥∥

L1
(
(0,T−h),L1(Ω)

) = 0

uniformly for δ > 0.
We then apply the following theorem due to J. Simon.
Theorem (see [14, p. 84]). Let X ⊂ B ⊂ Y with compact imbedding X ↪→ B and

1 ≤ p ≤ ∞.
If F ⊂ Lp(I;X) is bounded and ‖f(· + h, ·) − f(·)‖Lp(0,T−h,Y ) → 0 uniformly for

f ∈ F as h → 0, then F is relatively compact in Lp(I;B).
With the choice p = 1, X = H2(Ω), B = H1(Ω), and Y = L1(Ω), we obtain

at first that (uβ
δ )δ↘0 is relatively compact in L1

(
I;H1(Ω)

)
, and then with (iv) we

immediately obtain the assertion.
Let us now specify the auxiliary diffusion coefficients mδ which we want to use in

order to obtain entropy estimates analogous to Proposition 2.2. We consider two cases.
At first we study the case when m is bounded, but we allow the growth exponent near
zero to be arbitrary. Having shown convergence of approximating solutions in this
case, we are in a position to investigate situations where m has polynomial growth at
infinity. Thus, the auxiliary diffusion coefficients read as follows.

(1) If m is bounded (like in (2.18)), we choose

m
(1)
δ (τ) =

τ sm(τ)
δm(τ) + τ s

,(2.22)

with sufficiently large s to apply Proposition 2.2.
(2) If m has polynomial growth, i.e.,

m(τ) = |τ |n · f(τ) with n ∈
{

(0,∞) if N = 2,

(0, 4) if N = 3,
(2.23)

and f as in (2.20), then we choose

m
(2)
δ (τ) =

τn

1 + δ |τ |n · f(τ).

This leads to the following auxiliary problems:

P i
δ


(u(i)

δ )t + div
(
m

(i)
δ (u(i)

δ )∇∆u
(i)
δ

)
= 0 in ΩT ,

∂
∂ν u

(i)
δ = ∂

∂ν ∆u
(i)
δ = 0 on ∂Ω × [0, T ],

u
(i)
δ0 = u0 + δΘi in Ω,

(2.24)
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with 0 < Θ1 < 1
s−α−n−1 and 0 < Θ2.

Using the notation

G
(i)
αδ(t) :=

∫ t

A

∫ s

A

τα+n−1

m
(i)
δ (τ)

dτds and

G(i)
α (t) :=

∫ t

A

∫ s

A

τα+n−1

m(i)(τ)
dτds,

(2.25)

we have the following proposition.
Proposition 2.6. Let ni > 0 be the growth exponent of m

(i)
δ near zero and let

qi > 4N
2N+(2−N)ni

. Assume that there exist constants Ci > 0 and αi with 1
2 < αi +ni <

2 such that
∫
Ω G

(i)
α (u0) dx < Ci. In the case i = 2 we furthermore require that the pair

(N, n2) satisfy the conditions in (2.23). Then for a subsequence (u(i)
δ )δ↘0 of solutions

to the auxiliary problems P i
δ the following convergence properties hold true:

(i) u
(i)
δ

∗
⇀ u(i) in L∞(

I;H1(Ω)
)
,

(ii) J
(i)
δ ⇀ J (i) in L2

(
I;L2(Ω)

)
if i = 1 or

in L2
(
I;Lq′

i(Ω)
)

if i = 2, respectively,
(iii)

(
u

(i)
δ

)
t
⇀

(
u(i)

)
t
in L2

(
I;

(
H1(Ω)

)′) if i = 1 or
in L2

(
I;

(
W 1,qi(Ω)

)′) if i = 2, respectively,

(iv)
(
u

(i)
δ

)α+n+1
2 ⇀

(
u(i)

)α+n+1
2 in L2

(
I;H2(Ω)

)
,

(v)
(
u

(i)
δ

)α+n+1
4 ⇀

(
u(i)

)α+n+1
4 in L4

(
I;W 1,4(Ω)

)
,

(vi)
(
u

(i)
δ

)α+n+1
2 →

(
u(i)

)α+n+1
2 strongly in L2

(
I;H1(Ω)

)
,

where q′
i denotes the conjugate exponent to qi.

For the limiting function u(i) the following estimate is valid with constants C1
and C2 which only depend on the domain Ω (in particular, C2 is zero if Ω is convex):

sup
t∈[0,T ]

∫
Ω

G(i)
α

(
u(i)(t)

)
+ C−1

1

∫
ΩT

∣∣∣D2(u(i))
α+n+1

2

∣∣∣2 + C−1
1

∫
ΩT

∣∣∣∇(u(i))
α+n+1

4

∣∣∣4
≤

∫
Ω

G(i)
α (u0) + C2

∫
ΩT

(u(i))α+n+1 .

(2.26)

Proof. We present it in detail only for the case i = 1, drop here the superscript
(i) and indicate the main modification necessary for the other case. For a given α
satisfying 1

2 < α + n < 2 we choose α̃ := α + (n − s) and apply Proposition 2.2 with
1
2 < α̃ + s < 2 to uδ. This gives after rewriting in terms of α and n:

sup
t∈[0,T ]

∫
Ω

Gαδ

(
uδ(t, x)

)
+ C−1

1

∫
ΩT

uα+n+1−2γ
δ

∣∣D2uγ
δ

∣∣2 + C−1
1

∫
ΩT

uα+n−3
δ |∇uδ|4

≤
∫

Ω
G0δ

(
u0δ(x)

)
+ C2

∫
ΩT

uα+n+1
δ .

(2.27)

Using now the identity

Dxixj
uγ = γ(γ − 1) uγ−2Dxi

uDxj
u + γuγ−1Dxixj

u
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and Young’s inequality, we observe after straightforward calculations the existence of
a new constant C1 independent of δ, γ such that

sup
t∈[0,T ]

∫
Ω

Gαδ

(
uδ(t, x)

)
+ C−1

1

∫
ΩT

∣∣∣D2u
α+n+1

2
δ

∣∣∣2 + C−1
1

∫
ΩT

∣∣∣∇u
α+n+1

4
δ

∣∣∣4
≤

∫
Ω

Gαδ

(
u0δ(x)

)
+ C2

∫
ΩT

uα+n+1
δ .

(2.28)

From estimate (2.5) we infer the validity of (i), (ii), and (iii). Combining these results
with the inequality∫

Ω
Gαδ

(
u0δ(x)

)
dx ≤

∫
Ω

Gα

(
u0(x)

)
dx + oδ(1),

we obtain by use of Lemma 2.5 the validity of (iv)–(vi). Writing

Gαδ(t) =
∫ t

A

∫ s

A

Gα(τ)dτds + δ

∫ t

A

∫ s

A

τα+n−s−1dτds,

observing that the second term on the right is nonnegative, and using both Fatou’s
lemma and the convergence of uδ to u pointwise almost everywhere, we end up with
(2.26).

For the case i = 2 we only have to convince ourselves that Jδ is uniformly bounded
in L2

(
I;Lq′

(Ω)
)

for q′ < 4N
2N+(N−2)n . This can be seen by use of Hölder’s inequality

and the uniform boundedness of the quantities∫
ΩT

(
mδ(uε

δ) + ε
)
|∇∆uε

δ|
2

dxdt

which occur during the proof of existence of solutions to degenerate problems by use
of nondegenerate auxiliary problems (cf. [13], [10]).

Remark. For N = 3 the Sobolev imbedding theorem implies that the limit u from
Proposition 2.6 belongs to L∞(

I;L6(Ω)
)
. Using the fact that ∇u

α+n+1
4 ∈ L4(ΩT ),

we can apply interpolation theory (cf. DiBenedetto [9, Proposition 3.2]) to get Lp-
regularity of u for all p ≤ α + n + 9.

As a further consequence of Proposition 2.6 we obtain the following corollary.
Corollary 2.7. Under the same assumptions as in Proposition 2.6, for a sub-

sequence of (u(i)
δ )δ↘0 the following is true:

∇(u(i)
δ )

α+n+1
4 −→∇(u(i))

α+n+1
4 strongly in L4−(

[u(i) > 0]
)

and pointwise a.e.,
(2.29)

∇u
(i)
δ −→∇u(i) strongly in L2(ΩT ).(2.30)

Proof. With the help of Vitali’s theorem, relation (2.29) follows from point (v) of
Proposition 2.6 and the convergence pointwise almost everywhere of (∇(u(i)

δ )
α+n+1

2 )δ↘0
on the set [u(i) > 0].
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Concerning the convergence behavior of (∇u
(i)
δ )δ↘0, we observe—combining (2.29),

the identity |∇v|2 = ( 4
α+n+1 )2v

3−α−n
2 |∇v

α+n+1
4 |2, and the points (v) and (vi) of

Proposition 2.6—that for δ tending to zero ||u(i)
δ ||L2(ΩT ) converges to ||u(i)||L2(ΩT ).

Now we recall the following well-known lemma.
Lemma. Assume that a sequence (un)n∈N weakly converges to u in a Hilbert space

X. If additionally (‖un‖X)n∈N converges to ‖u‖X , then (un)n∈N strongly converges
to u in X.

Hence, (2.30) can easily be established.

3. Existence, qualitative behavior, and (non)uniqueness of solutions.
In this section we improve the existence results obtained previously in [13] and [10].
In particular, it will be possible to treat initial values with compact support in the
case 2 ≤ n < 3 which is important in lubrication theory. Moreover, we are able to
extend the range of allowed diffusion growth exponents beneath 1 to 1

8 and we propose
a solution concept also for diffusion coefficients with polynomial growth.

Let us begin with the following assumption (A4) which basically requires that
m (m′, m′′, respectively) have at most polynomial growth with the exponents n
(n − 1, n − 2, respectively).

(A4) The diffusion coefficient m and the first two derivatives can be written as
m(τ) = τn·f0(τ), m′(τ) = τn−1·f1(τ), and m′′(τ) = τn−2·f2(τ)(τ ∈ R+

0 , i = 0, 1, 2)
with functions fi such that ‖fi‖C2−i(R+

0 ,R+
0 ) < ∞ (i = 0, 1, 2). Furthermore, we assume

that f0 is positive and that m is bounded from below by a positive constant for large
values of τ .

Let us present our concept of solution.
Definition 3.1. Let N ≥ 2, n > 0, and m satisfy (A4). Let (u, J) be the element

of L∞(I;H1(Ω)) ∩ H1(I; (W 1,q(Ω))′) × L2(I;Lq′
(Ω; RN )) where q satisfies one of the

following properties:
(i) q = 2 if m ∈ L∞(R),
(ii) q > 4N

2N+(2−N)n (and n < 2N
N−2 if N ≥ 3).

We call the pair (u, J) the solution of (1.1) if

ut = −div J in L2
(
I;

(
W 1,q(Ω)

)′)
,(3.1)

m′′(u) |∇u|3 is in L1([u > 0]), and J satisfies the relation J = m(u)∇∆u in the
following weak sense:∫

ΩT

J · η dxdt = 1
2

∫
[u>0]

m′′(u) |∇u|2 ∇uη + 1
2

∫
[u>0]

m′(u) |∇u|2 div η

+
∫

[u>0]
m′(u)

〈
∇u, Dη,∇u

〉
+

∫
ΩT

m(u) ∇u∇ div η

∀η ∈ L∞(
I;W 2,∞(Ω; RN )

)
such that η · ν = 0 on ∂Ω .

(3.2)

(Here, q′ denotes the conjugate exponent to q.)
Remark. Property (ii) is only necessary as long as there does not exist a positive

result about boundedness of solutions.
Our main existence result reads as follows.
Theorem 3.2 (existence of regular solutions). Assume that the diffusion coeffi-

cient satisfies (A4) and that the initial value u0 ∈ H1(Ω) is nonnegative and satisfies∫
Ω

Gα(u0) dx < ∞
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for a certain constant α ∈ ( 1
2 −n, 2−n). If one of the following combinations is true,

(i) N = 2 and n > 1
8 ,

(ii) N = 3, m ∈ L∞(R), and n > 1
8 ,

(iii) N = 3, 1
8 < n < 4, and α > −2,

then there exists a solution (u, J) to equation (1.1) in the sense of Definition 3.1.
In particular, u has the following additional regularity properties:

u
α+n+1

4 ∈ L4(I;W 1,4(Ω)),

u
α+n+1

2 ∈ L2(I;H2(Ω)).

Remark.
(i) For diffusion growth coefficients 0 < n < 3, it is always possible to find a real

number α0 ∈ ( 1
2 −n, 2−n) such that α0 +1 > 0. Thus

∫
Ω Gα0(u0)dx < ∞ for

arbitrary nonnegative initial data u0 ∈ H1(Ω), i.e., for arbitrary n ∈ ( 1
8 , 3)

and arbitrary nonnegative initial data u0 ∈ H1(Ω), a regular solution to (1.1)
does exist.

(ii) Let us emphasize that in order to give a meaning to the first three inte-
grands on the right-hand side of (3.2), we make essential use of the identities

un−2|∇u|3 =
( 4

α+n+1

)3
u

n+1−3α
4

∣∣∣∇u
α+n+1

4

∣∣∣3 and un−1|∇u|2 =( 4
α+n+1

)2
u

n+1−α
2

∣∣∣∇u
α+n+1

4

∣∣∣2.
Proof of Theorem 3.2. Let us begin with the case m ∈ L∞(R) and N = 2 or 3. For

the ease of presentation we now drop the superscript (i). From Proposition 2.6 and
Corollary 2.7 we infer the following convergence behavior for a subsequence (uδ, Jδ)δ→0
of solutions to the auxiliary problems P 1

δ :
(i) uδt ⇀ ut in L2

(
I;

(
H1(Ω)

)′),
(ii) ∇uδ−→∇u strongly in L2(ΩT ),
(iii) Jδ ⇀ J in L2(ΩT ),

(iv) ∇u
α+n+1

4
δ ⇀ ∇u

α+n+1
4 in L4(ΩT ),

(v) ∇u
α+n+1

4
δ −→∇u

α+n+1
4 strongly in L4−(

[u > 0]
)

and pointwise a.e.
From (i) and (iii) relation (3.1) follows immediately. To proceed with the identification
of J , we use the formula∫

Ω
mδ(uδ) ∇∆uδη = 1

2

∫
Ω

m′′
δ (uδ) |∇uδ|2 ∇uδ η + 1

2

∫
Ω

m′
δ(uδ) |∇uδ|2 div η

+
∫

Ω
m′

δ(uδ)〈∇uδ, Dη,∇uδ〉 +
∫

Ω
mδ(uδ) ∇uδ∇ div η,

(3.3)

which is valid for mδ ∈ C2(R) ∩ W 2,∞(R), uδ ∈ H2
∗ (Ω) with ∇∆uδ ∈ L2(Ω) and

η ∈ W 2,∞(Ω) with η · ν ≡ 0 on ∂Ω as will be proved in the Appendix.
By our choice of mδ we can identify Jδ(t) for a.e. t ∈ I with mδ(uδ) ∇∆uδ; thus

Jδ can be related to mδ(uδ) ∇∆uδ in the sense of (3.2). Let us now pass to the limit
δ ↘ 0 on the right-hand side of (3.3). As the third term on the right-hand side of
(3.3) qualitatively shows the same behavior as the second one and as the fourth term
can easily be handled by using convergence property (ii), we will discuss in detail only
the first and the second term. Writing m′

δ(τ), m′′
δ (τ) as

m′
δ(τ) = τn−1f1,δ(τ) and m′′

δ (τ) = τn−2f2,δ(τ),
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we observe after straightforward calculations that fi,δ are uniformly bounded in
L∞(R+

0 ) (i = 1, 2) and that on each compact subset of (0,∞), fi,δ converges to
fi uniformly. For α with 1

2 < α + n < 2 we write
∫
ΩT

m′′
δ (uδ) |∇u|2 ∇uη dxdt as∫

ΩT

u
n+1−3α

4
δ

∣∣∣∇u
α+n+1

4
δ

∣∣∣2 ∇u
α+n+1

4
δ · f2,δ(uδ) η dxdt.

Condition n > 1
8 ensures that α can be modified in such a way that n+1−3α

4 is positive,
and in addition

∫
Ω Gα(u0)dx is bounded.

Using the properties of f2,δ, the regularity of uδ, and n > 1/8, we observe that
the term in uδ converges weakly in L1+σ(ΩT ) (for values of σ sufficiently small)
to a function β̃. From (v) and the pointwise convergence of f2,δ(uδ) we infer β̃ =
m′′(u) |∇u|2 · ∇u on the set [u > 0].

On the set [u = 0] we argue as follows: for each ε > 0 we find by Egorov’s theorem
a set Sε ⊂ [u = 0] with LN+1

(
Sε

)
< ε such that uδ uniformly converges to u on the

subset [u = 0] \ Sε. Thus we can estimate:∣∣∣∣∣
∫

[u=0]
m′′

δ (uδ) |∇uδ|2 ∇uδ · η dxdt

∣∣∣∣∣
≤

∫
Sε∪

(
[u=0]\Sε

) u
n+1−3α

4
δ ·

∣∣∣∇u
α+n+1

4
δ

∣∣∣3 · |f2,δ(uδ)| · |η| dxdt

≤ oδ(1)
∫

[u=0]\Sε

∣∣∣∇u
α+n+1

4
δ

∣∣∣3 dxdt

+
(∫

Sε

un+1−3α
δ dxdt

) 1
4

(∫
Sε

∣∣∣∇u
α+n+1

4
δ

∣∣∣4 dxdt

) 3
4

‖f2,δ‖∞ · ‖η‖∞ .

(3.4)

By Vitali’s theorem the second term in (3.4) converges to zero when LN+1
(
Sε

)
→ 0.

This gives the convergence of the first term on the right-hand side of (3.3).
For the second term on the right-hand side of (3.3) we write∫

ΩT

u
−α+n+1

2
δ

∣∣∣∇u
α+n+1

4
δ

∣∣∣2 · f1,δ(uδ) · div η dxdt

and use exactly the same technique as before in order to identify the limit. Putting
everything together, the validity of (3.2) is established for m bounded. Eventually, we
remark that the case of an unbounded diffusivity m which grows at most polynomially
can be handled similarly, provided we use the restrictions on n in order to guarantee
applicability of Hölder’s inequality in the analogue to (3.4). Using the remark at the
end of the first section, we see that this is possible if α > −2.

Let us point out that the regularity properties of u stated in Theorem 3.2 imply
the following result about the behavior of the normal derivative of a solution at the
boundary of supp(u).

Corollary 3.3 (regularity at the free boundary). Let P̂ := {t ∈ I :
||u(t, .)

α+n+1
4 ||W 1,4(Ω) < ∞} with α as in Theorem 3.2. Then the following results

are true:
(i) Under the assumption that ∂[supp(u(t, .)] is an (N −1)-rectifiable set, we have

for t ∈ P̂ and for HN−1−almost every x ∈ ∂[supp(u(t, .))] that the normal
derivative ∂

∂ν u(t, x) exists and that it is equal to zero.
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(ii) If N = 2 and n < 2, then for arbitrary t ∈ P̂ and for all x ∈ [u(t, .) = 0] we
have that ∇u(t, x) vanishes.

Proof. Let us begin with the proof of (i). Assuming first that ∂[supp(u(t, .))]
consists of finitely many portions of hyperplanes, the result follows from the W 1,4-
regularity of u

α+n+1
4 , the nonnegativity of u, and the fact that W 1,p-functions are

absolutely continuous along almost all line segments (cf. Theorem 2.1.4 of [15]). By
flattening each C0,1−portion of ∂[supp(u(t, .)], the general case can be established by
straightforward calculations.

In order to prove (ii), we observe that if N = 2 and x ∈ [u(t, .) = 0], there exists
a positive constant C depending only on Ω and the W 1,4(Ω)-norm of u(t, .) such that
for all y ∈ Ω we have u(t, y) ≤ C |y − x|

2
α+n+1 . If n < 2, α can be chosen in such a

way that 2
α+n+1 > 1. This completes the proof.

The strengthened entropy estimates also enable us to improve results concern-
ing positivity properties of solutions. Combining (2.26) and the techniques of ([13,
Theorems 1.2 and 1.3]), we arrive at the following theorem.

Theorem 3.4 (positivity properties). Let u be a solution of (1.1) in the sense of
Theorem 3.2 and assume the initial value satisfies

∫
Ω u

3/2−n
0 dx < ∞.

(i) If n ≥ 3/2 there does not exist a subset E ⊂ Ω with LN (E) > 0 and a time
t0 such that

∫
E

u(x, t0) dx = 0.
(ii) If N = 2 and n > 3 or if N = 3 and n > 6, the solution u is for almost every

t ∈ [0, T ] strictly positive in Ω.
Let us now discuss the asymptotic behavior of a function u which solves (1.1)

in the sense of Theorem 3.2 and in particular satisfies a priori estimate (2.26). We
obtain the following theorem.

Theorem 3.5 (convergence to the mean value). Let n > 1
8 be the diffusion

growth exponent. Suppose Ω is convex and u solves (1.1) in the sense of Theorem 3.2
and satisfies the a priori estimate (2.26) for an α with α + n > 1.

Then

lim
t→∞

u(t) =
1

|Ω|

∫
Ω

u0(x) dx in H1(Ω).

Proof. Note that for convex Ω the constant C2 in Proposition 2.2 is equal to zero.
Thus there is an increasing sequence (tk)k∈N tending to infinity with the property

(i)
∫
Ω

∣∣∣D2u
α+n+1

2

∣∣∣2 (tk) dx ↘ 0,

(ii)
∫
Ω

∣∣∣∇u
α+n+1

4

∣∣∣4 (tk) dx ↘ 0,

which implies that both
(
∇u

α+n+1
2 (tk)

)
k∈N and

(
u

α+n+1
4 (tk)

)
k∈N converge to a con-

stant in the corresponding norms. Hence u
α+n+1

2 also converges to a constant with
respect to the L2-norm and thus∫

Ω

∣∣∣∇u
α+n+1

2 (tk)
∣∣∣2 dx ↘ 0 .

Therefore,∫
Ω

|∇u|2 (tk) dx ≤
∫

[u≥1]
uα+n−1 |∇u|2 (tk) dx +

∫
[u<1]

u
α+n−3

2 |∇u|2 (tk) dx

= ok(1) .
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Now using the monotonicity formula (2.5) and the strong convergence of ∇uδ to ∇u
with respect to the L2(ΩT )-norm (cf. (2.30)), we infer for almost every t1, t2 ∈ I∫

Ω
|∇u(t2)|2 dx −

∫
Ω

|∇u(t1)|2 dx ≤ −2 lim inf
δ→0

∫ t2

t1

∫
Ω

m(uδ) |∇∆uδ|2 dxdt;

i.e.,
∫
Ω |∇u(t, x)|2 dx is nonincreasing in t. Thus the result follows just by application

of Poincaré’s inequality for functions with mean value zero.
Remark. (1) If 1

8 < n < 3 we get that for all nonnegative initial data u0 ∈ H1(Ω)
there exists an α such that α + n > 1 and such that the a priori estimate (2.26) is
satisfied. This means that in particular all solutions with compactly supported initial
data converge to the mean.

(2) If n ≥ 3 the same convergence behavior holds true if we impose an additional
condition on the initial value; namely, there is a number σ > n − 3 such that∫

Ω
u−σ

0 dx < ∞ .

This implies that
∫
Ω Gα(u0) is bounded for an α with α + n > 1.

(3) If Ω is not convex, the second term on the right-hand side of (2.26) cannot
be neglected any longer, and thus the method of proof above cannot be applied.
Nevertheless, by using the boundedness of∫ ∞

0

∫
Ω

|∆u|2 dxdt

the result still can be established if a priori estimate (2.3) holds true, i.e., if n < 2 or
if n ≥ 2 and the initial value is strictly positive. Whether it is also true in the case
when n ≥ 2 and initial values have compact support still remains an open question.

Let us now construct steady state solutions with compact support which solve
(1.1) in the sense of equations (3.1) and (3.2) for n > 1. In Theorem 3.5 we have
already proved that for arbitrary, nonnegative initial values u0 ∈ H1(Ω) with compact
support there exist solutions which converge for t → ∞ to the mean value with respect
to the H1-norm. This illustrates in particular that for values of n ∈ (1, 3) we cannot
expect results on uniqueness without imposing additional regularity properties at the
free boundary in the spirit of estimate (2.26).

Lemma 3.6 (steady state solutions with compact support). Let Ω′ ⊂⊂ Ω be a
subdomain with smooth boundary. Let û be the solution of

−∆û = 1 in Ω′,

û = 0 on ∂Ω′.

Combining the function u defined by

u =
{

û in Ω′,

0 in Ω \ Ω′

with J ≡ 0, we obtain a weak solution to (1.1) for values of n > 1 in the sense of
Definition 3.1.

Proof. From elliptic regularity theory (cf. Gilbarg and Trudinger [12, Chapter 8])
we infer

û ∈ H2(Ω′) ∩ C∞(Ω′) ∩ W 1,∞(Ω′)
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and ∫
Ω′

∇û ∇ψ =
∫

Ω′
ψ ∀ψ ∈ W 1,1+ε

0 (Ω′).(∗)

In addition û is positive in Ω′ (cf. [12, Theorem 8.19]).
Since J is equal to zero on Ω, it will be sufficient to prove that the right-hand

side in (3.2) vanishes. We have

RHS = 1
2

∫
Ω′×I

m′′(û) |∇û|2 ∇û η +
∫

Ω′×I

m′(u)〈∇û, Dη,∇û〉

− 1
2

∫
Ω′×I

m′(û) div η ∇û ∇û +
∫

Ω′×I

∇
(
m(û) div η

)︸ ︷︷ ︸
∈W 1,1+ε

0 (Ω′)

·∇û

= I + II + III + IV.

(Since û ∈ H2(Ω′) ∩ W 1,∞(Ω′) and n > 1, the boundedness of all the integrals in the
equation above is a simple consequence of Hölder’s inequality.)

Let ν′ be the unit outer normal vector on ∂Ω′. Using the relation (∗), we obtain

IV =
∫

Ω′×I

m(û) div η = −
∫

Ω′
T

∇m(û) η +
∫

∂Ω′×I

m(û)η · ν′ dHN︸ ︷︷ ︸
=0

= −
∫

Ω′
T

m′(u) ∇uη
(∗)
= −

∫
Ω′

T

∇
(
m′(u)∇u η

)
· ∇u

= −
∫

Ω′
T

m′′(u) |∇u|2 η ∇u −
∫

Ω′
T

m′(u)〈∇u, Dη,∇u〉 −
∫

Ω′
T

m′(u)〈η, D2u, ∇u〉

= IV1 + IV2 + IV3.

For IV3 we compute:

IV3 = −1
2

∫
Ω′

T

m′(u)η · ∇ |∇u|2

= 1
2

∫
Ω′

T

div
(
m′(u) η

)
· |∇u|2 − 1

2

∫
∂Ω′×I

m′(u) |∇u|2 η · ν′ dHN︸ ︷︷ ︸
=0 (since m′(u) = 0 on ∂Ω′)

= 1
2

∫
Ω′

T

m′′(u) |∇u|2 η ∇u + 1
2

∫
Ω′

T

m′(u) div η |∇u|2 .

Summing up, we obtain I + II + III = −IV , which proves the claim.
Remark. By linearity it is clear that we can adjust û in such a way that each

positive mean value can be reached. We just take

∆û = α in Ω′,

û = 0 on ∂Ω′,

with α > 0 arbitrary.
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Appendix.

A. Proof of Lemma 2.1 (proof of (2.4)). Let (uε)ε↘0 be a sequence of solutions
to auxiliary problems with nondegenerate mobility mε(τ) = m(τ) + ε and initial
value u0 (cf. [13] and [10]). Combining the Aubin–Lions lemma and the uniform
boundedness of uε (or of (uε)t) in L2

(
I;H2(Ω)

)
(or in L2

(
I; (H1(Ω))′), respectively),

we notice that a subsequence (uε)ε↘0 strongly converges to u in L2
(
I;Cβ(Ω)

)
for

sufficiently small, positive β and that we can extract a subsequence such that uε(t) →
u(t) in Cβ(Ω) for almost all t ∈ I. Using the positivity result in Theorem 1.3 of [13],
we observe that there is a set P ⊂ I with L1(I \ P ) = 0 such that for all t ∈ P , u(t)
is in Cβ(Ω) and is strictly positive on Ω.

It will be sufficient to show that the one-dimensional measure of the set

E =
{

t ∈ P : lim inf
ε→0

∫
mε

(
uε(t)

)
|∇∆uε|2 (t) dx = ∞

}

vanishes. Defining Kε(t) :=
∫
Ω mε

(
uε(t)

)
|∇∆uε(t)|2 dx and

[A]n =

{
A if A < n,

n otherwise

and using the positivity of u(t, ·) for almost every t, we have, by Lebesgue’s theorem,

C ≥
∫

E

∫
Ω

mε

(
uε(t, x)

)
|∇∆uε(t, x)|2 dxdt ≥

∫
E

[Kε(t)]n dt
ε→0−→ n · |E| .

As n can be chosen arbitrarily, this implies L1(E) = 0. For fixed t ∈ P \ E we can
select a subsequence of (∇∆uε(t, .))ε→0 which weakly converges in L2(Ω). Then (2.2)
implies that J(t) = m(u(t))∇∆u(t) in L2(Ω) for all t ∈ P \ E.

Proof of (2.5). Choosing ψ(t, x) = χ[t1,t2]∆uε as the test function in the weak
formulation ∫ T

0
〈(uε)t, ψ〉dt −

∫
ΩT

mε(uε)∇∆uε∇ψdxdt = 0,

ψ ∈ L2(I;H1(Ω)) arbitrary

for auxiliary problems with nondegenerate mobility as described above, we immedi-
ately obtain for almost all t1, t2 ∈ I

1
2

∫
Ω

|∇uε(t2)|2 dx +
∫ t2

t1

∫
Ω

mε(uε) |∇∆uε|2 dxdt ≤ 1
2

∫
Ω

|∇uε(t1)|2 dx.

Now observing that ∇uε converges to ∇u strongly in L
2N+4

N −(ΩT ) (cf., e.g., [13,

Lemma 2.8]) and that m
1
2
ε (uε)∇∆uε in L2(ΩT ) weakly converges to a function β

which for almost every t ∈ I can be identified with m(u)∇∆u, the result follows by
the lower semicontinuity of the norm under weak convergence.
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B. Proof of Lemma 2.3 and (3.3). The following result will be essential.
Lemma B.1. Let Ω ⊂ RN be a domain with piecewise smooth boundary of class

C0,1. For every vector field η ∈ H2(Ω; RN ) which is tangential on ∂Ω we have

(Dη · ν)‖ = −dν · η(B.1)

a.e. on ∂Ω. Here, (·)‖ denotes the tangential component of a vector field.
Proof. Since η · ν = 0, we have for arbitrary smooth curves c : [0, 1]−→∂Ω

0 =
d

dt

〈
η|c(t), ν|c(t)

〉
= 〈Dη|c(t)ċ(t), ν|c(t)〉 +

〈
η|c(t), dν|c(t) · ċ(t)

〉
for almost every x = c(t) ∈ ∂Ω. As dν : Tc(t)S−→Tc(t)S is a self-adjoint, linear
mapping (cf. [11, Chapter V]), we obtain〈

η|c(t), dν|c(t) · ċ(t)
〉

=
〈
dν|c(t) · η|c(t), ċ(t)

〉
,

which proves the lemma.
Proof of Lemma 2.3. We assume ∇∆u ∈ L2(Ω). The result for functions with

weaker regularity can be proved by an approximation argument. Successive integra-
tion by parts gives∫

Ω
f ′(u) |∇u|2 ∆u = −

∫
Ω

f(u) |∆u|2 −
∫

Ω
f(u) ∇∆u ∇u

= −
∫

Ω
f(u) |∆u|2 +

∫
Ω

f ′(u)〈∇u, D2u, ∇u〉 +
∫

Ω
f(u)

∣∣D2u
∣∣2

−
∫

∂Ω
f(u)〈∇u, D2u, ν〉 dHN−1.

Using now the identity 〈∇u, D2u, ∇u〉 = 1
2 〈∇ |∇u|2 ,∇u〉, we obtain ( ∂

∂ν u = 0 on ∂Ω!):∫
Ω

f ′(u)〈∇u, D2u, ∇u〉 = −1
2

∫
Ω

f ′′(u) |∇u|4 − 1
2

∫
Ω

f ′(u) |∇u|2 ∆u.

Putting everything together and using formula (B.1), the result can be established
easily.

Proof of (3.3). Integration by parts shows∫
Ω

m(u) ∇∆u η dx = 1
2

∫
Ω

m′′(u) |∇u|2 ∇uη dx + 1
2

∫
Ω

m′(u) |∇u|2 div η dx

+
∫

Ω
m′(u)〈∇u, Dη,∇u〉 dx +

∫
Ω

m(u) ∇u∇ div η dx

−
∫

∂Ω
m(u)

{
〈∇u, Dη, ν〉 − 〈η, D2u, ν〉

}
dHN−1.

Since both η and ∇u are tangential vector fields on ∂Ω, we can apply (B.1) twice and
obtain the result.

Acknowledgments. It is a pleasure to thank Michiel Bertsch for deep and fruit-
ful discussions.
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Abstract. This paper is devoted to the asymptotic analysis of the spectrum of a mathematical
model that describes the vibrations of a coupled fluid–solid periodic structure. In a previous work
[Arch. Rational Mech. Anal., 135 (1996), pp. 197–257] we proved by means of a Bloch wave homog-
enization method that, in the limit as the period goes to zero, the spectrum is made of three parts:
the macroscopic or homogenized spectrum, the microscopic or Bloch spectrum, and a third compo-
nent, the so-called boundary layer spectrum. While the two first parts were completely described
as the spectrum of some limit problem, the latter was merely defined as the set of limit eigenval-
ues corresponding to sequences of eigenvectors concentrating on the boundary. It is the purpose of
this paper to characterize explicitly this boundary layer spectrum with the help of a family of limit
problems revealing the intimate connection between the periodic microstructure and the boundary
of the domain. We therefore obtain a “completeness” result, i.e., a precise description of all possible
asymptotic behaviors of sequences of eigenvalues, at least for a special class of polygonal domains.

Key words. homogenization, Bloch waves, spectral analysis, boundary layers, fluid–solid struc-
tures

AMS subject classification. 35B40

PII. S0036141096304328

1. Introduction.

1.1. Setting of the problem. This paper is devoted to the study of some
boundary layer phenomena which arise in the asymptotic analysis of the spectrum
of a mathematical model describing the vibrations of a coupled periodic system of
solid tubes immersed in a perfect incompressible fluid. This simple model is due to
Planchard, who studied it intensively (see [31], [32]). Since we introduced it at length
in section 1.2 of our previous work [3] we content ourselves with briefly recalling the
statement of this problem.

We consider a periodic bounded domain Ωε obtained from a fixed bounded open
set Ω in RN by removing a collection of identical, periodically distributed holes
(T ε

p)1≤p≤n(ε). The distance between adjacent holes as well as their size are both
of the order of ε, the size of the period which is a small parameter going to zero.
Correspondingly, the number of holes n(ε) is of the order of ε−N , where N is the spa-
tial dimension. More precisely, let us first define the standard unit cell Y = (0; 1)N

which, upon rescaling to size ε, becomes the period in Ω. Let T be a smooth, simply
connected, closed subset of Y , assumed to be strictly included in Y (i.e., T does not
touch the boundary of Y ). The set T represents the reference tube (or rod) and the
unit fluid cell is defined as

Y ∗ = Y \ T.
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For each value of the small positive parameter ε, the fluid domain Ωε is obtained from
the reference domain Ω by removing a periodic arrangement of tubes εT with period
εY . Denoting by (T ε

p) the family of all translates of εT by vectors εp (where p is a
multi-index in ZN ) and by (Y ε

p ) the corresponding family of cells, we define

Ωε = Ω \
n(ε)⋃
p=1

T ε
p .(1)

Although p is a multi-index in ZN , for simplicity we denote its range by 1 ≤ p ≤ n(ε).
To obtain the fluid domain Ωε in (1), we remove from the original domain Ω only
those tubes T ε

p which belong to a cell Y ε
p completely included in Ω. This has the

effect that no tube meets the boundary ∂Ω. Analogously, (Γε
p) denotes the family of

tubes boundaries (∂T ε
p).

We are interested in the following spectral problem in Ω: find the eigenvalues λε

and the corresponding normalized eigenvectors uε, solutions of
−∆uε = 0 in Ωε,

λε
∂uε

∂n = ε−N~n ·
∫

Γε
p

uε~nds on Γε
p for 1 ≤ p ≤ n(ε),

uε = 0 on ∂Ω,

(2)

where ~n denotes the exterior unit normal to Ωε.
The homogenization of this model has already attracted the attention of several

authors (see [1], [14], [16], [17]). Even though it is a spectral problem involving the
Laplace operator, it is easily seen to admit only finitely many eigenvalues, exactly
Nn(ε) (the number of tubes times the number of degrees of freedom in their displace-
ments). To this end, a finite-dimensional operator Sε is introduced, which acts on the
family of tube displacements ~s = (~sp)1≤p≤n(ε) with ~sp ∈ RN ,

Sε : RNn(ε) −→ RNn(ε),

(~sp)1≤p≤n(ε) 7→
(

1
εN

∫
Γε

p

uε~nds

)
1≤p≤n(ε)

,(3)

where the fluid potential uε is now the unique solution in H1(Ωε) of
−∆uε = 0 in Ωε,
∂uε

∂n = ~sp · ~n on Γε
p for 1 ≤ p ≤ n(ε),

uε = 0 on ∂Ω.
(4)

According to [17], Sε is self-adjoint, positive definite, and its spectrum, denoted
by σ(Sε), coincides with the set of eigenvalues of (2). Of course, since Sε acts in a
finite-dimensional space, σ(Sε) is made up of Nn(ε) real numbers. It has been further
proved that all eigenvalues of Sε are uniformly bounded away from zero and from
infinity (see, e.g., Proposition 1.2.1 and Lemma 1.2.2 in [3]). As the period ε goes
to zero, σ(Sε), considered as a subset of R+, converges to a limit set σ∞ which, by
definition, is the set of all cluster points of (sub)sequences of eigenvalues of Sε

σ∞ = {λ ∈ R+ | ∃ a subsequence λε′ ∈ σ(Sε′) such that λε′ → λ}.

Finding an adequate characterization of the limit set σ∞ was the main goal of our
previous paper [3]. A positive answer to this problem is given in the present article
for a special class of polygonal domains.
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1.2. Survey of the previous results. The characterization of σ∞ amounts
to studying the asymptotic behavior of the spectral problem (2), or, in other words,
to homogenize (2) as the parameter ε goes to zero. To our knowledge, this can be
done, at least, using two different approaches: the classical homogenization process
for periodic structures (see, e.g., the reference books [7], [8], [24], [28], [35]) or the
so-called Bloch wave method (also called the nonstandard homogenization procedure
in [16]; see [8], [33], [34], [36] for an introduction to Bloch waves in spectral analysis).
The former naturally yields the homogenized or macroscopic spectrum of (2), while
the latter is associated with the so-called Bloch or microscopic spectrum.

Historically the second approach was the first applied to problem (2) by C. Conca,
M. Vanninathan, and their coworkers [1], [15], [16], [17]. The key point in this method
is to rescale the ε-network of tubes to size 1 and, therefore, as ε goes to zero, to obtain
an infinite limit domain containing a periodic array of unit tubes. Then, the limit
problem is amenable to the celebrated Bloch wave decomposition (also known as the
Floquet decomposition; see the original work of F. Bloch [11] or the first mathematical
papers [19], [30], [36] or the books [8], [33]). The spectrum of this limit problem is
called the Bloch spectrum.

Although it seems the easiest to apply, the first approach (i.e., the classical ho-
mogenization) has only been recently applied to problem (2) in our previous article
[3]. By homogenizing the operator Sε with the help of the two-scale convergence (see
[2], [29]), a homogenized equation is obtained in the domain Ω. Its spectrum is called
the homogenized spectrum. It turns out that the homogenized spectrum is completely
different from the Bloch spectrum, and therefore both approaches are complementary.
This is possible since in neither case the underlying sequences of linear operators con-
verge uniformly to their limit which are noncompact operators. In addition to this
homogenization result, our paper [3] provides a unified theory for both approaches
that we called the Bloch wave homogenization method. We refer to [3] for more details
(see also [4], [5]), and we simply recall our main results.

The homogenization of model (2) amounts to analyzing the convergence of the
sequence of operators Sε. Since these operators are defined on a space which varies
with ε, we extend them to the fixed space [L2(Ω)N ]K

N

, where K is an arbitrary
positive integer. Denoting by SK

ε this extension, it will be amenable to a standard
asymptotic analysis, while keeping essentially the same spectrum as Sε. Following
the lead of Planchard [32], the reference cell of our homogenization procedure is KY
instead of simply Y (this technique is referred to as homogenization by packets in
[32]). To give a precise definition of SK

ε we introduce two linear maps: a projection
PK

ε from [L2(Ω)N ]K
N

into RNn(ε) and an extension EK
ε from RNn(ε) into [L2(Ω)N ]K

N

such that SK
ε = EK

ε SεP
K
ε . To do so, some notation is required concerning the two

indices p (indexing constant vectors in RNn(ε)) and j (indexing vector functions in
[L2(Ω)N ]K

N

).

Definition 1.1. Let KY be the reference cell (0, K)N which is made of KN

subcells Yj of the type (0, 1)N containing a single tube Tj. The multi-integer j =
(j1, . . . , jN ) which enumerates all the tubes in KY takes its values in {0, 1, . . . , K−1}N

(we use the notation 0 ≤ j ≤ K − 1). Let p = (p1, . . . , pN ) be the multi-integer
which enumerates all the tubes in Ωε (see (1)). We define a third multi-integer ` =
(`1, . . . , `N ) which enumerates all the periodic reference cells ε(KY ) in Ωε (its range
is denoted by 1 ≤ ` ≤ nK(ε)). These three indices are assumed to be related by the
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following one-to-one map:

`m = E
(pm

K

)
, jm = pm − K`m ∀m = 1, ..., N,(5)

where E(·) denotes the integer-part function.
Then, PK

ε and EK
ε are defined by

PK
ε : [L2(Ω)N ]K

N −→ RNn(ε),

(~sj(x))0≤j≤K−1 −→
(
~sp = 1

|ε(KY )`|
∫

ε(KY )`
~sj(x)dx

)
1≤p≤n(ε),

(6)

EK
ε : RNn(ε) −→ [L2(Ω)N ]K

N

,

(~sp)1≤p≤n(ε) −→
(

~sj(x) =
∑̀

χε(KY )`
(x)~sp

)
0≤j≤K−1,

(7)

where p is related to (`, j) by formula (5). One can easily check that the adjoint
(PK

ε )∗ of PK
ε is nothing but (εK)−NEK

ε and that PK
ε EK

ε is equal to the identity in
RNn(ε). Therefore, SK

ε is also self-adjoint compact and its spectrum is exactly that
of Sε, plus the new eigenvalue 0 which has infinite multiplicity.

The homogenization of the extended operator SK
ε is now amenable to the two-

scale convergence method [2], [29]. However, the limit operator SK has a complicated
form which can be simplified by using the following discrete Bloch wave decomposition
(see [1]).

Lemma 1.2. For any family (~sj)0≤j≤K−1 of vectors in CN , let ~s(y) be the fol-
lowing KY -periodic function, piecewise constant in each subcell Yj:

~s(y) =
K−1∑
j=0

~sjχYj
(y) ∀y ∈ KY.

There exists a unique family of constant vectors (~tj)0≤j≤K−1 in CN such that

~s(y) =
K−1∑
j=0

~tje
2πı j

K ·E(y) ∀y ∈ KY,(8)

where E(·) denotes the integer-part function. Moreover, the Bloch wave decomposition
operator B, defined by B(~sj) = KN/2(~tj), is an isometry on (CN )KN

.
The first main result in [3] (see Theorem 3.2.1) is the following theorem.
Theorem 1.3. The sequence SK

ε = EK
ε SεP

K
ε converges strongly to a limit

SK ; i.e., for any family (~sj(x))0≤j≤K−1, SK
ε (~sj) converges strongly to SK(~sj) in

[L2(Ω)N ]K
N

. Furthermore, the limit operator SK is given by

SK = B∗TKB, with TK = diag
[
(TK

j )0≤j≤K−1
]
,(9)

where the entries TK
j are self-adjoint continuous but noncompact operators in L2(Ω)N ,

defined by

TK
j

~tj =
{

(A(0) − I)∇u − (A(0) − |Y ∗|I)~t0 if j = 0,

A( j
K )~tj if j 6= 0,

(10)
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where I is the identity matrix and u is the unique solution of the homogenized problem{
−div(A(0)∇u) = div((I − A(0))~t0) in Ω,
u = 0 on ∂Ω,

(11)

and, for θ ∈ [0, 1]N , A(θ) is the Bloch homogenized matrix with components
(Amm′(θ))1≤m,m′≤N defined by

Āmm′(θ) =
∫

Y ∗
∇wθ

m(y) · ∇w̄θ
m′(y)dy,(12)

where (wθ
m)1≤m≤N are solutions of the so-called cell problem at the Bloch frequency

θ:  −∆wθ
m = 0 in Y ∗,

(∇wθ
m − ~em) · ~n = 0 on ∂T,

y → e−2πıθ·ywθ
m(y) Y ∗-periodic.

(13)

The first component TK
0 of the limit operator TK is the same for all K and is

denoted by S in what follows. It is called the macroscopic or homogenized limit of Sε

((11) is also called the homogenized equation). The spectrum σ(S) is essential and has
been explicitly characterized in Theorems 2.1.4 and 2.1.5 of [3]. The other components
of TK are simple linear multiplication operators that represent the microscopic or
Bloch limit behavior of the sequence SK

ε .
According to Proposition 3.2.6 in [3], the matrix A(θ) is Hermitian and positive

definite for any value of θ. Furthermore, it is a continuous function of θ, except at
the origin θ = 0. Nevertheless, it is continuous at the origin along rays of constant
direction (see Proposition 3.4.4 in [3]). Denoting by 0 < λ1(θ) ≤ λ2(θ) ≤ · · · ≤ λN (θ)
its eigenvalues, we can define the so-called Bloch spectrum by

σBloch =
N⋃

m=1

λm(]0, 1[N ),

where λm(]0, 1[N ) denotes the closure of the image of ]0, 1[N under the maps λm(·).
We deduce our second main result.

Theorem 1.4. The strong convergence of SK
ε to the limit operator SK implies

the lower semicontinuity of the spectrum

σ(SK) ⊂ lim
ε→0

σ(SK
ε ).

By letting K go to infinity, we obtain

σ(S) ∪ σBloch ⊂ lim
ε→0

σ(Sε).(14)

Remark 1.5. As a matter of fact, the Bloch spectrum σBloch and the homogenized
spectrum σ(S) do not coincide. Therefore, both type of limit problems (macroscopic
(11) and microscopic (13)) are complementary. As already mentioned, the Bloch
spectrum has already been characterized by C. Conca and M. Vanninathan in [17] by
means of a different method, the so-called nonstandard homogenization procedure (see
also the book [16]).
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The question is now to see whether the inclusion in (14) is actually an equality,
i.e., if our asymptotic analysis is complete. It turns out that the homogenized and the
Bloch spectra are usually not enough to describe σ∞ because the interaction between
the boundary ∂Ω and the microstructure is not taken into account in our analysis.
More precisely, there may well exist sequences of eigenvectors of (2) which concentrate
near the boundary ∂Ω of Ω. They behave as boundary layers in the sense that they
converge strongly to zero locally inside the domain. Clearly the oscillations of these
eigenvectors cannot be captured by the usual homogenization method; neither are
they filtered in the Bloch spectrum which is insensitive to the boundary.

Nevertheless, the third main result of our previous paper [3] shows that for any
other type of sequences of eigenvectors (not concentrating on the boundary), the limits
of the corresponding sequences of eigenvalues belong to σ(S) ∪ σBloch. More exactly,
introducing the subset of σ∞

σboundary = {λ ∈ R | ∃(λε′ , ~sε′
) such that S1

ε′~sε′
= λε′~sε′

, λε′ → λ,

‖~sε′‖L2(Ω)N = 1, and ∀ω with ω ⊂ Ω, ‖~sε′‖L2(ω)N → 0},
(15)

where ε′ is a subsequence of ε and S1
ε is the extension to L2(Ω)N of Sε, we proved the

following theorem (see Theorem 3.2.9 in [3]).
Theorem 1.6. The limit set of the spectrum of the operator Sε is precisely made

of three parts; the homogenized, the Bloch, and the boundary layer spectrum

lim
ε→0

σ(Sε) = σ∞ = σ(S) ∪ σBloch ∪ σboundary.

The proof of this completeness result is the focus of section 3.4 in [3]. It involves a
new type of default measure for weakly converging sequences of eigenvectors of Sε, the
so-called Bloch measures which quantify its amplitude and direction of oscillations.

Of course the definition of σboundary is not satisfactory, since it does not charac-
terize that part of the limit set σ∞ as the spectrum of some limit operator associated
with the boundary ∂Ω. In particular, it is not clear whether σboundary is empty or
included in σ(S) ∪ σBloch. It is the purpose of the present paper to characterize ex-
plicitly σboundary, at least for special rectangular domains Ω and associated sequences
of parameters ε.

Remark 1.7. By their very definitions, the limit spectrum σ∞ and the bound-
ary layer spectrum σboundary depend a priori on the choice of the sequence of small
parameters ε. On the contrary, the homogenized spectrum σ(S) and the Bloch spec-
trum σBloch are independent of the sequence ε. We believe that σboundary is actually
strongly dependent on the sequence ε. In particular, we shall characterize it only for
a specific sequence ε. We thank C. Castro and E. Zuazua for clarifying discussions
on this topic [12].

1.3. Presentation of the main new results. There are mainly two new re-
sults in this paper which correspond to the next two sections. First, in section 2 we
introduce a new class of limit problems involving the interaction between the tubes
array and the domain boundary. We assume that the domain Ω is cylindrical;

Ω = Σ×]0;L[,(16)

where Σ is an open bounded set in RN−1 and L > 0 is a positive length. A generic
point x in RN is denoted by x = (x′, xN ) with x′ ∈ RN−1 and xN ∈ R (xN is the
coordinate along the axis of Ω). Let us define a semi-infinite band

G = Y ′×]0; +∞[,
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where Y ′ =]0, 1[N−1 is the unit cell in RN−1. This new “boundary layer” limit problem
takes place in the fluid part of G, denoted by G∗ and defined by

G∗ = G \
⋃
q≥1

Tq,

where (Tq) is the infinite collection of tubes periodically disposed in G. With each
tube Tq is associated a displacement ~sq ∈ RN . We denote by `2 the space of families
(~sq)q≥1 such that

∑
q≥1 |~sq|2 is finite. Introducing a Bloch parameter θ′ ∈ [0, 1]N−1,

we define a “boundary layer” operator dθ′ by

dθ′ : `2 −→ `2,

(~sq)q≥1 7→
(∫

Γq

uθ′~nds

)
q≥1

,(17)

where uθ′(y) is the unique solution of
−∆uθ′ = 0 in G∗,
∂uθ′
∂n = ~sq · ~n on Γq, q ≥ 1,

uθ′ = 0 if yN = 0,

y′ 7→ e−2πıθ′·y′
uθ′(y′, yN ) Y ′-periodic.

Our first result (see Theorem 2.18) is concerned with the continuity of the spectrum
of dθ′ , considered as a subset of R, with respect to the Bloch parameter θ′.

Theorem 1.8. For all θ′ ∈ [0, 1]N−1, dθ′ is a self-adjoint continuous but non-
compact operator in `2. Its spectrum σ(dθ′) depends continuously on θ′, except at
θ′ = 0. Defining the boundary layer spectrum associated with the surface Σ

σΣ
def=

⋃
θ′∈]0,1[N−1

σ(dθ′) ∪ σ(d0),

we have

σΣ ⊂ lim
ε→0

σ(Sε).

In general, σ(dθ′) is not included in the previously found limit spectrum σ(S) ∪
σBloch (see Proposition 2.17). Therefore, the new class of limit problems defined by
(17) is not redundant with the homogenized or the Bloch limit problems. Our main
tool for proving this theorem is a variant of the two-scale convergence adapted to
boundary layers, using test functions which oscillate periodically in the directions
parallel to the boundary Σ and decay asymptotically fast in the normal direction to
Σ (see section 2.1). Remark that the above result holds for any cylindrical domain of
the type (16) and for any sequence of periods ε going to zero.

Section 3 is devoted to our second main result which requires additional assump-
tions on the geometry of the domain and on the sequence of periods ε. More precisely,
we now assume that Ω is a rectangle with integer dimensions

Ω =
N∏

i=1

]0;Li[ and Li ∈ N∗(18)
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and that the sequence ε is exactly

εn =
1
n

, n ∈ N∗.

These assumptions imply that, for any εn, the domain Ω is the union of a finite number
of entire cells of size εn. Then, the above analysis of the boundary layer spectrum
σΣ can be achieved for any face Σ of the rectangle Ω. Of course a completely similar
analysis can be done for all the lower dimensional manifolds (edges, corners, etc.) of
which the boundary of Ω is made up. For each type of manifold, a different family of
limit problems arise which are straightforward generalizations of (17). For example,
in two space dimensions, the corners of Ω give rise to a limit problem in the quarter
of space R+ × R+ filled with a periodic array of tubes (see section 3.3). Finally, we
prove a completeness result (see Theorem 3.1).

Theorem 1.9. The limit set of the spectrum of the operator Sεn
is precisely

made of three parts; the homogenized, the Bloch, and the union of all boundary layer
spectra, as defined in Theorem 1.8,

lim
εn→0

σ(Sεn
) = σ(S) ∪ σBloch ∪ σ∂Ω,

with the notation

σ∂Ω =
⋃

Σ⊂∂Ω

σΣ,

where the union is over all hypersurfaces and lower dimensional manifolds composing
the boundary ∂Ω.

Remark 1.10. The difference between the above completeness theorem and The-
orem 1.6 is that, here, the boundary layer spectrum σ∂Ω is explicitly defined for the
specific sequence of parameters εn as the spectrum of a family of limit operators, while,
in our previous result, the boundary layer spectrum σboundary was indirectly defined
for any sequence ε but not explicitly characterized.

We conclude this introduction by giving a few references to related works on
boundary layers in homogenization and by a short discussion on numerical studies
concerning problem (2). Apart from the classical books [7, Chapter 7] and [26], we
refer mainly to the papers [6], [9], [10], and [27]. Planchard’s model has already been
studied numerically. The Bloch eigenvalues λi(θ) were computed by F. Aguirre in a
two-dimensional example. A brief account of his work is given in [1]. On the other
hand, direct numerical computations of the entire spectrum σ(Sε) (for a fixed value of
ε, and without using homogenization) have been reported in [23]. To our knowledge,
these are the only available numerical results concerning a large tube array (see also
[21], [22]). Of course, these results are consistent with Theorem 1.9 describing the
asymptotic behavior of σ(Sε). In particular, some vibration modes displayed in [23]
are numerical evidence that σ∂Ω is not empty; i.e., there exist eigenvectors which are
localized near the boundary or the corners of Ω.

2. Boundary layer homogenization. In this section we assume that Ω is a
cylindrical bounded open set in RN in the sense that it is defined by

Ω = Σ×]0;L[,(19)

where Σ is an open bounded set in RN−1 and L > 0 is a positive length. With no loss
of generality, we assume that the axis of the cylindrical domain Ω is parallel to the Nth
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canonical direction. Therefore, a generic point x in Ω is denoted by x = (x′, xN ) with
x′ ∈ Σ and xN ∈]0;L[. The goal of this section is to analyze the asymptotic behavior
of that part of the spectrum σ(Sε) which corresponds to eigenvectors concentrating
on the boundary Σ×{0}, under the sole geometric assumption (19) (in particular, no
restrictions are made on the sequence ε which goes to zero).

2.1. Two-scale convergence for boundary layers. We begin by adapting
the classical two-scale convergence method of Allaire [2] and Nguetseng [29] to the
case of boundary layers, that is, sequences of functions in Ω which concentrate near
the boundary Σ × {0}. This method of “two-scale convergence for boundary layers”
will allow us to understand this phenomenon of concentration of oscillations near
the boundary. The usual two-scale convergence relies on periodically oscillating test
functions with a unit period Y =]0, 1[N . Here, we use test functions which oscillate
only in the directions parallel to the boundary Σ (with period Y ′ = ]0, 1[N−1) and
which simply decay in the Nth direction orthogonal to Σ.

Let us define a semi-infinite band G = Y ′×]0; +∞[, where Y ′ =]0, 1[N−1 is the
unit cell in RN−1. A generic point y is denoted by y = (y′, yN ) with y′ ∈ Y ′ and
yN ∈]0; +∞[. We introduce the space L2

#(G) of square integrable functions in G
which are periodic in the (N − 1) first variables, i.e.,

L2
#(G) = {φ(y) ∈ L2(G) | y′ 7→ φ(y′, yN ) is Y ′-periodic}.

We also denote by C(Σ) the space of continuous functions on the closure of Σ, a
compact set in RN−1.

Combining the concentration effect in yN and the periodic oscillations in Y ′, the
following convergence result is obtained for a sequence φ(x

ε ) when φ belongs to L2
#(G)

(further modulated by x′ ∈ Σ).
Lemma 2.1. Let ϕ(x′, y) ∈ L2

#

(
G;C(Σ)

)
. Then

lim
ε→0

1
ε

∫
Ω

∣∣∣ϕ (
x′,

x

ε

)∣∣∣2 dx =
1

|Y ′|

∫
Σ

∫
G

|ϕ(x′, y)|2dx′dy.

Remark 2.2. Remark that, in the left-hand side of the above equation, the second
argument of ϕ is x/ε and not only x′/ε. This implies that there is a concentration
effect near 0 in the xN variable since ϕ is not periodic in this direction. This, in turn,
explains the 1/ε scaling in front of the left-hand side, in order to get a nonzero limit.

As usual in the context of two-scale convergence, the above result is not specific
to the space L2

#

(
G;C(Σ)

)
, which could be replaced, for example, by L2

(
Σ; Cc#(Ḡ)

)
,

where Cc#(Ḡ) is the space of continuous functions in G, periodic in y′ of period Y ′,
and with bounded support in yN .

In view of Lemma 2.1, we define a notion of “two-scale convergence for boundary
layers.”

Definition 2.3. Let (uε)ε>0 be a sequence in L2(Ω). It is said to two-scale
converge in the sense of boundary layers on Σ if there exists u0(x′, y) ∈ L2(Σ × G)
such that

lim
ε→0

1
ε

∫
Ω

uε(x)ϕ
(
x′,

x

ε

)
dx =

1
|Y ′|

∫
Σ

∫
G

u0(x′, y)ϕ(x′, y)dx′dy

for all smooth functions ϕ(x′, y) defined in Σ × G such that y′ 7→ ϕ(x′, y′, yN ) is
Y ′-periodic and ϕ has a bounded support in Σ × G.
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This definition makes sense because of the following compactness theorem which
generalizes the usual two-scale convergence compactness theorem in [2], [29].

Theorem 2.4. Let (uε)ε>0 be a sequence in L2(Ω) such that there exists a con-
stant C, independent of ε, for which

1√
ε
‖uε‖L2(Ω) ≤ C.

There exists a subsequence, still denoted by ε, and a limit function u0(x′, y) ∈ L2(Σ×
G) such that

lim
ε→0

1
ε

∫
Ω

uε(x)ϕ
(
x′,

x

ε

)
dx =

1
|Y ′|

∫
Σ

∫
G

u0(x′, y)ϕ(x′, y)dx′dy(20)

for all functions ϕ(x′, y) ∈ L2
#

(
G;C(Σ)

)
.

Remark that Theorem 2.4 does not apply to sequences which are merely bounded
in L2(Ω) but also converge strongly to zero in L2(Ω) as the square root of ε. Of course,
this is the case for a sequence of the type ϕ(x′, x

ε ), where ϕ(x′, y) is as in Lemma 2.1;
then, the limit is nothing but ϕ(x′, y) itself.

It is not difficult to check that the L2-norm is weakly lower semicontinuous with
respect to the two-scale convergence (see Proposition 1.6 in [2]); i.e., in the present
situation

lim
ε→0

1√
ε
‖uε‖L2(Ω) ≥ 1

|Y ′|1/2 ‖u0‖L2(Σ×G).

The next proposition asserts a corrector-type result when the above inequality is
actually an equality.

Proposition 2.5. Let (uε)ε>0 be a sequence in L2(Ω) which two-scale converges
in the sense of boundary layers to a limit u0(x′, y) ∈ L2(Σ × G). Assume further that
it two-scale converges strongly, that is,

lim
ε→0

1√
ε
‖uε‖L2(Ω) =

1
|Y ′|1/2 ‖u0‖L2(Σ×G).

Then,
(i) for any sequence (vε)ε>0 in L2(Ω) which two-scale converges in the sense of

boundary layers to a limit v0(x′, y) ∈ L2(Σ × G), one has

lim
ε→0

1
ε

∫
Ω

uεvεdx =
1

|Y ′|

∫
Σ

∫
G

u0(x′, y)v0(x′, y)dx′dy;

(ii) if u0(x′, y) is smooth, say u0 ∈ L2
#

(
G;C(Σ)

)
, then

lim
ε→0

1√
ε

∥∥∥uε(x) − u0

(
x′,

x

ε

)∥∥∥
L2(Ω)

= 0.

In order to investigate the convergence of sequences of functions in H1
0 (Ω), we first

have to define adequate functional spaces for the two-scale limit. Let C∞
c#(G) be the

space of smooth functions in G which are Y ′-periodic in y′ and have a compact support
in yN (i.e., they vanish for sufficiently large and small yN but not necessarily on the
whole ∂G). Let H1

0#(G) be the Sobolev space obtained by completion of C∞
c#(G) with
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respect to the H1(G)-norm. We denote by H1
0#,loc(G) the space of functions which are

“locally” in H1
0#(G), i.e., which coincide with a function of H1

0#(G) in any compact
set of G. We define a Deny–Lions-type space (cf. [18]) D1

0#(G) as the completion of
C∞

c#(G) with respect to the L2(G)N -norm of the gradient

D1
0#(G) =

{
ψ(y) ∈ H1

0#,loc(G) | ∃ ψn ∈ C∞
c#(G) such that

lim
n→+∞

‖∇(ψ − ψn)‖L2(G)N = 0
}

.
(21)

It is easily seen that a function in D1
0#(G) vanishes when yN = 0 but does not

necessarily go to 0 when yN goes to infinity since D1
0#(G) contains functions which

grow like yα
N at infinity with α < 1/2. We are now in a position to state our next

result.
Proposition 2.6. Let (uε)ε>0 be a sequence in H1

0 (Ω) such that there exists a
constant C, independent of ε, for which

1√
ε

(
‖uε‖L2(Ω) + ‖∇uε‖L2(Ω)N

)
≤ C.

Then, there exists a subsequence, still denoted by ε, and a limit u0(x′, y) ∈ L2(Σ; D1
0#(G))

such that

lim
ε→0

1
ε

∫
Ω

uε(x)ϕ
(
x′,

x

ε

)
dx = 0,

lim
ε→0

1
ε

∫
Ω

∇uε(x) · ψ
(
x′,

x

ε

)
dx =

1
|Y ′|

∫
Σ

∫
G

∇yu0(x′, y) · ψ(x′, y)dx′dy

for any functions ϕ ∈ L2
#

(
G;C(Σ)

)
and ψ ∈ L2

#

(
G;C(Σ)N

)
.

Remark that, in Proposition 2.6, the two-scale limit u0(x′, y) does not belong to
L2(Σ; H1(G)) as could be expected. The reason is that only ∇yu0 ∈ L2(Σ×G), while
u0 itself has no reason to belong to L2(Σ × G). Since the proofs of the above results
are very similar to those of the usual two-scale convergence theory, we simply sketch
the proofs of Lemma 2.1, Theorem 2.4, and Proposition 2.6.

Proof of Lemma 2.1. Let us first assume that ϕ(x′, y) ∈ L2
#

(
G;C(Σ)

)
has

bounded support in yN ; i.e., there exists M > 0 such that

ϕ(x′, y) = 0 if yN ≥ M.

Then, by the change of variables yN = xN/ε and for sufficiently small ε, we have

1
ε

∫
Ω |ϕ(x′, x

ε )|2dx = 1
ε

∫ L

0

∫
Σ |ϕ(x′, x′

ε , xN

ε )|2dx′dxN

=
∫ L/ε

0

∫
Σ |ϕ(x′, x′

ε , yN )|2dx′dyN

=
∫ M

0

∫
Σ |ϕ(x′, x′

ε , yN )|2dx′dyN .

(22)

The usual convergence result for oscillating functions in RN−1 (see, e.g., [2] and
references therein) yields that for almost everywhere yN ∈ (0;M)

lim
ε→0

∫
Σ

∣∣∣∣ϕ (
x′,

x′

ε
, yN

)∣∣∣∣2 dx′ =
1

|Y ′|

∫
Σ

∫
Y ′

|ϕ(x′, y′, yN )|2dx′dy′
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and that ∫
Σ

∣∣∣∣ϕ (
x′,

x′

ε
, yN

)∣∣∣∣2 dx′ ≤ |Σ|
∫

Y ′
max
x′∈Σ

|ϕ(x′, y′, yN )|2dy′.

Therefore, applying the Lebesgue theorem, we deduce that

lim
ε→0

∫ M

0

∫
Σ

∣∣∣∣ϕ (
x′,

x′

ε
, yN

)∣∣∣∣2 dx′dyN =
1

|Y ′|

∫
Σ

∫
G

|ϕ(x′, y′, yN )|2dx′dy.

The density of such functions ϕ(x′, y) in L2
#

(
G;C(Σ)

)
implies the desired result for

any function in L2
#

(
G;C(Σ)

)
.

Proof of Theorem 2.4. Using the assumed uniform bound on uε, by the Schwarz
inequality we obtain∣∣∣1

ε

∫
Ω

uε(x)ϕ
(
x′,

x

ε

)
dx

∣∣∣ ≤ C
(1

ε

∫
Ω

∣∣∣ϕ(
x′,

x

ε

)∣∣∣2dx
) 1

2
.

Passing to the limit, up to a subsequence, which may depend on ϕ in the left-hand
side and using Lemma 2.1 in the right-hand side, yield∣∣∣ lim

ε→0

1
ε

∫
Ω

uε(x)ϕ
(
x′,

x

ε

)
dx

∣∣∣ ≤ C
( ∫

Σ

∫
G

|ϕ(x′, y)|2dx′dy
) 1

2
.(23)

Since L2
#

(
G;C(Σ)

)
is separable, varying ϕ over a dense countable subset, by a stan-

dard diagonalization process, we can extract a subsequence of ε such that (23) is valid
for all functions ϕ in this subset. By density, we conclude that the limit in the left side
of (23), as a function of ϕ, defines a continuous linear form in L2(Σ × G). Then, the
classical Riesz representation theorem immediately implies the existence of a function
u0(x, y) ∈ L2(Σ × G) which satisfies (20). This finishes the proof of Theorem 2.4.

Proof of Proposition 2.6. By application of Theorem 2.4, up to a subsequence,
there exist two limits u(x′, y) ∈ L2(Σ × G) and ξ0(x′, y) ∈ L2(Σ × G)N such that uε

and ∇uε two-scale converge in the sense of boundary layers to these respective limits;
i.e.,

lim
ε→0

1
ε

∫
Ω

uε(x)ϕ
(
x′,

x

ε

)
dx =

1
|Y ′|

∫
Σ

∫
G

u(x′, y)ϕ(x′, y)dx′dy,(24)

lim
ε→0

1
ε

∫
Ω

∇uε(x) · ψ
(
x′,

x

ε

)
dx =

1
|Y ′|

∫
Σ

∫
G

ξ0(x′, y) · ψ(x′, y)dx′dy(25)

for any functions ϕ ∈ L2
#

(
G;C(Σ)

)
and ψ ∈ L2

#

(
G;C(Σ)N

)
. Integrating by parts in

(25), we obtain

lim
ε→0

1
ε

∫
Ω

uε(x)divyψ
(
x′,

x

ε

)
dx = 0.

In view of (24), this implies that

1
|Y ′|

∫
Σ

∫
G

u(x′, y)divyψ(x′, y)dx′dy = 0.
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Another integration by parts yields that u(x′, y) does not depend on y. On the other
hand, it belongs to L2(Σ × G) and G is unbounded. Since the only constant which
belongs to L2(G) is zero, we deduce that u = 0. Now, specializing (25) to test
functions ψ such that divyψ = 0 and integrating by parts, we also obtain that

1
|Y ′|

∫
Σ

∫
G

ξ0(x′, y) · ψ(x′, y)dx′dy = 0.

As is well known, the orthogonal of divergence-free fields is exactly the set of gradients
(see Proposition 1.14 in [2] for a precise statement and references). Therefore, there
exists a function u0(x′, y) in L2(Σ; D1

0#(G)) such that ξ0 = ∇yu0 (we use the space
D1

0#(G) since u0 has no reason to belong to L2(Σ × G)).

2.2. Convergence analysis. Recall that the original operator Sε, defined by
(3), acts in the space RNn(ε) which depends on ε and that our strategy was to extend
Sε to a fixed space where a convergence analysis is possible. So far, the domain
Ω = Σ×]0, L[ was considered periodic of period εY . Nevertheless, from now on, Ω is
seen as a periodic domain with a new period GK

ε defined by

GK
ε

def= ]0; εK[N−1×]0;L[,

with K an integer larger than 1. We shall construct an extension of Sε well suited
for the previous two-scale convergence “in the sense of boundary layers” with such a
period GK

ε .
Remark 2.7. As already mentioned, we make no special hypothesis on the se-

quence of small parameters ε. However, the periodic arrangement of tubes in Ω is
required to be aligned with Σ in such a way that the first row of periodic cells εY has
a boundary which coincides with Σ×{0}. In other words, the first layer of tubes close
to Σ is at a fixed distance ε

2 of Σ × {0} (see Figure 1).
By a rescaling of ratio ε, this new period GK

ε corresponds to a finite length
truncation of the new reference cell

GK def= KG =]0;K[N−1×]0; +∞[= KY ′×]0; +∞[.

In the reference cell GK (see Figure 2) we put infinitely many layers of tubes in the
Nth direction, each layer being made of KN−1 tubes. The tubes in GK are denoted
by Tj , where j = (j′, jN ) is a multi-index such that jN ≥ 1 is an integer, which labels
the corresponding layer in GK , and j′ is a multi-integer in {0, 1, . . . , K−1}N−1, which
locates the tube Tj in its layer jN . The fluid part in GK is denoted by G∗K , i.e.,

G∗K = GK \
⋃

0≤j′≤K−1
1≤jN

Tj .

To each tube Tj in GK we associate the subcell Yj and the fluid subcell Y ∗
j = Yj \ Tj

analogous to Y and Y ∗, respectively (see Figure 2). The main idea is to attach to
each tube Tj in GK a different displacement function ~s(x′), depending only on the
variable x′ ∈ Σ, such that the family (~sj(x′)) 0≤j′≤K−1

1≤jN

belongs to the space L2(Σ; `2K),

where `2K is the Hilbert space defined by

`2K =

(~sj) 0≤j′≤K−1
1≤jN

∣∣∣ ~sj ∈ CN ,
∑

0≤j′≤K−1
1≤jN

|~sj |2 < +∞

 .
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Σ

L

ε

Fig. 1. Cylindrical domain Ω = Σ × (0, L).

j
N

(j’,j
N

)

K
j’

T

Fig. 2. Reference cell GK .

Remark that this definition of `2K implies a decay of the displacement function ~sj as
jN goes to +∞. Note also that each family (~sj(x′)) ∈ L2(Σ; `2K) can be identified
with a function ~s(x′, y) ∈ L2(Σ × GK) which is constant in each subcell Yj .

We now introduce the extended operator BK
ε defined in L2(Σ; `2K) by

BK
ε = EK

ε SεP
K
ε ,

where PK
ε and EK

ε are, respectively, projection and extension operators between
RNn(ε) and L2(Σ; `2K). To define precisely PK

ε and EK
ε we need the following notation.

Definition 2.8. Let j = (j′, jN ) denote the multi-index which enumerates all
tubes in the periodic reference cell GK . We use the notation 0 ≤ j′ ≤ K − 1 to
indicate that j′ varies in {0, 1, . . . , K − 1}N−1 and jN ≥ 1 to indicate that jN takes
any positive integer value. Let p = (p1, . . . , pN ) be the multi-integer which enumerates
all the tubes in Ω (see Definition 1). The index p is such that the tube T ε

p is located
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in the cell whose origin lies at the point εp ∈ Ω. To describe its range we use the
notation 1 ≤ p ≤ n(ε), where n(ε) is the total numbers of tubes in Ω. We define
a third multi-integer `′ = (`1, . . . , `N−1) which enumerates all the periodic reference
cells GK

ε,`′ covering Ω (each being identical, up to a translation, to GK
ε ). For simplicity

its range is denoted by 1 ≤ `′ ≤ nK(ε). These three indices are assumed to be related
by the following one-to-one relationship:{

`m = E(pm

K ), jm = pm − K`m for 1 ≤ m ≤ N − 1,
jN = pN ,

(26)

where E denotes the integer-part function. This yields a one-to-one map between the
tubes (T ε

p) and their location in the cell GK
ε,`′ at the position j′ in the layer jN .

Then, we define a projection

PK
ε : L2(Σ; `2K) −→ RNn(ε),

(~sj(x′)) 0≤j′≤K−1
1≤jN

7→ (~sp)1≤p≤n(ε)(27)

given by

~sp =
1

|εKY ′|

∫
(εKY ′)`′

~sj(x′)dx′,

where (p, j, `′) are related by formula (26) and (εKY ′)`′ is the cross section of the cell
GK

ε,`′ .
We also define an extension

EK
ε : RNn(ε) −→ L2(Σ; `2K),

(~sp)1≤p≤n(ε) 7→ (~sj(x′)) 0≤j′≤K−1
1≤jN

(28)

given by

~sj(x′) =
∑
`′

χ
(εKY ′)`′

(x′)~sp,

where (p, j, `′) are related by formula (26) and χ(εKY ′)`′ (x′) is the characteristic func-
tion of (εKY ′)`′ . By convention, ~sp is taken equal to 0 if the values of j and `′

correspond to a cell truncated by the boundary ∂Ω which therefore contains no tube.
One can easily check that PK

ε and EK
ε are adjoint operators (up to a multiplica-

tive constant) and that the product PK
ε EK

ε is nothing but the identity in RNn(ε).
Therefore, the spectrum of BK

ε consists of that of Sε and zero as an eigenvalue of in-
finite multiplicity. We summarize these results in the next lemma, the proof of which
is safely left to the reader.

Lemma 2.9. The operators PK
ε and EK

ε satisfy the following properties;
1. (PK

ε )? = (εK)−(N−1)EK
ε ,

2. (EK
ε )? = (εK)(N−1)PK

ε ,
3. PK

ε EK
ε = IdRNn(ε) .

Therefore, the extended operator BK
ε = EK

ε SεP
K
ε is self-adjoint and compact in

L2(Σ; `2K). Its spectrum is

σ(BK
ε ) = σ(Sε)

⋃
{0}.
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The convergence analysis of this sequence of extended operators BK
ε is amenable

to the two-scale convergence method in the sense of boundary layers (as introduced
in the previous section). It turns out that the corresponding limit operator BK has
a complicated form which can be considerably simplified by introducing the so-called
Bloch wave decomposition. However, we emphasize that this decomposition will affect
only the (N − 1) first variables and not the last one, orthogonal to the boundary Σ.

Lemma 2.10. Given a family (~sj) 0≤j′≤K−1
1≤jN

in `2K , there exists a unique family

(~tj) 0≤j′≤K−1
1≤jN

in `2K such that, for any fixed jN ,

∑
0≤j′≤K−1

~sjχYj′
(y′) =

∑
0≤j′≤K−1

~tje
2πı j′

K ·E(y′),

where E(·) denotes the integer part function and (Yj′)0≤j′≤K−1 is the family of subcells
of KY ′. Moreover, Parseval’s identity holds true; i.e., for any fixed jN ,∑

0≤j′≤K−1

|~sj |2 = KN−1
∑

0≤j′≤K−1

|~tj |2.

The proof of Lemma 2.10 is standard (see, e.g., [1]). Remark that `2K is isomorphic
to (`21)

KN−1
by identifying an element (~sj) 0≤j′≤K−1

1≤jN

of `2K as a collection of KN−1

elements (~s(j′,jN ))jN ≥1 of `21. Therefore, in Lemma 2.10, one could replace `2K by
(`21)

KN−1
. Let us define a linear map B′

B′ : `2K −→ (`21)
KN−1

,

(~sj) 7→ (K
N−1

2 ~t(j′,jN )),
(29)

where the vectors ~sj and ~tj are related as in Lemma 2.10. This Bloch decomposition
B′ (the prime indicates that it concerns only the first (N − 1) variables) is easily seen
to be an isometry from `2K to (`21)

KN−1
; namely, (B′)? = (B′)−1.

We are now in a position to state the main result on the asymptotic behavior of
BK

ε .
Theorem 2.11. For each fixed K ≥ 1, as ε goes to 0, the sequence BK

ε converges
strongly to a limit BK into L2(Σ; `2K); i.e., for any function ~s(x′) ∈ L2(Σ; `2K) we
have

BK
ε ~s(x′) −→ BK~s(x′) in L2(Σ; `2K) strongly.

By using the Bloch decomposition B′ defined in (29), the operator BK can be diago-
nalized

BK = (B′)?DKB′ with DK = diag(DK
j′ )0≤j′≤K−1,

where the entries DK
j′ are self-adjoint continuous (but not compact) operators in

L2(Σ; `21) defined, for any (~sjN
(x′))jN ≥1 ∈ L2(Σ; `21), by

DK
j′ (~sjN

(x′)) =

(∫
ΓjN

uj′~nds

)
jN ≥1

,
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where uj′(y) is the unique solution of
−∆yuj′ = 0 in G∗,
∂uj′

∂n = ~sjN
· ~n on ΓjN

, jN ≥ 1,
uj′ = 0 on yN = 0,

y′ 7→ e−2πı j′
K ·y′

uj′(y′, yN ) Y ′ − periodic,

(30)

where G∗ is the fluid part of the semi-infinite band G (see Figure 2).
Remark 2.12. Of course, the solution uj′ of (30) depends also on the variable

x′ ∈ Σ since each displacement ~sjN
(x′) depends on x′. Nevertheless, x′ plays the role

of a parameter, since (30) is a partial differential equation in the variable y only. The
limit problem (30) admits a unique solution uj′(x′, y) in the space L2(Σ; D1

j′,#(G∗)),
where D1

j′,#(G∗) is a Deny–Lions-type space. More precisely, it is defined as D1
0#(G)

in (21), the only difference being that functions in D1
j′,#(G∗) satisfy a (e2πı j′

K , Y ′)
periodicity condition in y′, instead of the usual Y ′ periodicity. Recall that a func-
tion w(y) satisfying the periodicity condition of the limit problem (30) is said to be
(e2πı j′

K , Y ′)-periodic in y′ because such a function also satisfies the following (gener-
alized) periodicity condition:

w(y + (k′, 0)) = e2πı j′·k′
K w(y) ∀y = (y′, yN ) and ∀k′ ∈ ZN−1.

For more details on this class of functions, we refer to [1], [16].
The key of the proof of Theorem 2.11 is the following homogenization result for

the fluid potential when the displacements of the tubes are given in terms of the
projection operator PK

ε . Remark that, in view of definition (27) of PK
ε , such a family

of displacements concentrates near the boundary Σ × {0} as ε goes to 0.
Proposition 2.13. For any ~s(x′) ∈ L2(Σ; `2K) let us define uε = uε(~s) as the

unique solution in H1(Ωε) of
−∆uε = 0 in Ωε,
∂uε

∂n =
(
PK

ε ~s(x′)
)
p

· ~n on Γε
p, 1 ≤ p ≤ n(ε),

uε = 0 on ∂Ω.

(31)

Then, uε two scale converges in the sense of boundary layers to 0 and ∇uε two-scale
converges in the sense of boundary layers to ∇yu0(x′, y), where u0(x′, y) is the unique
solution in L2(Σ, D1

0#(G∗K)) of
−∆yu0 = 0 in G∗K ,
∂u0
∂n = ~sj · ~n on Γj ,
u0 = 0 if yN = 0,
y′ 7→ u0(x′, y′, yN ) KY ′-periodic,

(32)

and ∇uε two-scale converges strongly, i.e.,

lim
ε→0

1
ε

∫
Ωε

|∇uε|2dx =
1

|KY ′|

∫
Σ

∫
GK

|∇yu0|2dx′dy.(33)

Moreover, if ~sε(x′) is a sequence which converges weakly to a limit ~s(x′) in
L2(Σ; `2K), then the sequence of associated solutions uε(~sε) two-scale converges in
the sense of boundary layers to 0 and ∇uε(~sε) two-scale converges in the sense of
boundary layers to ∇u0(x′, y), where u0 is still the solution of (32).
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Remark 2.14. A priori, the solution uε of (31) is defined only in the fluid domain
Ωε which is a varying set as ε goes to 0. However, it is a standard matter (see [13])
to build an extension operator Xε acting from H1(Ωε) into H1(Ω) such that, for any
v ∈ H1(Ωε),

Xεv = v in Ωε and ‖Xεv‖H1(Ω) ≤ C‖v‖H1(Ωε),

where C is a positive constant independent of ε. In what follows, we shall always
identify functions in H1(Ωε) (as uε) with their extension in H1(Ω) (as Xεuε).

To prove Proposition 2.13 we need two technical lemmas.
Lemma 2.15. The extension and projection operators EK

ε and PK
ε satisfy the

following estimates:
(i) ‖PK

ε ~s(x′)‖RNn(ε) ≤ Cε− N−1
2 ‖~s(x′)‖L2(Σ;`2K),

(ii) ‖EK
ε (~sp)‖L2(Σ;`2K) ≤ Cε

N−1
2 ‖(~sp)1≤p≤n(ε)‖RNn(ε) ,

where C is a constant independent of ε and the norms are defined by

‖(~sp)1≤p≤n(ε)‖2
RNn(ε) =

∑
1≤p≤n(ε)

|~sp|2,

‖~s(x′)‖2
L2(Σ;`2K) =

∫
Σ

∑
0≤j′≤K−1

1≤jN

|~sj(x′)|2dx′.

Proof. Let us prove (i) (the other inequality (ii) has a similar proof). By definition
of PK

ε ,

‖PK
ε ~s(x′)‖2

RNn(ε) =
∑

1≤p≤n(ε)

( 1
|εKY ′|

∫
(εKY ′)`′

~sj(x′)dx′
)2

,

where (p, j, `′) are related by formula (26). Applying the Cauchy–Schwarz inequality
and summing over `′ yield

‖PK
ε ~s(x′)‖2

RNn(ε) ≤
∑

1≤p≤n(ε)

1
|εKY ′|

∫
(εKY ′)`′

|~sj(x′)|2dx′

≤ 1
(Kε)N−1

∫
Σ

∑
j

|~sj(x′)|2dx′,
(34)

which is the desired result.
Lemma 2.16. Let ~sε(x′) be a sequence of functions which converges weakly to

~s(x′) in L2(Σ; `2K). Define a piecewise constant function

~aε(x) =
∑
`′

∑
j

( 1
|εKY ′|

∫
(εKY ′)`′

~sε
j(x

′)dx′
)
χ

Y ε
j`′

(x),

where χ
Y ε

j`′
(x) is the characteristic function of the jth subcell of the periodic cell GK

ε,`′ .

Then, ~aε two-scale converges in the sense of boundary layers to a limit ~a0(x, y) ∈
L2(Σ × GK) defined by

~a0(x, y) =
∑

j

~sj(x′)χ
Yj

(y),
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where χ
Yj

(y) is the characteristic function of the jth subcell of the reference cell

GK . Moreover, if ~sε(x′) converges strongly to ~s(x′) in L2(Σ; `2K), then ~aε two-scale
converges strongly to ~a0 in the sense of boundary layers, i.e.,

lim
ε→0

1√
ε
‖~aε(x)‖L2(Ω) =

1

K
N−1

2

‖~a0(x′, y)‖L2(Σ×GK).

Proof. The proof is very similar to that of Lemma 3.3.2 in our previous work
[3], so we briefly sketch it. Let ~ϕ(x′, y) be a suitable smooth test function defined
on Σ × GK with values in RN such that y′ → ~ϕ(x′, y′, yN ) is KY ′-periodic and ~ϕ
vanishes for sufficiently large yN . We check the definition of two-scale convergence:

1
ε

∫
Ω ~aε(x) · ~ϕ(x′, x

ε )dx

= 1
ε

∑̀
,j

(
1

(εK)N−1

∫
ε(KY ′)`′

~sε
j(x

′)dx′
)

·
∫

Y ε
j`′

~ϕ(x′, x
ε )dx

= 1
KN−1

∑
j

∫
Σ ~sε

j(x
′) ·

[∑
`′

(
1

εN

∫
Y ε

j`′
~ϕ(x′, x

ε )dx
)
χε(KY ′)`′ (x′)

]
dx′.

It is easily seen that for each fixed j the term between brackets converges strongly to∫
Yj

~ϕ(x′, y)dy in L2(Σ)N . Remark that the sum in j is finite since ~ϕ has a bounded
support in GK . Thus we can pass to the limit and obtain the desired result

1
KN−1

∑
j

∫
Σ

~sj(x′) ·
(∫

Yj

~ϕ(x′, y)dy

)
dx′.

If ~sε
j converges strongly to ~sj , the strong two-scale convergence of ~aε(x) is obtained

by a similar proof, replacing in the above computation the test function ~ϕ by ~aε(x).
Proof of Proposition 2.13. Multiplying (31) by uε and integrating by parts, we

get ∫
Ωε

|∇uε|2dx =
∑

1≤p≤n(ε)

(
PK

ε ~s
)
p

·
∫
Γε

p
uε~nds

≤ ‖
(
PK

ε ~s
)
‖RNn(ε)

∥∥∥(∫
Γε

p
uε~nds

)∥∥∥
RNn(ε)

.

(35)

An easy calculation (see Lemma 2.2.3 in [3] if necessary) shows that∥∥∥∥∥( ∫
Γε

p

uε~nds
)∥∥∥∥∥

2

RNn(ε)

≤ CεN‖∇uε‖2
L2(Ωε)N ,

and hence, using Lemma 2.15 we conclude that∫
Ωε

|∇uε|2dx ≤ Cε‖~s(x′)‖2
L2(Σ;`2K).

A standard Poincaré inequality in Ω yields the same estimate for uε in L2(Ωε) :∫
Ωε

|uε|2dx ≤ Cε‖~s(x′)‖2
L2(Σ;`2K).
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We now apply the method of two-scale convergence for the asymptotic analysis of the
sequence uε, using test functions with GK as the periodic cell (since we decided to
consider GK to be the reference cell and not G). By virtue of Proposition 2.6 there
exists a subsequence of uε and a limit function u0(x′, y) in L2(Σ; D1

0#(GK)) such that
(uε,∇uε) two-scale converge in the sense of boundary layers to (0,∇yu0). Let ϕ(x′, y)
be a smooth function in L2(Σ; D1

0#(GK)). Multiplying the equation (31) by ϕ(x′, x
ε )

we obtain

1
ε

∫
Ω

χ
Ωε

(x)∇uε · ∇yϕ
(
x′,

x

ε

)
dx +

∫
Ω

χ
Ωε

(x)∇uε∇x′ϕ
(
x′,

x

ε

)
dx

=
∑

1≤p≤n(ε)

(
PK

ε ~s
)
p

·
∫

Γε
p

ϕ
(
x′,

x

ε

)
~nds

=
1
ε

∫
Ω

(
χ

Ωε
(x) − 1

)
~aε(x) ·

(
∇yϕ

(
x′,

x

ε

)
+ ε∇x′ϕ

(
x′,

x

ε

))
dx,

where χΩε(x) is the periodic characteristic function of Ωε and ~aε(x) is a piecewise
constant function defined as in Lemma 2.16 by

~aε =
∑
`′

∑
j

( 1
|εKY ′|

∫
(εKY ′)`′

~sj(x′)dx′
)
χ

Y ε
j`′

(x).

Remark that both terms involving ∇x′ϕ go to zero with ε. Applying Lemma 2.16, we
pass to the two-scale limit in the remaining terms to get

1
|KY ′|

∫
Σ

∫
G∗K

∇yu0(x′, y) · ∇yϕ(x′, y)dx′dy =
−1

|KY ′|

∫
Σ

∑
j

∫
Tj

~sj(x′) · ∇yϕ(x′, y)dx′dy

which is nothing but the variational formulation of the limit equation (32). A stan-
dard application of the Lax–Milgram lemma yields uniqueness of the solution u0 in
L2(Σ; D1

0#(GK)). Thus the entire sequence uε converges to the same limit u0.
The proof of the energy convergence (33) is standard by passing to the two-scale

limit in the right-hand side of (35) since ~aε two-scale converges strongly in the sense
of Proposition 2.5 (see Proposition 2.2.4 in [3]).

To prove the two-scale convergence of uε(~sε) to u0, when ~sε converges weakly to ~s
in L2(Σ; `2K), it suffices to repeat the same above arguments since Lemma 2.16 asserts
that ~aε two-scale converges to ~a0 even if ~sε converges weakly. Note that in this case
we do not have the energy convergence.

Proof of Theorem 2.11. Let ~s(x′) ∈ L2(Σ; `2K) and ~tε be a sequence which con-
verges weakly to ~t in L2(Σ; `2K). Our goal is to prove that

lim
ε→0

〈
BK

ε ~s(x′),~tε(x′)
〉

L2(Σ;`2K) =
〈
BK~s(x′),~t(x′)

〉
L2(Σ;`2K) .
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By definition of BK
ε , we have〈

BK
ε ~s(x′),~tε(x′)

〉
L2(Σ;`2K) =

〈
EK

ε SεP
K
ε ~s(x′),~tε(x′)

〉
L2(Σ;`2K)

= (εK)N−1
〈
SεP

K
ε ~s(x′), PK

ε
~tε(x′)

〉
RNn(ε)

= (εK)N−1 ∑
1≤p≤n(ε)

1
εN (

∫
Γε

p
uε(~s)~nds) · (PK

ε
~tε)p

= KN−1

ε

∫
Ωε

∇uε(~s) · ∇uε(~tε)dx.

By Proposition 2.13 we know that ∇uε(~s) two-scale converges strongly in the sense of
boundary layers to ∇yu0(~s) while ∇uε(~tε) two-scale converges weakly to ∇yu0(~t). By
virtue of Proposition 2.5 we can pass to the limit in the product and we get

lim
ε→0

〈
BK

ε ~s(x′),~tε(x′)
〉

L2(Σ;`2K) =
∫

Σ

∫
G∗K

∇yu0(~s) · ∇yu0(~t)dx′dy,

where u0(~s) and u0(~t) are solutions of the homogenized problem (32) with ~s and ~t,
respectively, as the right-hand side. A simple integration by parts shows that∫

Σ

∫
G∗K

∇yu0(~s) · ∇yu0(~t)dx′dy =
〈
BK~s(x′),~t(x′)

〉
L2(Σ;`2K) ,

where the limit operator BK is defined by

BK~s(x′) =

(∫
Γj

u0(~s)~nds

)
0≤j′≤K−1

1≤jN

.(36)

This proves the strong convergence of BK
ε to BK on L2(Σ; `2K). Obviously, BK is

self-adjoint and continuous but not compact since x′ plays the role of a parameter in
the definition of BK .

It remains to diagonalize BK with the help of the Bloch decomposition B′. This
diagonalization process has already been exposed in section 3.3 of our previous pa-
per [3] in a slightly different context. For the sake of brevity, we do not repeat this
standard argument here. Let us simply indicate the three main steps of this Bloch
diagonalization. First, we apply the operator B′ to ~s(x′) = (~sj(x′)) 0≤j′≤K−1

jN ≥1
which

gives the Bloch decomposition of ~s(x′) with respect to the multi-index j′ (not in-
cluding jN ). Secondly, plugging this Bloch decomposition in the limit equation (32)
(which holds in G∗K) and using a similar Bloch decomposition of u0(~s), we decompose
(32) in a family of KN−1 equations defined in a single reference cell G∗. In a third
step, applying again the Bloch decomposition B′ to formula (36) yields the desired
diagonalization of BK .

2.3. Analysis of the limit spectrum. In this section we analyze the spectrum
of the limit operator BK and, from the strong convergence of BK

ε to BK , we deduce
the lower semicontinuous convergence of the spectrum σ(Sε) to the limit spectrum
σ(BK). Recall that for any K ≥ 1, the extended operator BK

ε has a spectrum given
by

σ(BK
ε ) = σ(Sε) ∪ {0}.
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Since BK
ε converges strongly to BK in L2(Σ; `2K), by virtue of Proposition 2.1.11 in

[3], we have

σ(BK) ⊂ σ∞ = lim
ε→0

σ(Sε).

From Rellich’s theorem, the strong convergence of the spectral family associated with
BK

ε to that of BK is also easily deduced (see Theorem 3.2.5 in [3]). This gives some
(partial) information on the convergence of eigenvectors that we shall not use below.

In view of Theorem 2.11,

BK = (B′)−1DKB′ with DK = diag(DK
j′ )0≤j′≤K−1,

where each DK
j′ is a self-adjoint continuous operator in L2(Σ; `21). Since B′ is an

isometry, we have

σ(BK) =
⋃

0≤j′≤K−1

σ(DK
j′ ).

By the very definition of DK
j′ , the macroscopic variable x′ ∈ Σ plays the role of a

parameter. Therefore, for any fixed value of x′, DK
j′ can be identified with an operator

d j′
K

acting in `21 which does not depend on x′. Introducing the Bloch parameter

θ′ = j′

K ∈ [0, 1]N−1, this new operator dθ′ is defined by

dθ′ : `21 −→ `21,

(~sq)q≥1 7→
(∫

Γq

uθ′ · ~nds

)
q≥1

,(37)

where uθ′(y) is the unique solution of
−∆uθ′ = 0 in G∗,
∂uθ′
∂n = ~sq · ~n on Γq, q ≥ 1,

uθ′ = 0 if yN = 0,

y′ 7→ e−2πıθ′·y′
uθ′(y′, yN ) Y ′-periodic.

In (37) the positive integer q is nothing but the index jN introduced in Definition 2.8.
Clearly, we have

σ(DK
j′ ) = σ(d j′

K

).

As is well known, the spectrum of a self-adjoint operator can be decomposed in its
discrete part, made of, at most, a countable number of isolated eigenvalues of finite
multiplicities, and its essential part, for which the Weyl criterion applies (see, e.g.,
[25], [33], [34]). The next proposition characterizes the spectrum of dθ′ .

Proposition 2.17. For all θ′ ∈ [0, 1]N−1, dθ′ is a self-adjoint continuous but
noncompact operator in `21. Labeling the eigenvalues of the discrete spectrum σdisc(dθ′)
by decreasing order, each discrete eigenvalue is piecewise continuous in θ′. The es-
sential spectrum is given by

σess(dθ′) =
⋃

θN ∈[0,1]

σ(A(θ′, θN )),
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where A(θ′, θN ) is the Bloch homogenized matrix, defined by (12), which is continuous
in θ ∈]0, 1[N but discontinuous at θ = 0. Moreover, the entire spectrum σ(dθ′),
considered as a subset of R+, depends continuously on θ′, except at θ′ = 0.

Because we use the usual convenient labeling of the discrete eigenvalues by de-
creasing order, we can merely prove that they are piecewise continuous. This is due
to the fact that, when θ′ varies, an analytical branch (if any) of discrete eigenvalues
may merge into the essential spectrum: this yields a “jump” in the labeling of dis-
crete eigenvalues. Therefore, one cannot hope to prove a global continuity of these
eigenvalues with such an ordering.

Let us postpone for a moment the proof of Proposition 2.17 and define the so-
called boundary layer spectrum associated with the surface Σ:

σΣ
def=

⋃
θ′∈]0,1[N−1

σ(dθ′) ∪ σ(d0).(38)

By virtue of Proposition 2.17, we have

σBloch ⊂ σΣ.(39)

Therefore σΣ also has a band structure since it includes the Bloch spectrum, but
it may include new bands of eigenvalues of σdisc(dθ′). It also contains the isolated
eigenvalues of σdisc(d0). Therefore σΣ can contain elements which are not included in
the previous limit spectrum σ(S) ∪ σBloch (see section 1.2). The continuity of σ(dθ′)
with respect to θ′ ensures that σΣ is the closure of the union of all spectra σ(dθ′) with
θ′ rational. ⋃

K≥1

⋃
0≤j′≤K−1

σ(d j′
K

) = σΣ.

We summarize our results in the following theorem.
Theorem 2.18. The boundary layer spectrum associated to Σ is included in the

limit spectrum

σΣ ⊂ σ∞.

Remark 2.19. Of course σΣ is not the complete boundary layer spectrum since
it is concerned only with that part of the spectrum concentrating near Σ. A completely
similar analysis has to be done for all the (N − 1)-dimensional surfaces and all other
lower dimensional manifolds (edges, corners, etc.) of which the boundary of Ω is made
up. Then, we shall prove in the next section that the union of all these contributions,
the so-called boundary layer spectrum, plus the usual homogenized spectrum and the
Bloch spectrum, is equal to σ∞, at least when Ω is made up only of entire cells εY .

Proof of Proposition 2.17. Let us first prove that the essential spectrum of dθ′ is
included in the Bloch spectrum, and, more precisely,

σess(dθ′) =
⋃

0≤θN ≤1

σ(A(θ′, θN )),

where A(θ) is the usual Bloch homogenized matrix defined in (12). In particular, this
proves that σess(dθ′) 6= {0}, so dθ′ is not compact.
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Let λ(θ) be an eigenvalue of A(θ) and u(θ) be the associated potential solution of
−∆yu(θ) = 0 in Y ∗,
∂u(θ)

∂n = λ−1(θ)
∫
Γ

u(θ)~nds on Γ,

y 7→ e−2πıθ·yu(θ, y) Y -periodic.

We construct a Weyl sequence un associated with the spectral value λ(θ) by

un =
u(θ)ψn

‖u(θ)ψn‖L2(G∗)
,

where ψn(yN ) is a cut-off function defined by
ψn(yN ) = yN when 0 ≤ yN ≤ 1,
ψn(yN ) = 1 when 1 ≤ yN ≤ n,
ψn(yN ) = n + 1 − yN when n ≤ yN ≤ n + 1,
ψn(yN ) = 0 when yN ≥ n + 1.

By definition, ‖un‖L2(G∗) = 1 and limn→+∞ ‖u(θ)ψn‖L2(G∗) = +∞. Then, it is easily
checked that, for any ϕ ∈ D1

0#(G) (the Deny–Lions-type space defined in (21)),∫
G∗

∇un · ∇ϕdy =
1

λ(θ)

∑
q≥1

( ∫
Γq

un~nds
)

·
( ∫

Γq

ϕ~nds
)

+ 〈rn, ϕ〉 ,

where rn is a negligible remainder term in the sense that

lim
n→+∞

〈rn, ϕ〉
‖∇ϕ‖L2(G∗)N

= 0.

Furthermore, ~sn = (
∫
Γq

un~nds)q≥1 converges weakly to 0 in `21 since

lim
n→+∞

‖u(θ)ψn‖L2(G∗) = +∞.

Therefore, ~sn is a Weyl sequence associated with λ(θ) for the operator dθ′ . This
proves that λ(θ) ∈ σess(dθ′). To prove the converse inclusion,

σess(dθ′) ⊂
⋃

0≤θN ≤1

σ(A(θ′, θN )),

we consider a Weyl sequence ~sn for a spectral value λ ∈ σess(dθ′). Let un be the
associated potential solution, i.e.,

−∆un = 0 in G∗,
∂un

∂n = (~sn)q · ~n on Γq, q ≥ 0,
un = 0 if yN = 0,

y′ 7→ e−2πıθ′·y′
un(y′, yN ) Y ′-periodic.

(40)

Since ‖~sn‖`21
= 1 and ~sn ⇀ 0 in `21 weakly, it is easily seen that un converges to 0

weakly in H1(G∗). Furthermore, since the weak convergence to 0 of ~sn implies that
its components (~sn)q go to 0 for fixed q, it is not difficult to check that, for any
compact set K of G∗, un converges strongly to 0 in H1(K) (multiply equation (40)
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by φun where φ is equal to 1 in K and is compactly supported away from infinity).
Introducing a sequence

vn =
ψun

‖ψun‖L2(G∗)
,

where ψ(yN ) is a cut-off function defined by ψ(yN ) = 0 for yN ≤ 0,
ψ(yN ) = yN for 0 ≤ yN ≤ 1,
ψ(yN ) = 1 for yN ≥ 1,

it is straightforward to prove that∫
B∗

∇vn · ∇ϕdx =
1
λ

∑
q∈Z

( ∫
Γq

vn~nds
)

·
( ∫

Γq

ϕ~nds
)

+ 〈rn, ϕ〉

for any ϕ ∈ D1
#(B∗), where B∗ is the infinite band Y ′×] − ∞; +∞[ perforated by the

periodic arrangement of tubes (Tq)q∈Z, and rn is another negligible remainder term
such that

lim
n→+∞

〈rn, ϕ〉
‖∇ϕ‖L2(B∗)N

= 0.

Therefore,

~tn =

(∫
Γq

vn~nds

)
q∈Z

is a Weyl sequence for an operator similar to dθ′ but defined in the whole infinite
band B∗ instead of the semi-infinite band G∗. A standard Bloch decomposition with
respect to the variable yN yields that λ belongs to

⋃
0≤θN ≤1 σ(A(θ′, θN )).

To conclude the proof of Proposition 2.17, it remains to prove that the isolated
eigenvalues of finite multiplicity λ(θ′) ∈ σdisc(dθ′) are piecewise continuous with re-
spect to θ′. Let θ′

n be a sequence converging to θ′ in ]0, 1[N−1. Obviously, the sequence
of continuous operators dθ′

n
uniformly converges to dθ′ in `21. Now, let us invoke a

classical theorem (see, e.g., Theorem 3.1., Chapter I.3 in [20]) which states that for
any closed curve γ in the complex plane, which encloses a finite number of eigen-
values of σdisc(dθ′) and does not intersect σ(dθ′), there exists n0 such that for any
n ≥ n0, the curve γ contains the same number of eigenvalues (including multiplicities)
of σdisc(dθ′

n
) and does not intersect σ(dθ′

n
). This is nothing but the local continuity of

the eigenvalues of σdisc(dθ′) (enumerated, for example, in decreasing order). Remark
that the continuity of the pth eigenvalue of σdisc(dθ′) breaks down only when one of
the previous eigenvalues (with label between 1 and p−1) meets the essential spectrum
σess(dθ′) as θ′ varies. In any case, since σess(dθ′) depends continuously on θ′ 6= 0, this
proves that the entire spectrum σ(dθ′) depends also continuously on θ′ 6= 0. The lack
of continuity for σ(dθ′) at θ′ = 0 is a phenomenon already explained in our previous
work (see Proposition 3.3.4 in [3]).

Remark 2.20. When the tube T is symmetric in Y (in other words, by reflexion
with respect to the hyperplane [yN = 0], G∗ yields the infinite periodic array of tubes
B∗), it can readily be checked that there is no isolated eigenvalue of finite multiplicity



368 GRÉGOIRE ALLAIRE AND CARLOS CONCA

for dθ′ ; i.e., σdisc(dθ′) = ∅ for all θ′ ∈ [0, 1]N−1. If this were not the case, by
symmetry an eigenvalue of σdisc(dθ′) would also be an eigenvalue of finite multiplicity
for a similar operator in the infinite band B∗, which is impossible since by translation
there exists an infinite number of eigenvectors.

We conclude this section by proving that the eigenvectors corresponding to iso-
lated eigenvalues of finite multiplicity of dθ′ are localized in the vicinity of the bound-
ary [yN = 0] since they decay exponentially at infinity.

Proposition 2.21. Let λ be an eigenvalue in σdisc(dθ′) and let (~sq)q≥1 be a
corresponding eigenvector. There exists a positive constant α > 0 such that (eαp~sq)q≥1
belongs to `21.

Proof. The argument is by contradiction of the Weyl property for eigenvalues
in the essential spectrum. For λ ∈ σdisc(dθ′), let ~s = (~sq)q≥1 be a corresponding
normalized eigenvector and u(y) the corresponding potential, solution of

−∆u = 0 in G∗,
∂u
∂n = ~sq · ~n on Γq, q ≥ 1,
u = 0 if yN = 0,

y′ 7→ e−2πıθ′·y′
u(y′, yN ) Y ′-periodic.

(41)

By definition, for all q ≥ 1, it satisfies∫
Γq

u · ~nds = λ~sq.

Let us define a sequence (~sn)n≥0 in `21 by

~sn = (~sn
q )q≥1 with ~sn

q =

{
0 if q < n,

~sq√∑ ∞
p=n |~sp|2 if q ≥ n.

It is easily seen that ~sn converges weakly to 0 in `21 with ‖~sn‖`21
= 1. However, since

λ does not belong to the essential spectrum of dθ′ , any subsequence of ~sn cannot be
a Weyl sequence for λ. This implies the existence of a positive constant C and an
integer n0 such that, for any n ≥ n0,

‖dθ′~sn − λ~sn‖`21
≥ C > 0.(42)

As usual un(y) is the potential associated with ~sn through an equation similar to
(41). We introduce a smooth cut-off function ψn(yN ) such that ψn = 0 on all tubes
Tq for q < n, and ψn = 1 on all tubes Tq for q ≥ n. Let us denote by ωn the bounded
support of ∇ψn which lies between Tn−1 and Tn. Introducing an approximation vn

of the potential un, defined by

vn(y) =
ψn(yN ) (u(y) − cn)√∑∞

p=n |~sp|2
with cn =

1
|ωn|

∫
ωn

u(y)dy,

we write

dθ′~sn = λ~sn +

(∫
Γq

(un − vn) · ~nds

)
q≥1

.
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From (42) we deduce

‖∇(un − vn)‖L2(G∗)N ≥ C > 0 for n ≥ n0.

Using the equations for u and un, a simple computation yields∫
G∗

|∇(un − vn)|2dy =
∫

G∗
∇ψn · (un − vn)∇u − (u − cn)∇(un − vn)√∑∞

p=n |~sp|2
.(43)

Remark that the integral in the right-hand side reduces to ωn since ∇ψn has bounded
support in ωn. Applying the Poincaré–Wirtinger inequality in ωn to (u−cn) and (un−
vn) (this last term has not zero average in ωn, but (43) is invariant by substraction
of a constant to (un − vn)), we obtain from (43)

‖∇(un − vn)‖L2(G∗)N ≤ C
‖∇u‖L2(ωn)N√∑∞

p=n |~sp|2
,

which implies

∞∑
p=n

|~sp|2 ≤ C‖∇u‖2
L2(ωn)N .(44)

On the other hand, multiplying equation (41) by ψn(u − cn) and integrating by parts
gives ∫

G∗
ψn|∇u|2dy +

∫
G∗

(u − cn)∇u · ∇ψndy = λ
∞∑

p=n

|~sp|2.

Applying again the Poincaré–Wirtinger inequality in ωn to (u − cn) yields∫
G∗

ψn|∇u|2dy ≤ λ
∞∑

p=n

|~sp|2 + C‖∇u‖2
L2(ωn)N .(45)

Let us denote by Gn the subset of G∗ defined by Gn = {y ∈ G∗|yN > n}. From (44)
and (45) we deduce

‖∇u‖2
L2(Gn+1)N ≤ C‖∇u‖2

L2(ωn)N ≤ C
(
‖∇u‖2

L2(Gn)N − ‖∇u‖2
L2(Gn+1)N

)
,

which implies, for n ≥ n0,

‖∇u‖2
L2(Gn)N ≤

(
C

1 + C

)n−n0

‖∇u‖2
L2(Gn0 )N .(46)

It is easily seen that (46) implies the desired result.

3. Completeness of the boundary layer spectrum. In this section we as-
sume that Ω is a rectangle with integer dimensions, i.e.,

Ω =
N∏

i=1

]0;Li[ and Li ∈ N∗.(47)
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The sequence of small parameters ε is also assumed to be

εn =
1
n

, n ∈ N∗.(48)

Remark that all the previous results in this paper hold for any type of sequence ε going
to zero. From now on, we restrict ourselves to the sequence εn since, for any n ≥ 1,
the domain Ω is the union of a finite number of entire periodic cells Y εn

p . However, to
simplify the notation, we shall not indicate the dependence on n and simply denote
by ε the particular sequence defined in (48).

Remark that the assumption on the geometry of Ω can be slightly relaxed. Any
polygonal domain with faces parallel to the axis (i.e., the normal is everywhere one
of the basis vectors) and having vertex with integer coordinates could equally be
considered.

3.1. Presentation of the main result. This section is devoted to the so-called
completeness of the limit spectrum. Recall that in our previous work [3] we proved
that

σ∞ = σ(S) ∪ σBloch ∪ σboundary,(49)

where σboundary is defined in (15). In section 2, we proved that

σ∞ ⊃ σΣ,

where σΣ is the boundary layer spectrum associated with the surface Σ, defined by
(38). Remark that, due to our hypotheses on the domain Ω and on the sequence ε,
the surface Σ can be any of the faces of Ω defined by

N∏
j=1
j 6=i

]0;Lj [×{0} or
N∏

j=1
j 6=i

]0;Lj [×{Li} for 1 ≤ i ≤ N.

Of course, the analysis of section 2 can be repeated for any other lower dimensional
manifolds (edges, corners, etc.) which compose the boundary of Ω. For 0 ≤ m ≤ N−1,
let us define the m-dimensional parts of ∂Ω as

Σm,τ =
m∏

j=1

]0;Lτ(j)[×
N∏

j=m+1

{xτ(j) = 0 or Lτ(j)},

where τ is any permutation of the numbers {1, 2, . . . , N}. There are 2N−mCN−m
N

m-dimensional manifolds of the type Σm,τ . A simple adaptation of the two-scale
convergence in the sense of boundary layers for such manifolds allows us to prove
that, for any m and τ ,

σ∞ ⊃ σΣm,τ ,

where σΣm,τ
is the spectrum of a family of limit problems posed, not in a semi-

infinite band as in section 2, but rather in a periodic domain bounded in the variables
xτ(1), . . . , xτ(m) and unbounded with respect to the other variables (see section 3.3
for the case of corners in two space dimension). Eventually, defining the union of all
these spectra

σ∂Ω =
⋃
m,τ

σΣm,τ
,(50)
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we deduce from Theorem 2.18 and from the geometric assumptions (47), (48) that

σ∞ ⊃ σ∂Ω.(51)

Comparing our results (49) and (51), a completeness result amounts to link the two
definitions of the boundary layer spectrum σ∂Ω and σboundary.

Theorem 3.1. For the sequence εn defined by (48), the boundary layer spectrum
satisfies

σboundary ⊂ σ∂Ω.

Therefore, the limit spectrum of the sequence Sεn is precisely made of three parts; the
homogenized, the Bloch, and the boundary layer spectrum

lim
εn→0

σ(Sεn
) = σ(S) ∪ σBloch ∪ σ∂Ω,

where the boundary layer spectrum σ∂Ω is explicitly defined by (50).
Remark 3.2. Remark that Theorem 3.1 does not state that σboundary, defined by

(15), and σ∂Ω coincide. Indeed, we have shown in (39) that σ∂Ω contains the Bloch
spectrum. It is not clear whether σboundary contains the Bloch spectrum too. The
comparison of σ∂Ω and σboundary is definitely a very difficult question. We suspect
that if the definition of σboundary is modified in such a way that it contains only limit
eigenvalues corresponding to sequences of eigenvectors which decay exponentially fast
away from the boundary, then it may coincide with that part of σ∂Ω made of discrete
eigenvalues (which also have exponentially decreasing corresponding eigenvectors).

To prove this completeness result, we need an intermediate result in the spirit of
section 2.

Theorem 3.3. As in section 2, let Ω be a domain defined by

Ω = Σ×]0;L[,

with Σ a bounded open set in RN−1 and L > 0. Recall that S1
ε is the extension of Sε

to L2(Ω)N . Consider a sequence of eigenvalues λε and eigenvectors ~sε such that

S1
ε~s

ε = λε~s
ε with ‖~sε‖L2(Ω)N = 1 and lim

ε→0
λε = λ.

Assume that for all subset ω such that ω ⊂ Ω, we have

lim
ε→0

‖~sε‖L2(ω)N = 0.(52)

Assume further that there exists an (N − 1)-dimensional open set σ, with σ ⊂ Σ, a
positive number l, with 0 < l < L, and a positive constant c such that

lim
ε→0

‖~sε‖L2(σ×]0,l[)N ≥ c > 0.(53)

Then, λ belongs to the boundary layer spectrum associated with the surface Σ

λ ∈ σΣ,

where σΣ is defined by (38).
The proof of Theorem 3.3 is the focus of the next section. If we admit it for the

moment, as well as its generalizations concerning all other manifolds Σm,τ making up
the boundary ∂Ω, we are in a position to complete the following proof.
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Proof of Theorem 3.1. Let λ ∈ σboundary. By definition there exists a subsequence
(still denoted by ε), eigenvalues λε, and eigenvectors ~sε of S1

ε such that

S1
ε~s

ε = λε~s
ε with ‖~sε‖L2(Ω)N = 1 and lim

ε→0
λε = λ,

and, for all subset ω satisfying ω ⊂ Ω,

lim
ε→0

‖~sε‖L2(ω)N = 0.

If there exists an (N − 1)-dimensional open subset σi, compactly embedded in∏N
j=1
j 6=i

]0;Lj [, a positive length 0 < li < Li, a positive constant c, and another subse-
quence (still denoted by ε) such that

lim
ε→0

‖~sε‖L2(σi×]0,li[)N ≥ c > 0 or lim
ε→0

‖~sε‖L2(σi×]li,Li[)N ≥ c > 0,(54)

then, by application of Theorem 3.3, the limit eigenvalue belongs to σ∂Ω as desired.
If (54) does not hold true for any such σi, li, c, and subsequence ε, it implies that

the L2-norm of ~sε concentrates near the lower dimensional edges of the rectangle Ω.
In this case, we repeat the above argument with an (N − 2)-dimensional open set
included in one of the set ΣN−2,τ , and so on up to the 0-dimensional set made of one
of the vertices of Ω. A tedious but simple induction argument on the dimension m
shows that there exists at least a dimension 0 ≤ m ≤ N −1, a permutation τ , positive
lengths (lτ(j))m+1≤j≤N , a positive constant c, and a subsequence ε such that

lim
ε→0

‖~sε‖L2(ω)N ≥ c > 0,

with ω ⊂ Ω of the type

ω = σ ×
N∏

j=m+1

(
]0, lτ(j)[ or ]lτ(j), Lτ(j)[

)
and σ ⊂

m∏
j=1

]0;Lτ(j)[.

Then, applying an adequate generalization of Theorem 3.3, this proves that the limit
eigenvalue belongs to σ∂Ω.

3.2. Proof of the completeness. This section is devoted to the proof of Theo-
rem 3.3 which is divided in several lemmas and propositions. Let us begin by recalling
the definition of the associated potential uε, solution of

−∆uε = 0 in Ωε,
∂uε

∂n = ~sε
p · ~n on Γε

p, 1 ≤ p ≤ n(ε),
uε = 0 on ∂Ω.

(55)

The spectral equation S̃ε~s
ε = λε~s

ε implies that(∫
Γε

p

uε~n

)
1≤p≤n(ε)

= λε~s
ε
p.(56)

By assumption (52), for all subsets ω such that ω ⊂ Ω, we have

lim
ε→0

‖~sε‖L2(ω)N = 0.
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In other words, all the energy of the eigenvectors ~sε concentrates near the boun-
dary ∂Ω. This concentration effect has important consequences on the associated
potential uε.

Lemma 3.4. The sequence uε defined in (55) converges to 0 in H1
0 (Ω) weakly and

strongly in L2(Ω). Furthermore, uε converges strongly to 0 in H1
loc(Ω).

Proof. Multiplying equation (55) by a test function v ∈ H1
0 (Ω) yields

∫
Ωε

∇uε · ∇vdx =
n(ε)∑
p=1

~sp
ε ·

( ∫
Γε

p

v~nds
)

=
∫

Ω
~sε(x) · ~zε(x)dx,

where

~zε(x) = −
n(ε)∑
p=1

1
εN

( ∫
T ε

p

∇v(x)dx
)
χ

Y ε
p

(x).

It is easily seen that ~zε converges strongly to − |T |
|Y |∇v(x) in L2(Ω)N . Since ~sε converges

weakly to 0 in L2(Ω)N by virtue of (52), we deduce that uε converges to 0 weakly in
H1

0 (Ω) and, by the Rellich theorem, strongly in L2(Ω). Finally, for any open set ω
such that ω ⊂ Ω, let ϕ be a smooth function with compact support in Ω and equal
to 1 on ω. Multiplying (55) by ϕ2uε and integrating by parts leads to

∫
Ωε

ϕ2|∇uε|2dx = −2
∫

Ωε

ϕuε∇ϕ · ∇uεdx +
n(ε)∑
p=1

~sε
p ·

( ∫
Γε

p

ϕ2uε~nds
)
.(57)

Since uε converges weakly to 0 in H1
0 (Ω), the first term in the right-hand side of (57)

goes to 0 with ε. In view of (56), the second term is bounded by

‖ϕ‖2
L∞(Ω)‖~sε‖2

L2(supp(ϕ)),

which goes to 0 by virtue of the assumption (52). Therefore, we deduce from (57)
that ∇uε converges strongly to 0 in L2(ω)N . This concludes the proof of Lemma 3.4.

By assumption (53), there exists an (N − 1)-dimensional open set σ, with σ ⊂ Σ,
such that the sequence of eigenvectors concentrates partly near σ. By translation, one
can always assume that the origin lies inside σ. The strategy of the proof is to rescale
the domain Ω by the change of variables y = x

ε and then to transform the sequence
of eigenvectors ~sε in a Weyl sequence for a limit operator. The limit domain will be
RN

+ = {y ∈ RN |yN > 0} since we have carefully choose the origin to belong to σ. The
limit fluid domain is denoted by G∗∞, which is defined by

G∗∞ = RN
+ \

⋃
j∈ZN

+

Tj ,

where Tj denotes the tube j placed in the subcell Yj (centered at the point j = (j′, jN )
with j′ ∈ ZN−1 and jN ∈ Z+). In this limit domain we define a limit operator B∞,
which acts from `∞

2 in itself, by

B∞~s =

(∫
Γj

u~nds

)
j∈ZN

+

∀~s ∈ `∞
2 ,
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where u(y) is the unique solution in D1
0(G

∗∞) of
−∆u = 0 in G∗∞,
∂u
∂n = ~sj · ~n on Γj , j ∈ ZN

+ ,
u = 0 on RN−1 × {0}.

(58)

Recall that elements in D1
0(G

∗∞) are restrictions to G∗∞ of functions wnin D1
0(RN

+ )
which, in its turn, is the closure, with respect to the L2-norm of the gradient, of
smooth functions with compact support in RN

+ .
Remark 3.5. The limit domain G∗∞ is nothing but the limit as K goes to infinity

of the domain G∗K defined in section 2.2. By the same token, the Hilbert space `∞
2 is

the limit of `K
2 (it is also equal to `2(ZN

+ ; CN )). In some sense the limit operator B∞

is also the limit of the operator BK defined in Theorem 2.11.
Let ϕ be a smooth function, equal to 1 in ω = σ×]0, L[, with compact support

in Σ×] − L;L[ (i.e., ϕ vanishes on all faces of Ω except on that defined by xN = 0).
We use ϕ to localize the sequence of eigenvectors ~sε in a vicinity of ω. Let us define
a sequence ~tε by

~tε = E1
ε P 1

ε (ϕ(x)~sε(x)),

where E1
ε P 1

ε is the projection operator in L2(Ω)N on piecewise constant functions (cf.
their definitions (27) and (28)).

Remark that, by assumption (53), the sequence ~tε satisfies

lim
ε→0

‖~tε‖L2(ω)N ≥ c > 0.

Let us define G∗∞
ε as G∗∞ rescaled to size ε. Let vε be the potential in G∗∞

ε associated
with ~tε, defined by 

−∆vε = 0 in G∗∞
ε ,

∂vε

∂n = ~tεp · ~n on Γε
p, p ∈ ZN

+ ,
vε = 0 on RN−1 × {0}.

(59)

Lemma 3.6. The sequence vε defined by (59) converges to zero in D1
0(RN

+ ) weakly
and in H1

loc(RN
+ ) strongly.

Proof. The argument is similar to that of Lemma 3.4, except that the Rellich
theorem applies only for compact sets in RN

+ .
Lemma 3.7. The difference wε = vε −ϕuε converges strongly to zero in D1

0(RN
+ ).

Proof. A simple calculation provides the following key identity:∫
RN

+

|∇wε|2 =
∫

RN
+

∇vε · ∇wε −
∫

RN
+

∇uε · ∇(ϕwε) −
∫

RN
+

∇ϕ · (uε∇wε −wε∇uε).(60)

By virtue of Lemmas 3.4 and 3.6, uε and wε converge to zero strongly in L2 of the
support of ϕ. Therefore, the last term in (60) goes to zero with ε. On the other hand,
an integration by parts yields

∫
G∗

ε∞

∇vε · ∇wε −
∫

Ωε

∇uε · ∇(ϕwε) =
n(ε)∑
p=1

[
~tεp ·

( ∫
Γε

p

wε~n
)

− ~sε
p ·

( ∫
Γε

p

ϕwε~n
)]

.
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Since ~tεp = 1
εN

∫
Y ε

p
ϕ~sε

pdx and |ϕ(x) − ϕ(xε
p)| ≤ ε‖∇ϕ‖L∞ , where xε

p is the center of
the cube Y ε

p which contains x, we obtain∣∣∣∣∣
∫

G∗
ε∞

∇vε · ∇wε −
∫

Ωε

∇uε · ∇(ϕwε)

∣∣∣∣∣ ≤ ε‖∇ϕ‖L∞‖~sε‖L2(Ω)N ‖∇wε‖L2(R+
N )N ,

which gives the desired result.
Lemma 3.8. From Lemma 3.7 we deduce the following approximation result for

the displacement vector ~tε:

lim
ε→0

∑
p∈ZN

+

εN

∣∣∣∣∣ 1
εN

∫
Γε

p

vε~nds − λε~t
ε
p

∣∣∣∣∣
2

= 0.

Proof. We have

εN
∑

p∈ZN
+

∣∣∣ 1
εN

∫
Γε

p
(vε − ϕuε)~nds

∣∣∣2 ≤
∑

p∈ZN
+

‖∇(vε − ϕuε)‖2
L2(T ε

p )N

≤ ‖∇(vε − ϕuε)‖2
L2(RN

+ )N ,
(61)

which goes to zero as ε → 0 by virtue of Lemma 3.7. Furthermore,

εN
∑

p∈ZN
+

∣∣∣∣∣ 1
εN

∫
Γε

p

ϕuε~nds − λε~t
ε
p

∣∣∣∣∣
2

≤ ε‖∇ϕ‖L∞‖∇uε‖L2(Ω)N

since, ~sε being constant in each cell Y ε
p ,

1
εN

∫
Γε

p

ϕuε~nds =
1

εN

∫
Γε

p

(
ϕ(s) − 1

εN

∫
Y ε

p

ϕ(t)dt
)
uε~nds + λε(P 1

ε ϕ~sε)p.

Summing these two estimates yields the desired result.
Now, let us define a sequence ~τ ε in `∞

2 by

~τ ε = εN/2(~tεp)p∈ZN
+

,

which plays the role of a Weyl sequence for the limit operator B∞.
Proposition 3.9. The sequence ~τ ε satisfies

lim
ε→0

‖~τ ε‖`∞
2

≥ c > 0,

and

B∞~τ ε = λ~τ ε + ~rε,(62)

where ~rε is a remainder term which goes to zero strongly in `∞
2 .

Proof. A simple rescaling in (59) shows that ṽε(y) = ε
N
2 −1vε(εy) is the unique

solution in D1
0(G

∗∞) of 
−∆ṽε = 0 in G∗∞,
∂ṽε

∂n = ~τ ε
p · ~n on Γp, p ∈ ZN

+ ,
ṽε = 0 on RN−1 × {0}.

(63)
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Furthermore, ‖∇y ṽε‖L2(G∗∞)N = ‖∇xvε‖L2(G∗∞
ε )N . By definition,

B∞~τ ε =

(∫
Γp

ṽε~nds

)
p∈ZN

+

= ε− N
2

(∫
Γε

p

vε~nds

)
p∈ZN

+

.

Defining ~rε = (~rε
p)p∈ZN

+
by

~rε
p = ε

N
2

(
1
εN

∫
Γε

p

vε~nds − λε~t
ε
p

)
,

we get

B∞~τ ε = λε~τ
ε + ~rε,

which, by virtue of Lemma 3.8, is the desired result.
To conclude the proof of Theorem 3.3, we remark that either ~τ ε converges weakly

in `∞
2 to a nonzero limit ~τ (up to a subsequence) or ~τ ε converges weakly to ~0 in `∞

2 . In
the first case, passing to the limit as ε goes to 0, we obtain that ~τ 6= ~0 is an eigenvector
of B∞ for λ (the limit of the sequence λε). In the latter case, this proves that ~τ ε is
a Weyl sequence for the spectral value λ which belongs to the essential spectrum of
B∞. Now, it is a standard matter (see, e.g., [15], [16]) to show, by a Bloch wave
decomposition analogous to that of section 2.3, that the spectrum of B∞ is nothing
but limK→+∞ σ(BK), i.e., the boundary layer spectrum associated with the face Σ of
Ω.

Remark 3.10. Let us remark that Theorem 3.3 is valid for any choice of the
sequence ε and not only for the particular sequence εn defined in (48). The interested
reader will not fail to notice that the present proof of the completeness result is different
from that of our previous work [3]. In this paper, we used the concept of Bloch measures
in order to prove a similar completeness result by means of an energetic method. Here,
we propose a new proof (in a slightly different context), based on a rescaling argument,
which is simpler, although less precise, and which could equally be applied in [3].

3.3. Analysis of the corner spectrum. In section 3.1 the boundary layer
spectrum σ∂Ω was defined as the union of all spectra of the type σΣ, where Σ is any
lower dimensional manifold composing the boundary ∂Ω. When Σ is an (N − 1)-
dimensional hyperplane, a complete derivation of σΣ has been given in section 2.
However, for lower dimensional manifold we have been a little cavalier in saying that
the analysis of section 2 can be easily generalized to the case of edges, corners, and so
on. The purpose of this section is to briefly indicate some details of this generalization
when analyzing the corner spectrum. Since the physical problem of interest is truly
two-dimensional, we restrict ourselves to the case of corners of the plane square domain
Ω (this has the advantage of simplifying the exposition).

Therefore, our domain Ω is now a rectangle with integer dimensions, i.e.,

Ω = ]0; L1[×]0;L2[.

We describe the limit spectrum associated with the corner located at the origin. We
introduce the space `2+ of displacements defined by

`2+ =

(~sj)j=(j1,j2) j1≥1,j2≥1

∣∣∣ ~sj ∈ R2,
+∞∑

j1,j2=1

|~sj1,j2 |2 < +∞

 .
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Remark that this definition of `2+ implies a decay of the displacement ~sj as j1 or j2
goes to +∞.

We extend the operator Sε to the larger space `2+ by the following formula:

Cε = EεSεPε,

where Pε and Eε are, respectively, projection and extension operators between RNn(ε)

and `2+. Their definition is very simple. Recall that a tube T ε
j in Ω is located in a cell

Y ε
j whose origin is εj. We denote the range of all indices j such that T ε

j is included
in Ω by 1 ≤ j ≤ n(ε). The projection is defined by

Pε : `2+ −→ RNn(ε),
(~sj)j=(j1,j2) j1≥1,j2≥1 7→ (~sj)1≤j≤n(ε) ,

and the extension by

Eε : RNn(ε) −→ `2+,

(~sj)1≤j≤n(ε) 7→ (~tj)j=(j1,j2) j1≥1,j2≥1,

with ~tj = ~sj if 1 ≤ j ≤ n(ε) and ~tj = 0 otherwise.
One can easily check that Pε and Eε are adjoint operators and that the product

PεEε is equal to the identity in RNn(ε). Therefore, the spectrum of Cε consists of that
of Sε and zero as an eigenvalue of infinite multiplicity.

The convergence analysis of Cε is much simpler than that in section 2 because `2+
is not a space of periodically oscillating displacements. There is no need to introduce
any notion of two-scale convergence for corner boundary layers. A simple rescaling
argument is enough. More precisely, denoting by Q+ the first quadrant in the plane

Q+ = ]0; +∞[×]0; +∞[,

we replace the two-scale convergence by the weak convergence in L2(Q+): with each
bounded sequence uε(x) in L2(Ω), we associate the rescaled sequence vε(y) defined by

vε(y) =
{

ε2uε(εy) if εy ∈ Ω,
0 otherwise,

which is also bounded in L2(Q+).
Then, a similar analysis to that of section 2 shows that the sequence of operators

Cε converges strongly in L(`2+) to a limit operator C∞ defined by

C∞ : `2+ −→ `2+(64)

(~sj)j=(j1,j2) j1≥1,j2≥1 7→
(∫

Γj

u~nds

)
j=(j1,j2) j1≥1,j2≥1

,(65)

where u(y) is the unique solution of
−∆u = 0 in Q∗

+ = Q+ \
⋃
j

Tj ,

∂u
∂n = ~sj · ~n on Γj , j1 ≥ 1, j2 ≥ 1,
u = 0 on ∂Q+,

lim
|y|→+∞

u(y) = 0.

Clearly, C∞ is a self-adjoint noncompact operator acting in `2+. As in Proposition
2.17, one can prove that the essential spectrum of C∞ is precisely the Bloch spectrum.
However, the discrete spectrum of C∞ may contain new eigenvalues which correspond
to eigenvectors localized in the corner of Q+.
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[6] I. Babuška, Solution of interface problems by homogenization I, II, III, SIAM J. Math. Anal.,
7 (1976), pp. 603–634, pp. 635–645, and 8 (1977), pp. 923–937.

[7] N. Bakhvalov and G. Panasenko, Homogenization: Averaging Processes in Periodic Media,
Mathematics and its Applications 36, Kluwer Academic Publishers, Dordrecht, 1990.

[8] A. Bensoussan, J. L. Lions, and G. Papanicolaou, Asymptotic Analysis for Periodic Struc-
tures, North–Holland, Amsterdam, 1978.

[9] A. Bensoussan, J. L. Lions, and G. Papanicolaou, Boundary layer analysis in homogeniza-
tion of diffusion equations with Dirichlet conditions in the half space, in Proc. Internat.
Symposium SDE, K. Ito, ed., J. Wiley, New York, 1978, pp. 21–40.

[10] A. Bensoussan, J. L. Lions, and G. Papanicolaou, Boundary layers and homogenization of
transport processes, Publ. Res. Inst. Math. Sci., 151 (1979), pp. 53–157.

[11] F. Bloch, Uber die Quantenmechanik der Electronen in Kristallgittern, Z. Phys., 52 (1928),
pp. 555–600.

[12] C. Castro and E. Zuazua, Une remarque sur l’analyse asymptotique spectrale en ho-
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Abstract. In this work, a density determination problem of an acoustic medium from point
source response is studied. The continuity and differentiability are examined for the forward map
which maps the density to the pressure field. Estimates for both the Lipschitz continuity and the
Frechét differentiability are obtained. The continuity of the linearized forward map is also obtained.
These estimates are crucial for linearization of the nonlinear forward map.

Key words. density determination, regularity of the forward map, continuity of the linearized
forward map, microlocal cut-off

AMS subject classifications. 35R30, 86A22

PII. S0036141096299363

1. Introduction and statement of the results. Many wave propagation
problems with a point energy source may be modeled by the following linear acoustic
wave equation: (

1
c2

∂2

∂t2
− ∆ − ∇σ · ∇

)
u = δ(x, t) ,(1.1)

u = 0, t < 0 ,(1.2)

where the mechanical properties of the medium are described by σ = σ(x) the loga-
rithm of the density, c = c(x) the sound velocity of the medium, and u = u(x, t) the
excess pressure. This work deals with the simplest case where the velocity is assumed
to be a fixed constant, say c = 1. Also, the problem is set in Rn+1 for n ≥ 2.

Define the forward map F as

F : σ → (φu) |xn=0 ,(1.3)

where φ ∈ C∞
0 (Rn) is supported inside the conoid {t > |x|} and near{xn = 0}. The

cut-off function φ(x, t) insures that the restriction of distribution u to the hypersurface
{xn = 0} is well defined even when the equation (1.1) has a singular right-hand side.
It is easily seen that even though the governing equation is linear, the forward map is
nonlinear. Thus, solving the inverse problem may be viewed as inverting the nonlinear
functional relation F .

In this paper we continue our study of the forward map F . In its predecessor [4],
we obtained an a priori upper bound for the linearized forward map with respect to a
smooth reference density. Our goal in this work is to establish conditions under which
the forward map F is continuous and differentiable and the linearized forward map is
continuous. These aspects of forward map are crucial in the study of the inverse prob-
lem which arises in reflection seismology, oil exploration, ground-penetrating radar,
etc. Here, the inverse problem of interest is to determine the coefficients σ from the
measured data of the excess pressure u on a time-like hypersurface {xn = 0}. More

∗Received by the editors February 26, 1996; accepted for publication (in revised form) February
18, 1997. This research was partially supported by NSF grants DMS 9501099, DMS 9705139, and a
Research Development Award (University of Florida).
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†Department of Mathematics, University of Florida, Gainesville, FL 32611 (bao@math.ufl.edu).
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specifically, given data Fdata(x′, t) (point source response, x = (x′, xn)) obtained from
many receivers on the earth, find the density σ(x) so that

F (σ) = Fdata,

or minimize the error (Fdata − F (σ)) in some suitable norm. Two questions arise
immediately:

• Since the forward map F is nonlinear, one naturally considers its linearization.
So far, most progress has been made through the study of the linearization.
However, it seems that very little work has been done to justify this commonly
used procedure. Does the linearization of F provide useful information in
recovering the density?

• The large size of the typical data set demands a fast means of solving the
minimization problem. A natural candidate would be some Gauss–Newton-
like method. When can one formulate such an algorithm?

To answer either one of the above questions requires the understanding of regularity
of the forward map. In addition, local properties of the inverse problem may be
obtained by examining the differentiability of the forward map. Also, continuity
properties are crucial in the study of the linearized forward map with respect to a
nonsmooth reference density.

Questions on regularity of the forward map have been studied extensively for
layered problems where c and σ depend only on xn. For a similar problem with the
impulse-response instead of point source, Symes showed in [15] (for the constant wave
speed case) that the forward map is a C1-diffeomorphism by applying the method
of geometrical optics together with energy estimates; see [15] for other references.
The situation becomes more difficult for the multidimensional (nonlayered) problems.
See Symes [14, 16], Sacks and Symes [13], Rakesh [11], and Bao and Symes [4] for
some partial results. The difficulties are essentially due to the ill-posed nature of
the time-like hyperbolic Cauchy problem and the presence of nonsmooth coefficients.
Recently, in the study of this class of inverse problems and other close related problems
[2, 3, 4], we have employed nonsmooth microlocal analysis techniques to obtain the
optimal time-like trace regularity under weaker hypotheses on the coefficients. In
this work, using these techniques, we establish new estimates on the regularity of the
forward map and the continuity of its linearization.

We next state the main results of this paper.
Let σ1 and σ0 be the densities corresponding to the excess pressure u1 and u0,

respectively; we have from (1.1) and (1.2) that

(2 − ∇σ1 · ∇)ũ = ∇δσ · ∇u0 ,
ũ = 0, t < 0 ,

(1.4)

where 2 = ∂2
t − ∆, ũ = u1 − u0, and δσ = σ1 − σ0. Moreover,

(φũ)|xn=0 = (φu1)|xn=0 − (φu0)|xn=0 .

For a real number α, we denote by [α] the smallest integer that is not smaller
than α. In the following statements of theorems, we always assume that

[l + (n − 1)/2] > 1 + n/2 and τ > [l + (n − 1)/2] + [(n − 1)/2] + n/2 + 2 .

Let Mτ > 0 and define

Mτ = {σ ∈ C∞
0 {xn > 0}, ||σ||τ < Mτ}.
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We also assume that the density and its perturbations are supported in the half-
space {xn > 0}.

Theorem 1.1. There exists a constant C depending on Mτ and the support of φ
so that for σ1 and σ0 ∈ Mτ ,

||F (σ1) − F (σ0)||l ≤ C||σ1 − σ0||[l+ n−1
2 ] .(1.5)

The following results concern the differentiability of the forward map. The formal
linearization DF of the forward map F , with respect to the reference state (σ0, u0),
is defined by the linearized problem

(2 − ∇σ0 · ∇)δu = ∇δσ · ∇u0 ,
δu = 0, t < 0,

(1.6)

and

DF (σ0)δσ = (φδu)|xn=0 .(1.7)

Recall that ũ solves (1.4) and

F (σ1) − F (σ0) = (φũ)|xn=0 ;(1.8)

then

F (σ1) − F (σ0) − DF (σ0)δσ = (φ(ũ − δu))|xn=0 ,(1.9)

where

(2 − ∇σ1 · ∇)(ũ − δu) = ∇δσ · ∇δu ,
ũ − δu = 0, t < 0 .

(1.10)

Theorem 1.2. There exists a constant C depending on Mτ and the support of φ
so that for σ1 and σ0 ∈ Mτ ,

||F (σ1) − F (σ0) − DF (σ0)δσ||l ≤ C||δσ||τ+1||δσ||[l+ n−1
2 ] .

Theorem 1.3. There exists a constant C depending on Mτ+1 and the support of
φ so that for σ1 and σ0 ∈ Mτ+1,

||F (σ1) − F (σ0) − DF (σ0)δσ||l ≤ C||δσ||τ ||δσ||[l+ n−1
2 ] .

Note that the results of Theorems 1.2 and 1.3 do not imply that of Theorem 1.1
since the estimates depend on higher norms of the coefficients.

Finally, we present a continuity estimate for the linearized forward map.
Theorem 1.4. There exists a constant C depending on Mτ+1 and the support of

φ so that for σ1, σ0 ∈ Mτ+1, and η ∈ C∞
0 {xn > 0},

||DF (σ1)η−DF (σ0)η||l ≤ C
[
||σ1 − σ0||[l+ n−1

2 ] ||η||τ+1 + ||η||[l+ n−1
2 ] ||σ1 − σ0||τ+1

]
.

In particular, DF extends to a Lipschitz continuous map:
σ → DF (σ)

Hτ+1
comp(R

n−1 × [0,∞)) → L[Hτ+1
comp(R

n−1 × [0,∞)), H l(Rn−1 × [0,∞)].
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Remarks. Our techniques in the proofs are similar to those in [4], where we showed
that the linearized forward map DF (σ0) is a bounded map for a smooth reference
density σ0 (Theorem 1.1 in [4]).

In this work, we only study the density determination problem. A more interest-
ing problem is to study the dependence of the boundary values of the pressure field
on the velocity c. At present, no regularity result for the multidimensional velocity
inversion problem is available. In this case, additional difficulties will occur because
of the nonsmooth principal parts in the wave equation. We believe the general ideas
described here may be extended to study the velocity inversion problem. Some recent
progress has been made in [3] by establishing results on trace regularity and propa-
gation of singularities. The reader is referred to Lewis and Symes [10] for regularity
results in the one-dimensional case.

We assume that the reader is familiar with the basic calculus of pseudodifferential
operators (“ ψ.d.o. ”) as stated in Taylor [17]. Throughout, C serves as a generalized
positive constant the precise value of which is not needed.

2. Preliminaries. We recapitulate some useful results in this section. Let us
begin with the algebraic properties of the Sobolev spaces and microlocal Sobolev
spaces. Here Hs is the standard L2-type Sobolev space and Hs

loc is the corresponding
local Sobolev space.

Proposition 2.1 (generalized Schauder’s lemma). If u ∈ Hs1(Rn) and v ∈
Hs2(Rn), with s1 + s2 ≥ 0, then

uv ∈ Hmin(s1,s2,s1+s2−n/2+δ) for any δ > 0 .

Here we also state an extended Rauch lemma established in [2].
Lemma 2.2. Suppose that Ω = Ω0×Ω1 ⊂⊂ Rn0 ×Rn−n0 (1 ≤ n0 ≤ n), Ω′ ⊂⊂ Ω,

n0/2 < s, 0 ≤ l ≤ s, q, and q < l + s − n0/2. Suppose that Q ∈ S0(Ω′), Q̃ ∈ S0(Ω)
elliptic on ES(Q), and Q0 ∈ S0(Ω0) satisfies that (x, y, ξ, η) ∈ ES(Q̃), ξ 6= 0 =⇒
(x, ξ) ∈ ES(Q0). Then there exists a constant C > 0 so that for u ∈ C∞

0 (Ω0) and
v(x, y) ∈ C∞

0 (Ω),

||Quv||q,Ω′ ≤ C(||u||s,Ω0 + ||Q0u||q,Ω0)(||v||l,Ω + ||Q̃v||q,Ω).

Remark. The lemma (for n0 = n) implies the original Rauch lemma in [12].
Let u0 solve the model problem (1.1) and (1.2) for σ = σ0.
Lemma 2.3 (see [4, Theorem 3.1]). Suppose that 1 + n/2 < s and σ0 ∈ Hs(Rn).

Then for l < s − n + 1/2

∂l
tu0 ∈ L2

loc(U) ,

where U = {Rn × (0, T1)} ∩ {t > |x|} (T1 > 0). And for φ ∈ C∞
0 (U), the following

estimate holds:

||φ∂l
tu0|| ≤ C ,(2.1)

where the constant C depends on φ and ||σ0||s.
Remark. For an explicit construction of the operator B, we refer the reader

to [4].
Let Π : T ∗(Ω0) → Ω0 denote the projection of T ∗(Ω0) onto its base space.
Lemma 2.4 (see [4, Lemma 3.1]). Suppose that ψ, φ ∈ C∞

0 (Rn+1), s > n/2,
k < s + 2 − n/2, σ0 ∈ Hs+1

comp(R
n), β is a null bicharacteristic strip for 2, and
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Ω ⊂⊂ Rn+1 satisfies Πβ ∩ Ω̄ = ∅. Then there exist B ∈ OPS0 with ES(B) supported
in an arbitrarily small conic neighborhood of β and C > 0 so that any w ∈ H1

loc(R
n+1)

vanishing for large t and satisfying

2w − ∇σ0 · ∇w = f ∈ L2(Ω), supp(f) ⊂ Ω ,

satisfies in addition

||ψBφw||k ≤ C||f ||0.

Lemma 2.5 (see [4, Lemma 3.2]). Suppose that ψ, φ ∈ C∞
0 (Rn+1), s > n/2,

k < s − n/2 + 2, σ0 ∈ Hs+1
comp(R

n), P is a ψ.d.o. of order zero such that a conic
neighborhood of its essential support (ES(P )) is contained in the microlocal elliptic
region of 2, and Ω ⊂⊂ Rn+1 satisfies ΠES(P )∩ Ω̄ = ∅. Then there exists a constant
C > 0 so that any w ∈ H1

loc(R
n+1) vanishing for large t and satisfying

2w − ∇σ0 · ∇w = f ∈ L2(Ω)

satisfies

||ψPφw||k ≤ C||f ||0,

where the constant C depends on σ0, k, P , φ, and ψ, but not on w.
We need the anisotropic Sobolev spaces Hm,s(Rn+1) introduced originally by

Hörmander [9]:

Hm,s(Rk) = {f ∈ D′, Dα
x′,xk

f ∈ L2(Rk) ∀ α = (α1, α1, . . . , αk), |α| ≤ m+s, αk ≤ m},

where Dα
x′,xk

= D
α1,...,αk−1
x′ Dαk

xk
.

Proposition 2.6 (see [9]). Suppose m > 1/2 and m + s > k/2. Then

Hm,s ⊂ L∞(Rk) ∩ C0(Rk) continuous inclusion .

We also need a conormal regularity result for the wave equation in the following
form:

(∂2
t − ∆ − ∇σ0 · ∇)u(x, t) = a(x)S(t − r(x)) ,
u = 0, t < 0 ,

(2.2)

where again r(x) = |x|.
Introduce the standard polar coordinates with variables r = |x|, θ1, θ2, . . . , θn−1.

Denote T1 = ∂t + ∂r, Ti+1 = ∂θi
for i = 1, 2, . . . , n − 1, and Tn+1 = ∂t − ∂r. Then

Ti (i = 1, 2, . . . , n) form a basis of the tangent space to the characteristic surface
{t = |x|}.

Lemma 2.7 (see [4, Theorem 5.1]). Suppose that, in (2.12), S ∈ Hm−1
loc and a(x)

is a smooth function. Suppose also that k ≥ 0, p ≥ m+k, p > k+n/2+1, q ≥ m+k−1,
and q > k + n/2. Then for {i1, . . . , ik} ⊂ {1, 2, . . . , n} and φ(x, t) ∈ C∞

0 (Rn+1),

Ti1 · · ·Tik
u ∈ Hm

loc or u ∈ Hm,k
loc .

In addition,

||φTi1 · · ·Tik
u||m ≤ C||a||q

with the constant C depending on ||σ0||p.
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3. Progressing wave expansion. Consider a problem related to the model
problem (1.1)(1.2)

(2 − ∇σ0 · ∇)v0 = δ(− n−1
2 )(t)δ(x) ,

v0 = 0, t < 0 .
(3.1)

Hadamard’s construction leads to the progressing wave expansion for v0,

v0 =
m−1∑
k=0

bk(x)Sk(t − r(x)) + Rm(x, t),(3.2)

where r(x) = |x|, S0(·) = H(·) is the Heaviside function, S′
k = Sk−1 (k ≥ 1), and {bk}

(k = 1, . . . , m − 1) solve the transport equations

2∇r · ∇b0 + (∆r + ∇r · ∇σ0)b0 = 0,(3.3)
2∇r · ∇bk + (∆r + ∇r · ∇σ0)bk = ∆bk−1 + ∇σ0 · ∇bk−1 .(3.4)

Moreover, the remainder term Rm satisfies

(2 − ∇σ0 · ∇)Rm = (∆ + ∇σ0 · ∇)bm−1Sm−1(t − r(x)) ,
Rm = 0 , t < 0 .

(3.5)

Away from the origin, Rm is more regular. We refer the reader to [8] or [7] for a
general discussion on the method of progressing wave expansions.

Similarly, integrating (1.6) in t gives

(2 − ∇σ0 · ∇)δv = ∇δσ · ∇v0 ,
δv = 0, t < 0 ,

(3.6)

where δu = ∂
n−1

2
t δv.

The progressing wave expansion for δv takes the following form:

δv =
m−1∑
k=0

hk(x)Sk(t − r(x)) + Rδ
m(x, t),(3.7)

where

2∇r · ∇h0 + (∆r + ∇r · ∇σ0)h0 = −b0∇δσ · ∇r,(3.8)
2∇r · ∇hk + (∆r + ∇r · ∇σ0)hk = (∆ + ∇σ0 · ∇)hk−1(3.9)

+∇δσ · (∇bk−1 − bk∇r)

and

(2 − ∇σ0 · ∇)Rδ
m = ∇δσ · ∇Rm + [∇δσ · ∇bm−1

+(∆ + ∇σ0 · ∇)hm−1]Sm−1(t − r(x)) ,
Rδ

m = 0, t < 0 .
(3.10)

Let us first simplify the transport equations by introducing two functions α and
α0 such that

∇r · ∇α0 = ∆r/2 and α = σ0/2 + α0 .



386 GANG BAO

It is obvious that away from the origin α is nothing more than a smooth perturbation
of σ0/2.

We can then rewrite the transport equations as

2∇r · ∇(b0e
α) = 0,(3.11)

2∇r · ∇(bkeα) = eα(∆bk−1 + ∇σ0 · ∇bk−1)(3.12)

and

2∇r · ∇(h0e
α) = −eαb0∇δσ · ∇r,(3.13)

2∇r · ∇(hkeα) = eα[(∆ + ∇σ0 · ∇)hk−1 + ∇δσ · (∇bk−1 − bk∇r)] .(3.14)

Let V denote the vector field ∇r·∇ and Char(∇r·∇) = {(x, ξ) ∈ T ∗(Rn), ∇r·ξ =
0}.

Lemma 3.1 (see [4, Lemma 4.1]). Assume that u is a smooth function with
supp(u) ⊂ {|x| > δ} for some δ > 0. Assume also that φ ∈ C∞

0 (Rn) with φ = 1 on Ω
and supp(φ) ⊂⊂ Ω′, where Ω and Ω′ are bounded open sets in Rn. Then there exist
a Q ∈ OPS0 which is elliptic on Char(V ), [Q, V ] ∈ OPS−∞, and φ′ ∈ C∞

0 (Rn),
φ′ > 0 on supp(φ), such that for s ∈ R the estimates

||u||s,Ω ≤ C||Qφ′V u||s,Ω′ + C||V u||s−1,Ω′ + C||u||τ,Ω′ ,(3.15)
||Qφu||s,Ω ≤ C||QφV u||s,Ω + C||u||τ,Ω′(3.16)

hold for any τ ∈ R, where the constants are independent of u.
Proposition 3.2 (see [4, Theorem 4.1]). Suppose Ω is a bounded open subset of

Rn. Then for i = 0, 1, . . . , m − 1,

||bi||k,Ω ≤ Ci,k,

where the constants Ci,k depend on ||σ0||si+2i with si > n/2 + 1, si ≥ k.
Lemma 3.3. Suppose that Ω is a bounded open subset of Rn. Then for i =

0, 1, . . . , m − 1,

||hi||k,Ω ≤ C||δσ||k+2i+1,

where the constant depends on ||σ0||p+2i with p > n/2 + 1 and p ≥ k.
Remark. An alternative way to write the equation (3.13) is

∇r · ∇(2h0e
α + eαb0δσ) = ∇r · ∇(eαb0)δσ.

Thus the right-hand side involves the first-order derivative of b0 but no derivative of
δσ. Using this fact, similar estimates will then yield that

||hi||k,Ω ≤ C||δσ||k+2i,

but the constant C depends on ||σ0||p+2i+1 with p > n/2 and p ≥ k.
The proof of Lemma 3.3 may be given by applying Lemma 3.1 and the regularity

result for bi (Proposition 3.2) to the energy estimates of hi by using the assumption
that δσ = 0 near {xn = 0}. We shall omit the proof.
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4. On the differentiability. Here we shall prove Theorem 1.2. The proof of
Theorem 1.3 may be given by repeating the same arguments and using the remark
after Lemma 3.3. Also, we shall omit the proof of Theorem 1.1 since it also follows
the same arguments.

Due to the consideration of the simple principal part in the progressing wave
expansions, we integrate (1.10) in t to get

(2 − ∇σ1 · ∇)(v − δv) = ∇δσ · ∇δv,
v − δv = 0, t < 0 ,

(4.1)

where ũ = ∂
n−1

2
t v, δu = ∂

n−1
2

t δv, and v0 solves

(2 − ∇σ0 · ∇)v0 = δ(− n−1
2 )(t)δ(x) ,

v0 = 0, t < 0 .
(4.2)

Then, for l ∈ R,

||F (σ1) − F (σ0) − DF (σ0)δσ||l = ||(φ(ũ − δu)) |xn=0 ||l(4.3)
≤ C||(φ(v − δv)) |xn=0 ||l1 ,

where l1 denotes [l + (n − 1)/2]. In this way, we have reduced the continuity analysis
to a time-like trace regularity estimate for v − δv.

Since φ ∈ C∞
0 is supported near the time-like trace surface {xn = 0}, a trace

regularity result [2, Theorem 3.1] implies that

||φ(v − δv)|xn=0||l1 ≤ C||φ0(v − δv)||l1 ,(4.4)

where C depends on the H l1+1-norm of σ1 and φ0 ∈ C∞
0 supported near supp(φ).

Thus the estimate of ||φ(v−δv)|xn=0||l1 may be reduced to estimating ||φ0(v−δv)||l1 .
Because of the assumptions that δσ is supported away from {xn = 0} and φ0

is supported near the time-like surface, a result in [4, Proposition 6.1] implies that
it suffices to estimate the t-derivatives of v − δv. We study the regularity of v − δv
through a dual problem. It is then convenient to look at the symmetric form. For
ρ1(x) = e−σ1 ,

21(v − δv) =
[

1
ρ1

∂2
t − ∇ ·

(
1
ρ1

∇
)]

(v − δv) =
1
ρ1

∇δσ · ∇δv ,

v − δv = 0, t < 0 .
(4.5)

Introduce a dual problem to (4.5)

2′
1w =

[
1
ρ1

∂2
t − ∇ ·

(
1
ρ1

∇
)]

w = Ψ ,

w = 0, t � T0 ,
(4.6)

where Ψ ∈ C∞
0 (Ω0) with Ω0 ⊆ {|xn| < ε} ∩ {t ∈ (0, T0), t > |x| + ε} for some ε > 0.

Thus to obtain

||∂l1
t (v − δv)||0,Ω0 ≤ C||δσ||τ+1 ||δσ||l1 ,(4.7)

it suffices to show that for any Ψ ∈ C∞
0 (Ω0)

|(∂l1
t (v − δv),Ψ)| ≤ C||δσ||τ+1||δσ||l1 ||Ψ||0 .(4.8)
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Integration by parts gives

(∂l1
t (v − δv),Ψ) = (ρ−1

1 ∇δσ · ∇∂l1
t δv, w)

= (ρ−1
1 ∇δσ · ∇δv, ∂l1

t (φ1w)),(4.9)

where φ1 ∈ C∞
0 (Rn+1), φ1 is supported in a small neighborhood of supp(w) ∩

supp(∇δσ · ∇∂l1
t δv), and φ1 = 1 on supp(w) ∩ supp(∇δσ · ∇∂l1

t δv).
Construct Q0, Q1, and Q2 ∈ OPS0 such that

• supp(q0) is strictly contained in the light cone {t ≥ r(x)}; q1 and q2 are
supported near the light cone;

• ES(Q1) ⊆ a conic neighborhood of Char(∂t + ∇r · ∇);
• ES(Q2) ⊆ {ω + ∇r · ξ 6= 0};
• Q0 + Q1 + Q2 = I.

Hence

∂l1
t (φ1w) = ∂l1

t Q0(φ1w) + ∂l1
t Q1(φ1w) + ∂l1

t Q2(φ1w) .

Therefore

(∂l1
t (v − δv),Ψ) = E0 + E1 + E2 ,(4.10)

where Ej = (ρ−1
1 ∇δσ · ∇δv, ∂l1

t Qj(φ1w)) for j = 0, 1, 2.
Integration by parts gives

|E0| =

∣∣∣∣∣∣
n∑

j=1

(ρ−1
1 ∂xj δσ∂xj δv, ∂l1

t Q0(φ1w))

∣∣∣∣∣∣
=

∣∣∣∣∣∣
∂l1

t δv,

n∑
j=1

∂xj φ2ρ
−1
1 ∂xj δσQ0(φ1w)

∣∣∣∣∣∣ ,

where φ2 ∈ C∞
0 (Rn+1) is supported strictly inside the light cone and φ2 = 1 on

supp(q0) ∩ supp(φ1).
Introduce another dual problem

2′
0U =

[
1
ρ0

∂2
t − ∇ ·

(
1
ρ0

∇
)]

U = −
n∑

j=1

∂xj

[
φ2

1
ρ1

∂xj δσQ0(φ1w)
]

,

U = 0 , t � T0 .

(4.11)

Then

|E0| = |(∂l1
t δv,2′

0U)| = |(∂l1
t δv,2′

0φ3U)| ,

where φ3 ∈ C∞
0 supported strictly inside the characteristic surface and φ3 = 1 on

supp(φ2).
Using the equation for δv, we have by integration by parts

|E0| = |(∇δσ · ∇∂l1
t v0, φ3U)|

=

∣∣∣∣∣∣
∂l1

t v0,
n∑

j=1

∂xj
(φ3U∂xj

δσ)

∣∣∣∣∣∣
≤ ||∂l1

t v0||

∥∥∥∥∥∥
n∑

j=1

∂xj
(φ3U∂xj

δσ)

∥∥∥∥∥∥ ,
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where the integral is over the set strictly inside the characteristic surface. It follows
from Lemma 2.3 that ||∂l1

t v0|| ≤ C with the constant C depending on ||σ0||s for
s > l1 + n/2.

Thus

|E0| ≤ C||φ3U∇δσ||1 ≤ C||φ3U ||1 ||δσ||s1+1

for some s1 > n/2.
Applying the method of energy estimates to the second dual problem yields further

that

||φ3U ||1 ≤ C||φ2ρ
−1
1 ∇δσQ0(φ1w)||1

≤ C||δσ||s1+1||φ1w||1
≤ C||δσ||s1+1||Ψ|| ,

where the constant C depends on ||ρ1||s1 .
Therefore

|E0| ≤ C||δσ||2s1+1||Ψ|| .(4.12)

We next estimate the term E1. According to the progressing wave expansion
(3.7),

∇δσ · ∇δv = −h0∇δσ · ∇r δ(t − r) + ∇δσ · ∇h0 H(t − r) + ∇δσ · ∇Rδ
1 ,(4.13)

where Rδ
1(x, t) solves

(2 − ∇σ0 · ∇)Rδ
1 = ∇δσ · ∇R1 + ∇δσ · ∇b0 + (∆ + ∇σ0 · ∇)h0 H(t − r(x)) ,

Rδ
1 = 0, t < 0 .

(4.14)

Consequently

E1 = (−ψρ−1
1 h0∇δσ · ∇r δ(t − r) + ψρ−1

1 ∇δσ · ∇h0 H(t − r), ∂l1
t Q1(φ1w))

+(φ1ρ
−1
1 ∇δσ · ∇Rδ

1, ∂
l1
t Q1(φ1w)),

with ψ ∈ C∞
0 (Rn), ψ(x) = 1 on the x-projection of supp(∇δσ·∇δv)∩supp(∂l1

t Q1(φ1w)).
Hence

|E1| ≤ |(−ψρ−1
1 h0∇δσ · ∇r, (∂l1

t Q1(φ1w))t=r)| + |(ψρ−1
1 ∇δσ · ∇h0, (∂l1−1

t Q1(φ1w))t=r)|
+|(φ1ρ

−1
1 ∇δσ · ∇Rδ

1, ∂
l1
t Q1(φ1w))| .

An application of the trace theorem yields that

|E1| ≤ ||ψh0ρ
−1
1 ∇δσ · ∇r|| ||Q1(φ1w)||l1+1/2 + ||ψρ−1

1 ∇δσ · ∇h0|| ||Q1(φ1w)||l1−1/2

+||φ1ρ
−1
1 ∇δσ · ∇Rδ

1|| ||Q1(φ1w)||l1 .

By the construction of Q1, the results on propagation of singularities (Lemmas 2.4
and 2.5) give that

||Q1φ1w||l1+1/2 ≤ C||Ψ||0 ,
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where C depends on ||σ1||p for p > l1 + (n − 1)/2. Hence

|E1| ≤ C(||ψh0∇δσ · ∇r|| + ||ψ∇δσ · ∇h0|| + ||φ1∇δσ · ∇Rδ
1||) ||Ψ||

≤ C||δσ||l1 ||ψh0||1||Ψ|| + C||φ1∇δσ · ∇Rδ
1|| ||Ψ||,

with C depending on ||σ1||s, s > l1 + (n − 1)/2.
Thus the problem has been reduced to estimate

||φ1∇δσ · ∇Rδ
1|| ≤ C||δσ||l1 ||φ̃1R

δ
1||1

for some φ̃1 ∈ C∞
0 (Rn+1).

From (4.14), the method of energy estimates gives

||φ̃1R
δ
1||1 ≤ C||δσ||s+1 ,

where s > n/2 and the constant C depends on ||σ0||s+1.
Therefore

|E1| ≤ C||δσ||s+1||δσ||l1 ||Ψ|| .(4.15)

We now estimate the term E2.
Since ∂t +∇r ·∇ is elliptic on ES(∂l1

t Q2), the calculus of ψ.d.o. implies that there
exists a ψ.d.o. Q̃2 of order zero such that

∂l1−i
t Q2 = (∂t + ∇r · ∇)l1−iQ̃2 + Ki for i = 0, 1, 2 ,(4.16)

where Ki are smoothing operators.
Once again, from the progressing wave expansion

∇δσ · ∇δv =
2∑

i=0

di(x)Si−1(t − r(x)) + ∇δσ · ∇Rδ
2(x, t) ,(4.17)

where S−1(t − r(x)) = δ(t − r(x)), S0(t − r(x)) = H(t − r(x)), S′
1 = H, and

d0 = −h0∇δσ · ∇r ,(4.18)
d1 = ∇δσ · ∇h0 − h1∇δσ · ∇r ,(4.19)
d2 = ∇δσ · ∇h1 .(4.20)

Here Rδ
2 solves the equation (3.10) with m = 2.

Denote T1 = ∂t + ∇r · ∇. We can then rewrite E2 as, for some ψ ∈ C∞
0 (Rn),

E2 =
2∑

i=0

(ψρ−1
1 diSi−1, ∂

l1
t Q2(φ1w)) + (φ1ρ

−1
1 ∇δσ · ∇Rδ

2, ∂
l1
t Q2(φ1w))

=
2∑

i=0

(ψρ−1
1 di, (∂l1−i

t Q2(φ1w))t=r) + (φ1ρ
−1
1 ∇δσ · ∇Rδ

2, ∂
l1
t Q2(φ1w)) .

Notice that

(∂l1−i
t Q2(φ1w))t=r = (∇r · ∇)l1−i(Q̃2(φ1w))t=r .
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We may use (4.16) and integration by parts to get

|E2| ≤
2∑

i=0

||(∇r · ∇ + ∆r)l1−i−1ψρ−1
1 di|| ||(T1Q̃2(φ1w))t=r)||

+||(T1 + ∆r)l1−1φ1ρ
−1
1 ∇δσ · ∇Rδ

2|| ||T1Q̃2(φ1w)||

≤ C

2∑
i=0

||ψρ−1
1 di||l1−i−1||Q̃2(φ1w)t=r||1 + ||(T1 + ∆r)l1−1φ1ρ

−1
1 ∇δσ · ∇Rδ

2|| ||φ1w||1 .

Applying the generalized Schauder’s lemma and the assumption that l1 − 1 > n/2 as
well as Lemma 3.3, we have from (4.18)–(4.20) that

||ψρ1
−1d0||l1−1 ≤ C||δσ||l1 ||ψ0h0||l1−1 ≤ C0||δσ||2l1 ,

||ψρ1
−1d1||l1−2 ≤ C||δσ||l1(||ψ1h0||l1−1 + ||ψ1h1||l1−2) ≤ C1||δσ||2l1 ,

||ψρ1
−1d2||l1−3 ≤ C||δσ||l1 ||ψ2h1||l1−2 ≤ C1||δσ||2l1 ,

where ψi ∈ C∞
0 (Rn). By Lemma 3.3, the constants C0 and C1 depend on ||σ0||s0 and

||σ0||s1 , respectively, where s0 > n/2, s1 > 2 + n/2 and s0 ≥ l1 − 1, s1 ≥ l1. The
constants also depend on ||σ1||l1−1.

Since ES(Q̃2) ⊂ {ω + ∇r · ξ 6= 0}, a trace regularity result (Corollary 2 in [1])
implies the existence of a φ′

1 ∈ C∞
0 (Rn+1) such that

||(Q̃2φ1w)t=r(x)||1 ≤ C||φ′
1w||1 ≤ C||Ψ||0 .

Therefore

|E2| ≤ C||δσ||2l1 ||Ψ|| + C||(T1 + ∆r)l1−1φ1∇δσ · ∇Rδ
2|| ||Ψ|| .(4.21)

Thus it suffices to estimate ||(T1 + ∆r)l1−1φ1∇δσ · ∇Rδ
2|| or essentially to estimate,

for φ ∈ C∞
0 (Rn+1),

||φT l1−1
1 ∇δσ · ∇Rδ

2|| .(4.22)

By Lipschitz’s formula, it is sufficient to estimate

l1−1∑
i=0

||φT l1−1−i
1 ∇δσ · T i

1∇Rδ
2||(4.23)

= ||φ∇δσ · T l1−1
1 ∇Rδ

2|| +
l1−2∑
i=0

||φT l1−1−i
1 ∇δσ · T i

1∇Rδ
2|| .

Note that although Rδ
2 ∈ H2

loc from the progressing wave expansion, the terms on
the right-hand side of the above expression are still well defined due to the conormal
properties of Rδ

2. We have by using the assumption l1 − 1 > n/2 and Schauder’s
lemma

||φ∇δσ · T l1−1
1 ∇Rδ

2|| ≤ C||δσ||l1 ||φT l1−1
1 ∇Rδ

2||.

An application of Lemmas 2.7 and 3.3 yields that Rδ
2 ∈ H1,l1−1

loc and

||φT l1−1
1 ∇Rδ

2|| ≤ C||δσ||q
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with q > l1 + 4 + n/2 and the constant C depending on ||σ0||l1+3.
Thus

||φ∇δσ · T l1−1
1 ∇Rδ

2|| ≤ C||δσ||q||δσ||l1 .

To estimate the second term on the right-hand side of (4.24) requires a different
approach. We shall show that φT i

1∇Rδ
2 (0 ≤ i ≤ l1 − 2) is bounded by C||δσ||τ+1.

Indeed if this is the case, then

l1−2∑
i=0

||φT l1−1−i
1 ∇δσ · T i

1∇Rδ
2|| ≤ C

l1−2∑
i=0

||T l1−1−i
1 ∇δσ|| ||δσ||l1

≤ C||δσ||τ+1||δσ||l1 .

According to Proposition 2.6, it suffices to show that for some integer s > (n − 1)/2

Rδ
2 ∈ H2,s+l1−2

loc .

This can be done by an application of Lemmas 2.7 and 3.3. In fact, by applying
Lemma 2.7 and Proposition 2.6 to the equation (3.10) (for m = 2), the term φT i

1∇Rδ
2

is bounded by

C(||φ∇δσ · ∇R2||q + ||ψ∇δσ · ∇b1 + ψ(∆ + ∇σ0 · ∇)h1||q),

where the constant depends on ||σ0||p with p ≥ s + l1 and p > s + l1 + n/2 − 1, and
q ≥ s + l1 − 1, q > s + l1 + n/2 − 2 for φ, ψ ∈ C∞

0 . We then use Lemma 3.3 and the
regularity result for b1 (Proposition 3.2) to obtain that

|φT i
1∇Rδ

2| ≤ C||δσ||q+5,

where the constant depends on ||σ0||q+4 with q + 4 > l1 + [(n − 1)/2] + n/2 + 2.
Combining the discussions above, we finally obtain

|E2| ≤ C||δσ||τ+1||δσ||l1 ||Ψ||(4.24)

with the constant C depending on ||σ0||τ .

5. Continuity of the linearized map. We now sketch the proof of Theorem
1.4. From the definition of the linearized forward map (1.7), we have

[DF (σ1) − DF (σ0)](η) = (φ(δu1 − δu0))|xn=0 ,

where for i = 0, 1

(2 − ∇σi · ∇)δui = ∇η · ∇ui ,
δui = 0 t < 0 .

(5.1)

Thus

||[DF (σ1) − DF (σ0)](η)||l ≤ ||(φ(δu1 − δu0))|xn=0||l
≤ C||(φ(δv1 − δv0))|xn=0||l1 ,(5.2)

where δui = ∂
[(n−1)/2]
t δvi,

(2 − ∇σi · ∇)δvi = ∇η · ∇vi ,
δvi = 0, t < 0 ,

(5.3)
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and

(2 − ∇σi · ∇)vi = δ(− n−1
2 )(t)δ(x) ,

vi = 0, t < 0 .
(5.4)

From (5.3), similar to (4.5), we have (ρ1(x) = e−σ1)

21(δv1 − δv0) = ρ−1
1 ∇η · ∇(δv1 − δv0) − ρ−1

1 ∇(σ1 − σ0) · ∇δv0 ,(5.5)
δv1 − δv0 = 0.(5.6)

Once again, by considering the dual problem (4.6), we wish to estimate

|(∂l1
t (δv1 − δv0),Ψ)|/||Ψ||0 .

Formal integration by parts yields

(∂l1
t (δv1 − δv0),Ψ) = (ρ−1

1 ∇η · ∂l1
t (v1 − v0) − ρ−1

1 ∇(σ1 − σ0) · ∇∂l1
t δv0, w)

= (ρ−1
1 ∇η · ∇(v1 − v0), ∂l1

t (φ1w)) − (ρ−1
1 ∇η · ∇δv0, ∂

l1
t (φ1w)).(5.7)

It suffices to estimate the terms in (5.7). The second term may be estimated the same
way as in section 4. We obtain

|(ρ−1
1 ∇η · ∇δv0, ∂

l1
t (φ1w))| ≤ C||σ1 − σ0||l1 ||η||τ+1 ||Ψ||0 .(5.8)

To estimate the first term, recall that v1 − v0 solves

(2 − ∇σ1 · ∇)(v1 − v0) = ∇(σ1 − σ0) · ∇v0 ,
v1 − v0 = 0, t < 0 .

(5.9)

Hence similar estimates as in section 4 yield

|(ρ−1
1 ∇η · ∇(v1 − v0), ∂l1

t (φ1w))| ≤ C||η||l1 ||σ1 − σ0||τ+1 ||Ψ||0 .(5.10)

Theorem 1.4 may be proved by combining (5.7)–(5.10).
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Abstract. In this paper, we prove existence and uniqueness of the solution to the diffraction
problem of a plane electromagnetic field by a chiral curved layer covering a perfectly conducting
object. Approximative impedance conditions are given for thin chiral curved layers and optimal
error estimates are obtained.

Key words. integral equations, chiral media, approximative impedance conditions, Drude–
Born–Fedorov equations, error estimates
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1. Introduction. The interaction of electromagnetic fields at microwave fre-
quencies with the optically active chiral media has attracted the attention of the
electromagnetic community due to its potential applications in the field of antennas,
microwave devices, waveguide propagation, scattering, etc. The original investigations
of optical activity, or the effect of chirality on the polarization of light, also date back
to the nineteenth century. Arago [5], Biot [7], Cauchy [12], Pasteur [23], and Fresnel
[15] all examined optical activity in solid and liquid chiral medium. The concept of
chirality has also played an increasingly important role in chemistry (see Prelog [24]).
Chiral media can be characterized by a generalized set of constitutive relations in
which the electric and magnetic fields are coupled. The coupling strength is given
by the magnitude of a quantity known as the chirality admittance which determines
the bulk electromagnetic properties of these materials. In scattering applications it
may be possible to use chiral material to coat a scatterer and thus control its scat-
tering properties more efficiently than a dielectric coating due to the extra degree of
freedom offered by the presence of chiral parameter. Antennas coated with chiral ma-
terials may have significantly interesting radiation characteristics, and surface-relief
gratings constructed using chiral material may find application in integrated optics
and holography, for instance.

In this paper, we prove uniqueness and existence of the solution to the diffraction
problem by a layer of chiral material covering a perfectly conducting object. Assuming
that the thickness of the layer is sufficiently small compared to the wavelength of
the incident radiation, we derive impedance boundary conditions which can be used,
along with the radiation condition, to compute the scattered field without requiring
detailed modeling of the field quantities inside the chiral coating. This procedure
permits accurate numerical calculations of the scattered wave for chiral coatings as
in the achiral case [13]. The starting points of the present paper are the Maxwell
equations and the constitutive relations for the chiral layer. Different expressions
exist for the constitutive relations. The Drude–Born–Fedorov constitutive equations
are used here. For an interesting explanation of these equations and various physical
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aspects of the propagation inside chiral media, we refer to [14], [8], [9], [10], [6], [17],
[18], [20], [21], [22], [25], [16], and the references therein. It is noted that this list of
papers is by no means complete, but it is representative of the work that is presently
being conducted in this area. All these papers have come from physicists and the
engineering community. To our knowledge, the existence and the uniqueness of the
solution to the diffraction problem by a chiral layer has never been established. The
present paper is devoted to presenting some results and approaches dealing with the
rigorous scattering by a chiral medium.

2. Chirality and reduction of scattering. Let δ be a strictly positive param-
eter. Let Ωi ⊂ R3 be an open bounded set of class C∞, with Γ = ∂Ωi its boundary,
n the outward normal. Let Ωδ

1 be the chiral layer, Ωδ
2 = Ωe \ Ωδ

1, Γδ the interface
between the chiral material Ωδ

1 and the exterior domain Ωδ
2. We assume that Γδ is

parallel to the curve Γ. Let Ωδ
2,R = Ωδ

2 ∩ {r < R} and ΣR = {r = R}. For
x ∈ Ωe = R3 \ Ωi sufficiently close to Γδ, we denote by xΓδ the orthogonal projection
of x on Γδ, s = −(x − xΓδ) · n(xΓδ), where n(xΓδ) is the outward normal to Γδ.
(xΓδ , s) is a parameterization of the neighborhood of Γδ:

x(xΓδ , s) = xΓδ + s n(xΓδ).

The curve Γ is such that

Γ =
{

xΓδ − δn(xΓδ), xΓδ ∈ Γδ
}

.

Ω

Ω

Ω

δ

Γ

δ

i

2

1

Γδ

Fig. 2.1. The chiral layer.

We shall need some differential operators on the curve Γδ that we will introduce.
The normal vector on Γδ is the opposite of the gradient of the function s. We use this
property to define

n(x) = −−−→grad s(x) = n(xΓδ).

The mean curvature is defined as 2 c(xΓδ) = div n. We also introduce the family of
parallel curves Γδ

s :

Γδ
s =

{
x ∈ Ωe such that x = xΓδ + s n(xΓδ) , xΓδ ∈ Γδ

}
.

The vector field n is the field of the normal vectors to the curves Γδ
s. With any

function f defined on the curve Γδ, we associate the function f̃ defined for x near Γδ
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by

f̃(x) = f(xΓδ).

We also define ũ, for any smooth tangential vector field u on Γδ, as

ũ(xΓδ + sn(xΓδ)) = u(xΓδ) − sRu(xΓδ),

where R is the tensor of curvature at the point xΓδ . It is defined as R = −−→gradn. The
tangential gradient of the tangential field u is

−−→gradΓδ u = −−→grad ũ |Γδ .

This vector belongs to the tangent to the curve Γδ. For any smooth tangential vector
field u on Γδ, let us define divΓδ u as

divΓδ u = div ũ |Γδ .

Let −−→curlΓδ denote the tangential rotational operator on Γδ. It is such that

−−→curlΓδ u = −−→gradΓδ u ∧ n

for any function u defined on the curve Γδ. The scalar tangential rotational operator
is defined as

curlΓδ u = curl ũ · n |Γδ ,

where u is a tangential vector to Γδ and ũ(x) = u(xΓδ). It is well known that

curlΓδ u = divΓδ (u ∧ n).(2.1)

Finally, we recall the following formula.
Lemma 2.1. Let u be a smooth vectorial function defined in Ω; we have

τ0(div u) = divΓδuΓδ + 2 c(xΓδ) u · n + τ1(u . n)(2.2)

and

−−→gradΓδ(u · n) = τ1(uΓδ) + n ∧ curlu + R(uΓδ),(2.3)

where τ0 and τ1 are, respectively, the first and the second trace and uΓδ is the tangential
component of u.

Optical activity of the chiral layer Ωδ
1 of thickness δ can be explained by the direct

substitution of the Drude–Born–Fedorov constitutive equations
Dδ = εδ

(
Eδ + βδ−−→curlEδ

)
,

Bδ = µδ
(
Hδ + βδ−−→curlHδ

)(2.4)

into Maxwell’s equations { −−→curlEδ = iω Bδ,

−−→curlHδ = −iω Dδ.
(2.5)
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It follows that the equivalent monochromatic constitutive relations
(
1 − (kδβδ)2

)
Dδ = εδEδ +

iβδ

ω
(kδ)2 Hδ,(

1 − (kδβδ)2
)

Bδ = µδHδ − iβδ

ω
(kδ)2 Eδ,

(2.6)

where the function εδ is the electric permittivity, µδ is the magnetic permeability, βδ

is the chirality admittance, and

kδ = ω
√

εδ µδ(2.7)

is simply a shorthand notation and does not represent any wavenumber inside the
chiral medium. Throughout what follows we assume that |kδβδ| 6= 1. We also assume
that εδ = ε2, µ

δ = µ2, and βδ = 0 outside the chiral layer Ωδ
1 where ε2 and µ2 are two

strictly positive constants. Now, combining (2.5) and (2.6) gives
−−→curlEδ = (γδ)2 βδEδ + iωµδ

(
γδ

kδ

)2

Hδ,

−−→curlHδ = (γδ)2 βδ Hδ − iωεδ

(
γδ

kδ

)2

Eδ.

(2.8)

In these equations, the parameter γδ is defined as

(γδ)2 =
(kδ)2

1 − ( kδ βδ )2
.(2.9)

We are interested in the scattering problem for a plane incident field Ein defined as
Ein(x) = p ei ω q . x, where the vectors p, q ∈ R3 must satisfy q . q = µ2ε2 and q . p =
0. Then the pair (Ein,

−−→curlEin/iωµ2) satisfies the Maxwell equations in Ωδ
2 and our

scattering problem can be formulated as follows.

−−→curl
1
µδ

(1 − ω2εδµδ(βδ)2) −−→curlEδ − ω2 βδεδ−−→curlEδ − ω2 −−→curl (βδεδ) Eδ

−ω2 εδ Eδ = 0 in Ωe,

n ∧ Eδ = 0 on Γ,

Eδ − Ein satisfies the classical radiation condition.

(2.10)

3. Uniqueness and existence results for the diffraction problem by the
chiral layer. This section is devoted to proving the existence and uniqueness of a
field Eδ satisfying the equations (2.10). We use the technique of boundary integral
equations. We shall reduce the Drude–Born–Fedorov equations (2.10) to a boundary
integral equation on Γδ,h = {x = (xΓδ , s = h)}. First, we consider the following
boundary-value problems:

−−→curl
1
µδ

(1 − ω2εδµδ(βδ)2) −−→curl eδ − ω2 βδεδ−−→curl eδ − ω2 −−→curlβδεδ eδ

−ω2 εδ eδ = 0 in Ωδ,h
1 ,

n ∧ eδ = 0 on Γ,

n ∧ eδ = gδ on Γδ,h =
{

x = (xΓδ , s = h)
}

,

(3.1)
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and 
−−→curl−−→curlvδ − ω2 ε2µ2 vδ = 0 in Ωδ,h

2 ,

n ∧ vδ = gδ on Γδ,h( = ∂Ωδ,h
2 ),

vδ satisfies the outgoing radiation condition at infinity,

(3.2)

where

gδ ∈ TH1/2(div,Γδ,h) =
{

c ∈ (H1/2(Γδ,h))3, n · c = 0 on Γδ,h,divΓδ,h c ∈ H1/2(Γδ,h)
}

is a known vector field. h is an arbitrarily strictly positive constant which must
be small enough. Ωδ,h

1 and Ωδ,h
2 are given by Ωδ,h

1 = {(xΓδ , s), 0 < s < h}, and

Ωδ,h
2 = R3 \ Ωδ,h

1 ∪ Ωi.

Ω

Ω

Ω

δ

δ

i

2

,

1

Γδ

Γ

h,

h,

Γδ h

Fig. 3.1. The chiral layer.

The weak form of the Drude–Born–Fedorov equations (3.1) in a neighborhood of
the interface Γδ gives the following jump relations on Γδ:

(
eδ
1 − eδ

2

)
∧ n = 0,(−−→curl eδ

1 − µ1

µ2

−−→curl eδ
2

)
∧ n = 0,

(3.3)

where eδ
1 = eδ |Ωδ

1
and eδ

2 = eδ |Ωδ,h
1 \Ωδ

1
, if we assume that the jump of βδ across the

interface Γδ is null.
Let

Xδ =
{

H(−−→curl,Ωδ,h
1 ), wδ ∧ n = 0 on ∂Ωδ,h

1 = Γ ∪ Γδ,h
}

,

where

H(−−→curl,Ωδ,h
1 ) =

{
wδ ∈ (L2(Ωδ,h

1 ))3,−−→curlwδ ∈ (L2(Ωδ,h
1 )3

}
.

Let g̃δ be in (H1(Ωδ,h
1 ))3 such that n ∧ g̃δ = gδ on Γδ,h and n ∧ g̃δ = 0 on Γ. We

define ẽδ by

ẽδ = eδ − g̃δ.
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It is easily seen that

−−→curl
1
µδ

(1 − ω2εδµδ(βδ)2) −−→curl ẽδ − ω2 βδεδ−−→curl ẽδ − ω2 −−→curlβδεδ ẽδ − ω2 εδ ẽδ

= −−−→curl
1
µδ

(1 − ω2εδµδ(βδ)2) −−→curl g̃δ + ω2 βδεδ−−→curl g̃δ + ω2 −−→curlβδεδ g̃δ

+ω2 εδ g̃δ in (D′(Ωδ,h
1 ))3,

(3.4)

where D′(Ωδ,h
1 ) is the space of all distributions in Ωδ,h

1 . If we multiply (3.4) by a test
function vδ ∈ Xδ, integrate over Ωδ,h

1 , and use integration by parts and the jump
relations (3.3), we obtain∫

Ωδ,h
1

1
µδ

(1 − ω2εδµδ(βδ)2) −−→curl ẽδ · −−→curl vδ + ω2
∫

Ωδ,h
1

βδεδ−−→curl ẽδ · vδ

−ω2
∫

Ωδ,h
1

βδεδ ẽδ · −−→curl vδ − ω2
∫

Ωδ,h
1

εδ ẽδ · vδ

= −
∫

Ωδ,h
1

1
µδ

(1 − ω2εδµδ(βδ)2) −−→curl g̃δ · −−→curl vδ − ω2
∫

Ωδ,h
1

βδεδ−−→curl g̃δ · vδ

+ω2
∫

Ωδ,h
1

βδεδ g̃δ · −−→curl vδ + ω2
∫

Ωδ,h
1

εδ g̃δ · vδ.

(3.5)

Our variational problem is then to find the vector field eδ ∈ H(−−→curl,Ωδ,h
1 ) such that

(3.5) holds for all vδ ∈ Xδ. Because the injection Xδ ↪→ (L2(Ωδ,h))3 is not compact,
we cannot apply the Fredholm theory to (3.5) to show the existence and uniqueness of
a solution of this problem in Xδ. We shall prove Lemma 3.1 by using the generalized
Lax–Milgram lemma of Babuška and Brezzi [11]. We discuss the unique solvability of
(3.5) and (3.2). We may state and prove the following results.

Lemma 3.1. Assume that (3.1) has at most one solution. Then the variational
problem (3.5) has a unique solution in H(−−→curl,Ωδ,h

1 ).
Lemma 3.2. The boundary-value problem (3.2) has a unique solution in H1,loc(Ωδ,h

2 ).
It is well known that (3.2) has exactly one solution (cf. [2] for instance). Now,

our aim is to sketch a proof of Lemma 3.1. By essentially the same arguments as
in Abboud [1], we can establish the Fredholm alternative for the variational problem
(3.5). We seek for eδ ∈ H(−−→curl,Ωδ,h

1 ) and we decompose it into a field and a gradient:

eδ = uδ + −−→gradpδ + g̃δ,(3.6)

where uδ ∈ H(−−→curl,Ωδ,h
1 ) satisfies

div ( εδ uδ − βδ εδ −−→curluδ) = 0 in Ωδ,h
1 ,(3.7)

uδ ∧ n = 0 on Γ ∪ Γδ,h and pδ ∈ H1
0 (Ωδ,h

1 ). (3.5) will lead to a saddle point problem
involving the form aδ defined as

aδ(uδ, wδ) =
∫

Ωδ,h
1

1
µδ

(1 − ω2εδµδ(βδ)2) −−→curluδ · −−→curlwδ

+ ω2
∫

Ωδ,h
1

βδ εδ uδ · −−→curlwδ

− ω2
∫

Ωδ,h
1

βδ εδ −−→curluδ · wδ − ω2
∫

Ωδ,h
1

εδ uδ · wδ
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for all wδ ∈ Xδ and the form bδ given as

bδ(wδ, qδ) = aδ(−−→gradqδ, wδ)

= ω2
∫

Ωδ,h
1

βδ εδ −−→gradqδ · −−→curlwδ − ω2
∫

Ωδ,h
1

εδ −−→gradqδ · wδ

for all wδ ∈ Xδ and qδ ∈ H1
0 (Ωδ,h

1 ). Now we show how to split the variational
problem (3.5) into two distinct equations. First, by multiplying (3.7) by q ∈ H1

0 (Ωδ,h
1 )

and integrating by parts over Ωδ,h
1 , we obtain

bδ(uδ, qδ) = 0 for all qδ ∈ H1
0 (Ωδ,h

1 ).

Second, multiplying (3.4) by w ∈ Xδ and integrating by parts over Ωδ,h
1 give by using

the decomposition (3.6) of the electric field eδ

aδ(uδ, wδ) + bδ(wδ, pδ) = −aδ(g̃δ, wδ) for all wδ ∈ Xδ.

Then, we obtain{
aδ(uδ, wδ) + bδ(wδ, pδ) = −aδ(g̃δ, wδ) for all wδ ∈ Xδ,

bδ(uδ, qδ) = 0 for all qδ ∈ H1
0 (Ωδ,h

1 ).
(3.8)

It is clear that there exist two strictly positive constants C1 and C2 such that

|aδ(uδ, uδ)| ≥ C1 ||−−→curluδ||2
(L2(Ωδ,h

1 ))3
− C2 ||uδ||2

(L2(Ωδ,h
1 ))3

.

It is easily shown that the form bδ satisfies the inf-sup condition: for each qδ in
H1

0 (Ωδ,h
1 ), it is clear that −−→grad qδ satisfies −−→gradqδ ∧ n = 0 on Γ ∪ Γδ and there exists

a strictly positive constant C3 such that

|bδ(−−→gradqδ, qδ)| ≥ C3 ||qδ||2
H1

0 (Ωδ,h
1 )

.

On the other hand, if we assume that −−→grad(βδεδ) ∈ (L∞(Ωδ,h
1 ))3 then the imbedding

N δ ↪→ (L2(Ωδ,h
1 ))3 is compact, where

N δ =
{

uδ ∈ H(−−→curl,Ωδ,h
1 ),div ( εδ uδ − βδ εδ −−→curluδ) = 0, uδ ∧ n = 0 on ∂Ωδ,h

1

}
is the kernel of the form bδ. Therefore, aδ is a compact perturbation of a coercive
form on the kernel N δ of bδ. It follows that the Fredholm alternative holds, and
then uniqueness implies existence of the solution of (3.8). In order to complete the
proof of Lemma 3.1 we should prove the following decomposition lemma which may
be considered as a generalization of the Hodge decomposition.

Lemma 3.3. Let ẽδ be in

Xδ =
{

vδ ∈ H(−−→curl,Ωδ,h
1 ), vδ ∧ n = 0 on ∂Ωδ,h

1 = Γδ,h ∪ Γ
}

.

Then, there exist uδ ∈ N δ and pδ ∈ H1
0 (Ωδ,h

1 ) such that

ẽδ = uδ + ∇ pδ in Ωδ,h
1 .(3.9)
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Proof. We define fδ by

fδ = εδβδ −−→curl ẽδ − εδ ẽδ.

ẽδ ∈ H(−−→curl,Ωδ,h) yields fδ ∈ (L2(Ωδ,h))3. It is well known that the transmission
problem 

div εδ ∇ ϕδ
c1,c2

= div fδ in Ωδ,h
1 ,

ϕδ
c1,c2

= c1 on Γδ,h,

ϕδ
c1,c2

= c2 on Γ

has a unique solution in H1(Ωδ,h) for any (c1, c2) ∈ C × C. Let pδ be defined by

pδ = ϕδ
0,0 ∈ H1

0 (Ωδ,h
1 )

and uδ given by

uδ = ẽδ − ∇ ϕδ
0,0.

It is clear that uδ is in N δ; so, the decomposition (3.9) holds.
Now, using Lemma 3.3, the uniqueness of a solution in H(−−→curl,Ωδ,h

1 ) to (3.1) gives
the uniqueness of a solution to (3.8). The proof of Lemma 3.1 is then over.

Throughout what follows we assume that there exists h > 0 such that 0 is not an
eigenvalue of the Drude–Born–Fedorov operator

−−→curl
1
µδ

(1 − ω2εδµδ(βδ)2) −−→curl · −ω2 βδ εδ −−→curl · −ω2 −−→curlβδ εδ · −ω2 εδ · in Ωδ,h
1

with the boundary condition n ∧ · = 0 on Γδ,h ∪ Γ. The existence of such h can be
verified, but it is not our purpose here.

Now, in order to reduce the diffraction problem by a chiral layer covering a per-
fectly conducting object to a boundary integral equation on Γδ,h, we consider the two
pseudodifferential operators on Γδ,h defined as

T1(β, ω) : gδ ∈ TH1/2(div,Γδ,h) 7−→ −−→curl eδ ∧ n ∈ TH1/2(div,Γδ,h),(3.10)

where eδ is the unique solution of (3.1), and

T2(ω) : gδ ∈ TH1/2(div,Γδ,h) 7−→ −−→curl vδ ∧ n ∈ TH1/2(div,Γδ,h),(3.11)

where vδ is the unique solution of (3.2) satisfying the radiation condition. We
have to show that T1(β, ω) (gδ) and T2(ω) (gδ) are in TH1/2(div,Γδ,h) for all gδ in
TH1/2(div,Γδ,h). Let us define hδ in Ωδ,h

1 by

−−→curl eδ = (γδ)2 βδ eδ + iω µδ

(
γδ

kδ

)2

hδ.

(3.1) yields a magnetic boundary-value problem for hδ, and a solution can be found
through a variational method similar to (3.5). eδ and hδ are in (H1(Ωδ,h

1 ∩ Ωδ,h′

2 ))3

for all 0 < h′ < h. By the trace theorem, we find that
−−→curl eδ ∧ n ∈ TH1/2(Γδ,h),
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and furthermore,

divΓδ,h

(−−→curl eδ ∧ n
)

= −−→curl−−→curl eδ · n

= ω2ε2µ2 eδ · n |Γδ,h ∈ H1/2(Γδ,h).

Similarly, we define wδ by

−−→curl vδ = iωµ2 wδ.

wδ is the unique outgoing solution of the Maxwell equations{ −−→curl−−→curlwδ − ω2ε2µ2 wδ = 0 in Ωδ,h
2 ,

iωµ2w
δ · n = divΓδ,h gδ ∈ H1/2(Γδ,h), on Γδ,h.

It is well known that, under the regularity assumption gδ ∈ H1/2(Γδ,h), vδ and wδ

are in (H1,loc(Ωδ,h
2 ))3. Thus we have

−−→curl vδ ∧ n = iωµ2 wδ ∧ n ∈ TH1/2(Γδ,h)

and

divΓδ,h

(−−→curl vδ ∧ n
)

= ω2ε2µ2 vδ · n |Γδ,h ∈ H1/2(Γδ,h).

The jump relations lead to the boundary integral equation

T1(β, ω)(gδ) − T2(ω)(gδ) = gin on Γδ,h,(3.12)

where

gin = T2(ω)(n ∧ Ein) − −−→curlEin ∧ n

and

gδ = n ∧ Eδ;

Eδ satisfies (2.10). Using Lemmas 3.1 and 3.2, it is clear that the unique solvability
of (2.8) is equivalent to the unique solvability of (3.12). To discuss existence and
uniqueness of solutions of (3.12) let us introduce the following operators:

L0 = T1(β = 0, ω) − T2(ω),

L1 = T1(β, ω) − T2(ω),

and

Lt = t L1 + (1 − t) L0 for all 0 ≤ t ≤ 1.

The diffraction problem of Maxwell’s equations by a layer of dielectric achiral material
has a unique solution (cf. [2]). Therefore, we have the following result.

Lemma 3.4. The operator L0 : TH1/2(div,Γδ,h) 7→ TH1/2(div,Γδ,h) is an iso-
morphism.
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Proof. First we prove the injectivity of the operator L0. Let g ∈ TH1/2(Γδ,h) be
a solution to

L0g = 0.(3.13)

Let E1 be the unique solution of the Maxwell equations
−−→curl

1
µδ

−−→curlE1 − ω2εδ E1 = 0 in Ωδ,h
1 ,

n ∧ E1 = 0 on Γ,

n ∧ E1 = g on Γδ,h.

Let E2 be given as the unique solution to the following problem:
−−→curl−−→curlE2 − ω2ε2µ2 E2 = 0 in Ωδ,h

2 ,

n ∧ E2 = g on Γδ,h,

E2 satisfies the outgoing radiation condition at infinity.

The field E2 is in (H1,loc(Ωδ
2))

3. We define the field E by

E =

{
E1 in Ωδ,h

1 ,

E2 in Ωδ,h
2 .

L0g = 0 implies that the jump of −−→curlE ∧ n across Γδ,h is null. It follows that the
field E satisfies the Maxwell equations

−−→curl
1
µδ

−−→curlE − ω2εδ E = 0 in Ωe,

n ∧ E = 0 on Γ,

E satisfies the outgoing radiation condition at infinity,

in a weak sense. We deduce from [2] that E = 0. Then, it follows that

g = n ∧ E|Γδ,h = 0.

Second, we verify the surjectivity of the operator L0. Let gin be in TH1/2(div,Γδ,h).
Let Ein ∈ (H1,loc(Ωδ,h

2 ))3 be defined as the unique solution of the following problem:
−−→curl−−→curlEin − ω2ε2µ2 Ein = 0 in Ωδ,h

2 ,

T2(ω)(n ∧ Ein) − −−→curlEin ∧ n = gin on Γδ,h,

Ein satisfies the downgoing radiation condition at infinity.

The uniqueness of Ein follows from the fact that the boundary condition

T2(ω)(n ∧ Ein) − −−→curlEin ∧ n = 0 on Γδ,h

implies (from the definition of the operator T2(ω)) that Ein satisfies the outgoing
radiation condition. But it also satisfies the downgoing radiation condition, and then
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it is a trivial solution. To show the existence of a solution, we make use of the
boundary integral equation method. If we make an ansatz for Ein in the form

Ein(x) = −ω
√

ε2µ2
−−→curl

∫
Γδ,h

a(y)
e−iω

√
ε2µ2|x−y|

4π|x − y| ds(y) in Ωδ,h
2 ,

where a is a vector in TH1/2(div,Γδ,h), we obtain that a satisfies the following integral
equation on Γδ,h:

−i

√
ε2

µ2
n ∧ −−→curl−−→curl

∫
Γδ,h

a(y)
(

e−iω
√

ε2µ2|x−y|

4π|x − y| +
eiω

√
ε2µ2|x−y|

4π|x − y|

)
ds(y) =

1
iωµ2

gin,

which is of Fredholm type. The existence of Ein follows then from the uniqueness.
From [2], the Maxwell system

−−→curlE = iωµδ H in Ωe,

−−→curlH = −iωεδ E in Ωe,

E − Ein satisfies the outgoing radiation condition at infinity

with the boundary condition E ∧ n = 0 on Γ has a unique solution

(E, H) ∈
(
H1,loc(O)

)3
×

(
H1,loc(O)

)3
for all O ⊂ Ωδ,h

2 .

By construction, the tangential field n ∧ E ∈ TH1/2(Γδ,h) satisfies

L0(n ∧ E) = −gin.

In order to complete the proof of this lemma, we should verify that divΓδ,h (n ∧ E)
is in H1/2(Γδ,h). Using the identity

divΓδ,h (n ∧ E) = −n · −−→curlE|Γδ,h ,

we obtain

divΓδ,h (n ∧ E) = −iωµ2 n · H ∈ H1/2(Γδ,h),

and then the proof is complete.
Our next result plays an important role in the proof of the existence and unique-

ness results for the Drude–Born–Fedorov equations (2.8).
Lemma 3.5.

=m (Lt g, n ∧ g) = 0 =⇒ g = 0 for all t ∈ [0, 1 ].(3.14)

Proof. Multiplying (3.1) by eδ and integrating by parts, we obtain

=m (T1(β, ω) gδ, n ∧ gδ) = 0.

Now, multiplying (3.2) by vδ and integrating by parts over Ωδ,h
2,R = Ωδ,h

2 ∩ {r < R}
yield

=m (T2(ω) gδ, n ∧ gδ) = =m
(

TR(ω)(n ∧ (n ∧ vδ) ), n ∧ (n ∧ vδ)
)
,
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where TR(ω) is the pseudodifferential operator on ΣR given by

−n ∧ (n ∧ vδ)|ΣR
7−→ −−→curl vδ ∧ n|ΣR

.

Here vδ is the solution to the Maxwell equations on Ωδ,h
2 satisfying the radiation

condition. From the property (cf. Appendix A)

=m (TR(ω)(n ∧ (n ∧ vδ)), n ∧ (n ∧ vδ)) = 0 =⇒ n ∧ vδ = 0

and by the Cauchy–Kowaleska uniqueness theorem, (3.14) holds for all t in
[0, 1].

We write the operator L1 as

L1 = L0+
(
T1(β, ω) − T1(β = 0, ω)

)
.

We show that equation (3.12) is uniquely solvable in TH1/2(div,Γδ,h).
Lemma 3.6. Assume that the Maxwell equations

−−→curl−−→curlu − ω2 ε2 µ2 u = 0 in Ωδ,h
1 ,

n ∧ u = 0 on Γ,

n ∧ u = 0 on Γδ,h

have only the trivial solution in (H1(Ωδ,h
1 ))3. Then the operator T1(β = 0, ω)−T1(β, ω)

is compact in TH1/2(div,Γδ,h).
Proof. Let g be in TH1/2(div,Γδ,h). We define v0 as the unique solution of

Maxwell’s equations 
−−→curl−−→curl v0 − ω2 ε2 µ2 v0 = 0 in Ωδ,h

1 ,

n ∧ v0 = 0 on Γ,

n ∧ v0 = g on Γδ,h

and v1 as the unique solution of the following boundary-value problem:

−−→curl
1
µδ

(1 − ω2εδµδ(βδ)2) −−→curl v1 − ω2 βδ εδ −−→curl v1

−ω2 −−→curlβδ εδ v1 − ω2 εδ v1 = 0 in Ωδ,h
1 ,

n ∧ v1 = 0 on Γ,

n ∧ v1 = g on Γδ,h.

Therefore, (
T1(β = 0, ω) − T1(β, ω)

)
g = −−→curl v ∧ n,

where v = v0 − v1. v satisfies
−−→curl−−→curl v − ω2 ε2 µ2 v = w in Ωδ,h

1 ,

n ∧ v = 0 on Γ,

n ∧ v = 0 on Γδ,h,
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where

w =

{
ω2ε2µ2v1 − 2(γ1)2β

−−→curl v1 − (γ1)2v1 in Ωδ
1,

0 in Ωδ,h
1 \ Ωδ

1.

Since w = 0 in a neighborhood of Γδ,h, it follows under the regularity assumption of
Γδ,h that

T1(β = 0, ω) = T1(β, ω) mod OPS−∞(Γδ,h)

(cf. [26]), so the proof of the lemma is over.
Since the operator L0 is invertible, the operator L1 from TH1/2(div,Γδ,h) into

itself satisfies then the Fredholm alternative. From the uniqueness Lemma 3.5, it
follows that the mapping L1 maps TH1/2(div,Γδ,h) onto TH1/2(div,Γδ,h). Thus, we
have the following theorem.

Theorem 3.7. The boundary-value problem (2.10) has a unique solution.
Proof. If E is a solution of (2.10) then n ∧ E ∈ TH1/2(div,Γδ,h) is a solution

of the integral equation L1 u = gin. Conversely, let g be the unique solution of the
above integral equation. Let E be defined by

E =

{
E1 in Ωδ,h

1 ,

E2 + Ein in Ωδ,h
2 ,

where E1 is the unique solution of

−−→curl
1
µδ

(1 − ω2εµδ(βδ)2) −−→curlE1 − ω2 βδ εδ −−→curlE1

−ω2 −−→curlβδ εδ E1 − ω2 εδ E1 = 0 in Ωδ,h
1 ,

n ∧ E1 = 0 on Γ,

n ∧ E1 = g on Γδ,h,

and E2 is the unique solution of Maxwell’s equations
−−→curl−−→curlvδ − ω2 ε2µ2 E2 = 0 in Ωδ,h

2 ,

n ∧ E2 = g on Γδ,h,

E2 satisfies the outgoing radiation condition at infinity.

It follows that E satisfies equations (2.10); the proof of the theorem is over.

4. Generalized impedance boundary conditions. In this section, we as-
sume that Ωδ

1 and Ωδ
2 are filled with materials in such a way that the magnetic per-

meability µδ satisfies

µδ =

{
µ1 in Ωδ

1,

µ2 in Ωδ
2,

(4.1)

the dielectric coefficient εδ satisfies

εδ =

{
ε1 in Ωδ

1,

ε2 in Ωδ
2,

(4.2)
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and the chirality admittance βδ satisfies

βδ =

{
β1 = β in Ωδ

1,

β2 = 0 in Ωδ
2,

(4.3)

where µ1, µ2, ε1, ε2 are positive constants such that µ1 6= µ2, ε1 6= ε2 and β is a real
constant.

Setting

Eδ
j = Eδ|Ωδ

j
, (j = 1, 2),

the equations (2.8) yield

−−→curl−−→curlEδ
1 − 2γ2

1 β
−−→curlEδ

1 − γ2
1 Eδ

1 = 0 in Ωδ
1(4.4)

and

−−→curl−−→curlEδ
2 − ω2 ε2 µ2 Eδ

2 = 0 in Ωδ
2.(4.5)

The weak form of the Maxwell equations in a neighborhood of Γδ gives the following
jump relations on Γδ:

(
Eδ

1 − Eδ
2

)
∧ n = 0,(−−→curlEδ

1 − 1
µc

−−→curlEδ
2

)
∧ n = β (γ1)2 Eδ

1 ∧ n,
(4.6)

where n is the normal to Γδ and µc defined by µc = µ2 (1 − ω2ε1µ1β
2)/µ1.

The purpose of this section is to derive approximative impedance conditions useful
to performing numerical calculations of the scattered field by the chiral layer. Our
program is as follows. First, we derive these approximative impedance conditions.
Then, we establish the existence and uniqueness of a solution Eδ to the Maxwell
equations in Ωδ

2 satisfying the radiation condition with these new boundary conditions
on Γδ. Finally, by using a simple continuity argument, error estimates between Eδ

2 −
Ein and Eδ are proved.

Using Lemma 2.1, it follows that

−−→curlEδ
1 ∧ n =

∂

∂s
Eδ

Γδ
s
− −−→gradΓδ

s
(Eδ

1 · n) + R(Eδ
Γδ

s
).(4.7)

The remarkable identity (2.1) yields

−−→curlHδ
1 · n = curlΓδ

s
Hδ

Γδ
s

= divΓδ
s
(Hδ

1 ∧ n).(4.8)

Since Eδ
1 ∧ n = 0 on Γδ, by integrating the identity (4.7) we obtain

Eδ
Γδ(xΓδ) =

∫ 0

−δ

−−→curlEδ
1 ∧ n ds +

∫ 0

−δ

−−→gradΓδ
s
(Eδ

1 · n) ds −
∫ 0

−δ

R(Eδ
Γδ

s
) ds.(4.9)

(2.8) gives

−−→curlEδ
1 ∧ n = (γ1)2 β Eδ

1 ∧ n + iωµ1

(
γ1

k1

)2

Hδ
1 ∧ n.(4.10)
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Combining (4.9) and (4.10) gives

Eδ
Γδ(xΓδ) = δ (γ1)2 β Eδ

1 ∧ n + iδ ωµ1

(
γ1

k1

)2

Hδ
1 ∧ n

+δ
−−→gradΓδ(Eδ

1(xΓδ) · n) + 0(δ2).

(4.11)

Now, from

divΓδ (Hδ
1 ∧ n) = (γ1)2β Hδ

1 · n − iωε1

(
γ1

k1

)2

Eδ
1 · n(4.12)

and

divΓδ (Eδ
1 ∧ n) = (γ1)2β Eδ

1 · n + iωµ1

(
γ1

k1

)2

Hδ
1 · n,(4.13)

it is easily seen that

Eδ
1 · n =

i

ωε1
divΓδ (Hδ

1 ∧ n) − β divΓδ (Eδ
1 ∧ n).(4.14)

It follows that

−n ∧ (n ∧ Eδ
2) = iδωµ1

(
γ1

k1

)2

Hδ
2 ∧ n +

iδ

ωε1

−−→gradΓδ divΓδ (Hδ
2 ∧ n)

−δβ
−−→gradΓδ divΓδ (Eδ

2 ∧ n) + 0(δ2).

(4.15)

In the case of achiral thin layer of dielectric material, (4.15) is reduced to the impedance
boundary condition obtained by Engquist and Nédélec [13]:

−n ∧ (n ∧ Eδ
2) = iδωµ1 Hδ

2 ∧ n +
iδ

ωε1

−−→gradΓδ divΓδ (Hδ
2 ∧ n) + 0(δ2).(4.16)

Our aim is to prove the existence and uniqueness of Eδ and Hδ solutions to the
Maxwell equations { −−→curl Eδ = iω µ2 Hδ in Ωδ

2,

−−→curlHδ = −iω ε2 Eδ in Ωδ
2,

(4.17)

with the new boundary conditions given as

n ∧ (n ∧ Eδ) + iδωµ1

(
γ1

k1

)2

Hδ ∧ n +
iδ

ωε1

−−→gradΓδ divΓδ (Hδ ∧ n)

−δβ
−−→gradΓδ divΓδ (Eδ ∧ n) = gδ on Γδ,

(4.18)

where gδ is a known smooth vector field and Eδ and Hδ satisfy the radiation condition
at infinity. First, we prove the following uniqueness result.

Lemma 4.1. Assume β = 0. Then, the Maxwell system (4.17) with the boundary
conditions (4.18) has at most one solution.
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Proof. Let Eδ and Hδ satisfy (4.17) with the following boundary conditions on
Γδ:

n ∧ (n ∧ Eδ) + iδωµ1 Hδ ∧ n +
iδ

ωε1

−−→gradΓδ divΓδ (Hδ ∧ n) = 0 on Γδ,(4.19)

and the radiation condition at infinity. Direct computation yields∫
Ωδ

2,R

|−−→curl Eδ|2 − ω2 ε2µ2

∫
Ωδ

2,R

|Eδ|2 + δω2µ1 µ2

∫
Γδ

|Hδ ∧ n|2

−δ µ2

ε1

∫
Γδ

|divΓδ (Hδ ∧ n)|2 + iω µ2

∫
ΣR

(Hδ ∧ n) · Eδ
= 0.

By taking the imaginary part in the above expression, we obtain

<e
( ∫

ΣR

(Hδ ∧ n) · Eδ
)

= 0.(4.20)

Classical arguments, based on the Cauchy–Kowaleska uniqueness theorem and the
well-known properties of the pseudodifferential operator TR(ω) (cf. Appendix A),
ensure that Eδ = 0 and Hδ = 0 in Ωδ

2,R, and the proof of the uniqueness of a solution
to (4.17) with the boundary conditions (4.19) is complete.

Lemma 4.1 provides a proof of the uniqueness of the solution to the Maxwell
system (4.17) with the approximative impedance condition written by Engquist and
Nédélec.

Lemma 4.2. The Maxwell system (4.17) with the boundary conditions

n ∧ (n ∧ Eδ) + iδωµ1

(
γ1

k1

)2

Hδ ∧ n +
iδ

ωε1

−−→gradΓδ divΓδ (Hδ ∧ n)

−δβ
−−→gradΓδ divΓδ (Eδ ∧ n) = 0 on Γδ

(4.21)

has nontrivial solutions only if µ1 belongs to a countable set of exceptional values.
Proof. We introduce the scalar three-dimensional fundamental solution corre-

sponding to ω as

Φ(x, y) =
eiω

√
ε2µ2|x−y|

4π|x − y| , x 6= y.

Let

uδ = Hδ ∧ n.

The electric field Eδ has the following integral representation:

Eδ(x) = − i

ωε2

−−→grad
∫

Γδ

Φ(x − y) divΓδ uδ(y) dγ(y)

−iωµ2

∫
Γδ

Φ(x − y) uδ(y) dγ(y)

+−−→curl
∫

Γδ

n(y) ∧ Eδ(y) Φ(x − y) dγ(y).

(4.22)
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From

−−→curl Eδ · n = −curlΓδ

(
n ∧ (n ∧ Eδ)

)
= iδ ω µ1

(
γ1

k1

)2

curlΓδ uδ,

we deduce that

n ∧ Eδ = iδωµ1

(
γ1

k1

)2

n ∧ uδ +
iδ

ωε1

−−→curlΓδ divΓδ uδ

+iδ2 β ω µ1

(
γ1

k1

)2 −−→curlΓδ curlΓδ uδ,

(4.23)

and then

divΓδ (n ∧ Eδ) = iδωµ1

(
γ1

k1

)2

divΓδ (n ∧ uδ).

We rewrite the approximative impedance conditions (4.21) as

n ∧ (n ∧ Eδ) + iδ ω µ1

(
γ1

k1

)2

uδ +
iδ

ωε1

−−→gradΓδ divΓδ (uδ)

−iδ2ωµ1β

(
γ1

k1

)2 −−→gradΓδ (divΓδ (uδ ∧ n)) = 0.

(4.24)

Now, multiplying (4.24) by vδ and integrating by parts on Γδ yields

∫
Γδ

Eδ(x) · vδ(x) dγ(x) = iδωµ1

(
γ1

k1

)2 ∫
Γδ

uδ(x) · vδ(x) dγ(x)

− iδ

ωε1

∫
Γδ

divΓδuδ(x) divΓδ vδ(x) dγ(x)

+iδ2 ωµ1

(
γ1

k1

)2

β

∫
Γδ

divΓδ vδ(x) divΓδ (uδ(x) ∧ n(x)) dγ(x).

From the integral representation (4.22) it is easily seen that

1
2

∫
Γδ

Eδ(x) · vδ(x) dγ(x) =
i

ωε2

∫
Γδ

∫
Γδ

Φ(x − y) divΓδ uδ(y) divΓδ vδ(x) dγ(y) dγ(x)

−iωµ2

∫
Γδ

∫
Γδ

Φ(x − y) uδ(y) · vδ(x) dγ(y) dγ(x)

+
∫

Γδ

( −−→curl
∫

Γδ

n(y) ∧ Eδ(y) Φ(x − y) dγ(y)
)

· vδ(x) dγ(x).

(4.25)
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Then, we obtain that

2i

ωε2

∫
Γδ

∫
Γδ

Φ(x − y) divΓδ uδ(y) divΓδ vδ(x) dγ(y) dγ(x)

−2iωµ2

∫
Γδ

∫
Γδ

Φ(x − y) uδ(y) · vδ(x) dγ(y) dγ(x)

+2
∫

Γδ

( −−→curl
∫

Γδ

n(y) ∧ Eδ(y) Φ(x − y) dγ(y)
)

· vδ(x) dγ(x)

= iδωµ1

(
γ1

k1

)2∫
Γδ

uδ(x) · vδ(x) dγ(x) − iδ

ωε1

∫
Γδ

divΓδuδ(x)divΓδ vδ(x) dγ(x)

+iδ2 ωµ1

(
γ1

k1

)2

β

∫
Γδ

divΓδ vδ(x) divΓδ (uδ(x) ∧ n(x)) dγ(x).

(4.26)

We seek uδ in TH1(Γδ) = {c ∈ (H1(Γδ))3, c . n = 0 } such that (4.26) holds for all
tangential fields vδ ∈ TH1(Γδ). We use the following decomposition of the space
TH1(Γδ).

Lemma 4.3. TH1(Γδ) = −−→gradΓδ H2(Γδ) ⊕ −−→curlΓδ H2(Γδ).

The proof of this lemma is exactly the same as in [19] for the space

TH−1/2(div,Γδ) =
{

c ∈ (H−1/2(Γδ))3, c · n = 0,divΓδ c ∈ H−1/2(Γδ)
}

.

We decompose the tangential fields uδ and vδ as follows:

{
uδ = −−→gradΓδ ψδ + −−→curlΓδ ϕδ,

vδ = −−→gradΓδ ψδ
t + −−→curlΓδ ϕδ

t .

(4.26) leads to the following equation:

iδ

ωε1

∫
Γδ

∆Γδ ψδ(x) ∆Γδ ψδ
t (x) dγ(x)

+
2i

ωε2

∫
Γδ

∫
Γδ

Φ(x − y) ∆Γδ ψδ(y) ∆Γδ ψδ
t (x) dγ(y) dγ(x)

−2iωµ2

∫
Γδ

∫
Γδ

Φ(x − y) −−→gradΓδ ψδ(y) · −−→gradΓδ ψδ
t (x) dγ(y) dγ(x)

−2iωµ2

∫
Γδ

∫
Γδ

Φ(x − y) −−→curlΓδ ϕδ(y) · −−→gradΓδ ψδ
t (x) dγ(y) dγ(x)

+2
∫

Γδ

(R(x) − 2c(x))
{∫

Γδ

(
iδωµ1 (−−−→curlΓδ ψδ(y) + −−→gradΓδ ϕδ(y))
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+
iδ

ωε1

−−→curlΓδ ∆Γδ ψδ(y)
)

Φ(x − y) dγ(y) ∧ n(x)
}

· −−→gradΓδ ψδ
t (x) dγ(x)

−iδ2ωµ1

(
γ1

k1

)2

β

∫
Γδ

(R(x) − 2c(x))
( ∫

Γδ

−−→curlΓδ ∆Γδ ϕδ(y)

Φ(x − y) dγ(y) ∧ n(x)
)

· −−→gradΓδ ψδ
t (x) dγ(x)

+iδωµ1

∫
Γδ

∫
Γδ

∂Φ
∂nx

(x − y) (−−−→curlΓδ ψδ(y) + −−→gradΓδ ϕδ(y)) · −−→curlΓδ ψδ
t (x) dγ(y) dγ(x)

+
iδ

ωε1

∫
Γδ

∫
Γδ

∂Φ
∂nx

(x − y) −−→curlΓδ ∆Γδ ψδ(y) · −−→curlΓδ ψδ
t (x) dγ(y) dγ(x)

−iδ2ωµ1

(
γ1

k1

)2

β

∫
Γδ

∫
Γδ

∂Φ
∂nx

(x − y) −−→curlΓδ ∆Γδ ϕδ(y) · −−→curlΓδ ψδ
t (x) dγ(y) dγ(x)

+iδ2ωµ1

(
γ1

k1

)2

β

∫
Γδ

∆Γδ ϕδ(x) ∆Γδ ψδ
t (x) dγ(x)

−iδωµ1

(
γ1

k1

)2 ∫
Γδ

−−→gradΓδ ψδ(x) · −−→gradΓδ ψδ
t (x) dγ(x) = 0.

By multiplying (4.23) by −−→curlΓδ ϕδ
t , integrating by parts, and using (4.25), we obtain

iδ2ωµ1

(
γ1

k1

)2

β

∫
Γδ

∆Γδ ϕδ(x) · ∆Γδ ϕδ
t (x) dγ(x)

−iδωµ1

∫
Γδ

−−→curlΓδ ϕδ(x) · −−→curlΓδ ϕδ
t (x) dγ(x)

=
2i

ωε2

∫
Γδ

∫
Γδ

Φ(x − y) ∆Γδ ψδ(y) ∆Γδ ϕδ
t (x) dγ(x) dγ(y)

−2iωµ2

∫
Γδ

∫
Γδ

Φ(x − y) (−−→gradΓδ ψδ(y) + −−→curlΓδ ϕδ(y)) · −−→gradΓδ ϕδ
t (x) dγ(x) dγ(y)

+2
∫

Γδ

(R(x) − 2c(x))
{∫

Γδ

(
iδωµ1 (−−−→curlΓδ ψδ(y) + −−→gradΓδ ϕδ(y))

+
iδ

ωε1

−−→curlΓδ ∆Γδ ψδ(y)
)

Φ(x − y) dγ(y) ∧ n(x)
}

· −−→curlΓδ ϕδ
t (x) dγ(x)

−iδ2ωµ1

(
γ1

k1

)2

β

∫
Γδ

(R(x) − 2c(x))
( ∫

Γδ

−−→curlΓδ ∆Γδ ϕδ(y)

Φ(x − y) dγ(y) ∧ n(x)
)

· −−→curlΓδ ϕδ
t (x) dγ(x)

−iδωµ1

∫
Γδ

∫
Γδ

∂Φ
∂nx

(x − y) (−−−→curlΓδ ψδ(y) + −−→gradΓδ ϕδ(y)) · −−→gradΓδ ϕδ
t (x) dγ(y) dγ(x)

− iδ

ωε1

∫
Γδ

∫
Γδ

∂Φ
∂nx

(x − y) −−→curlΓδ ∆Γδ ψδ(y) · −−→gradΓδ ϕδ
t (x) dγ(y) dγ(x)

+iδ2ωµ1

(
γ1

k1

)2

β

∫
Γδ

∫
Γδ

∂Φ
∂nx

(x − y) −−→curlΓδ ∆Γδ ϕδ(y) · −−→gradΓδ ϕδ
t (x) dγ(y) dγ(x).

Straightforward computations give that the system of the above two equations leads
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to a compact perturbation of the coercive form
1

ωε1

∫
Γδ

∆Γδ ψδ(x) ∆Γδ ψδ
t (x) dγ(x) δωµ1

(
γ1

k1

)2

β

∫
Γδ

∆Γδ ϕδ(x) ∆Γδ ψδ
t (x) dγ(x)

0 ωµ1δ

(
γ1

k1

)2

β

∫
Γδ

∆Γδ ϕδ(x) ∆Γδ ϕδ
t (x) dγ(x)


on H2(Γδ)/C × H2(Γδ)/C.

Now, we write the approximative impedance conditions (4.24) in the following
form:

n ∧ (n ∧ Eδ) + iδ ω uδ +
iδ

ωε1

−−→gradΓδ divΓδ (uδ)

−δβ
−−→gradΓδ (−−→curl Eδ · n) = −iδ ω

(
µ1

(γ1

k1

)2
− 1

)
uδ.

(4.27)

The above computations show that uδ appears in (4.27) as an eigenvector of a compact
perturbation of an invertible operator and

−iδ ω
(
µ1

(γ1

k1

)2
− 1

)
is its eigenvalue. Since the operator

uδ 7−→ n ∧ (n ∧ Eδ) + iδ ω uδ +
iδ

ωε1

−−→gradΓδ divΓδ (uδ)

−δβ
−−→gradΓδ (−−→curl Eδ · n)

is independent of µ1, the proof of the uniqueness Lemma 4.2 is then over.
The proof of Lemma 4.2 also shows the existence of solutions to our boundary-

value problem. Now, we use the boundary integral equation method to obtain optimal
error estimates. We make an ansatz for Eδ and Hδ in the form

Eδ(x) = ω
√

ε2µ2
−−→curl

∫
Γδ

a(y) Φ(x, y) ds(y) in Ωδ
2,

Hδ(x) =
1

iωµ2

−−→curl Eδ(x) in Ωδ
2,

(4.28)

where a is a vector function in TH2(Γδ) = {c ∈ (H2(Γδ))3, c · n = 0}. From the
properties of Φ, we see that (Eδ,Hδ) satisfy the Maxwell equations (4.17) and the
radiation condition. The tangential components of Eδ and Hδ on Γδ take the form

n ∧ Eδ(x) = ω
√

ε2µ2 n ∧
∫

Γδ

−−→curlx(a(y) Φ(x, y)) ds(y)

+ω
2
√

ε2µ2 a(x), x ∈ Γδ,

n ∧ Hδ(x) = −i

√
ε2

µ2
n ∧ −−→curl−−→curl

∫
Γδ

a(y) Φ(x, y) ds(y), x ∈ Γδ.

(4.29)

The boundary conditions (4.29) for Eδ and Hδ will lead to an integral equation on Γδ

for the unknown vector a. In order to write it, we introduce the following boundary
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operators:

Q(a)(x) = n ∧ a(x), x ∈ Γδ,

M(a)(x) = n ∧ −−→curl
∫

Γδ

a(y) Φ(x, y) ds(y), x ∈ Γδ,

N(a)(x) = n ∧
∫

Γδ

a(y) Φ(x, y) ds(y), x ∈ Γδ,

P (a)(x) = n ∧ −−→curl−−→curl
∫

Γδ

a(y) Φ(x, y) ds(y), x ∈ Γδ.

Then, (4.18) leads to

1
2

δ β
√

ε2µ2
−−→gradΓδ divΓδ a − δ

ω

√
ε2

µ2

1
ωε1

−−→gradΓδ divΓδ Pa

+δ β
√

ε2µ2
−−→gradΓδ divΓδ Ma + δ µ1

(
γ1

k1

)2 √
ε2

µ2
Pa

+
√

ε2µ2

2
Qa +

√
ε2µ2 QMa = gδ ∈ TL2(curlΓδ ,Γδ),

(4.30)

where TL2(curlΓδ ,Γδ) = {c ∈ (L2(Γδ))3, c · n = 0, curlΓδ c ∈ H1(Γδ)}. Thus we
have the following theorem.

Theorem 4.4. The vector function a ∈ TH2(Γδ) is a solution of the integral
equation (4.30) if and only if the fields (Eδ,Hδ) satisfy the boundary conditions (4.18).

In order to discuss the solvability of the integral equation (4.30), we compute
−−→gradΓδ divΓδ P a,

−−→gradΓδ divΓδ M a, −−→gradΓδ divΓδ N a, curlΓδ P a and curlΓδ QM a. Di-
rect computation yields

−−→gradΓδ divΓδ P a = −−→gradΓδ divΓδ (a ∧ n) − ω2 √
ε2µ2

−−→gradΓδ divΓδ N a,

= −−→gradΓδ curlΓδ a − ω2 √
ε2µ2

−−→gradΓδ divΓδ N a,
(4.31)

−−→gradΓδ divΓδ M a = − ∂

∂s

(
n ∧

(
n ∧ −−→curl−−→curl

∫
Γδ

aΦ
))

+ ω2 ε2 µ2 n ∧ −−→curl
∫

Γδ

aΦ

−n ∧ −−→curl a,

= −i

√
µ2

ε2

∂

∂s

(
n ∧ (n ∧ Hδ)

)
+ ω

√
ε2 µ2 n ∧ Eδ − n ∧ −−→curl a,

(4.32)

−−→gradΓδ divΓδ N a = −−→gradΓδ

(−−→curl
∫

Γδ

aΦ · n
)
,

=
1

ω
√

ε2µ2

−−→gradΓδ(Eδ · n),
(4.33)

curlΓδ P a = curlΓδ

(
n ∧

(
R − 2c − ∂

∂n

)
{

− −−→gradΓδ

( ∫
Γδ

a(y) · (n(x) − n(y))Φ(x − y) ds(y)
)

−R
(
n ∧

(
n ∧

∫
Γδ

aΦ
))

+
∂

∂n

(
n ∧

(
n ∧

∫
Γδ

aΦ
))})(4.34)
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curlΓδ QM a = curlΓδ

(
n ∧

∫
Γδ

(R − 2c)(a ∧ n)Φ −
∫

Γδ

a ∧ n
∂Φ
∂nx

)
.(4.35)

Now, we write the integral equation (4.30) as follows:(
Lδ + Kδ

)
a = gδ,(4.36)

where

Lδ a =
1
2
δ β

√
ε2µ2

−−→gradΓδ divΓδ a − δ

ω

√
ε2

µ2

1
ωε1

−−→gradΓδ divΓδ (a ∧ n)(4.37)

and

Kδ a = δ
ε2

ε1

−−→gradΓδ divΓδ N a + δ β
√

ε2µ2
−−→gradΓδ divΓδ M a

+
√

ε2µ2 QM a + δ µ1

(
γ1

k1

)2 √
ε2

µ2
P a +

√
ε2µ2

2
Q a.

(4.38)

We treat this equation in the spaces

Lδ + Kδ : TH2(Γδ) 7−→ TL2(curlΓδ ,Γδ).

From (4.31)–(4.35), it is clear that curlΓδ Kδ a ∈ H2(Γδ) and

Kδ a ∈ TH1(Γδ) =
{

c ∈ (H1(Γδ))3, c · n = 0
}

for a ∈ TH2(Γδ). The operator Kδ is then compact between these spaces. We show
that the operator Lδ is an isomorphism from TH2(Γδ) onto TL2(curlΓδ ,Γδ). By using
the decomposition

a = −−→curlΓδ ϕ + −−→gradΓδ ψ,

the integral equation

Lδ a = gδ

is equivalent to the following elliptic system:
√

ε2µ2

2
∆Γδ ψ = −curlΓδ gδ ∈ H1(Γδ),√

ε2

µ2

δ

ω2ε1
∆2

Γδ ϕ = −1
2
δ β

√
ε2µ2 ∆2

Γδ ψ + divΓδ gδ ∈ H−1(Γδ),

which has a unique solution (ϕ, ψ) ∈ (H3(Γδ)/C)2. The integral equation Lδ a = gδ

then has a unique solution in TH2(Γδ).
Applying these results to (4.30) yields

a + (Lδ)−1 Kδa = (Lδ)−1 gδ,(4.39)

which is a Fredholm equation of the second kind in TH2(Γδ). Now, under the as-
sumption that µ is not is the set of exceptional values introduced in Lemma 4.2, we
can prove the following theorem.
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Theorem 4.5. There exists a unique solution to the integral equation (4.30) in
TH2(Γδ).

From Lemma 4.2 the boundary-value problem (4.17)–(4.18) itself has at most one
solution. To show the uniqueness of the solution to the integral equation (4.30), let
us consider a ∈ TH2(Γδ) a solution of (4.30) and define

Eδ(x) = ω
√

ε2µ2
−−→curl

∫
Γδ

a(y) Φ(x, y) ds(y) in Ωδ
2,

Hδ(x) =
1

iωµ2

−−→curl Eδ(x) in Ωδ
2.

Standard arguments state that Eδ and Hδ are solutions of the boundary-value problem
(4.17)–(4.18). Hence, there exists a unique solution to the integral equation (4.30) in
TH2(Γδ).

The uniform continuity of the operator ( (Lδ)−1 Kδ+I )−1 (Lδ)−1 from TL2(curlΓδ ,Γδ)
onto TH2(Γδ) with respect to δ gives the existence of a strictly positive constant C
independent of δ such that the unique solution of the equation (4.39) satisfies the
following estimate:

||a||TH2(Γδ) ≤ C ||gδ||TL2(curlΓδ ,Γδ).

From the integral representations (4.28), it is easily established that for each O ⊂⊂ Ωδ
2,

there exists a strictly positive constant C independent of δ such that

||Eδ||
H(

−−→curl,O)
+ ||Hδ||

H(
−−→curl,O)

≤ C ||a||TH2(Γδ).

Therefore, we obtain the following result.
Theorem 4.6. For each O ⊂⊂ Ωδ

2, there exists a positive constant C independent
of δ such that

||Eδ||
H(

−−→curl,O)
+ ||Hδ||

H(
−−→curl,O)

≤ C ||gδ||TL2(curlΓδ ,Γδ).(4.40)

Now, let Eδ,Hδ be the solution of the Maxwell equations with the new boundary
conditions corresponding to

gδ = n ∧ (n ∧ Ein) + iδωµ1

(
γ1

k1

)2

Hin ∧ n +
iδ

ωε1

−−→gradΓδ divΓδ (Hin ∧ n)

−δβ
−−→gradΓδ divΓδ (Ein ∧ n)

in (4.18) (Hin = −iω ε2
−−→curlEin). By Theorem 4.4, we obtain the following error

estimate.
Theorem 4.7. For each O ⊂⊂ Ωδ

2, there exists a positive constant C independent
of δ such that

||Eδ − Esc,δ
2 ||

H(
−−→curl,O)

+ ||Hδ − Hsc,δ
2 ||

H(
−−→curl,O)

≤ C δ2,(4.41)

where Esc,δ
2 = Eδ

2 − Ein and Hsc,δ
2 = Hδ

2 − Hin are the unique solutions of (2.8) in
Ωδ

2 satisfying the radiation condition at infinity.
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Proof. We first recall that the tangential component of the electric field on Γδ is
given by

Eδ
Γδ(xΓδ) = (γ1)2 β

∫ 0

−δ

Eδ
1 ∧ n ds + iωµ1

(
γ1

k1

)2 ∫ 0

−δ

Hδ
1 ∧ n ds

+
i

ωε1

∫ 0

−δ

−−→gradΓδ
s

divΓδ
s
(Hδ

1 ∧ n) ds − iβ

∫ 0

−δ

−−→gradΓδ
s

divΓδ
s
(Eδ

1 ∧ n) ds

−
∫ 0

−δ

R(Eδ
Γδ

s
) ds.

Let us define {
eδ = Eδ − Esc,δ

2 ,

hδ = Hδ − Hsc,δ
2 .

It is clear that (eδ, hδ) satisfy the Maxwell equations{ −−→curl eδ = iω µ2 hδ in Ωδ
2,

−−→curlhδ = −iω ε2 eδ in Ωδ
2,

with the boundary conditions given by

n ∧ (n ∧ eδ) + iδωµ1

(
γ1

k1

)2

hδ ∧ n +
iδ

ωε1

−−→gradΓδ divΓδ (hδ ∧ n)

−δβ
−−→gradΓδ divΓδ (eδ ∧ n) = wδ on Γδ,

where

wδ =
i

ωε1

( ∫ 0

−δ

−−→gradΓδ
s

divΓδ
s
(Hδ

1 ∧ n) ds − δ
−−→gradΓδ divΓδ (Hδ

1 (xΓδ) ∧ n)
)

−iβ
( ∫ 0

−δ

−−→gradΓδ
s

divΓδ
s
(Eδ

1 ∧ n) ds − δ
−−→gradΓδ divΓδ (Eδ

1(xΓδ) ∧ n)
)

−
∫ 0

−δ

R(Eδ
Γδ

s
) ds + (γ1)2β

∫ 0

−δ

Eδ
1 ∧ n ds

+iωµ1

(
γ1

k1

)2 ( ∫ 0

−δ

Hδ
1 ∧ n ds − δ Hδ

1 ∧ n
)
.

From Theorem 4.4, it follows that for each O ⊂⊂ Ωδ
2, there exists a positive constant

C independent of δ such that

||eδ||
H(

−−→curl,O)
+ ||hδ||

H(
−−→curl,O)

≤ C ||wδ||TL2(curlΓδ ,Γδ).(4.42)

Now, in order to prove the optimal error estimate (4.41), we should estimate the
following quantities:∣∣∣∣ ∫ 0

−δ

−−→gradΓδ
s

divΓδ
s
(Hδ

1 ∧ n) ds − δ
−−→gradΓδ divΓδ (Hδ

1 (xΓδ) ∧ n)
∣∣∣∣
TL2(curlΓδ ,Γδ)

,
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−δ

−−→gradΓδ
s

divΓδ
s
(Eδ

1 ∧ n) ds − δ
−−→gradΓδ divΓδ (Eδ

1(xΓδ) ∧ n)
∣∣∣∣
TL2(curlΓδ ,Γδ)

,

∣∣∣∣ ∫ 0

−δ

R(Eδ
Γδ

s
) ds |TL2(curlΓδ ,Γδ), |

∫ 0

−δ

Eδ
1 ∧ n ds

∣∣∣∣
TL2(curlΓδ ,Γδ)

,

and ∣∣∣∣ ∫ 0

−δ

Hδ
1 ∧ n ds − δ Hδ

1 ∧ n

∣∣∣∣
TL2(curlΓδ ,Γδ)

.

We need the following lemma.
Lemma 4.8. Let u be a smooth vectorial function defined in Ωδ

1. We have∣∣∣∣ ∫ 0

−δ

−−→gradΓδ
s

divΓδ
s
(u ∧ n) ds − δ

−−→gradΓδ divΓδ (u(xΓδ) ∧ n)
∣∣∣∣
TL2(curlΓδ ,Γδ)

≤ C δ2,

where C is a strictly positive constant independent of δ.
Formally, since the derivatives of the tangential components of the magnetic and

the electric field are bounded uniformly with respect to δ, it follows that there exists
a strictly positive constant C such that∣∣∣∣ ∫ 0

−δ

R(Eδ
Γδ

s
) ds

∣∣∣∣
TL2(curlΓδ ,Γδ)

≤ C δ2,

∣∣∣∣ ∫ 0

−δ

Eδ
1 ∧ n ds

∣∣∣∣
TL2(curlΓδ ,Γδ)

≤ C δ2,

and ∣∣∣∣ ∫ 0

−δ

Hδ
1 ∧ n ds − δ Hδ

1 ∧ n

∣∣∣∣
TL2(curlΓδ ,Γδ)

≤ C δ2.

Lemma 4.2 yields∣∣∣∣ ∫ 0

−δ

−−→gradΓδ
s

divΓδ
s
(Hδ

1 ∧ n) ds − δ
−−→gradΓδ divΓδ (Hδ

1 (xΓδ) ∧ n)
∣∣∣∣
TL2(curlΓδ ,Γδ)

≤ C δ2,

∣∣∣∣ ∫ 0

−δ

−−→gradΓδ
s

divΓδ
s
(Eδ

1 ∧ n) ds − δ
−−→gradΓδ divΓδ (Eδ

1(xΓδ) ∧ n)
∣∣∣∣
TL2(curlΓδ ,Γδ)

≤ C δ2.

The proof of the error estimate is then complete by using (4.42).
Finally, we note that the present method for obtaining the approximative imped-

ance conditions is quite general, and it is applicable to coatings with arbitrary consti-
tutive relations, such as dielectric layers with tensor permittivity and nonreciprocal
coatings. Multiple layers may also be handled in a systematic manner.
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5. Conclusions. In this paper, the diffraction problem by a chiral layer is formu-
lated. The existence and the uniqueness of a solution to this problem is proved except
for a possible discrete set of frequencies. In the case of a thin chiral layer, approxima-
tive impedance conditions are derived. The well-posedness of the new boundary-value
problem obtained from these equivalent boundary conditions is established, and opti-
mal error estimates between the unique solution of this new boundary-value problem
and the solution of the diffraction problem by the chiral layer are obtained.

Appendix A. Let (Y m
l )−l≤m≤l be an orthonormal sequence of spherical har-

monics of order l on the unit sphere Σ normalized such that∫
Σ

Y m
l · Y

m′

l′ = δm,m′

l,l′ .

The basis functions for tangential fields on ΣR are then

Gm
l =

1√
l(l + 1)

−−→gradΣ Y m
l and Rm

l = n ∧ Gm
l for − l ≤ m ≤ l, l ≥ 1.

The tangential vector fields Gm
l and Gm

l are an orthonormal basis on the unit sphere
(in the L2 inner product). The multipolar vector basis for Maxwell’s equations{ −−→curlE = iω µ2 H,

−−→curlH = −iω ε2 E
(A.1)

are given by 
Mm

j,l(x) = −−→curl
(
x h

(j)
l (k|x|) Y m

l

( x

|x|

))
,

Nm
j,l(x) =

1
ik

−−→curlMm
j,l(x),

(A.2)

where j ∈ {1, 2}, m = −l, . . . , l, l ≥ 1, k = ω
√

ε2µ2. h
(j)
l denotes the spherical Hankel

functions of the j kind and order l. It is well known that any solution of Maxwell’s
equations (A.1) satisfying the outgoing radiation condition can be written for |x| > R
in the form

E(x) =
∑
l≥1

l∑
m=−l

(
αm

l Nm
1,l(x) + βm

l Mm
1,l(x)

)
.(A.3)

In this appendix, we shall prove that if =m
∫
ΣR

(−−→curlE ∧ n) · E = 0 then E ≡
0 in |x| > R. We need to express

=m

∫
ΣR

(−−→curlE ∧ n
)

· E,

where E is a solution to Maxwell’s equations (A.1) satisfying the outgoing radiation
condition at infinity in terms of the coefficients of the expansions for E. Using the
expansion (A.3) we obtain

−−→curlE ∧ n =
∑
l≥1

l∑
m=−l

(√
l(l + 1) βm

l h
(1)
l (kR) Gm

l

( x

R

))

+
i

kR

∑
l≥1

l∑
m=−l

(√
l(l + 1) αm

l

{
h

(1)
l (kR) + kR(h(1)

l )′(kR)
}

Rm
l

( x

R

))
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on ΣR. Now, from the definitions of Gm
l and Rm

l , we show that

−n ∧
(
n ∧ Nm

1,l(x)
)

= − i

kR

√
l(l + 1)

(
h

(1)
l (kR)+kR(h(1)

l )′(kR)
)

Gm
l

( x

R

)
, on ΣR

and

−n ∧
(
n ∧ Mm

1,l(x)
)

= −
√

l(l + 1) h
(1)
l (kR) Rm

l

( x

R

)
on ΣR.

Direct computation yields∫
ΣR

(−−→curlE ∧ n
)

· E =
∑
l≥1

l∑
m=−l

l(l+1)
(
|αm

l |2+ |βm
l |2

)
=m

(
h

(1)
l (kR) (h(1)

l )′(kR)
)
.

From

=m h
(1)
l (kR) (h(1)

l )′(kR) < 0 for all l ≥ 1,

proved in [2], we obtain that

=m

∫
ΣR

(−−→curlE ∧ n
)

· E = 0 =⇒ E ≡ 0 in |x| > R.

Appendix B. For the convenience of the reader we summarize in this appendix
the vector identities used in this paper. Let Ω be a bounded domain with a smooth
boundary ∂Ω. n denotes its outward normal. Let u and v be two sufficiently smooth
vectorial functions defined in Ω and w on ∂Ω such that n · w = 0. We have∫

Ω

−−→curlu · v =
∫

Ω
u · −−→curl v −

∫
∂Ω

(
u ∧ n

)
·
(
n ∧ (n ∧ v)

)
.

−−→curl−−→curlu = −−→grad div u − ∆ u.

−−→curl−−→gradu = 0.

div −−→curlu = 0.

div∂Ω(u ∧ n) = n · −−→curlu|∂Ω.

∫
∂Ω

−−→grad∂Ω div∂Ω(u ∧ n) · (v ∧ n) = −
∫

∂Ω
div∂Ω(u ∧ n) div∂Ω (v ∧ n).

div∂Ω
−−→curl∂Ω w = 0.

−curl∂Ω
−−→curl∂Ω w = ∆∂Ω w = div∂Ω

−−→grad∂Ω w.

curl∂Ω
−−→grad∂Ω w = 0.
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div∂Ω (w ∧ n) = curl∂Ω w.

−−→curlu = curl∂Ω u∂Ω n + −−→curl∂Ω(u · n) + (R − 2c)(u ∧ n) − ∂

∂s
(u ∧ n),

where

u∂Ω = −n ∧ (n ∧ u).

−−→curl−−→curlu = (curl∂Ω
−−→curl∂Ω (u · n))n + div∂Ω (Ru∂Ω) n + div∂Ω

( ∂

∂n
u∂Ω

)
+−−→curl∂Ω curl∂Ω u∂Ω+

(
R − 2c − ∂

∂s

) (
− −−→grad∂Ω(u · n)

+Ru∂Ω +
∂

∂s
u∂Ω

)
.
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Abstract. In this paper, we consider a Lotka–Volterra competition model with diffusion which
describes the dynamics of the population of two competing species, and establish the bifurcation
structure of positive stationary solutions of the model. To do this, we shall employ the comparison
principle and the bifurcation theory and study the spatial profile of positive stationary solutions.

Key words. Lotka–Volterra competition model, comparison principle, bifurcation theory
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1. Introduction. In order to understand the mechanism of phenomena which
appear in various fields, we often use the system of reaction–diffusion equations{

ut = ε D ∆u + f (u), x ∈ Ω, t > 0,
∂
∂ν u = 0, x ∈ ∂Ω, t > 0,

(1.1)

with suitable initial condition, and discuss the existence of stationary solutions and
their stability properties, where u ∈ Rn, ε is a positive constant, D is a diagonal
matrix whose elements are positive, f : Rn → Rn is a smooth function, Ω is a
bounded domain in Rm with smooth boundary ∂Ω, and ν is the outward unit normal
vector on ∂Ω.

When n = 1 holds, it is comparatively easy to study the existence of stationary
solutions of (1.1) and their spatial profile by the analysis of motions in the phase plane,
because the so-called comparison principle holds. Furthermore, it is well known that
for suitable f(u), the global attractor A of (1.1) is represented as A = ∪e∈EWu(e),
where E is the set of stationary solutions of (1.1) and Wu(e) is an unstable manifold
of (1.1) at u = e (for example, see Chapter 4 in Hale [6]). This suggests that in order
to understand the precise asymptotic behavior of solutions of (1.1), it is important to
study the number of stationary solutions and their stability properties.

In general, the comparison principle does not always hold in case of n ≥ 2. This
leads to the considerable complexity for the study of the existence and stability of
stationary solutions of (1.1). In this paper, to approach the problem for n ≥ 2,
we consider a Lotka–Volterra competition model with diffusion which describes the
dynamics of the population u = (u, v) of two competing species, and assume the
nonlinearity f (u) = (f, g)(u) with

f(u) = u (1 − u − c v), g(u) = v (a − b u − v),

which is most simple in the framework of Lotka–Volterra competition models, where a,
b, and c are positive constants. We should note here that under the above nonlinearity,

∗Received by the editors June 28, 1996; accepted for publication (in revised form) January 6,
1997.
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†Department of Mathematics, Faculty of Education, Ehime University, Matsuyama 790, Japan
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the comparison principle holds for (1.1) with respect to the order relation �o which
will be defined in the next section.

Many authors have studied the existence and stability of positive stationary solu-
tions for a variety of Lotka–Volterra competition models including (1.1) (for instance,
see Dancer [3] and Gui and Lou [5]). For the asymptotic behavior of solutions of (1.1),
the following is well known (for example, see de Mottoni [4]):

(I) If a < min(b, 1/c), then limt→+∞ u(t, x) = (1, 0).
(II) If b < a < 1/c, then

lim
t→+∞

u(t, x) =
(

1 − a c

1 − b c
,

a − b

1 − b c

)
.

(III) If 1/c < a < b, then both (1, 0) and (0, a) are locally stable.
(IV) If a > max(b, 1/c), then limt→+∞ u(t, x) = (0, a).

Precisely speaking for case (III), Kishimoto and Weinberger [8] showed that any spa-
tially inhomogeneous positive stationary solution is unstable if Ω is convex. On the
other hand, Matano and Mimura [9] proved that there exist stable spatially inhomo-
geneous positive stationary solutions for suitably nonconvex domain Ω. (Along this
line, we also refer to Mimura, Ei, and Fang [10] and Kan-on and Yanagida [7].) These
results mean that there exist many positive stationary solutions of (1.1) and that
their stability properties crucially depend on the shape of the domain Ω. We now
address the following question: suppose that Ω is suitably fixed. How many positive
stationary solutions does (1.1) have? In this paper, to answer this problem, we assume

Ω = (0, 1), D = I2, a = 1, b = c > 1,(A)

study the spatial profile of positive stationary solutions by employing the comparison
principle and the bifurcation theory, and then establish the bifurcation structure of
the positive stationary solutions of (1.1).

2. Statement of result. We set X = {u ∈ C2([0, 1],R2) |ux(0) = 0, ux(1) =
0 } and define the order relations �s and �o in the following manner:

(u1, v1) �s (u2, v2) ⇐⇒ u1 ≤ u2, v1 ≤ v2,

(u1, v1) �o (u2, v2) ⇐⇒ u1 ≤ u2, v1 ≥ v2.

We denote by ≺s and ≺o the relations obtained from the above definition by replacing
≤ with <. We shall say that u(x) is positive if u(x) �s 0 holds on [0, 1].

Setting ū = 1/(1 + b), ū = (ū, ū), ε0 = +∞, and εn = (b − 1)/(n2 π2 (b + 1)) (n ∈
N), we can easily check that spatially inhomogeneous positive stationary solutions of
(1.1) bifurcate from u = ū at ε = εn for each n ∈ N. In the next section, we shall
study the geometrical position of the curve of such stationary solutions.

Here is the main result of this paper.
Theorem 2.1. Under the assumption (A), the following holds for each n ∈ N:
(i) For any ε ∈ (0, εn), there exists a pair of spatially inhomogeneous positive

stationary solutions u±
n (x, ε) of (1.1) such that

(−1)j u−
nx(x, ε) ≺o 0, (−1)j u+

nx(x, ε) �o 0

are satisfied for each 0 ≤ j < n and x ∈ (j/n, (j + 1)/n).
(ii) Both u−

n (., ε) and u+
n (., ε) are C1-class functions from (0, εn) to X.
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Fig. 1. Bifurcation structure of positive stationary solutions.

(iii) (1.1) has no positive stationary solutions other than ū and u±
j (x, ε) (1 ≤ j <

n) for any ε ∈ [εn, εn−1).
Figure 1 indicates the bifurcation structure of positive stationary solutions of

(1.1). We should note here that the secondary bifurcation of stationary solutions
never occurs. In consideration of the result in Chafee and Infante [1], the above
theorem means that the bifurcation structure of positive stationary solutions of (1.1)
is similar to that of stationary solutions of{

ut = ε uxx + u (1 − u2), x ∈ (0, 1), t > 0,

ux = 0, x = 0, 1, t > 0.

We shall prove the above theorem in the following sections.

3. Bifurcation from spatially homogeneous solution. In this section, we
calculate spatially inhomogeneous positive stationary solutions bifurcating from u =
ū at ε = εn for each n ∈ N. To do it, we set

ε̂n(µ) = εn + ε̃n(µ) µ2, ûn(x, µ) = ū + µ e cos(n π x) + µ2 ũn(x, µ),(3.1)

where e = (1,−1) is an eigenvector of the 2 × 2-matrix fu(ū) − εn n2 π2 I2 corre-
sponding to the eigenvalue 0. Substituting ε = ε̂n(µ) and u = ûn(x, µ) into (1.1), we
have

ε̃n(0) = − (11 b − 5) (b − 1)
2 (5 b − 3) n2 π2

and then obtain ε̃n(0) < 0 because of (A). We have the following by the bifurcation
theory.

Lemma 3.1 (see Crandall and Rabinowitz [2]). For each n ∈ N, there exist
δn > 0, µn > 0, and C1-class functions ε̂n(µ), ûn(., µ) defined on (−µn, µn) such that
the following properties hold:

(i) ûn(x, µ) is a spatially inhomogeneous positive stationary solution of (1.1) with
ε = ε̂n(µ) for each µ ∈ (−µn, 0) ∪ (0, µn).

(ii) ε̂n(0) = εn and ε̂n(µ) < εn for any µ ∈ (−µn, 0) ∪ (0, µn) are satisfied.
(iii) Suppose that w(x) is a spatially inhomogeneous positive stationary solution

of (1.1) for ε = η. If | η − εn | < δn and ‖w − ū ‖X < δn hold, then there
exists ρ ∈ (−µn, µn) such that η = ε̂n(ρ) and w = ûn(., ρ).
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4. Property of positive stationary solutions. Let u0(x) = (u0, v0)(x) be an
arbitrary spatially inhomogeneous positive stationary solution of (1.1) for ε > 0. It is
obvious from Lemma 3.1 that such a solution exists for some ε > 0. In this section,
we study spatial profiles of u0(x) which will be used in order to discuss the possibility
of the secondary bifurcation in the next section.

By the boundary condition, we can regard u0(x) as a periodic function with period
2 which satisfies u(x) = u(−x) for any x ∈ R. By the comparison principle, it is easy
to show that 0 < u0(x) + v0(x) (≡ K(x)) < 1 holds for any x ∈ R. Furthermore, we
find that H(x) = u0(x) − v0(x) satisfies{

0 = ε Hxx + (1 − K(x))H, x ∈ (0, 1),
Hx(0) = 0, Hx(1) = 0.

If H(x) ≷ 0 holds for any x ∈ [0, 1], then we have

0 =
∫ 1

0
{ ε Hxx(x) + (1 − K(x))H(x) } dx ≷ 0.

This contradiction implies that there exists x0 ∈ [0, 1] such that H(x0) = 0 and
H(x) 6= 0 for any x ∈ [0, x0).

We consider the case x0 = 0. We obtain H(x) = 0 for any x ∈ R by virtue of
uniqueness and then find that u0(x) satisfies{

0 = ε uxx + u { 1 − (1 + b) u }, x ∈ (0, 1),
ux(0) = 0, ux(1) = 0.

Since u0(x) > 0 holds for any x ∈ R, we obtain u0(x) = 1/(1 + b) for any x ∈ R.
This contradicts that u0(x) is spatially inhomogeneous. In a similar manner, we can
derive a contradiction when x0 = 1 holds. Hence we have x0 ∈ (0, 1) and Hx(x0) 6= 0.
If ε > 4 x2

0/π2 is satisfied, then we have

0 =
∫ x0

0
{ ε Hxx(x) + (1 − K(x))H(x) } cos(π x/(2 x0)) dx

=
∫ x0

0
{ 1 − K(x) − ε π2/(4 x2

0) } H(x) cos(π x/(2 x0)) dx 6= 0

because of integration by parts. This indicates that ε must satisfy ε ≤ 4 x2
0/π2.

We set

T =
(

0 1
1 0

)
,

whose operation is the change of the role of u and v. Since g(u) = f(T u) is satisfied
for any u because of (A), we find that f (T u) = T f (u) holds for any u and that
T u0(x) is a spatially inhomogeneous positive stationary solution of (1.1). Hence we
see that

U (x) (≡ (U, V )(x)) = u0(x) − T u0(2 x0 − x)

is a periodic function with period 2 and that U (x) satisfies U (x0) = 0, Ux(x0) =
Vx(x0), and

0 = εUxx + f 1
u (x)U , x ∈ R,
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where

f 1
u (x) =

∫ 1

0
fu(θ u0(x) + (1 − θ) T u0(2 x0 − x)) dθ.

We assume that Ux(x0) 6= 0 holds. It follows that there exists x1 ∈ (x0, x0 + 2]
such that U(x1) V (x1) = 0 and U(x) V (x) > 0 for any x ∈ (x0, x1). If U(x1) = 0 is
satisfied, then we have

0 =
∫ x1

x0

(ε u0xx(x) + f(u0(x))) v0(2 x0 − x) dx = ε (u0(x1) Ux(x1) − u0(x0) Ux(x0))

−
∫ x1

x0

(U(x) + b V (x))u0(x) v0(2 x0 − x) dx 6= 0

because of integration by parts. In a similar manner, we can derive a contradiction
when V (x1) = 0 holds. Hence we have Ux(x0) = 0. By uniqueness, we obtain
u0(x) = T u0(2 x0 − x) for any x ∈ R.

Lemma 4.1. Let u0(x) = (u0, v0)(x) be an arbitrary spatially inhomogeneous
positive stationary solution of (1.1) for ε > 0. Then there exists a unique constant
x0 ∈ (0, 1) such that u0(x) 6= v0(x) for any x ∈ [0, x0) and

u0(x) =


u0(r(x)) if q(x) ≡ 0 mod 4,

T u0(x0 − r(x)) if q(x) ≡ 1 mod 4,

T u0(r(x)) if q(x) ≡ 2 mod 4,

u0(x0 − r(x)) if q(x) ≡ 3 mod 4

for any x ∈ R, where q(x) ∈ Z and r(x) ∈ [0, x0) are determined by x = r(x) +
q(x) x0.

The linearized operator L of (1.1) around u0(x) can be represented as Lu =
εuxx + fu(u0(x))u . Since u0x(x) is a nontrivial solution of Lu = 0 with u(0) = 0,
we obtain u0xx(0) 6= 0. We set(

f0
u f0

v

g0
u g0

v

)
(x) = fu(u0(x)).

From the functional form of f (u), we have f0
v (x) < 0 and g0

u(x) < 0 for any x ∈ R.
Lemma 4.2. Let (ϕ, ψ)(x) be an arbitrary solution of Lu = 0. Suppose that there

exist x2 and x3 (x2 < x3) such that ϕ(x2) = 0 = ϕ(x3) (resp., ψ(x2) = 0 = ψ(x3))
and ϕ(x) > 0 (resp., ψ(x) > 0) for any x ∈ (x2, x3). Then ψ(x) < 0 (resp., ϕ(x) < 0)
is satisfied for some x ∈ (x2, x3).

Proof. We only show the proof for the former case, because the latter can be
proved in a similar manner. If ψ(x) ≥ 0 holds for any x ∈ (x2, x3), then we have

0 =
∫ x3

x2

(ε ϕxx(x) + f0
u(x) ϕ(x) + f0

v (x) ψ(x))u0(x) dx

=ε (ϕx(x3) u0(x3) − ϕx(x2) u0(x2)) −
∫ x3

x2

(ϕ(x) + b ψ(x))u0(x)2 dx < 0.

This contradiction implies that the desired result holds.
Since d

dx (u0xx v0xx)(0) = 0 and

ε d2

dx2 (u0xx v0xx)(0) = −f0
v (0) v0xx(0)2 − g0

u(0)u0xx(0)2 > 0
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hold if u0xx(0) v0xx(0) = 0 is satisfied, it follows from u0x(2 x0) = 0 that there exists
x4 ∈ (0, 2 x0] such that u0x(x4) v0x(x4) = 0 and u0x(x) v0x(x) 6= 0 for any x ∈ (0, x4).

We consider the case u0x(x4) 6= 0. It is obvious that

U (x) (≡ (U, V )(x)) = u0(x) − u0(2 x4 − x)

is a periodic function with period 2 and that U (x) satisfies U (x4) = 0, Ux(x4) 6= 0,
Ux(x4) Vx(x4) = 0, Uxx(x4) = 0, and

ε Uxxx(x4) Vx(x4) = −f0
v (x4) Vx(x4)

2
> 0 if Ux(x4) = 0,

ε Vxxx(x4) Ux(x4) = −g0
u(x4) Ux(x4)

2
> 0 if Vx(x4) = 0.

Hence we see that there exists x5 ∈ (x4, x4 + 2] such that U(x5) V (x5) = 0 and
U(x) V (x) > 0 for any x ∈ (x4, x5). We can derive a contradiction in the same
manner as in the proof of Lemma 4.1. Therefore we obtain u0x(x4) = 0. Since
u0(x) = u0(2 x4 − x) holds for any x ∈ R, we find H(2 x4 − x0) = 0. By Lemma 4.1,
we have either x4 = x0 or x4 = 2 x0. If x4 = x0 holds, then we obtain H(x) = 0 for
any x ∈ R because of H(x0) = 0 and Hx(x0) = 0, which indicates that u0(x) is a
constant function. This contradiction implies that x4 = 2 x0 holds. By Lemma 4.2
and the choice of x4, we have u0x(x) v0x(x) < 0 for any x ∈ (0, 2 x0).

Lemma 4.3. Let u0(x) = (u0, v0)(x) be an arbitrary spatially inhomogeneous
positive stationary solution of (1.1) for ε > 0, and let x0 be the unique constant given
in Lemma 4.1. Then there exists ` ∈ N such that 2 x0 ` = 1 holds. Furthermore,
u0x(x) v0x(x) < 0 is satisfied for any k ∈ Z and x ∈ (2 k x0, 2 (k + 1) x0).

For any spatially inhomogeneous positive stationary solution u(x) of (1.1), we
denote by `(u) the integer which is given by applying Lemma 4.3 to u(x).

Corollary 4.4. Let n ∈ N, and let ûn(x, µ) = (ûn, v̂n)(x, µ) be a C1-class func-
tion given in Lemma 3.1. Then `(ûn(., µ)) = n holds for any µ (6= 0) in a neighborhood
of µ = 0.

Proof. Since

(ûn(x, µ) − v̂n(x, µ))/µ = 2 cos(n π x) + O(µ)

as µ → 0 by virtue of (3.1), we see from Lemmas 4.1 and 4.3 that the desired result
holds.

Lemma 4.5. Let 0 ≤ ε− < ε+, and let u(., ε) = (u, v)(., ε) be a continuous
function on (ε−, ε+) such that u(x, ε) is a spatially inhomogeneous positive stationary
solution of (1.1) for each ε ∈ (ε−, ε+). Then `(u(., ε)) is a constant function on
(ε−, ε+).

Proof. We define `0 ∈ N and η0 ∈ (ε−, ε+) by

`0 = `(u(., η0)) = min
ε∈(ε−,ε+)

`(u(., ε)).

By Lemma 4.3 and the continuity of u(., ε), we find that for any κ > 0, there exists
ρ1 > 0 such that ux(x, ε) vx(x, ε) < 0 for any κ ≤ x ≤ 1/`0 − κ and | ε − η0 | ≤ ρ1.
This means that `(u(., ε)) = `0 holds for any ε in a neighborhood of ε = η0. Hence we
see that there is a maximal extended interval J = (ε̂−, ε̂+) such that η0 ∈ IntJ and
`(u(., ε)) = `0 for any ε ∈ J . We assume ε− < ε̂−. By the continuity of u(., ε), we ob-
tain s1 ux(x, ε̂−) �o 0 on [0, 1/`0] for some s1 ∈ { −1, 1 } and ux(x6, ε̂−) vx(x6, ε̂−) = 0
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for some x6 ∈ (0, 1/`0). Since fv(u(x, ε̂−)) < 0 and gu(u(x, ε̂−)) < 0 are satisfied for
any x ∈ [0, 1], we have

uxx(x6, ε̂−) = 0, 0 ≤ ε̂− s1 uxxx(x6, ε̂−) = −fv(u(x6, ε̂−)) s1 vx(x6, ε̂−) ≤ 0

if ux(x6, ε̂−) = 0, and

vxx(x6, ε̂−) = 0, 0 ≥ ε̂− s1 vxxx(x6, ε̂−) = −gu(u(x6, ε̂−)) s1 ux(x6, ε̂−) ≥ 0

if vx(x6, ε̂−) = 0. These facts imply that ux(x6, ε̂−) = 0 and uxx(x6, ε̂−) = 0 hold. By
uniqueness, we find that u(x, ε̂−) must be a constant function. This is a contradiction.
Hence we obtain ε̂− = ε−. Similarly, we can prove ε̂+ = ε+. Therefore we have
`(u(., ε)) = `0 for any ε ∈ (ε−, ε+).

5. Nonexistence of the eigenvalue 0. Let u0(x) = (u0, v0)(x) be an arbitrary
spatially inhomogeneous positive stationary solution of (1.1) for ε > 0, and let L be
the linearized operator of (1.1) around u = u0(x). We denote by σ(L) the set of
spectra of L relative to X. In this section, we show that 0 6∈ σ(L) holds.

We assume 0 ∈ σ(L) in order to derive a contradiction. Let x0 = 1/(2 `(u0)),
and let φ(x) = (φu, φv)(x) be an arbitrary eigenfunction of L corresponding to the
eigenvalue 0. By Lemma 4.1 and the boundary condition, we can regard φ(x) as a
periodic function with period 2 which satisfies u(x) = u(−x) for any x ∈ R.

Lemma 5.1. Either φ(2 k x0) �o 0, φ(2 k x0) = 0, or φ(2 k x0) ≺o 0 is satisfied
for any k ∈ Z. Furthermore if φu(2 k x0) = 0 is satisfied for some k ∈ Z, then
φ(x) = −φ(4 k x0 − x) holds for any x ∈ R.

Proof. We consider the case where both of φu(2 k x0) φv(2 k x0) ≥ 0 and φ(2 k x0) 6=
0 hold. We see from Lemma 4.1 that

U (x) (≡ (U, V )(x)) = φ(x) + φ(4 k x0 − x)

is a nontrivial solution of Lu = 0 with period 2 and satisfies U(2 k x0) V (2 k x0) ≥ 0,
U (2 k x0) 6= 0, and Ux(2 k x0) = 0. Since d

dx (U V )(2 k x0) = 0 and

ε d2

dx2 (U V )(2 k x0) = −f0
v (2 k x0) V (2 k x0)

2 − g0
u(2 k x0) U(2 k x0)

2
> 0

are satisfied if U(2 k x0) V (2 k x0) = 0, we find that there exists x7 ∈ (2 k x0, 2 k x0+2]
such that the following properties hold:

(i) U(x) V (x) > 0 holds for any x ∈ (2 k x0, x7) and
(ii) U(x7) V (x7) = 0 is satisfied if x7 < 2 k x0 + 2.

Since u0x(2 k x0) = 0 and u0x(2 k x0 + 2) = 0 are satisfied because of Lemma 4.1, we
have

0 =
∫ x7

2 k x0

(ε Uxx(x) + f0
u(x) U(x) + f0

v (x) V (x))u0(x) dx

=ε (Ux(x7) u0(x7) − U(x7) u0x(x7)) −
∫ x7

2 k x0

(U(x) + b V (x))u0(x)2 dx 6= 0

if U(x7) = 0 or x7 = 2 k x0 + 2, and

0 =
∫ x7

2 k x0

(ε Vxx(x) + g0
u(x) U(x) + g0

v(x) V (x)) v0(x) dx

=ε Vx(x7) v0(x7) −
∫ x7

2 k x0

(b U(x) + V (x)) v0(x)2 dx 6= 0
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if V (x7) = 0. These contradictions imply that the desired result holds.
By the above lemma, we may assume φu(0) = 1 and φv(0) < 0 without loss of

generality.
Corollary 5.2. N (L) = span{ φ } is satisfied where N (L) = {u ∈ X | Lu = 0 }.
Proof. Let u(x) = (u, v)(x) be another eigenfunction of L corresponding to the

eigenvalue 0. It is obvious that U = u − u(0)φ ∈ N (L) holds. Applying the proof of
Lemma 5.1 to U (x), we have U (0) = 0. By uniqueness, we obtain U (x) = 0 for any
x ∈ [0, 1], which implies that the desired result holds.

Lemma 5.3. Let u(x) = (u, v)(x) be an arbitrary nontrivial solution of Lu = 0
which satisfies u(x) = u(x + 2) for any x ∈ R. Then ux(τ) 6= 0 (resp., vx(τ) 6= 0)
holds for any zero τ of u(x) (resp., v(x)).

Proof. We only show the proof for the former case, because the latter can be
proved in a similar manner. We assume ux(τ) = 0 contrary to the conclusion.

We first consider the case uxx(τ) = 0. Then we obtain v(τ) = 0 and

ε uxxx(τ) vx(τ) = −f0
v (τ) vx(τ)2 > 0.

It follows from u(τ) = 0 that there exists x8 ∈ (τ, τ + 2] such that u(x8) v(x8) = 0
and vx(τ) u(x) > 0, vx(τ) v(x) > 0 for any x ∈ (τ, x8). By Lemma 4.2, we see that
there exists x9 ∈ (τ, x8) such that

vx(τ) v(x9) < 0 if u(x8) = 0, vx(τ) u(x9) < 0 if v(x8) = 0.

This contradiction implies that uxx(τ) 6= 0 holds. We see that there exist x−
10 and

x+
10 (x−

10 < τ < x+
10) such that u(x±

10) = 0 and uxx(τ) u(x) > 0 hold for any x ∈
(x−

10, τ) ∪ (τ, x+
10). By Lemma 4.2 and v(τ) = −ε uxx(τ)/f0

v (τ), it follows that there
exist x−

11 and x+
11 (x−

10 < x−
11 < τ < x+

11 < x+
10) such that v(x±

11) = 0 and uxx(τ) v(x) >
0 for any x ∈ (x−

11, x
+
11). By Lemma 4.2, we have uxx(τ) u(x) < 0 for some x ∈

(x−
11, x

+
11). This contradiction implies that the desired result holds.

We define { xu
k }`u

k=1 (resp., { xv
k }`v

k=1) by the set of zeros of φu(x) (resp., φv(x))
on (0, 1) which satisfy xu

k < xu
k+1 (resp., xv

k < xv
k+1) for each k. By Lemma 5.1, we

obtain

0 < xu
1 < xu

`u
< 1, 0 < xv

1 < xv
`v

< 1.

Setting xν
0 = 0 and xν

`ν+1 = 2 − xν
`ν

(ν = u, v), we have

(−1)k φu(x) > 0 on (xu
k , xu

k+1), (−1)k φv(x) < 0 on (xv
k, xv

k+1)(5.1)

for each k because of Lemma 5.3. By definition, it is obvious that

xu
k ≤ xv

k ≤ xu
k+1 or xv

k ≤ xu
k ≤ xv

k+1(5.2)

holds for k = 0. When xu
j ≤ xv

j ≤ xu
j+1 holds, we have xu

j+1 < xv
j+2 and xv

j+1 < xu
j+2

by virtue of (5.1) and Lemma 4.2 and then obtain

xu
j+1 ≤ xv

j+1 < xu
j+2 if xu

j+1 ≤ xv
j+1,

xv
j+1 < xu

j+1 < xv
j+2 if xu

j+1 > xv
j+1,

which implies that (5.2) holds for k = j + 1. In a similar manner, we can prove that
(5.2) is satisfied for k = j +1 when xv

j ≤ xu
j ≤ xv

j+1 holds. By induction, we find that
(5.2) holds for each 0 ≤ k ≤ min(`u, `v). When `u < `v is satisfied, we have

xu
`u

≤ xv
`u+1 < xv

`u+2 ≤ xv
`v+1 ≤ xu

`u+1,
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and then obtain φu(x) φv(x) > 0 for any x ∈ (xv
`u+1, x

v
`u+2). This contradicts the fact

of Lemma 4.2. In a similar manner, we can derive a contradiction when `v < `u holds.
Hence we have `u = `v.

We consider the case where there exists k ∈ Z such that φu(2 k x0) = 0 holds.
By Lemmas 5.1 and 5.3, we have φ(2 k x0) = 0, u0xx(2 k x0) 6= 0, and φu

x(2 k x0) 6= 0.
Setting

U (x) (≡ (U, V )(x)) = u0x(x) − u0xx(2 k x0)
φu

x(2 k x0)
φ(x),

we see that U (x) is a solution of Lu = 0 and satisfies U (2 k x0) = 0 and Ux(2 k x0) =
0. By Lemma 5.3, we obtain U (x) = 0 for any x ∈ R, which indicates φ(0) = 0. This
contradicts the fact φu(0) = 1. Hence we have φu(2 k x0) 6= 0 for any k ∈ Z.

We consider the case where there exist j and k such that 2 j x0 < xu
k < xu

k+1 <
2 (j +1)x0. From Lemmas 4.2 and 4.3, we have s2 u0x(x) �o 0 on (2 j x0, 2 (j +1)x0)
for some s2 ∈ { −1, 1 }, and (−1)k φv(x12) < 0 for some x12 ∈ (xu

k , xu
k+1). Hence we

see that there exists 0 ≤ k′ ≤ `v such that x12 ∈ (xv
k′ , xv

k′+1) is satisfied. If xv
k′ ≤ 2 j x0

holds, then we obtain (−1)k φu(2 j x0) ≥ 0 by virtue of Lemma 5.1. By (5.1), we have
2 j x0 ≤ xu

k−1 and φu(x) φv(x) > 0 for any x ∈ (xu
k−1, x

u
k). This contradicts the fact

of Lemma 4.2. Therefore we obtain 2 j x0 < xv
k′ . In a similar manner, we can prove

xv
k′+1 < 2 (j + 1) x0. Setting x−

13 = min(xu
k , xv

k′) and x+
13 = max(xu

k+1, x
v
k′+1), we

obtain

(−1)k φu(x) ≤ 0 on [x−
13, x

u
k) ∪ (xu

k+1, x
+
13],

(−1)k φv(x) ≥ 0 on [x−
13, x

v
k′) ∪ (xv

k′+1, x
+
13]

because of Lemma 4.2. It follows that there exists C1 > 0 such that

U (x) (≡ (U, V )(x)) = s2 u0x(x) − C1 (−1)k φ(x)

satisfies the following: (i) U (x) is a solution of Lu = 0, (ii) U (x) �o 0 holds for
any x ∈ [x−

13, x
+
13], and (iii) there exists x14 ∈ (x−

13, x
+
13) such that U(x14) V (x14) = 0.

Since f0
u(x) < 0 and g0

u(x) < 0 are satisfied for any x ∈ R, we have

Ux(x14) = 0, 0 ≤ ε Uxx(x14) = −f0
v (x14) V (x14) ≤ 0 if U(x14) = 0,

Vx(x14) = 0, 0 ≥ ε Vxx(x14) = −g0
u(x14) U(x14) ≥ 0 if V (x14) = 0.

These facts imply that U (x14) = 0 and Ux(x14) = 0 hold. By uniqueness, we obtain
U (x) = 0 for any x ∈ R. This contradicts U(0) = (−1)k+1 C1 6= 0. Therefore we
have

#[{ xu
k }`u

n=1 ∩ (2 j x0, 2 (j + 1) x0)] ≤ 1

for any 0 ≤ j < `(u0), where #A is the number of elements of the set A. In a similar
manner, we can prove

#[{ xu
k }`u

n=1 ∩ (2 j x0, 2 (j + 1) x0)] ≥ 1

for any 0 ≤ j < `(u0). Hence we have

2 j x0 < xu
j+1 < 2 (j + 1) x0(5.3)
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for any 0 ≤ j < `(u0).
We see from Lemma 4.1 that U (x) = φ(x + 4 x0) + φ(4 x0 − x) is a solution of

Lu = 0 with ux(0) = 0. Since φ(x) is a periodic function with period 2, we obtain

U (2 − x) = φ(4 x0 − x + 2) + φ(x + 4 x0 − 2) = U (x)

for any x ∈ R. Since U ∈ N (L) holds because of Ux(1) = 0, we find from Corol-
lary 5.2 that there exists C2 ∈ R such that U (x) = C2 φ(x) for any x ∈ R. Since
φu(4 k x0) > 0 and

2 min
0≤j≤`(u0)

φu(4 j x0) ≤ C2 φu(4 k x0) ≤ 2 max
0≤j≤`(u0)

φu(4 j x0)

holds for any 0 ≤ k ≤ `(u0), we obtain C2 = 2. By φ(x) = φ(−x) for any x ∈ R, we
have

φ(4 (k + 2) x0) − 2 φ(4 (k + 1) x0) + φ(4 k x0) = 0,
φx(4 (k + 2) x0) − 2 φx(4 (k + 1) x0) + φx(4 k x0) = 0

for any k ∈ Z and then obtain

φ(4 k x0) = φ(0) + k (φ(4 x0) − φ(0)), φx(4 k x0) = k φx(4 x0)

for any k ∈ Z. Since φ(x) is a periodic function, we have φ(4 k x0) = φ(0) and
φx(4 k x0) = 0 for any k ∈ Z. By uniqueness and Lemma 4.1, we obtain φ(x) =
φ(4 x0 − x) for any x ∈ R. Hence we see that φ(x) is a nontrivial solution of{

Lu = 0, x ∈ (0, 2 x0),
ux(0) = 0, ux(2 x0) = 0.

By Lemma 4.1 and fu(T u)T = T fu(u) for any u , we have T φ(2 x0 − .) ∈ N (L).
Hence it follows from Corollary 5.2 that there exists C3 ∈ R such that φ(x) =
C3 T φ(2 x0 − x) for any x ∈ R, which implies φ(x) = C2

3 φ(x) for any x ∈ R. Since
φ(x) is nontrivial, we have either C3 = 1 or C3 = −1. Since 0 > φu(2 x0) = −φv(0) >
0 holds if C3 = −1, we obtain C3 = 1, which implies φu(x) = φv(2 x0 − x) for any
x ∈ R.

We may assume H(x) > 0 for any x ∈ [0, x0). (If not, we use the below argu-
ment by replacing [0, 2 x0] and φ(x) with [2x0, 4 x0] and −φ(x), respectively.) By
Lemma 4.1, we have H(x) < 0 for any x ∈ (x0, 2 x0]. Setting x−

15 = min(xu
1 , xv

1),
x+

15 = max(xu
1 , xv

1), Φ(x) = φu(x) + φv(x), and Ψ(x) = φu(x) − φv(x), we can easily
check that x+

15 = 2x0 − x−
15 holds and that (Φ,Ψ)(x) is a nontrivial solution of

ε Φxx = a11(x) Φ + a12(x) Ψ,

ε Ψxx = a21(x) Φ + a22(x) Ψ, x ∈ (0, 2 x0),
Φx = 0, Ψx = 0, x = 0, 2 x0,

where (
a11 a12
a21 a22

)
(x) =

(
(b + 1) K − 1 (1 − b) H

H K − 1

)
(x).

Since φu(x) = φv(2 x0 − x) holds for any x ∈ R, we have Φ(x) = Φ(2x0 − x) and
Ψ(x) = −Ψ(2x0 − x) for any x ∈ R. By φv(0) < 0 < φu(0), we obtain Ψ(x) > 0 for
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any x ∈ [0, x−
15) and Ψ(x) < 0 for any x ∈ (x+

15, 2 x0]. Furthermore if Φ(x0) 6= 0 holds,
then we have Φ(x0) Φ(x) > 0 for any x ∈ [x−

15, x
+
15]. Since K(x) satisfies 0 < K(x) < 1

for any x ∈ R and

0 = ε Kxx +
(

1 − b + 1
2

K

)
K +

b − 1
2

H2, x ∈ R,

we obtain 2/(b + 1) ≤ K(x) < 1 for any x ∈ R by virtue of the comparison principle.
Hence we have a11(x) > 0 and a22(x) < 0 for any x ∈ R.

First of all, we consider the case Φ(x0) > 0. Suppose that x16 < 2 x0 holds, where

x16 = sup{ y ∈ [x0, 2 x0] |Φ(x) ≥ 0 for any x ∈ [x0, y] } (> x+
15).

Setting

x17 = sup{ y ∈ [x16, 2 x0] |Φ(x) ≤ 0 for any x ∈ [x16, y] } (≤ 2 x0),

we have Φx(x17) ≥ 0 because of Φ(2 x0) = 0. Since Φ(x) satisfies Φ(x16) = 0,
Φx(x16) ≤ 0, and

ε Φxx(x) = a11(x) Φ(x) + a12(x) Ψ(x) < 0, x ∈ [x16, x17],

we obtain x17 > x16 and Φx(x17) < 0. This contradiction implies that Φ(x) ≥ 0 (6≡ 0)
holds for any x ∈ [0, 2 x0]. Since H(x) satisfies{

ε Hxx − a22(x) H = 0, x ∈ (0, 2 x0),
Hx(0) = 0, Hx(2 x0) = 0,

we have

0 <

∫ 2 x0

0
H(x)2 Φ(x) dx =

∫ 2 x0

0
(ε Ψxx(x) − a22(x) Ψ(x))H(x) dx = 0

because of integration by parts. This is a contradiction.
We next consider the case Φ(x0) < 0. It is obvious that Φ(x) < 0 holds for any

x ∈ [x−
15, x

+
15]. If there exist x−

18 and x+
18 (x−

15 ≤ x−
18 < x+

18 ≤ x0) such that Ψ(x±
18) = 0

and Ψ(x) ≤ 0 for any x ∈ [x−
18, x

+
18], then we have

0 >

∫ x+
18

x−
18

H(x)2 Φ(x) dx =
∫ x+

18

x−
18

(ε Ψxx(x) − a22(x) Ψ(x))H(x) dx

=ε (Ψx(x+
18) H(x+

18) − Ψx(x−
18) H(x−

18)) ≥ 0

because of H(x±
18) ≥ 0. This fact and Ψ(x0) = 0 show that Ψ(x) ≥ 0 holds for any

x ∈ [0, x0]. Since

ε Φxx(x) = a11(x) Φ(x) + a12(x) Ψ(x) < 0

holds if both of Φ(x) < 0 and 0 ≤ x < x0 are satisfied, we obtain Φ(x) < 0 and
Φx(x) > 0 for any 0 ≤ x < x0 because of Φx(x0) = 0. This contradicts Φx(0) = 0.

Finally, we consider the case Φ(x0) = 0. We have x−
15 = x+

15 = x0 because of
Φ(x0) = 2φu(x0). Since (Φ,Ψ)(x) is nontrivial, we obtain Ψx(x0) < 0 and

ε Φxxxx(x0) = 2 (1 − b) Hx(x0) Ψx(x0) < 0.

We can derive a contradiction in a similar manner with the proof for the case where
Φ(x0) < 0.

The above contradictions show that the following lemma holds.
Lemma 5.4. 0 6∈ σ(L) holds.
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6. Proof of Theorem 2.1. Let n ∈ N be arbitrarily fixed. It follows from
Lemmas 3.1, 4.5, 5.4, and Corollary 4.4 that there exists a maximal extended interval
Jn = (ηn, εn) such that the following property is satisfied:

(i) There exists a pair of C1-class functions u±
n (., ε) = (u±

n , v±
n )(., ε) defined on

Jn such that fact (i) in Theorem 2.1 holds for any ε ∈ Jn.
(ii) u±

n (., εn(µ)) = ûn(.,±µ) hold for any 0 ≤ µ < µn.
By (1.1), we can easily obtain∫ 1

0
f(u±

n (x, ε)) dx = 0,

∫ 1

0
g(u±

n (x, ε)) dx = 0

for each ε ∈ Jn. Since u±
n (x, ε) ∈ [0, 1] × [0, 1] hold for any x and ε because of

the comparison principle, we see from the Ascoli–Arzela theorem that there exist
stationary solutions w−

0 (x) and w+
0 (x) of (1.1) such that u±

n (., ε) → w±
0 as ε → ηn

in X. Furthermore, we also find that w−
0 (x) �s 0 and w+

0 (x) �s 0 are satisfied for
any x ∈ [0, 1].

We consider the case where there exists x19 ∈ [0, 1] such that wu(x19) = 0 holds,
where w+

0 (x) = (wu, wv)(x). By wu
x(x19) = 0, we have wu(x) = 0 for any x ∈ [0, 1]

because of uniqueness. Hence we see that wv(x) is a nonnegative solution of{
0 = ηn vxx + v (1 − v), x ∈ (0, 1),
vx(0) = 0, vx(1) = 0,

which implies either (a) wv(x) ≡ 0 on [0, 1] or (b) wv(x) ≡ 1 on [0, 1]. Since

f(u+
n (., ε))

u+
n (., ε)

→
{

1 for the case (a),
1 − b (< 0) for the case (b)

as ε → ηn holds in X, we have∫ 1

0
f(u+

n (x, ε)) dx

{
> 0 for the case (a),
< 0 for the case (b)

in a neighborhood of ε = ηn. This contradiction implies that wu(x) > 0 holds for any
x ∈ [0, 1]. In a similar manner, we can prove wv(x) > 0 for any x ∈ [0, 1]. Hence we
see that w+

0 (x) is positive. Analogously we can show that w−
0 (x) is also positive.

We consider the case where ηn > 0. By Corollary 4.4 and Lemma 4.5, we have
`(u±

n (., ε)) = n for any ε ∈ Jn. By Lemma 5.4 and the implicit function theorem,
it follows that w−

0 (x) and/or w+
0 (x) must be spatially homogeneous. Lemma 3.1

leads to the fact that ηn = εm holds for some m > n. By Corollary 4.4, we see that
`(u−

n (., ε)) = m or `(u+
n (., ε)) = m holds in a neighborhood of ε = ηn. This is a

contradiction. Hence we have ηn = 0.
Let η > 0, and let u0(x) be an arbitrary spatial inhomogeneous positive stationary

solution of (1.1) for ε = η. We find from Lemma 5.4 and the implicit function theorem
that there exists a maximal extended interval J = (ε−, ε+) such that the following
properties hold:

(i) η ∈ IntJ is satisfied.
(ii) There exists a C1-class function w(., ε) defined on J such that w(x, ε) is a

spatially inhomogeneous positive stationary solution of (1.1) for each ε ∈ J
and satisfies w(., η) = u0.
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By Lemma 4.5, we have `(w(., ε)) = `(u0) for any ε ∈ J , which implies ε+ ≤
1/(π2 `(u0)2). Lemma 5.4, the implicit function theorem, and the above argument
show that the limit limε→ε+ w(x, ε) must be spatially homogeneous and positive. By
Lemma 3.1 and Corollary 4.4, we have ε+ = ε`(u0) and then obtain u0 = uν

`(u0)(., η)
for some ν ∈ {+,− }. Thus the proof is completed.
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Abstract. We consider the eigenvalue problem for a nonlinear equation involving the p-
Laplacian with homogeneous Dirichlet conditions. We give some properties of the first eigenvalue
and of the corresponding eigenfunction. In particular we prove inequalities similar to the well-known
Payne–Rayner inequality, which holds in the linear case.

Key words. nonlinear eigenvalues, Payne–Rayner inequality, symmetrization

AMS subject classifications. 35J65, 35B45, 49R05

PII. S0036141096302111

1. Introduction. Let Ω be a bounded domain in Rn, n ≥ 2. It is well known
that the first eigenvalue of the problem,

(1.1)

{−∆u = λu in Ω,

u = 0 on ∂Ω,

is positive and simple; that is, all the corresponding eigenfunctions are scalar multiples
of each other. Furthermore, if λ is the first eigenvalue of (1.1) then

(1.2) λ = min
u∈W 1,2

0 (Ω)
u6≡0

∫
Ω

|∇u|2 dx∫
Ω

|u|2 dx

.

Various comparison results have been given for λ and the associated eigenfunction.
For example, when n = 2, in [PR1] the following inequality has been proven:∫

Ω
u2 dx ≤ λ

4π

(∫
Ω

|u| dx

)2

,

where u is any eigenfunction of (1.1) corresponding to the first eigenvalue. Such a
result has been extended in various directions. For example in [KJ] (see also [PR2]) a
similar inequality has been proven for any dimension n, and in [C1], [C2], it has been
shown that for any 0 < q < r < ∞ one has

(1.3) ‖u‖r ≤ K(r, q, n, λ) ‖u‖q,

where K is a suitable constant. We observe that the inequalities we are referring to
are isoperimetric; that is, they hold as equalities if and only if Ω is a ball.
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Our aim is to show that all the properties we have recalled about the first eigen-
value of (1.1) can be proven also for the first eigenvalue of the following nonlinear
problem:

(1.4)

 −∆pu = λu|u|p−2 in Ω,

u = 0 on ∂Ω,

where ∆p denotes the p-Laplacian, that is, ∆pu = div
(
|∇u|p−2∇u

)
. The properties

of the first eigenvalue and of the corresponding eigenfunctions of problem (1.4) have
been studied by various authors (see, e.g., [Th], [A], [Sa], [B1], [B2], [L1], [L2]). For
example, they prove that the first eigenvalue of (1.4) is positive, simple, and isolated.

We will consider the more general problem

(1.5)

 −div
(
(A∇u, ∇u)(p−2)/2A∇u

)
= λu|u|p−2 in Ω,

u = 0 on ∂Ω,

where p > 1 and A = {aij(x)} is a symmetric matrix with measurable bounded
coefficients satisfying an ellipticity condition. After having proven that the simplicity
of the first eigenvalue of (1.5) is still true, by adapting the arguments of [L1], we give
a Faber–Krahn inequality for the first eigenvalue λp of (1.5) (see [C1] for the case
p = 2). In particular we will show that the first eigenvalue of (1.4) in a ball with the
same measure as Ω is smaller or equal to λp and, furthermore, that equality holds if
and only if Ω is a ball and aijxj = xi for a.e. x ∈ Rn, modulo translations.

It is well known that (see, e.g., [G]) any solution of (1.5) is bounded. In the last
section of the paper we prove the following “reverse” inequality:

(1.6) ‖u‖r ≤ β(r, q, p, n, λp) ‖u‖q,

where 0 < q < r ≤ ∞. We remark that, as (1.3), the above inequality is isoperi-
metric. The proof of (1.6) is based on a comparison result between u and a suitable
eigenfunction v of problem (1.4) defined in a ball B such that the corresponding first
eigenvalue is equal to λp. This result is a consequence of a comparison result between
solution and subsolutions of a one-dimensional problem of the following type: −

(
|ϕ′(s)|γ−2ϕ′(s)

)′= λm(s)|ϕ(s)|γ−2ϕ(s) in (0, a),

ϕ(0) = ϕ(a) = 0,

where the weight m(s) is a continuous function in the interval (0, a) satisfying suitable
assumptions. Obviously the comparison result between u and v is isoperimetric.

We finally recall that some estimates similar to (1.6) can be found also in [M].

2. General results about eigenvalues. Let Ω be a bounded domain in Rn,
n ≥ 2. Let us consider the first eigenvalue λp of the problem

(2.1)

 −div
(
(A∇u, ∇u)(p−2)/2A∇u

)
= λu|u|p−2 in Ω,

u = 0 on ∂Ω,

where p > 1 and A = {aij(x)} is a symmetric matrix with measurable bounded
coefficients satisfying the ellipticity condition

aij(x)ξjξi ≥ |ξ|2, a.e. x ∈ Ω ∀ξ ∈ Rn.
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It is well known that λp is the minimum of the Rayleigh quotient

(2.2) λp = min
u∈W 1,p

0 (Ω)
u6≡0

∫
Ω
(A∇u, ∇u)p/2 dx∫

Ω
|u|p dx

and that the above minimization problem is equivalent to the weak form of (2.1) with
λ = λp, that is,

(2.3)
∫

Ω

(
A∇u, ∇u

)(p−2)/2(
A∇u, ∇ϕ

)
dx = λp

∫
Ω

u|u|p−2ϕ dx ∀ϕ ∈ W 1,p
0 (Ω).

Furthermore, the existence of a first eigenfunction and of the first eigenvalue can be
proven by standard tools.

Using the methods in [L1] it is also possible to prove the following property for
the eigenfunctions of (2.1).

Theorem 2.1. The first eigenvalue of (2.1) is simple; that is, all the associated
eigenfunctions u are scalar multiples of each other.

The proof of the above theorem is based on the following lemma, whose proof will
be given in the Appendix (see also [L1]).

Lemma 2.2. Let A = {aij} be a symmetric matrix such that aijξjξi ≥ |ξ|2
∀ξ ∈ Rn. Then we have:

(i) if p ≥ 2:

(
Aξ2, ξ2

)p/2≥
(
Aξ1, ξ1

)p/2+p
(
Aξ1, ξ1

) p−2
2

(
Aξ1, ξ2 − ξ1

)
+

(
A(ξ2 − ξ1), ξ2 − ξ1

)p/2

2p−1 − 1

for every ξ1, ξ2 ∈ Rn;
(ii) if 1 < p < 2:(

Aξ2, ξ2
)p/2≥

(
Aξ1, ξ1

)p/2 + p
(
Aξ1, ξ1

) p−2
2

(
Aξ1, ξ2 − ξ1

)
+ c(p)

(
A(ξ2 − ξ1), ξ2 − ξ1

)(√
(Aξ1, ξ1) +

√
(Aξ2, ξ2)

)2−p

for every ξ1, ξ2 ∈ Rn, where c(p) is a constant which depends only on p.
Proof of Theorem 2.1. First of all we observe that any solution of (2.1) is Hölder

continuous (see, e.g., [G]). Furthermore, if u minimizes (2.2), then |u| does also; that
is, |u| is also an eigenfunction. By Harnack’s inequality (see, e.g., [Se], [Tr]) it follows
that either |u| > 0 or |u| ≡ 0 in Ω. This means that if u is an eigenfunction then
u > 0 or u < 0 in Ω.

Suppose now that u and v are two positive eigenfunctions relative to the first
eigenvalue of (2.1). Clearly both u and v satisfy (2.3). We will prove that u and v are
proportional. Following the arguments of [L1] we put uε = u + ε and vε = v + ε for
ε > 0. Then we use the test functions ϕ =

(
up

ε − vp
ε

)
/up−1

ε in the equation satisfied
by u and ϕ =

(
vp

ε − up
ε

)
/vp−1

ε in the equation satisfied by v. Adding the obtained
equalities we have

λp

∫
Ω

[
up−1

up−1
ε

− vp−1

vp−1
ε

]
(up

ε − vp
ε )dx



440 A. ALVINO, V. FERONE, AND G. TROMBETTI

=
∫

Ω

(
A∇uε,∇uε

)p/2
[
1 + (p − 1)

vp
ε

up
ε

]
dx +

∫
Ω

(
A∇vε,∇vε

)p/2
[
1 + (p − 1)

up
ε

vp
ε

]
dx

−
∫

Ω
p
(
A∇uε,∇vε

)[(
A∇uε,∇uε

)(p−2)/2 vp−1
ε

up−1
ε

+
(
A∇vε,∇vε

)(p−2)/2 up−1
ε

vp−1
ε

]
dx.

Observing that
(
A∇uε,∇uε

)
/u2

ε =
(
A∇(log uε),∇(log uε)

)
, from Lemma 2.2 it fol-

lows that

(2.4) λp

∫
Ω

[
up−1

up−1
ε

− vp−1

vp−1
ε

]
(up

ε − vp
ε )dx ≥ 0.

On the other hand we also have

(2.5) lim
ε→0+

∫
Ω

[
up−1

up−1
ε

− vp−1

vp−1
ε

]
(up

ε − vp
ε )dx = 0.

Let us now consider p ≥ 2. Lemma 2.2 and the ellipticity condition allow us to
write also

λp

∫
Ω

[
up−1

up−1
ε

− vp−1

vp−1
ε

]
(up

ε − vp
ε )dx(2.6)

≥ 1
2p−1 − 1

∫
Ω
(up

ε + vp
ε )

(
A

(
∇(log uε − log vε)

)
,∇(log uε − log vε)

)p/2
dx

=
1

2p−1 − 1

∫
Ω

(
1
up

ε
+

1
vp

ε

) (
A

(
vε∇uε − uε∇vε

)
, vε∇uε − uε∇vε

)p/2
dx

≥ 1
2p−1 − 1

∫
Ω

(
1
up

ε
+

1
vp

ε

)
|vε∇uε − uε∇vε|pdx ≥ 0.

Passing to the limit in (2.6) and using (2.5), one obtains that u is proportional to v
in Ω.

In the case 1 < p < 2 one can use similar arguments. Instead of (2.6), by Lemma
2.2 one gets

λp

∫
Ω

[
up−1

up−1
ε

− vp−1

vp−1
ε

]
(up

ε − vp
ε )dx

≥ c(p)
∫

Ω

(
1
up

ε
+

1
vp

ε

)
|vε∇uε − uε∇vε|2(

vε

√
(Auε, uε) + uε

√
(Avε, vε)

)2−p dx ≥ 0,

which gives the same conclusion.
Clearly the above results also hold true when n = 1, for example, for the following

eigenvalue problem in an interval (0, a):

(2.7)

 −
(
|ϕ′(s)|γ−2ϕ′(s)

)′= λ|ϕ(s)|γ−2ϕ(s) in (0, a),

ϕ(0) = ϕ(a) = 0,

where γ > 1 (see, e.g., [O1], [O2]). We give here a version of Theorem 2.1 for a
problem slightly more general than (2.7). More precisely we consider the problem

(2.8)

 −
(
|ϕ′(s)|γ−2ϕ′(s)

)′= λm(s)|ϕ(s)|γ−2ϕ(s) in (0, a),

ϕ(0) = ϕ(a) = 0,
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where the weight m(s) is a continuous function in (0, a) satisfying the condition

(2.9) 0 < m(s) ≤ c(
σ(s)

)γ−α ,

with c a positive constant, α > 0, σ(s) = min(s, a−s). Once again the first eigenvalue
λγ of problem (2.8) can be found as minimum of the Rayleigh quotient

(2.10) λγ = min
ϕ∈W 1,γ

0 (0,a)
ϕ6≡0

∫ a

0
|ϕ′(s)|γ ds∫ a

0
m(s)|ϕ(s)|γ ds

.

The existence of a first eigenfunction and of the first eigenvalue can be proven by
standard tools also in this case. It is enough to observe that, under assumption
(2.9), the embedding of W 1,γ

0 (0, a) in the weighted space Lγ
m(0, a) is compact (see for

example [N]).
Using the methods of Theorem 2.1 it is possible to prove the following theorem.
Theorem 2.3. The first eigenvalue of (2.8) is simple; that is, all the associated

eigenfunctions u are scalar multiples of each other.
Proof. All the arguments in the proof of Theorem 2.1 work in the same way for

problem (2.8) and for the corresponding weak formulation. So, let u > 0, v > 0, two
eigenfunctions of (2.8), relative to the first eigenvalue. We have to verify the analogue
of (2.5), that is,

lim
ε→0+

∫ a

0

[(
u(s)
uε(s)

)γ−1

−
(

v(s)
vε(s)

)γ−1
] (

uγ
ε (s) − vγ

ε (s)
)
m(s) ds = 0,

where uε = u + ε and vε = v + ε, ε > 0. The above result can be obtained by simply
observing that for η ∈ (0, a/2) we have∫ a

0
fε(s) ds =

∫ η

0
fε(s) ds +

∫ a

a−η

fε(s) ds +
∫ a−η

η

fε(s) ds,

where

fε(s) =

[(
u(s)
uε(s)

)γ−1

−
(

v(s)
vε(s)

)γ−1
] (

uγ
ε (s) − vγ

ε (s)
)
m(s).

The last integral goes to zero as ε → 0+, while, using (2.9) and well-known embedding
results (see [N]), the first two integrals can be made arbitrarily close to zero by suitably
choosing η. The claim is then proven.

We are interested in the case

(2.11) m(s) =

 sα−γ if s ∈ (0, a/2),

(a − s)α−γ if s ∈ (a/2, a),

where α > 0. Using the symmetry of the problem, the Pólya–Szegö principle, and
Hardy–Littlewood inequality, it is easy to show that any positive eigenfunction of
(2.8) with m(s) as in (2.11) is symmetric with respect to s = a/2, and it is increasing
in (0, a/2), decreasing in (a/2, a).
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In particular such a result allows us to obtain information about the following
one-dimensional problem:

(2.12)

 −
(
|ϕ′(s)|γ−2ϕ′(s)

)′= µ sα−γ |ϕ(s)|γ−2ϕ(s) in (0, b),

ϕ(0) = ϕ′(b) = 0.

The first eigenvalue of such a problem is given by

(2.13) µγ = min
ϕ∈W 1,γ(0,b)
ϕ6≡0, ϕ(0)=0

∫ b

0
|ϕ′(s)|γ ds∫ b

0
|ϕ(s)|γsα−γ ds

.

Indeed any function which realizes the minimum in (2.13) suitably extended by sym-
metry in (0, 2b) can be used as the test function vanishing in 0 and 2b in the Rayleigh
quotient ∫ 2b

0
|ϕ′(s)|γ ds∫ 2b

0
|ϕ(s)|γm(s) ds

.

Conversely, if ϕ ∈ W 1,γ
0 (0, 2b) minimizes the above quotient in W 1,γ

0 (0, 2b) then the
restriction of ϕ to (0, b) can be used as test function in (2.13). A simple consequence
of the above considerations is the following.

Theorem 2.4. The first eigenvalue of (2.12) is simple; that is, all the associ-
ated eigenfunctions u are scalar multiples of each other. Furthermore every positive
eigenfunction of (2.12) associated with the first eigenvalue is strictly increasing in
(0, b).

Now we state a useful comparison lemma which can be seen as the “nonlinear”
version of analogous “linear” results (see, e.g., [Ba]).

Lemma 2.5. Let µγ be the first eigenvalue of (2.12) and let ϕ be a positive eigen-
function associated with µγ . Suppose that, for c > b, ψ ∈ W 1,γ(0, c) is a nonnegative
increasing function such that

(
ψ′(s)γ−1

)
is absolutely continuous in [ε, c] for every

ε > 0, and

(2.14)

 −
(
(ψ′(s))γ−1)′≤ µγ sα−γ(ψ(s))γ−1 a.e. in (0, c),

ψ(0) = ψ′(c) = 0.

If there exists s1 ∈ (0, b) such that ϕ′(s1) = ψ′(s1) then

(2.15) ψ(s) ≤ ϕ(s), ∀s ∈ (0, s1).

Proof. First of all we prove that ψ(s1) ≤ ϕ(s1). Suppose, ab absurdo, that
ψ(s1) > ϕ(s1). We put w(s) = ψ(s) − ϕ(s). We define

(2.16) z(s) =

 ψ(s) if s ∈ (0, s1),

ϕ(s) + w(s1) if s ∈ [s1, b].
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By construction,
(
z′(s)

)γ−1 is absolutely continuous in [ε, c] for every ε > 0, and z(s)
satisfies (

z′(s)
)γ−1=

(
ϕ′(s)

)γ−1
, z(s) > ϕ(s), s ∈ (s1, b),(

z′(s)
)γ−1=

(
ψ′(s)

)γ−1
, z(s) = ψ(s), s ∈ (0, s1).

This means that z(s) satisfies the inequality

−
(
(z′(s))γ−1)′≤ µγ sα−γ(z(s))γ−1, a.e. in (0, b).

Multiplying the above inequality by z(s) and integrating we obtain∫ b

0
|z′(s)|γds ≤ µγ

∫ b

0
|z(s)|γsα−γds,

where, taking into account the continuity of the embedding of W 1,γ(0, b) into Lγ
s−γ (0, b),

we have used the following:

lim
ε→0+

(
z′(ε)

)γ−1
z(ε) = 0.

We have then proven

(2.17) min
ϕ∈W 1,p(0,b)
ϕ6≡0 ϕ(0)=0

∫ b

0
|ϕ′(s)|p∫ b

0
|ϕ(s)|γsα−γds

≤ µγ .

Using (2.13) and Theorem 2.4 we have that in (2.17) the equality sign has to hold
and that z(s) is proportional to ϕ(s). Then, by (2.16), it has to coincide with ϕ(s).
But this is a contradiction. The claim is then proven.

In order to completely prove the assertion we observe that, if ψ(s) > ϕ(s) for
some s ∈ (0, s1), then a positive maximum s̃ ∈ (0, s1) of w(s) would exist. But this is
forbidden because one can repeat the above arguments with s̃ in place of s1.

Remark 2.1. The assumption c > b in Lemma 2.5 takes into account the only
nontrivial case. Indeed, if c = b, then a function ψ which satisfies (2.14) has to coincide
with the eigenfunction associated to the first eigenvalue of (2.12). This means that
the hypothesis ϕ′(s1) = ψ′(s1), s1 ∈ (0, b), implies ϕ(s) = ψ(s).

About the case c < b it is simple to observe that under such an assumption no
function ψ 6≡ 0 satisfying (2.14) exists. In fact, the existence of such a function would
imply that the first eigenvalue of problem (2.13) in the interval (0, b) is bigger or equal
to the first eigenvalue of the same problem in (0, c). This contradicts the fact that
the first eigenvalue is a strictly decreasing function of the measure of the interval.

Remark 2.2. If one retraces the proof of Lemma 2.5 it is evident that it is not
necessary that ψ satisfies (2.14) in an interval (0, c). One can simply suppose that for
s1 ∈ (0, b) the following condition holds: −

(
(ψ′(s))γ−1)′≤ µγ sα−γ(ψ(s))γ−1 a.e. in (0, s1),

ψ(0) = 0, ψ′(s1) = ϕ′(s1).
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3. Faber–Krahn inequality. In this section we will prove the following com-
parison result for the first eigenvalue of problem (2.1).

Theorem 3.1. If λp is the first eigenvalue of problem (2.1) then

λp ≥ λ#
p ,

where λ#
p is the first eigenvalue of the problem

(3.1)

 −div
(
|∇v|p−2∇v

)
= λv|v|p−2 in Ω#,

v = 0 on ∂Ω#,

and Ω# is the ball centered at the origin such that |Ω#| = |Ω|, where, here and in the
following, we denote by |E| the measure of any measurable set E ⊂ Rn. Furthermore,
λp = λ#

p if and only if Ω = Ω# and aij(x)xj = xi, a.e. in Ω, modulo translations.
Remark 3.1. In the case p = 2, n = 2 the above result is known as the Faber–

Krahn theorem. In such a case it can be stated as the membrane with lowest principal
frequency is the circular one.

Remark 3.2. We observe explicitly that, if B is a ball centered at the origin,
then νp is the first eigenvalue of problem (3.1) in B if and only if the one-dimensional
problem  −

(
|ϕ′(s)|γ−2ϕ′(s)

)′= µ s−γ(1−1/n)|ϕ(s)|γ−2ϕ(s) in (0, |B|),

ϕ(0) = ϕ′(|B|) = 0,

where γ = p′ = p/(p − 1), has first eigenvalue

µγ =

(
ν

1/p
p

nC
1/n
n

)p′

.

Such a claim follows from the symmetry of problem (3.1). Because of the simplicity
of the first eigenvalue, any eigenfunction v associated with the first eigenvalue of
problem (3.1) in a ball B is spherically symmetric. If we put Bs = {x : Cn|x|n < s}
and V (s) =

∫
Bs

vp−1(x) dx, where v is a positive eigenfunction, we have −
((

V ′(s)
)1/(p−1)

)′
= ν1/(p−1)

p

(nC
1/n
n s1−1/n)p/(p−1)

(
V (s)

)1/(p−1) in (0, |B|),

V (0) = V ′(|B|) = 0,

and the assertion follows.
Before giving the proof of Theorem 3.1 we recall a few definitions about rearrange-

ments (for more details see, e.g., [Ba], [Ta1], [Ta3]). If ϕ : Ω → R is a measurable
function we define the decreasing rearrangement of ϕ

ϕ∗(s) = sup{t > 0 : |{x ∈ Ω : |ϕ(x)| > t}| > s}

and the spherically symmetric decreasing rearrangement of ϕ

ϕ#(x) = ϕ∗(Cn|x|n),

where Cn denotes the measure of the unit ball in Rn.
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The following result proven in [BZ] will be useful in the proof of Theorem 3.1.
Theorem 3.2. Let u be a positive function in W 1,p

0 (Ω), 1 < p < ∞. Suppose
that the equality sign holds in the Pólya–Szegö inequality, that is,∫

Ω
|∇u|p dx =

∫
Ω#

|∇u#|p dx.

If |{x : ∇u# = 0} ∩ u#−1(0, ess sup u)| = 0, then u = u# a.e., modulo translations.
Proof of Theorem 3.1. Clearly λ#

p can be written as

λ#
p = min

v∈W 1,p
0 (Ω#)

∫
Ω#

|∇v|p dx∫
Ω#

|v|p dx

.

If u > 0 is an eigenfunction associated with the first eigenvalue of (2.1), using the
ellipticity condition and Pólya–Szegö principle, we have

(3.2) λp =

∫
Ω
(A∇u, ∇u)p/2 dx∫

Ω
|u|p dx

≥

∫
Ω

|∇u|p dx∫
Ω

|u|p dx

≥

∫
Ω#

|∇u#|p dx∫
Ω#

|u#|p dx

≥ λ#
p ,

that is, the first part of the theorem.
About the case of equality we observe that if λp = λ#

p then inequality (3.2) implies
that u# is an eigenfunction of problem (3.1) corresponding to the first eigenvalue.
Furthermore, the following equality holds:

(3.3)
∫

Ω
|∇u|p dx =

∫
Ω#

|∇u#|p dx,

because ‖u‖p = ‖u#‖p. On the other hand, the fact that u# is an eigenfunction of
(3.1) implies that

|{x : 0 < u#(x) < supu, ∇u#(x) = 0}| = 0.

By Theorem 3.2 (3.3) then gives:

u#(x) = u(x), Ω = Ω#, modulo translations.

The assertion about the coefficients aij is a consequence of the following observa-
tion (see also [ALT1], [Ke]). The vector ∇u = ∇u# points in the direction of x. This
means that if equality holds in (3.2) then

aij(x)xjxi = |x|2 a.e. in Ω.

But if A is a symmetric matrix whose first eigenvalue is greater or equal to 1, then x
is an eigenvector corresponding to the eigenvalue 1; that is the assertion.

4. Payne–Rayner-type inequalities. Let us consider a fixed eigenfunction
u 6≡ 0 of problem (2.1), corresponding to the first eigenvalue, that is a solution of the
problem

(4.1)

{−div
(
(A∇u, ∇u)(p−2)/2A∇u

)
= λpu|u|p−2 in Ω,

u = 0 on ∂Ω.
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Let B be the ball centered at the origin such that the first eigenvalue of problem (3.1)
in B is equal to λp, and let vq > 0, 0 < q ≤ ∞, be the corresponding eigenfunction
such that

(4.2) ‖vq‖q = ‖u‖q.

In other words vq satisfies (4.2) and solves the following problem:

(4.3)

 −div
(
|∇vq|p−2∇vq

)
= λpvq|vq|p−2 in B,

vq = 0 on ∂B.

A straightforward calculation shows that the ball B having the above properties is
given by

B = {x ∈ Rn : |x| < (κp/λp)1/p},

where κp denotes the first eigenvalue of problem (4.3) in the unit ball. Making use of
the characterization (2.2) and of Theorem 3.1 it is also clear that |B| ≤ |Ω|.

We will prove the following comparison result between u and vq.
Theorem 4.1. If u and vq are defined as above we have
(i) if 0 < q < ∞ then∫ s

0

(
u∗(t)

)q
dt ≤

∫ s

0

(
v∗

q (t)
)q

dt, s ∈ [0, |B|];

(ii) if q = ∞ then

u∗(s) ≥ v∗
∞(s), s ∈ [0, |B|].

If any of the above inequalities hold as equalities then Ω = B, u(x) = u#(x) =
vq(x) and aij(x)xj = xi, a.e. in Ω, modulo translations.

Before proving the theorem we quote a lemma whose proof is contained for ex-
ample in [Ta1], [Ta2], [BFM].

Lemma 4.2. Let u be solution of (4.1); then the following inequality holds:

−
(
u∗(s)

)′≤ λ
1/(p−1)
p

(nC
1/n
n s1−1/n)p/(p−1)

(∫ s

0

(
u∗(t)

)p−1
dt

) 1
p−1

a.e. in (0, |Ω|).

Proof of Theorem 4.1. If |B| = |Ω| then, because of Theorem 3.1, there is nothing
to prove. So we will suppose |B| < |Ω|.

Let us define

U(s) =
∫ s

0

(
u∗(t)

)p−1
dt, s ∈ [0, |Ω|],

and

V (s) =
∫ s

0

(
v∗

q (t)
)p−1

dt, s ∈ [0, |B|].

Taking into account Lemma 4.2 and the definition of vq we have that U(s) and V (s)
satisfy the following conditions: −

((
U ′(s)

)1/(p−1)
)′

≤ λ1/(p−1)
p

(nC
1/n
n s1−1/n)p/(p−1)

(
U(s)

)1/(p−1) a.e. in (0, |Ω|),

U(0) = U ′(|Ω|) = 0,
(4.4)
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and  −
((

V ′(s)
)1/(p−1)

)′
= λ1/(p−1)

p

(nC
1/n
n s1−1/n)p/(p−1)

(
V (s)

)1/(p−1) in (0, |B|),

V (0) = V ′(|B|) = 0.
(4.5)

We remark that (4.5) holds for every 0 < q ≤ ∞.
We start to consider the case q = p−1. First of all we observe that, by definition,

(4.2) implies that U(|B|) < U(|Ω|) = V (|B|). We will prove that U(s) ≤ V (s)
in (0, |B|). Suppose ab absurdo that a positive maximum of U(s) − V (s) exists in
s1 ∈ (0, |B|). In such a point we have U(s1) > V (s1) and U ′(s1) = V ′(s1). Using
(4.4), (4.5), and recalling Remark 3.2, we can apply Lemma 2.5 with ϕ = V , ψ = U ,

b = |B|, c = |Ω|, γ = p′ = p/(p − 1), µγ =
(
λ

1/p
p /nC

1/n
n

)p′

, α = p′/n, obtaining a
contradiction. The case q = p − 1 is then proven.

In order to complete the proof of case (i) in theorem 4.1 we consider, for 0 < q <
∞, the functions

Uq(s) =
∫ s

0

(
u∗(t)

)q
dt, s ∈ [0, |Ω|],

and

Vq(s) =
∫ s

0

(
v∗

q (t)
)q

dt, s ∈ [0, |B|].

By definition (4.2) of vq we have Uq(|B|) < Uq(|Ω|) = Vq(|B|). We will prove that
Uq(s) ≤ Vq(s) in (0, |B|). Suppose ab absurdo that a positive maximum of Uq(s) −
Vq(s) exists in s1 ∈ (0, |B|). In such a point we have Uq(s1) > Vq(s1) and U ′

q(s1) =
V ′

q (s1); then U ′(s1) = V ′(s1). Taking into account (4.4), (4.5), Remark 3.2, and
Lemma 2.5, it follows that

(4.6) U(s) ≤ V (s), s ∈ [0, s1].

Now (4.4), (4.5), and (4.6) give

(4.7) u∗(s) ≤ v∗
q (s) a.e. in (0, s1).

Obviously (4.7) implies Uq(s1) ≤ Vq(s1); that is a contradiction. The proof of part
(i) is then complete.

Part (ii) can be proven using similar arguments. We define

s1 = inf{s ∈ (0, |B|) : u∗(t) ≥ v∗
∞(t) ∀t ∈ (s, |B|]}.

Taking into account the fact that |B| < |Ω| and u∗(|B|) > v∗
∞(|B|) = 0, we have that

s1 is well defined and moreover u∗(s1) = v∗
∞(s1); that is, U ′(s1) = V ′(s1) if s1 > 0.

Obviously in the case s1 = 0 we immediately have the assertion. On the contrary, if
ab absurdo s1 > 0 then, by the above arguments, we have∫ s

0

(
u∗(t)

)p−1
dt ≤

∫ s

0

(
v∗

∞(t)
)p−1

dt, s ∈ [0, s1].

This inequality, together with (4.4) and (4.5), gives

−
(
u∗(s)

)′≤ −
(
v∗

∞(s)
)′ a.e. in (0, s1).
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Integrating between 0 and s and taking into account (4.2) we obtain

u∗(s) ≥ v∗
∞(s) in (0, s1),

which contradicts the assumption s1 > 0.
Finally, the case of equality in (i) and (ii) follows immediately from Theorem 3.1.

It is enough to observe that if, for example, equality holds in part (i), then u∗ = v∗
q

and |Ω| = |B|. This means that Theorem 3.1 applies.
A consequence of Theorem 4.1 is the following reverse inequality.
Theorem 4.3. Let u > 0 be an eigenfunction of problem (4.1). Then, for

0 < q < r ≤ ∞, we have

(4.8) ‖u‖r ≤ β(r, q, p, n, λp)‖u‖q,

where β(r, q, p, n, λp) = ‖v‖r

‖v‖q
and v is any nontrivial eigenfunction of (4.3). Fur-

thermore, equality in (4.8) holds if and only if Ω is a ball centered at the origin,
u(x) = u#(x), and aij(x)xj = xi, a.e. in Ω, modulo translations.

Proof. Inequality (4.8) is an immediate consequence of Theorem 4.1. Indeed,
choosing vq as in (4.2) and defining v∗

q (s) = 0 for s ∈ (|B|, |Ω|), Theorem 4.1 implies
that uq ∈ K(vq

q), where, for f ∈ L1
+(Ω) we denote by K(f) the set of functions

ϕ ∈ L1
+(Ω) such that (see [ALT2])∫ s

0
ϕ∗(t)dt ≤

∫ s

0
f∗(t)dt ∀s ∈ (0, |Ω|), and

∫ |Ω|

0
ϕ∗(t)dt =

∫ |Ω|

0
f∗(t)dt.

Using well-known properties about K(f) (see, e.g., [ALT2]), one obtains

‖u‖r ≤ ‖vq‖r =
‖vq‖r

‖vq‖q
‖u‖q,

that is, the assertion.
About the case of equality in (4.8) it is clear that by Theorem 3.1 it will be

sufficient to show that |B| = |Ω|. We then suppose ab absurdo that |B| < |Ω|. Let us
first consider the case r = ∞. So we have

‖u‖∞ =
‖v‖∞
‖v‖q

‖u‖q, 0 < q < ∞,

where v is a nontrivial eigenfunction of (4.3). In particular we can choose v = vq and
then

‖u‖∞ = ‖vq‖∞,

that is, vq = v∞. Taking into account Theorem 4.1 we immediately have u∗(s) =
v∗

∞(s), which gives the contradiction, again by Theorem 4.1.
The contradiction is achieved even in the case 0 < r < ∞. Indeed, arguing as

above, we have that equality in (4.8) implies

‖u‖r = ‖vq‖r.

We have already observed that, suitably defining v∗
q (s) in [|B|, |Ω|], Theorem 4.1

says that uq ∈ K(vq
q). The functional F (ϕ) = ‖ϕ‖r/q is strictly convex on K(vq

q)
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and assumes its maximum ‖vq
q‖r/q on such a set. It is well known (see [ALT2])

that the maximum of F (ϕ) is achieved only on extreme points of K(vq
q), that is, on

rearrangements of vq
q . This observation proves the assertion.

Remark 4.1. As in [C2] one can observe that Lemma 4.2 holds for any solution
of problem (2.1), not necessarily corresponding to the first eigenvalue. So the results
stated in Theorems 4.1 and 4.3 hold true for every eigenfunction of problem (2.1).

Appendix.
Proof of Lemma 2.2. We start with the case p ≥ 2. Let us put A(ξ) =

√
(Aξ, ξ).

Simple arguments show that

∣∣∣∣A (
ξ1 + ξ2

2

)∣∣∣∣p +
∣∣∣∣A (

ξ1 − ξ2

2

)∣∣∣∣p ≤
[
A

(
ξ1 + ξ2

2

)2

+ A
(

ξ1 − ξ2

2

)2
]p/2

=

[
A (ξ1)

2 + A (ξ2)
2

2

]p/2

.

By convexity of the function f(t) = tα, with α ≥ 1, we have the Clarkson-type
inequality

(A.1)
∣∣∣∣A (

ξ1 + ξ2

2

)∣∣∣∣p +
∣∣∣∣A (

ξ1 − ξ2

2

)∣∣∣∣p ≤ A (ξ1)
p + A (ξ2)

p

2
.

On the other hand the function g(ξ) = A(ξ)p is strictly convex because p ≥ 2 and
A(ξ)2 is strictly convex. This means that

(A.2) A(ξ2)p ≥ A(ξ1)p + pA(ξ1)p−2(Aξ1, ξ2 − ξ1).

Using (A.1) and (A.2) we have

A(ξ2)p ≥ −A(ξ1)p + 2
∣∣∣∣A (

ξ1 + ξ2

2

)∣∣∣∣p + 2
∣∣∣∣A (

ξ1 − ξ2

2

)∣∣∣∣p
≥ A(ξ1)p + pA(ξ1)p−2(Aξ1, ξ2 − ξ1) + 2

∣∣∣∣A (
ξ1 − ξ2

2

)∣∣∣∣p .

We have then proven part (i) of Lemma 2.2 with the constant 21−p instead of (2p−1 −
1)−1. Using an iteration argument as in the appendix of [L1] one obtains the full
claim.

In the case 1 < p < 2 we consider the function

φ(t) = A(ξ1 + t(ξ2 − ξ1))p,

where A(ξ) is the previously defined function. If φ(t) = 0 for some t ∈ [0, 1], then by
ellipticity condition ξ1 and ξ2 are multiples of each other, with the possibility that
one or both of them vanish. In such cases the claim of the lemma is evident. So we
can suppose that φ(t) 6= 0 in [0, 1]. Then we can use the equality

φ(1) = φ(0) + φ′(0) +
∫ 1

0
(1 − t)φ′′(t) dt
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to get

(A.3) A(ξ1)p = A(ξ1)p + p A(ξ1)p−2(Aξ1, ξ2 − ξ1) +
∫ 1

0
(1 − t)φ′′(t) dt.

A straightforward calculation gives

φ′′(t) = p(p − 2)A(ξ1 + t(ξ2 − ξ1))p−4(A(ξ1 + t(ξ2 − ξ1)), ξ2 − ξ1
)2

+pA(ξ1 + t(ξ2 − ξ1))p−2A(ξ2 − ξ1)2.

Now we observe that, because of the symmetry of the matrix A, we have, for every
ξ1, ξ2 ∈ Rn,

(Aξ1, ξ2)2 ≤ (Aξ1, ξ1)(Aξ2, ξ2),

A(ξ1 + ξ2) ≤ A(ξ1) + A(ξ2).

Using the above inequalities we obtain

φ′′(t) ≥ p(p − 1)A(ξ1 + t(ξ2 − ξ1))p−2A(ξ2 − ξ1)2

≥ p(p − 1)
A(ξ2 − ξ1)2(

A(ξ1) + A(ξ2)
)2−p t ∈ [0, 1].

This inequality and (A.3) give the assertion.

Acknowledgments. We thank the referees who helped us in recovering a few
misprintings and pointed out some useful references.
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Abstract. We study Cauchy’s problem for a second-order linear parabolic stochastic partial
differential equation (SPDE) driven by a cylindrical Brownian motion. Existence and uniqueness
of a generalized (soft) solution is established in Sobolev, Hölder, and Lipschitz classes. We make
only minimal assumptions, virtually identical to those common to similar deterministic problems.
A stochastic Feynman–Kac formula for the soft solution is also derived. It is shown that the soft
solution allows a Wiener chaos expansion and that the coefficients of this expansion can be computed
recursively by solving a simple system of parabolic PDEs.
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1. Introduction. In this paper we study second-order linear SPDEs of the type

(0.1)
du(t, x) = (Lu(t, x) + f(t, x))dt + (Mu(t, x) + g(t, x), dWt)Y ,
u(0, x) = ϕ(x), (t, x) ∈ (0, 1] × Rd,

where Lu(t, x) = aij(t, x)uxi,xj
+bi(t, x)uxi

+c(t, x)u, Mu(t, x) = σi(t, x)uxi
+h(t, x)u,

and W is a cylindrical Brownian motion in some Hilbert space Y . The coefficients of
the operator L and f(t, x) are real-valued functions while the coefficients of M and
g(t, x) are Y -valued. Equation (0.1) is assumed to be parabolic; i.e., the matrix (aij)
is symmetric, and A = (2aij − (σi, σj)Y ) is nonnegatively definite.

To motivate the study, we recall two important examples of equation (0.1).
1. Backward diffusion equation (see [11], [17], [29]). Let Xt,x(s) be a diffusion

process defined by the Ito equation

dXt,x(s) = b(Xt,x(s))ds + σ(Xt,x(s))dws, s ∈ (t, 1],
Xt,x(t) = x, x ∈ R1, and ws is a one-dimensional Brownian motion.

It is well known (see, e.g., [29]) that assuming some smoothness of b(x) and σ(x)
(which will be discussed later) one can show that the function u(t, x) = X1−t,x(1) is
a solution of the equation

(0.2) du(t, x) =
[ 1
2σ2(x)uxx(t, x) + b(x)ux(t, x)

]
dt + σ(x)ux(t, x)dw1(t),

u(0, x) = x , where w1(t) = w1 − w1−t.

2. Zakai equation (see [32], [29]). Let us consider the nonlinear filtering problem
in the following, rather common, setting. Assume that the signal process Xt is a
diffusion process defined by the Ito equation

Xt = X0 +
∫ t

0
b(Xs)ds +

∫ t

0
(σ(Xs)dws + σ̂(Xs)dŵs),
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where w and ŵ are one-dimensional Brownian motions and X0 is a random variable
with density function p(x). The Brownian motions w and ŵ and the random variable
X0 are defined on the probability space (Ω,F , P ) and are assumed to be independent.
The observation process is given by

yt =
∫ t

0
h(Xs)ds + wt .

It is a standard fact that for every function ψ such that E|ψ(xt)|2 < ∞, the optimal
mean square estimate for ψ(Xt), given the past of the observations Fy

t = σ(ys, s ≤ t),
is of the form

ψ̂t =
EP̃ [ψ(Xt)ζ(t)|Fy

t ]
EP̃ [ζ(t)|Fy

t ]
,

where ζ(t) = exp{
∫ t

0 h(Xs)dys − 1
2

∫ t

0 |h(Xs)|2ds} and dP̃ = ζ(1)−1dP .
Assuming some smoothness of the coefficients b, σ, and h, one can show that

(0.3) EP̃ [ψ(Xt)ζ(t)|Fy
t ] =

∫
ψ(x)u(t, x)dx ,

where u(t, x), usually referred to as the unnormalized filtering density, is a solution
of the Zakai equation

(0.4)
du(t, x) =

[1
2

(
(σ2(x) + σ̂2(x)

)
u(t, x))xx − (b(x)u(t, x))x

]
dt

+ [h(x)u(t, x) − (σ(x)u(t, x))x] dyt, t > 0 ,
u(0, x) = p(x) .

Since y is a Brownian motion on (Ω,F , P̃ ), equation (0.4) is obviously a particular
case of equation (0.1).

The Cauchy problem (0.1) has been studied by many authors [27], [14], [2], etc.
In the superparabolic case (the matrix A is uniformly nondegenerate) there exists
a quite complete theory for this problem in Sobolev spaces Wn,2(Rd) (see [29] and
references therein) and in the spaces of Bessel potentials Hs

p(Rd) (see [13]).
On the other hand, the existent theory for this problem in Hölder spaces, as well

as the Wn,2(Rd)-theory in the degenerate case (A ≥ 0), is not completely satisfac-
tory. For example, in the latter case the existence of solutions to (0.1) in W 1,2(Rd)
is known only if aij ∈ C2

b (Rd) and the remaining coefficients are assumed to have
bounded derivatives of the first order (in x). By applying this result to the back-
ward diffusion equation (0.2) one can see that the assumptions needed to make these
equations meaningful are substantially stronger than those that ensure the existence
of the diffusion process itself. The same applies to the Zakai equation. Indeed, the
conditional expectation in the left-hand part of (0.3) is well defined if the coefficients
b, σ, σ̂, and h are continuous and bounded and σ2 + σ̂2 ≥ δ > 0 (see [9], [30]), while in
order to ensure the existence of a W 1,2-solution to the Zakai equation, one needs to
assume additionally that σ and σ̂ are three times differentiable, b and h are twice dif-
ferentiable, and all the derivatives are bounded. Even in the superparabolic case, the
Zakai equation has a solution in W 1,p(Rd), p ≥ 2, only if σ has bounded derivatives
in x (see [13]).

The objective of this article is to study the Cauchy problem (0.1) with nonsmooth
coefficients. In particular, we would like to avoid the assumption on differentiability
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of the coefficients of the operator M and the function g and simultaneously relax
the superparabolicity assumption (Aijξiξj ≥ δ|ξ|2 for some δ > 0, where Aij =
2aij − (σi, σj)Y ).

These goals are hardly achievable within the scope of the standard (variational
or semigroup) approaches to SPDEs. This is why we extend the notion of a solution
to (0.1) by using the Cameron–Martin–Ito theory of (homogeneous) Wiener chaos
(see [1], [16]). In a way, we treat the Wiener process W as an (infinite-dimensional)
variable and solve equation (0.1) by separating (t, x) and W . More specifically, we
begin with the introduction of a “skeleton” equation associated with (0.1). This
equation could be formally obtained from (0.1) by replacing dWt by l(t)dt, where
l(t) is a Y -valued deterministic function. Then we define a soft solution of equation
(0.1) as an appropriately measurable and integrable function u(t, x) such that its
S-transform (Laplace–Wiener transform)

Slu(t, x) = Eu(t, x) exp
{∫ t

0
〈l(s), dWs〉Y − 1

2

∫ t

0
‖l(s)‖2

Y ds

}
solves the skeleton equation for a sufficiently rich class of functions l.

We prove (see Theorem 1) existence and uniqueness of a soft solution to (0.1) in
Sobolev spaces W 2,p, Hölder spaces C2+β , and the Lipschitz space L under minimal
assumptions on the coefficients and free forces. In particular, in the case of Sobolev
spaces, we do not require any differentiability of the coefficients. In the case of Hölder
and Lipschitz spaces the coefficients are Hölder and Lipschitz continuous (respec-
tively). In the first two cases the matrix a is assumed to be uniformly nondegenerate
and continuous. The superparabolic assumption is not required at any point in our
exposition.

Of course, if the coefficients and the free forces are smooth enough, the soft
solution coincides with the generalized (variational) solution in the sense of [29]. In
the nonsmooth case the soft solution can be approximated by solutions of similar
equations with smooth coefficients (Theorem 2).

It turns out (see Theorem 1) that the S-transform is invertible under the same
assumptions that guarantee the existence and uniqueness of the soft solution, and the
inverse is none other than the stochastic “Feynman–Kac” formula (in the terminology
of [29], averaging over characteristic formula) for a solution of (0.1). In particular,
this result eliminates the aforementioned gap between the assumptions which ensure
the existence of a solution to (0.1) and those needed just to define the Feynman–Kac
functional.

The Feynman–Kac formula is not always a convenient representation for a solution
of problem (0.1). For example, the whole purpose of the Zakai equation is to provide
a convenient recursive way to “compute” the unnormalized filter in the left-hand side
of (0.3). It is readily checked that the Feynman–Kac formula for the Zakai equation
is equivalent to this functional. So in this case, the Feynman–Kac interpretation of a
soft solution does not serve the same purpose as the Zakai equation.

With this in mind, we developed another representation for a soft solution of (0.1)
based on the Wiener chaos expansion. Specifically, we prove (Theorem 3) that a soft
solution of the Cauchy problem (0.1) admits the following expansion in L2(Ω):

(0.5) u(t, x) =
∑
α∈I

1√
α!

ϕα(t, x)ξα(W ),

where I is the set of all multi-indices of finite length, ξα(W ) are Wick polynomials
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of Wiener integrals
∫ t

0 mk(s)d(Ws, ej)Y , where {mk}k≥1 and {ej}j≥1 are complete
orthonormal systems in L2(0, 1) and Y , respectively, and ϕα(t, x) are the determin-
istic coefficients in the Cameron–Martin orthogonal decomposition of u(t, x). In sec-
tion 3 we prove that {ϕα}α∈I is a solution of a simple recursive parabolic system of
Kolmogorov-like deterministic equations (see [24]), referred to below as the S-system.

We prove (Theorem 3) that the S-system has a unique solution in Sobolev, Hölder,
and Lipschitz classes and the expansion (0.5) holds under essentially the same minimal
assumptions which were used to prove the existence of the soft solution. In some sense,
the Wiener chaos expansion (0.5) could serve as another definition of the soft solution.

Of course, using Ito’s decomposition theorem [7], one could rewrite the expan-
sion (0.5) in terms of multiple Wiener integrals (Corollary 4). This expansion, while
formally equivalent to (0.5), is not as flexible as the former (see [25]).

The Wiener chaos expansion is of special importance in nonlinear filtering. For
one, the expansion (0.5) and the associated S-system are well defined and functional
in many cases where the Zakai equation for the nonnormalized filtering density is not.
Even in the case of smooth coefficients, when the Zakai equation is also well defined,
the Wiener chaos expansion has some computational advantages. For example, an
important feature of expansion (0.5) is that it separates observations and parameters,
in that the Wick polynomials are completely defined by the observations process yt,
while the coefficients ϕα(t, x) are determined only by the coefficients of the signal
process and the observation function h. This allows one to shift off-line the time-
consuming computation related to solving PDEs (for more detail see [20]). We would
like to remark that the method of soft solutions has clear-cut limitations. For example,
it is not applicable if the coefficients of the equations are functions of W .

We conclude this introduction with some historical remarks.
The idea of using multiple Wiener integral expansions for solving stochastic dif-

ferential equations was championed by Veretennikov and Krylov [31]; see also Zvonkin
and Krylov [33], Isobe and Sato [6], and Léandre and Meyer [19]. (These works ad-
dress ordinary Ito equations which are equivalent to soft solutions of the backward
diffusion equation (0.2)).

Kunita [16] developed a similar representation for the Zakai equation with smooth
coefficients; see also a related work by Ocone [26].

The notion of a soft solution was introduced in [24]. Similar constructions have
also been used by several authors within the scope of white noise analysis (see,
e.g., [28], [5], and references therein). Loosely speaking, the goal in these works
was to study an appropriate skeleton equation and to prove that its solution is an
S-transform of some element in the space of Hida distributions. Then this element is
declared to be a generalized solution of the original equation.

Various particular cases of the Feynman–Kac formula can be found in the litera-
ture (see e.g., [5], [12], [15], [28], and the references therein).

The Wiener chaos expansion (0.5) and the associated S-system were first intro-
duced in [23]; see also [24]. For applications of these expansions to nonlinear filtering,
see [20] and references therein.

2. Soft solutions of SPDEs. Let (Ω,F , P ) be a probability space, Y a sepa-
rable Hilbert space, and W a cylindrical Wiener process in Y . The latter means that
we have a family of continuous martingales Wt(f), f ∈ Y , such that

〈W (f), W (g)〉t = t(f, g)Y ∀f, g ∈ Y .

In the future we will assume that Y = L2(U,U , κ), where (U,U , κ) is a separable
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measure space, κ ≥ 0. This assumption is not essential in any way and is made only
for the sake of convenience of notation.

Ito’s stochastic integral for a stochastic process f in L2(U,U , κ) will be denoted∫ t

0

∫
U

f(s, η)W (ds, dη) .

We denote H = [0, 1] × Rd and suppose that the following measurable functions
are given:

a : H → Rd2
, b : H → Rd, σ : H × U → Rd, c : H → R,

h : H × U → R, f : H → R, g : H × U → R, ϕ : Rd → R

such that

|a| + |b| + |c| +
∫

U

(|σ|2 + h2)dκ ≤ K < ∞ .

It is also assumed that f ,
∫

U
g2dκ, and ϕ are locally integrable.

The main objective of this paper is to study the equation

du(t, x) = [Lu(t, x) + f(t, x)]dt

+
∫

U

(Mt,ηu(t, x) + g(t, x, η))W (dt, dη),(1)

u(0, x) = ϕ(x),

where Lu = aij(t, x)uxixj
+ bi(t, x)uxi

+ c(t, x)u and

Mu = Mt,ηu = σi(t, x, η)uxi
+ h(t, x, η)u .

Note that the above assumptions imply that Mt,ηv is a Hilbert–Schmidt operator
from L2(U,U , κ) into L2(H) for any v ∈ W 1,2(Rd). The case of a non-Hilbert–Schmidt
operator µ is addressed in [25].

Now we shall further specify the structure of the matrix a. For this purpose let
us introduce a measurable function σ̂ : H × U → Rd. Everywhere below we assume
that

(P)
aij(x̄) = 1

2

∫
U

(σi(x̄, η)σj(x̄, η) + σ̂i(x̄, η)σ̂j(x̄, η))dκ,

x̄ ∈ H .

This assumption asserts that equation (1) is parabolic in the sense of [29].
Obviously the Zakai equation and the backward diffusion equation discussed in

the introduction are particular cases of equation (1). In both cases U = {1, . . . , d1}
and κ is the counting measure on U , i.e.,∫

A

dκ =
d1∑

i=1

1A(i) .

Let C2+β(H), β ∈ (0, 1), be the space of all continuous functions v on H having
the finite norm

|v|2,β = sup
t,x

|v(t, x)| + |D2
xv|β ,
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where

|v|β = sup
t,x

|v(t, x)| + sup
t,x6=y

|v(t, x) − v(t, y)|
|x − y|β .

Denote W 2,p(H), p > 1, the Sobolev class of p-integrable functions v on H having
generalized space derivatives up to the second order with the finite norm

|v|2,p = |v|p + |D2
xv|p ,

where |v|p = (
∫

H
|v|pdt dx)1/p.

Denote by L(H) the set of continuous functions v on H with finite norm

|v|L = sup
t,x

|v(t, x)| + sup
t,x6=y

|v(t, x) − v(t, y)|
|x − y| .

Below we consider three different sets of assumptions on the coefficients of equa-
tion (1):
(L) (a) |f |L + |b|L + |c|L ≤ K;

(b) ∫
U

{
|σ(x̄, η) − σ(ȳ, η)|2 + |σ̂(x̄, η) − σ̂(ȳ, η)|2

+|h(x̄, η) − h(ȳ, η)|2 + |g(x̄, η) − g(ȳ, η)|2
}

dκ ≤ K|x − y|2 ,
∀x̄ = (t, x), ȳ = (t, y) ∈ H ;

tr a +
∫

U

(|h| + |g|)2dκ ≤ K .

(C) For β ∈ (0, 1), δ > 0
(a) |f |β + |b|β + |c|β ≤ K;
(b) aijξiξj ≥ δ|ξ|2 ∀ξ ∈ Rd;
(c) ∀x̄ = (t, x), ȳ = (t, y) ∈ H∫

U

{
|σ(x̄, η) − σ(ȳ, η)|2 + |σ̂(x̄, η) − σ̂(ȳ, η)|2 + |h(x̄, η) − h(ȳ, η)|2

+|g(x̄, η) − g(ȳ, η)|2
}

dκ ≤ K|x − y|2β ,

tr a +
∫

U

(|h| + |g|)2dκ ≤ K ;

(d) ϕ ∈ C2,β(Rd).
(W) (a) lim|x−x′|→0 supt

∫
U

{
|σ(t, x, η) − σ(t, x′, η)|2 + |σ̂(t, x, η) − σ̂(t, x′, η)|2

}
dκ =

0 and (b) of (C) holds;
(b) for p > d, f ∈ Lp(H) ∩ L2p(H), (

∫
U

|g|2dκ)1/2 ∈ Lp(H) ∩ L2p(H) and ϕ ∈
W 2,p(Rd) ∩ W 2,2p(Rd).

Throughout what follows, we assume that at least one of the assumptions (L),
(C), or (W ) holds.

Let FW = FW
1 be a P -completion of σ(Ws(f), f ∈ L2(U, dκ), s ∈ [0, 1]) and

FW
t = Ft be a σ-algebra generated by ∩r>tσ(Ws(f), f ∈ L2(U, dκ), s ∈ [0, r]) and

negligible sets of FW . For l ∈ L2([0, 1]×U, dtdκ), we define qt(l) as the unique solution
of the equation  dqt(l) = qt(l)

∫
U

l(t, η)W (dt, dη), t ∈ [0, 1],

q0(l) = 1.
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Let D be the class of all l ∈ L2([0, 1]×U, dt dκ) such that
∫

U
l(t, η)2dκ is bounded.

Let1 F̃ = B(H)⊗FW , F̃t = Ft⊗B(Rd). For an F̃-measurable and F̃t-adapted function
u(t, x) such that E|u(t, x)|2 is locally bounded, we define its Sl-transform by

Slu(t, x) = Eu(t, x)qt(l) = Eu(t, x)q1(l), l ∈ D .

Simple (informal) computations yield that ul(t, x) = Slu(t, x) verifies the skeleton
equation.  ∂tu

l = Lul + f +
∫

U

l(Mul + g)dκ, t ∈ [0, 1],

ul(0, x) = ϕ(x).
(2)

This equation is central for our construction. It will be studied below in Hölder,
Sobolev, and Lipschitz classes. The notion of a solution for the former two classes is
well known (see, e.g., [3], [18], etc.). L(H)-solution, a solution in the Lipschitz class
L(H), is understood in the following sense.

Definition 1. A function u ∈ L(H) is said to be an L(H)-solution of the Cauchy
problem {

∂tu = Lu + f in H,
u(0, ·) = ϕ

(3)

if for every y(x) ∈ C∞
0 (Rd) and all t ∈ [0, 1],∫

Rd

u(t, x)y(x)dx =
∫

Rd

ϕ(x)y(x)dx +
∫ t

0

∫
Rd

{
− aij(s, x)uxi

(s, x)yxj
(x)

+[(bi(s, x) − aij
xj

(s, x))uxi(s, x) + c(s, x)u(s, x) + f(s, x)]y(x)
}
dx ds .(4)

It is a standard fact that if a function v is Lipschitz continuous on Rd,

|v(x) − v(y)| ≤ C|x − y| ∀x, y ∈ Rd ,

then v is differentiable almost everywhere (a.e.) on Rd and essupx|vx| ≤ C. So, the
equality (4) is well defined.

Definition 2. Let (C) (respectively, (W) or (L)) be satisfied. An F̃-measurable
Ft-adapted function u is a C2+β-soft (respectively, W 2,p-soft, L-soft) solution for (1)
if, for each l ∈ D, ul(t, x) = Slu(t, x) is a solution in the class C2+β(H) (respec-
tively, W 2,p(H) or L(H)) of the equation (2).

To formulate the main result of this section we shall introduce some additional
notation.

Let Ŵ be a cylindrical Wiener process in L2(U,U , κ) independent of W . Let us
fix a number s ≤ 1 and set for t ∈ [0, s], W s

t = Ws − Ws−t and Ŵ s
t = Ŵs − Ŵs−t.

Let G = G1
1 be a P -completion of σ(W s

r , Ŵ s
r , r ∈ [0, 1]) and Gs

t be a σ-algebra
generated by ∩r>uσ(W s

v , Ŵ s
v , v ≤ r) and P -negligible sets of G1

1 . Let X = C[0,1](Rd)
be the space of continuous Rd-valued trajectories on [0, 1], equipped with the canonical
process Xt = Xt(w) = w(t), w ∈ X , the canonical σ-algebra C1

1 = σ(Xs, s ∈ [0, 1]),
and the filtration Cs

t = σ(Xs−r, r ≤ t). On the product space Ω̄ = Ω × X we define

1Here and below B denotes the Borel σ-algebra.
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σ-algebras Ḡ = G1
1 ⊗ C1

1 , Ḡs
t = ∩r>tGs

r ⊗ Cs
r , Ḡs = (Ḡs

t ). Denote by Bmc(Ω̄) the set of
all bounded measurable functions f on Ω̄ such that f(w, ·) is continuous on X for all
w ∈ Ω. Let M1

mc(Ω̄) be the set of probability measures µ on (Ω̄, Ḡ) with the property
µ|Ω = P . This space is assumed to be endowed with the topology generated by the
maps

µ → µ(f), µ ∈ M1
mc(Ω̄), f ∈ Bmc(Ω̄)

(see [8]).
Definition 3. For (s, x) ∈ H define2

S(s, x, σ, σ̂, b) =
{
µ ∈ M1

mc(Ω̄) : µ-a.e. Xu = x ∀u ≥ s,

−dXt =
∫

U

(σ(t, Xt, η)W (
←
dt, dη) + σ̂(t, Xt, η)Ŵ (

←
dt, dη))

+b(t, Xt)dt, t < s}

A measure µ ∈ S(s, x, σ, σ̂, b) is called a solution to (s, x, σ, σ̂, b).
Remark 1. Let P̄ ∈ M1

mc(Ω̄). Using the Ito formula one can check easily that
P̄ ∈ S(s, x, σ, σ̂, b) if and only if

Mt = Xs−t − x −
∫ s

s−t

b(r, Xr)dr ∈ Mloc(Ḡs, P̄ ) ,

Xu = x ∀u ≥ s , P̄ -a.e.

〈M, W s(h) + Ŵ s(ĥ)〉t =
∫ s

s−t

∫
U

{σ(r, Xr, η)h(η)

+σ̂(r, Xr, η)ĥ(η)
}
dκ dr ∀h, ĥ ∈ L2(E, dκ)

and

〈M i, M j〉t =
∫ s

s−t

∫
U

{
σi(r, Xr, η)σj(r, Xr, η)

+σ̂i(r, Xr, η)σ̂j(r, Xr, η)
}

dκdr .

Indeed, let Nt = Mt−
∫ s

s−t

∫
U

σ(r, Xr, η)W (
←
dr , dη) −

∫ s

s−t

∫
U

σ̂(r, Xr, η)Ŵ (
←
dr , dη).

Then

〈N i〉t = 〈M i〉t − 2
∫ s

s−t

∫
U

σi(r, Xr, η)2dκdr

−2
∫ s

s−t

∫
U

σ̂i(r, Xr, η)2dκdr +
∫ s

s−t

∫
U

σi(r, Xr, η)2dκ, dr

+
∫ s

s−t

∫
U

σ̂i(r, Xr, η)2dκdr = 0, i = 1, . . . , d .

This proves the remark.
For l ∈ D, set Bl(t, x) = b(t, x) +

∫
U

σ(t, x, η)l(t, η)dκ and denote B(t, x) =
b(t, x) −

∫
U

σ(t, x, η)h(t, x, η), dκ.

2The backward stochastic integral with respect to the cylindrical Wiener process W can be
defined by the formula∫ t

r

∫
U

f(s, η)W (
←
ds, dη) =

∫ 1−r

1−t

∫
U

f(1 − s, η)W (ds, dη) .

For details see, e.g., [15] and [29].
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Theorem 1. Assume (C) (respectively, (W) or (L)). Then there is a C2+β-
soft (respectively, W 2,p-soft or L-soft) solution u of (1) such that ul is continuous
for each l ∈ D. For each (s, x) ∈ H any two soft solutions having this property are
P -indistinguishable.

In addition, there exists a unique measure PB
s,x ∈ S(s, x, σ, σ̂, B) so that the map

s, x → PB
s,x is continuous and for every s, x,

u(s, x) = PB
s,x

[∫ s

0
f(t, Xt)ρ(s, t)dt

+ϕ(X0)ρ(s, 0) +
∫ s

0

∫
U

g(t, Xt, η)ρ(s, t)W (
←
dt , dη)|FW

s

]
P-a.s.,(5)

where

ρ(s, t) = exp
{∫ s

t

c(r, Xr)dr +
∫ s

t

∫
U

h(r, Xr, η)W (
←
dr , dη)

− 1
2

∫ s

t

∫
U

h(r, Xr, η)2dκ, dr

}
.

Before proceeding with the proof of this statement we shall present some impor-
tant auxiliary results.

Lemma 1 (see [4]). Let ξ ∈ L2(Ω,FW , P ) and Eq1(h)ξ = 0 for each h ∈
L2([0, 1] × U, dt dκ), where

qt(h) = exp
{∫ t

0

∫
U

h(s, η)W (ds, dη) − 1
2

∫ t

0

∫
U

h(s, η)2dκ ds

}
.

Then ξ = 0 P-a.e.; i.e., the linear subspace generated by q1(h), h ∈ L2([0, 1] × U ,
dt dκ) is dense in L2(Ω,FW , P ).

We will need two “auxiliary” sets of assumptions:
(A) For each x̄ = (t, x), ȳ = (t, y) ∈ H∫

U

{|σ(x̄, η) − σ(ȳ, η)|2 + |σ̂(x̄, η) − σ̂(ȳ, η)|2}dκ

+|b(x̄) − b(ȳ)|2 ≤ K|x − y|2,
|b| +

∫
U

(|σ| + |σ̂|)2dκ ≤ K .

(B) (a) For some δ > 0,

aijξiξj ≥ δ|ξ|2 ∀ξ ∈ Rd;

(b) lim|x−x′|→0 supt

∫
U

{
|σ(t, x, η) − σ(t, x′, η)|2 + |σ̂(t, x, η) − σ̂(t, x′, η)|2

}
dκ =

0;
(c) |a| + |b| ≤ K.

Lemma 2 (see [18], [10], [21], [22]). Let assumption (B) be satisfied and p > d.
Then there exists a constant N = N(δ, K, d, p) such that for each (s, x) ∈ H and
P̄ ∈ S(s, x, σ, σ̂, b),

P̄

∫ 1

s

f(t, Xt)dt ≤ N |f |p for all f ∈ Lp(H) .
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Proposition 1. Let (at least) one of the assumptions (A) and (B) be satisfied.
Then for each (s, x) ∈ H there exists a unique Ps,x ∈ S(s, x, σ, σ̂, b) and the map
(s, x) → Ps,x ∈ M1

mc(Ω̄) is continuous.
Proof. 1. Assume (A). In this case the proof can be carried out along familiar

lines and we confine ourselves to a short outline.
Iterating and using (A) in a standard way, we find a unique strong solution

Xt = Xs,x
t of the equation

−dXt =
∫

U

{
σ(t, Xt, η)W (

←
dt , dη) + σ̂(t, Xt, η)Ŵ (

←
dt , dη)

}
+b(t, Xt)dt ,
Xt = x ∀t ≥ s .

In addition, it is readily checked that E supt |Xs,x
t |2 is locally bounded on H.

Now, using Gronwall’s inequality, we derive that

E sup
t

|Xs,x
t − Xs′,x′

t |2−→0 as (s′, x′) → (s, x) .(6)

Define Ps,x(dω, dw) = δXs,x
· (dw)P (dω) ∈ M1

mc(Ω̄), where δw is a Dirac measure on X
at point w. Then obviously Ps,x ∈ S(s, x, σ, σ̂, b) is a unique solution to (s, x, σ, σ̂, b).
The continuity of the map (s, x) → Ps,x follows from (6).

2. Assume (B). First we will prove that a solution of the martingale problem
(s, x, σ, σ̂, b) is unique. This follows from Lemma 3 below.

Lemma 3. Let P̄ , P̄ ′ ∈ S(s, x, σ, σ̂, b). Then for every partition 0 ≤ s1 ≤ · · · ≤
sn ≤ 1 and for each bounded continuous g : (Rd)n → R,

P̄ [g(Xs1 , . . . , Xsn
)|G] = P̄ ′[g(Xs1 , . . . , Xsn

)|G] P-a.e.(7)

Proof. The proof will be carried out by induction. Obviously (7) holds if n = 1
and s1 = 1.

Let us fix the partition, 0 < s1 ≤ · · · ≤ sn ≤ 1, and assume that for this partition
(**) holds. It is sufficient to prove that for any h, ĥ ∈ L2([0, 1] × U, dt dκ) and
f ∈ C∞

0 (H),

P̄

[
g(Xs1 , . . . , Xsn

)
∫ s1

0
f(t, Xt)dtq0(h, ĥ)

]
= P̄ ′

[
g(Xs1 , . . . , Xsn

)
∫ s1

0
f(t, Xt)dtq0(h, ĥ)

]
,(8)

where

qt(h, ĥ) = exp
{∫ 1

t

∫
U

[hW (ds, dη) + ĥŴ (ds, dη)]

−1
2

∫ 1

t

∫
U

(h2 + ĥ2)dκ ds

}
.

Since f and h, ĥ are arbitrary, it would follow by Lemma 1 that for each s0 ∈
[0, s1), and v ∈ C∞

0 (Rd),

P̄ [g(Xs1 , . . . , Xsn
)v(Xs0)|G]

= P̄ ′[g(Xs1 , . . . , Xsn
)v(Xs0)|G] P-a.e.
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Thus for each Γ0, . . . ,Γn ∈ B(Rd), 0 ≤ s0 ≤ · · · ≤ sn ≤ 1 we would have

P̄ [Xs0 ∈ Γ0, . . . , Xsn ∈ Γn|G]
= P̄ ′[Xs0 ∈ Γ0, . . . , Xsn ∈ Γn|G] P-a.e.

In order to prove (8) we take a continuous function v ∈ W 2,d+1(H) solving the
Cauchy problem {

∂tu = L̃u + M̃u + f,
u(0, ·) = 0,

where L̃u = aijuxixj
+ biuxi

, M̃u = (
∫

U
(σih + σ̂iĥ)dκ)uxi

.
Such a solution exists according to [21] and the Sobolev imbedding theorem. By

the Ito formula for backward stochastic differentials (see [29]) and Lemma 2 we have
(see [22])

P̄ [g(Xs1 , . . . , Xsn) v(s1, Xs1)q0(h, ĥ)]

= P̄

[
g(Xs1 , . . . , Xsn

)
∫ s0

0
[M̃v(t, Xt) + f(t, Xt)]dtq0(h, ĥ)

]
− P̄

[
g(Xs1 , . . . , Xsn

)
∫ s1

0
vxi

(t, Xt)(σi(t, Xt, η)W (
←
dt, dη)

+ σ̂i(t, Xt, η)Ŵ (
←
dt, dη))q0(h, ĥ)

]
= P̄

[
g(Xs1 , . . . , Xsn

)
∫ s1

0
f(t, Xt)dtq0(h, ĥ)

]
.

Then the uniqueness follows.
Let w ∈ C∞

0 (Rd), w ≥ 0,
∫

w dx = 1, suppw ⊂ {x : |x| < 1}, ε > 0, wε(x) =
εdw(x/ε), σε(t, x, y) = σ(t, ·, y)∗wε(x), σ̂ε(t, x, y) = σ̂(t, ·, y)∗wε(x), bε(t, x) = b(t, ·)∗
wε(x).

To prove the existence let us choose εn → 0 such that aij
n (x̄)ξiξi ≥ δ/2|ξ|2, where

aij
n (x̄) =

∫
U

(σi
n(x̄, η)σj

n(x̄, η) + σ̂i
n(x̄, η)σ̂j

n(x̄, η))dκ ,

σi
n = σi

εn
, σ̂i

n = σ̂i
εn

, bn = bεn
, and

bn → b,

∫
(|σn − σ|2 + |σ̂n − σ̂|2)dκ → 0,

dtdx-a.e.

Let (sn, xn) → (s, x), P̄n ∈ S(sn, xn, σn, σ̄n, bn). In the first part ((A) is satisfied)
we proved already that for every n, P̄n exists and is unique. Obviously, the set of
measures

{
P̄n ◦ X−1, n ≥ 1

}
on X is relatively compact. Thus the set

{
P̄n, n ≥ 1

}
is also relatively compact in M1

mc(Ω̄). In fact, it is shown in [8] that the former is
necessary and sufficient for the latter.

We can assume that P̄n → P̄ in M1
mc(Ω̄). For r < t, let f̄ be a Cr-measurable

bounded continuous function and H ∈ Gr. Then

P̄n1H f̄(Mn
t − Mn

r ) = 0,

where Mn
t = Xt −

∫ s

t
bn(r, Xr)dr.
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For each m, K > 0

P̄n

∫ 1

0
|bn(r, Xr) − bm(r, Xr)|dr

≤ N |(bn − bm)1{|x|≤K}|p + C supn P̄n(supt |Xt| > K) .

Thus

P̄1H f̄(Mt − Ms) = 0 .

Similarly, using the characterization given in Remark 1 we derive in a standard
way that P̄ ∈ S(s, x, σ, σ̂, b). Since we have already proved that P̄ is unique, the
statement follows.

Now we shall discuss basic properties of L(H)-solutions to (4).
Set ψ(x) = (1 + |x|2)−d, b̂j = bj − [2aijψxi + aij

xi
], ĉ = c − [Lψ − 2aijψxiψxj ]/ψ,

and f̂ = ψf .
Lemma 4. Let u be an L(H)-solution of the Cauchy problem (3). Set ū(t, x) =

ψ(x)u(t, x). Then ū(t, x) is a continuous map from [0, 1] into L2(Rd). In addition
ū(t, x) ∈ L2((0, 1);W 1,2(Rd)) and satisfies the “energy” equality

∫
Rd

|ū(t, x)|2dx =
∫

Rd

|ū(0, x)|2dx + 2
∫ t

0

∫
Rd

{
− aij(s, x)ūxi

(s, x)ūxj
(s, x)

+
[
b̂i(s, x)ūxi

(s, x) + ĉ(s, x)ū(s, x) + f̂(s, x)
]
ū(s, x)

}
dx ds .(9)

Proof. The inclusion ū ∈ W 1,2(Rd) is obvious. It is also readily checked that ū is
a (W 1,2(Rd)) generalized solution of the Cauchy problem

∂ū

∂t
= L̂ū + f̂ , ū(0) = ψϕ,(10)

where L̂ū = (aij ūxi)xj + b̂iūxi + ĉū. It follows from (4) and (10) that

∂ū

∂t
∈ L2((0, 1);W−1,2(Rd)).(11)

By the standard imbedding theorem (see, e.g., [18]), (4) and (11) give that there exists
a version of function ū which is continuous from [0,1] into L2(Rd). It is well known (see,
e.g., [18] or [29]) that if a generalized solution of (10) belongs to L2((0, 1);W 1,2(Rd))∩
C([0, 1];L2(Rd)), then it satisfies equality (9).

Proposition 2. For each x̄ = (t, x), ȳ = (t, y) ∈ H, let∫
U

{
|σ(x̄, η) − σ(ȳ, η)|2 + |σ̂(x̄, η) − σ̂(ȳ, η)|2

}
dκ ≤ K|x − y|2

and |b|L + |c|L +
∫

(|σ| + |σ̂|)2dκ ≤ K.
Then for each f, ϕ such that |f |L + |ϕ|L < ∞ there exists a unique u ∈ L(H)

solving (3). Moreover,

u(s, x) = E

[∫ s

0
exp

{∫ s

t

c(r, Xs,x
r )dr

}
f(t, Xs,x

t )dt

+ exp
{∫ s

0
c(r, Xs,x

r )dr

}
ϕ(Xs,x

0 )
]

,(12)
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where Xt = Xs,x
t is a strong solution of the equation
−dXt =

∫
U

(σ(t, Xt, η)W (
←
dt, dη) + σ̂(t, Xt, η)Ŵ (

←
dt, dη))

+b(t, Xt)dt, t < s .
Xt = x ∀t ≥ s .

Proof. 1. The uniqueness. It is enough to prove that a function v ∈ L(H) that
satisfies (10) with f = ϕ = 0 is identically zero.

By (9) we have

‖v(t)‖2
0 = 2

∫ t

0

∫
Rd

{
−aijvxivxj + b̂ivxiv + ĉv2

}
ds dx,(13)

where ‖ · ‖0 stands for the norm in L2(Rd). Integrating by parts we notice that

2
∫

Rd

b̂ivxi
vdx = −

∫
(bi − 2aijψxj

ψ−1)xi
v2dx

+2
∫

aij
xj

vxivdx .(14)

Owing to the boundedness of the coefficients a, b, c and their first derivatives (for
a.a.x), we derive from (13) and (14) that for all t,

‖v(t)‖2
0 ≤ 2

∫ t

0

∫
Rd

{
−aijvxivxj + aij

xj
vxiv

}
dx ds

+c

∫ t

0
‖v(s)‖2

0ds .(15)

Again integrating by parts we get∫
Rd

∫
U

(σi(η)σj(η))xj
vxi

vdκdx =
∫

Rd

∫
U

σi(η)σj
xj

(η)vxi
vdκdx

+ 1
2

∫
Rd

∫
U

σi
xj

(η)σj(η)(v2)xi
dx =

∫
Rd

∫
U

σi(η)σj
xj

(η)vxi
vdκdx

− 1
2

∫
Rd

∫
U

σi
xj

(η)σj
xi

(η)v2dκdx + 1
2

∫
Rd

∫
U

σi
xi

(η)σj
xj

(η)v2dκdx

+
∫

Rd

∫
U

σi
xi

(η)σj(η)vvxj dκdx = I1 + I2 + I3 + I4.

Obviously,

I2 + I3 ≤ c‖v‖2
0 .(16)

Applying the Hölder inequality and then the elementary inequality 2ab ≤ a2 + b2 we
obtain

I1 + I4 ≤
∫

Rd

∫
U

|σi(η)vxi |2dκdx + c‖v‖2
0 .(17)

Estimates (16) and (17) yield∫ t

0

∫
Rd

∫
U

(σi(η)σj(η))xj vxivdκdxds ≤
∫ t

0

∫
Rd

∫
U

|σi(η)vxi |2dκdxds

+c

∫ t

0
‖v‖2

0ds .(18)
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Similar arguments lead to the estimate∫ t

0

∫
Rd

∫
U

(σ̂i(η)σ̂j(η))xj
vxi

vdκdxds ≤
∫ t

0

∫
Rd

∫
U

|σ̂i(η)vxi
|2dκdxds

+c

∫ t

0
‖v‖2

0ds .(19)

Combining (18) and (19) we arrive at

2
∫ t

0

∫
Rd

aij
xj

vxivdx ≤
∫ t

0

∫
Rd

∫
U

(|σi(η)vxi |2 + |σ̂i(η)vxi |2 + |σ̂i(η)vxi |2)dκdxds

+c

∫ t

0
‖v‖2

0ds = 2
∫ t

0

∫
Rd

aijvxi
vxj

dxds + c

∫ t

0
‖v‖2

0ds .

The latter inequality together with (15) gives

‖v(t)‖2
0 ≤ c

∫ t

0
‖v(s)‖2

0ds ,

and thus by the Gronwall lemma ‖v(t)‖0 ≡ 0.
2. The existence. Let w ∈ C∞

0 (Rd), w ≥ 0, suppw ⊂ {x : |x| < 1},
∫

wdx = 1,
wε(x) = ε−dw(x/ε). Define bε(t, ·) = b(t, ·) ∗ wε, cε(t, ·) = c(t, ·) ∗ wε, σε(t, ·, η) =
σ(t, ·, η) ∗ wε, σ̂ε(t, ·, η) = σ̂(t, ·, η) ∗ wε, fε(t, ·) = f(t, ·) ∗ wε, ϕε = ϕ ∗ wε. Consider
the Cauchy problem {

−∂tu + Lεu + fε = 0 in H,
u(0, ·) = ϕε,

(20)

where Lε is obtained by L by substituting σε, σ̂ε, bε, cε for σ, σ̂, b, c. Then according
to [29], we can find a unique smooth (with respect to x) solution uε to (20). For
(s, x) ∈ H denote by Xt = Xε,s,x

t a solution to
−dXt =

∫
U

(σε(t, Xt, η)W (
←
dt , dη) + σ̂(t, Xt, η)Ŵ (

←
dt , dη))

+ b(t, Xt)dt, t < s,
Xt = x, ∀t ≥ s.

By the Ito formula we have

uε(s, x) = E

[ ∫ s

0
exp

{∫ s

t

cε(r, Xε,s,x
r )dr

}
fε(t, X

ε,s,x
t )dt

+ exp
{∫ s

0
cε(r, Xε,s,x

r dr

}
ϕε(X

ε,s,x
0 )

]
.(21)

Now it is easy to see that

|uε(s, x) − uε(s′, x)) ≤ C|s − s′| 1
2(22)

|uε(s, x) − uε(s, x′)) ≤ C|x − x′| ,(23)

where the constant C does not depend on ε.
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Thus we can find a sequence εk ↓ 0 such that (uk)(uεk) converges to u ∈ L(H)
uniformly on compact subsets of H and (23) holds for u as well. So

|uε
x| ≤ C, |ux| ≤ C .

Since uk = uεk is a classical solution of (20) for every y ∈ C∞
0 (Rd) we can rewrite

(4) as ∫
uk(t, x)y(x)dx =

∫
ϕεk

(x)y(x)dx +
∫ t

0

∫ {
− aij

εk
(s, x)uk

xi
(s, x)yxj (x)

+[(bi
εk

(s, x) − aij
εkxj

(s, x))uk
xi

(s, x) + cεk
(s, x)uk(s, x) + fεk

(s, x)]y(x)
}

dxds ,(24)

where

aij
εk

(s, x) = 1
2

∫
u

(σi
εk

(s, x, η)σj
εk

(s, x, η) + σ̂i
εk

(s, x, η)σ̂j
εk

(s, x, η))dκ .

In order to pass to the limit as h → ∞ we notice that for a bounded function
g(s, x) on H taking values in a Hilbert space V and any compact K ⊂ Rd

∫ 1

0

∫
K

‖gε(s, x) − g(s, x)‖2ds dx
ε → 0
−→ 0 ,(25)

where gε(s, ·) = g(s, ·) ∗ wε.
Also, if gk, g are measurable functions on H such that supk |gk| + supk |gk| ≤ C

and for each compact K ∫ 1

0

∫
K

|gk(s, x) − g(s, x)|k → ∞
−→ 0 ,

then for every ϕ ∈ C∞
0 (Rd),∫ 1

0

∫
gk(s, x)uk

xl
(s, x)ϕ(x)dxds

k → ∞
−→

∫ 1

0

∫
g(s, x)uxl

(s, x)ϕ(x)dxds .(26)

Indeed, for each m

limk

{∣∣∣∣∫ 1

0
|gk(s, x)uk

xl
(s, x)ϕ(x)ds dx −

∫ 1

0

∫
gm(s, x)uk

xl
(s, x)ϕ(x)ds dx

∣∣∣∣
+

∣∣∣∣∫ 1

0

∫
gk(s, x)uxl

(s, x)ϕ(x)ds dx −
∫ 1

0

∫
gm(s, x)uxl

(s, x)ϕ(x)d, dx

∣∣∣∣}
≤ c(m) and c(m)m→∞−→ 0 .

On the other hand, for each m

limk

∫ 1

0

∫
gm(s, x)uk

xl
(s, x)ϕ(x)ds dx = − lim

k

∫ 1

0

∫
(gm(s, x)ϕ(x))xl

uk(s, x)ds dx

=
∫ 1

0

∫
(gm(s, x)ϕ(x))xl

u(s, x)ds dx =
∫ 1

0

∫
gm(s, x)ϕ(x)uxl

(s, x)ds dx

and (26) follows.
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Applying (25) for V = L2(U,U , dκ), g = σ, σ̂, σxl
, σ̂xl

, we derive that for a com-
pact K ⊂ Rd

∫ 1

0

∫
K

(|aij
εk

(s, x) − aij(s, x)| + |aij
εkxl

(s, x) − aij
xl

(s, x)|)ds dx
k → ∞
−→ 0 .

Using the same argument for V = R,∫ 1

0

∫
K

(|cεk
(s, x) − c(s, x)| + |ϕεk

(x) − ϕ(x)| + |fεk
(s, x) − f(s, x)|

+|bi
εk

(s, x) − b(s, x)|)ds dx
k→∞−→ 0 .

Now using (26) we pass to the limit, as k → ∞, in (24) and arrive at (4) for u,
and (12) follows from (21). This completes the proof.

Proof of Theorem 1. 1. The uniqueness. The uniqueness is an immediate
consequence of Lemma 1 and the corresponding uniqueness theorem for (2). For the
class L(H) the latter result follows from Proposition 1. Uniqueness of (2) in the classes
C2+β(H) and W 2,p(H) is well known; see, e.g., [3], [18], [21], [22], and a continuous
version of a W 2,p(H)-solution exists by the Sobolev imbedding theorem.

Remark 2. Note that in the standard references (e.g., [3] or [18]) some smoothness
of the coefficients of (3) in t is assumed. In fact this assumption is not necessary (see
[21], [22]).

2. The existence. Obviously the assumption (L) implies (A) while (B) follows
from either of the assumptions (C) or (W ). This of course remains true if b in (A)
and (B) is replaced by B or Bl for any l ∈ D. So by Proposition 1 there exists a
unique measure PB

s,x ∈ S(s, x, σ, σ̂, B) and the map (s, x) → PB
s,x is continuous. The

right-hand part of (5) is well defined and we denote it by v(s, x). Then E|v(s, x)|2 is
locally bounded by the Hölder inequality (and Lemma 2 if (W ) is assumed). Fix l ∈ D
and set vl(s, x) = Ev(s, x)qs(l). Simple computation based on Girsanov’s theorem
shows that

vl(s, x) = PBl
s,x

[∫ s

0
exp

{∫ s

t

c̃(r, Xr)dr

}
(f(t, Xt)

+
∫

U

l(t, η)g(t, Xt, η)dκ)dt + ϕ(X0) exp
{∫ s

0
c̃(r, Xr)dr

}]
,(27)

where c̃(t, x) = c(t, x) +
∫

U
l(t, η)h(t, x, η)dκ and PBl

s,x ∈ S(s, x, σ, σ̂, Bl).
Since the right-hand side of (27) solves equation (2) in the corresponding class and

is continuous in (s, x) (see [3], [18], [21], [22] for C2+β(H), W 2,p(H), and Proposition
1 for L(H)), we are done.

The following corollary is an obvious implication of (5) and the uniqueness prop-
erty of soft solutions.

Corollary 1. If g = 0, f ≥ 0, and ϕ ≥ 0 then the S-solution of equation (1) is
nonnegative.

Remark 3. Let the assumption (L) be satisfied. Then we can rewrite (5) as

u(s, x) = E

[∫ s

0
f(t, Xs,x

t )ρ̃(s, t)dt + ϕ(Xs,x
0 )ρ̃(0, s)

+
∫ s

0

∫
U

g(t, Xs,x
t , η)ρ̃(s, t)W (

←
dt , dη)|FW

s

]
,(28)
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where Xs,x is a strong solution of the stochastic differential equation (SDE)
−dXt =

∫
U

(σ(t, Xt, η)W (
←
dt , dη) + σ̂(t, Xt, η)Ŵ (

←
dt , dη))

+ B(t, Xt)dt, t < s,
Xt = x ∀t ≥ s ,

and

ρ̃(s, t) = exp
{∫ s

t

c(r, Xs,x
r )dr +

∫ s

t

∫
U

h(r, Xs,x
r , η)W (

←
dr , dη)

− 1
2

∫ s

t

h(r, Xs,x
r , η)2dκ dr

}
.

Moreover, a simple computation shows that for each p ≥ 2 there exists C such
that

E|u(t, x) − u(t, y)|p ≤ C|x − y|p ,
E|u(t, x) − u(t′, x)|p ≤ C|t − t′|p/2 .

Now we will show that an S-solution can be obtained as a limit of strong solutions.
Let w, w̄ ∈ C∞

0 (Rd), w ≥ 0, 0 ≤ w̄ ≤ 1,
∫

w dx = 1, suppw ⊂ {x : |x| < 1},
and w̄(x) = 1 if |x| ≤ 1. Define wε(x) = ε−dw(x/ε), w̄ε(x) = w(εx), σε(t, ·, η) =
σ(t, ·, η) ∗wε, σ̂ε(t, ·, η) = σ̂(t, x·, η) ∗wε , bε(t, ·) = b(t, ·) ∗wε, and cε(t, ·) = c(t, ·) ∗wε,
hε(t, ·, η) = h(t, ·, η) ∗ wε.

As before denote

Lεu = aij
ε uxixj + bi

εuxi + cεu ,
Mεu = Mε

ηu = σi
εuxi

+ hεu ,

where aij
ε = 1

2

∫
U

(σi
εσ

j
ε + σ̂i

εσ̂
j
ε )dκ.

Let f ε(t, ·) = f(t, ·) ∗ wεw̄ε, g
ε(t, ·, η) = g(t, ·, η) ∗ wεw̄ε, ϕε = ϕ ∗ wεw̄ε.

Consider the equation du(t, x) = (Lεu(t, x) + f ε(t, x))dt +
∫

U

(Mε
ηu(t, x) + gε(t, x))W (dt, dη),

u(0, ·) = ϕε .
(29)

If one of the conditions (C), (W ), or (L) holds, then according to [29] (at this
point the specific construction of approximations is used) there exists a unique classical
solution u = uε to (29) and the following representation holds:

uε(s, x) = E

[∫ s

0
f ε(t, Xε,s,x

t )ρε(s, t)dt + ϕε(Xε,s,x
0 )ρε(0, s)

+
∫ s

0

∫
U

gε(t, Xε,s,x
t , η)ρε(s, t)W (

←
dt , dη)|FW

s

]
,(30)

where X = Xε,s,x
t is a solution of

−dXt =
∫

U

(σε(t, Xt, η)W (
←
dt , dη) + σ̂ε(t, Xt, η)Ŵ (

←
dt , dη))

+ Bε(t, Xt)dt,
Xt = x ∀t ≥ s ,
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and

Bε = bε −
∫

U

σεhεdκ, ρε(s, t) = exp
{∫ s

t

cε(r, Xε,s,x
r )dr

+
∫ s

t

∫
U

hε(r, Xε,s,x
r , η)W (

←
dr, dη) − 1

2

∫ t

s

∫
U

hε(r, Xε,s,x
r , η)2dκdr

}
.

Theorem 2. (a) Let (L) be satisfied and u be an L-soft solution of (1). Then
for each (s, x) ∈ H, uε(s, x) → u(s, x) in L2(Ω,FW , P ).

(b) Let (C) (respectively, (W)) be satisfied and u be a C2+β-soft (respectively, W 2,p-
soft) solution to (1). Then for each (s, x) ∈ H, uε(s, x) → u(s, x) weakly in L2(Ω,FW , P ).

Proof. Denote

Fε =
∫ s

0
fε(t, X

ε,s,x
t )ρε(s, t)dt ,

Gε =
∫ s

0

∫
U

gε(t, Xε,s,x
t , η)ρε(s, t)W (

←
dt, dη) ,

Φε = ϕε(Xε,s,x
0 )ρε(0, s).

Assume that f ,
∫

E
g2dκ, ϕ, Dϕ, D2ϕ are bounded. Then for each p ≥ 1

sup
ε

E [|Fε|p + |Gε|p + |Φε|p] < ∞.(31)

Let (L) be satisfied and Xt = Xs,t
t be a solution of

−dXt =
∫

U

(σ(t, Xt, η)W (
←
dt , dη) + σ̂(t, Xt, η)Ŵ (

←
dt , dη))

+B(t, Xt)dt,
Xt = x ∀ t ≥ s.

Then

E sup
t

|Xε,s,x
t − Xs,x

t |2 → 0 .

It is readily checked that for each p ≥ 1

sup
ε

E sup
t

ρε(s, t)p < ∞ .

Thus for p ≥ 1,

E sup
t

|ρε(s, x) − ρ̃(s, x)|p ε→0→ 0,

where ρ̃(s, t) =

= exp
{∫ s

t

c(r, Xs,t
r )dr +

∫ s

t

∫
U

h(r, Xs,t
r , η)W (

←
dr , dη)

− 1
2

∫ s

t

∫
U

h(r, Xs,x
r , η)2dκ, dr

}
.

So for each p ≥ 1 by (31)

E(|Fε − F |p + |Gε − G|p + |Φε − ε|p) ε→0→ 0 ,
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where

F =
∫ s

0
f(t, Xs,x

t )ρ̃(s, t)dt ,

G =
∫ s

0

∫
U

g(t, Xs,x
t , η)ρ̃(s, t)W (

←
dt , dη) ,

Φ = ϕ(Xs,x
0 )ρ̃(0, s) .

Then E[Fε + Gε + Φε|FW
s ] → E[F + G + Φ|FW

s ] in Lp(Ω,FW , P ). Thus passing to
the limit in (30), we get (28) and the statement is proved in the (L) case.

Let (C) or (W ) be satisfied and f,
∫

g2dκ, ϕ, Dϕ, D2ϕ be bounded. According to
Lemma 1, there is a complete orthonormal system (CONS) in L2(Ω,FW , P ) consisting
of linear combinations of q1(l), l ∈ D. Since supε E(|uε(s, x)|2 + |u(s, x)|2) < ∞, then
in order to prove the weak convergence in L2(Ω,FW , P ) it is sufficient to demonstrate
that

vl
ε(s, x) = Euε(s, x)q1(l) → Eu(s, x)q1(l) = vl(s, x)

∀l ∈ D .

Let P ε
l ∈ S(s, x, σε, σ̂ε, B

ε
l ) and Pl ∈ S(s, x, σ, σ̂, Bl), where Bε

l = bε +
∫

U
σεldκ,

Bl = b +
∫

U
σldκ. Then

vl
ε(s, x) = P ε

l

[∫ s

0
exp

{∫ s

t

c̃ε(r, Xr)dr

}
(f ε(t, Xt)

+
∫

U

l(t, η)gε(t, Xt, η)dκ)dt + ϕε(X0) exp
{∫ s

0
c̃ε(t, Xt)dt

}]
,(32)

where c̃ε = cε +
∫

lhεdκ.
A similar formula holds for vl(s, x) if we omit ε everywhere.
Indeed, owing to Lemma 2 we can pass to the limit in (32). Indeed, let εn →

0. Then by [8] the set {P εn

l , n ≥ 1} is relatively compact. Assume that for some
subsequence nk, P

εnk

l = P k → Pl as k → ∞. Let c̃k = c̃εnk
, fk = f εnk . Then for each

m

A = P k

∫ s

0
exp

{∫ s

t

c̃k(r, Xr)dr

}
fk(t, Xt)dt

= P k

∫ s

0
exp

{∫ s

t

c̃m(r, Xr)dr

}
fm(t, Xt)dt

+ P k

[∫ s

0
exp

{∫ s

t

c̃k(r, Xr)dr

}
fk(t, Xt)dt

−
∫ s

0
exp

{∫ s

t

c̃m(r, Xr)dr

}
fm(t, Xt)dt

]
= I1 + I2.

Now there exists a constant C such that

|I2| ≤ CP k

[ ∫ 1

0
|c̃k(r, Xr) − c̃m(r, Xr)|dr

+
∫ 1

0
|fk(r, Xr) − fm(r, Xr)|dr

]
= I21 + I22.
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If (W) is satisfied, I22 ≤ C ′|fk − fm|p
k,m→∞→ 0. On the other hand, for each L

I21 ≤ C̄

(
supk P k(supt |Xt| > L)

+P k

∫ 1

0
|c̃k(r, Xr) − c̃m(r, Xr)|w̄(Xr)dr

)
≤ c̄ supk P k(supt |Xt| > L)

+N |(c̃k − c̃m)w̄L|p.

Thus for each m, L,

B = limk

∣∣∣∣A − Pl

∫ s

0
exp

{∫ s

t

c̃(r, Xr)dr

}
f(t, Xt)dt

∣∣∣∣
≤ 2C ′|f − fm|p + 2N |(c̃ − c̃m)w̄L|p + C supk P k(supt |Xt|
> L) + Pl(supt |Xt| > L) .

Also limL limmB = 0. This proves that

lim
k

A = Pl

∫ s

0
exp

{∫ s

t

c̃(r, Xr)dr

}
f(t, Xt)dt .

Similarly

P k

[∫ s

0

∫
U

l(t, η)gεnk (t, Xt, η)dκdt

+ϕεnk (X0) exp
{∫ s

0
c̃k(t, Xt)dt

}]
→ Pl

[∫ s

0

∫
U

l(t, η)g(t, Xt, η)dκdt

+ϕ(X0) exp
{∫ s

0
c̃k(t, Xt)dt

}]
.

This completes the proof of the weak convergence in L2(Ω,FW , P ) given that
either one of (C) and (W ) is satisfied and f ,

∫
g2dκ, ϕ, Dϕ, D2ϕ are bounded.

Now we drop the latter assumption and assume (W ) in its original form. Define
fn = f1{|f |≤n}, gn = g1{

∫
g2dκ≤n}, and take a sequence ϕn ∈ C∞

0 (Rd) converging to ϕ

in W 2,p(Rd). Let un,ε be a solution to problem (1) with f, g, ϕ replaced by fn, gn, ϕn.
Then by Lemma 2

lim
n→∞

sup
ε

E|un,ε(s, x) − uε(s, x)|2 = 0 .

Let un be a solution of (1) with f, g, ϕ replaced by fn, gn, ϕn. Then we know
already that for each n, un,ε → un weakly in L2(Ω,FW , P ).

By Lemma 3

lim
n→∞

E|un(s, x) − u(s, x)|2 = 0 .

3. Chaos expansions of soft solutions. Let us fix an arbitrary complete or-
thonormal system (mk) in L2([0, 1]×U, dtdκ) such that mk ∈ D ∀k ≥ 1. Let us also
introduce random variables

ξk =
∫ 1

0

∫
U

mk(s, η)W (ds, dη)
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and Hn(ξk), where Hn is the nth Hermite polynomial3 defined by

Hn(x) = (−1)n

(
dn

dxn
e− x2

2

)
e

x2
2 .

Let α = (αk) be an infinite multi-index, i.e., αk ∈ N = {0, 1, 2, . . .}, k ≥ 1. We shall
consider only such α that |α| =

∑
k αk < ∞; i.e., only a finite number of αk is not

zero, and we denote by J the set of all such multi-indices. If α = (αk) ∈ J , the
number α! = Πkαk is well defined. Let ξα = ΠkHαk

(ξk)/α!, α = (αk) ∈ J . Now we
recall the celebrated Cameron–Martin result.

Theorem 3 (see [1], [4]). The set {ξα, α ∈ J } is a CONS in L2(Ω,FW , P );
i.e., for each ξ ∈ L2(Ω,FW , P ),

ξ =
∑
α∈J

E[ξξα]ξα

and

Eξ2 =
∑
α∈J

(E[ξξα])2 .

Let Z be the set of real-valued sequences z = (zk)k≥1 such that only a finite
number of zk is not zero. For α = (αk) ∈ J , set ∂α = ∂α

z = Πk
∂αk

(∂zk)αk
and m = mz =

m(s, η, z) =
∑

k zkmk (obviously m ∈ D). Set pt(z) = qt(mz).
Corollary 2. If ξ ∈ L2(Ω,FW

s , P ) for some s ∈ [0, 1], then
(a) ξ =

∑
α∈J

1√
α!

∂α
z E[ξps(z)]|z=0ξα(s), where ξα(s) = ∂α

z ps(z)|z=0/
√

α! = ΠkHαk

(
∫ s

0

∫
U

mk(r, η)W (dr, dη));
(b) Eξ2 =

∑
α∈J

1
α! (∂α

z E[ξps(z)]|z=0)
2.

Proof. For s = 1, both (a) and (b) follow straightforwardly from Theorem 2 and
the well-known formula

ξα = ∂α
z p1(z)|z=0/

√
α!

(see, e.g., [4]). Since ps(z) is an FW
s -martingale, it is readily checked that the general

statement is a simple implication of the above special case s = 1.
Remark 4. If u is a soft solution to (1), we have by (2) the following equation for

uz = umz = Smzu:  ∂tu
z = Luz + f +

∫
U

mz(Muz + g)dκ,

uz(0, ·) = ϕ .
(33)

Our objective is to expand a soft solution of (1) with respect to (ξα). In order
to determine the coefficients of this expansion, we consider the recursive system of
PDEs:  ∂tϕ

α = Lϕα + f1{|α|=0} +
∑

k

αk

∫
U

mk(Mϕα(k) + g1{|α|=1})dκ,

ϕα(0, x) = ϕ(x)1{|α|=0},

(34)

3The random variable Hn(ξk) is often referred to as the Wick product (polynomial) and denoted
: (ξk)n :. This term and notation originated in physical literature (for more detail see [4], etc.).
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where α = (αi) ∈ J and by α(k) we denote a sequence (α̃i) such that α̃i = αi if
i 6= k, and α̃k = max{αk − 1, 0}. In other words one obtains the sequence α(k) by
substituting max{αk − 1, 0} for αk in α.

Theorem 4. Let (W ) (respectively, (C), (L)) be satisfied. Then
(a) There exists a unique solution ϕα, α ∈ J of system (33) such that ϕα ∈ W 2,p(H)∩

W 2,2p(H) (respectively, uα ∈ C2+β(H), L(H) for each α ∈ J ).
(b) For each (s, x), the soft solution of (1) allows the Wiener chaos expansion:

u(s, x) =
∑
α∈J

uα(s, x)ξα =
∑
α∈J

uα(s, x)ξα(s),

where uα = 1√
α!

ϕα.
Proof. Assume (L). In this case, the uniqueness follows from Proposition 1 by

induction, and we only have to prove the existence.
Let u be a soft solution of (1) given by (5) or (28). We claim that ϕα =

∂α
z Smzu|z=0 = E[u∂α

z p1(z)|z=0], α ∈ J , is a solution to (34). By Remark 3, ϕα ∈
L(H), α ∈ J . On the other hand, by definition (see Definition 1) (33) means that for
each ψ ∈ C∞

0 (Rd) and t ∈ [0, s], ∫
uz(t, x)ψ(x)dx −

∫
ϕ(x)ψ(x)dx

=
∫ t

0

∫
aij(r, x)uz

xi
(r, x)ψxj (x)dr dx

−
∫ t

0

∫
aij

xj
(r, x)uz

xi
(r, x)ψ(x)dx +

∫ t

0

∫
c(r, x)uz(r, x)ψ(x)dx dr(35)

+
∫ t

0

∫
bi(r, x)uz

xi
(r, x)ψ(x)dx dr +

∫ t

0

∫ ∫
U

mz(r, η)(Muz(r, x)

+g(r, x, η))ψ(x)dx dκ dr .

Since according to Remark 3 we have Lipschitz estimates, it is possible to differ-
entiate (35) with respect to z. Indeed, let (ηk) be a CONS in L2(Ω,FW , P ). Then
u(t, x) =

∑
k fk(t, x)ηk, fk(t, x) = E[u(t, x)ηk]. Let

ei = (0, . . . , 0︸ ︷︷ ︸
i−1

, 1, 0, . . . , 0).

Then by Remark 3 for each t, x, and positive h∑
k

(fk(t, x + hei) − fk(t, x))2 = E|u(t, x + hei)

−u(t, x)|2 ≤ Ch2.

Thus for each t, fk
xi

exists dx-a.e., is bounded, and coincides with the partial gener-
alized derivative of fk. Moreover, for each t

lim
h→0

fk(t, x + hei) − fk(t, x)
h

→ fk
xi

(t, x)

dx-a.e. Let un(t, x) =
∑n

1 fk(t, x)ηk. Then for each t dx-a.e.

n∑
1

fk
xi

(t, x)2 = lim
h→0

n∑
1

(fk(t, x + hei) − fk(t, x))2

h2 ≤ C .
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So for each t, dx-a.e.

∞∑
1

fk
xi

(t, x)2 ≤ C .

Therefore, for each t we have the following equalities dx-a.e. in L2(Ω,FW , P ):

limh→0
u(t,x+hei)−u(t,x)

h =
∑

i fk
xi

(t, x)ηk

= limn→∞ un
xi

(t, x);

i.e., uxi
(t, x) exists in L2(Ω,FW , P ) for each t dx-a.e. and coincides with the gener-

alized partial derivative. Moreover, E|uxi(t, x)|2 ≤ K for each t dx-a.e. Thus

uz
xi

(t, x) = E[uxi
(t, x)pt(z)] ,

∂α
z uz

xi
(t, x)|z=0 = E[uxi

(t, x)∂α
z pt(z)|z=0] ,

and

ϕα
xi

(t, x) = E[uxi
(t, x)∂α

z pt(z)|z=0]

for each t dx-a.e.
It is readily checked now that by applying the differentiation operator ∂α

z [·]|z=0 to
both sides of (35) we arrive at an integral equation equivalent to (34). This of course
completes the proof of (a) in the class L(H).

Since uα(s, x) = 1√
α!

∂α
z E[u(s, x)ps(z)]|z=0, part (b) of Theorem 4 follows from

Corollary 2.
2. Now assume (W ) or (C). In this case uniqueness follows by the same arguments

as in 1.
Proof of the existence is also analogous to the one in 1. Only two steps require

special justification. Specifically, one has to demonstrate that in this case, too, ϕα =
∂α

z Smzu|z=0, and also ϕα ∈ W 2,p(H) ∩ W 2,2p(H) (respectively, ϕα ∈ C2+β(H)) for
each α ∈ J . These two issues are addressed below.

If (W ) or (C) is satisfied, by Remark 4 we have that uz satisfies equation (33).
Let ZN = {z = (zk) ∈ Z : zk = 0 if k > N}, JN = {α = (αk) ∈ J : αk = 0 if k > N},
N ≥ 1. Assume that for |α| = n, ∂α

z uz = ∂α
z Smzu satisfies

∂t∂
α
z uz = L∂α

z uz + f1{α=0}

+
∫

U

mzM∂α
z uzdκ +

∫
U

αkmk(M∂α(k)
z uz

+g1{|α|=1})dκ

∂αuz(0, x) = ϕ1{|α|=0} .

(36)

If (W ) is satisfied, we assume that

|∂α
z uz|2,p ≤ C(N, R, |α|)(|f |p + |g|p + |ϕ|2,p) ,

where |α| ≤ n, z ∈ ZN , and |z| ≤ R, α ∈ JN , |g|p = (
∫ 1
0

∫
Rd(

∫
E

g2dκ)
p
2 dxdt)

1
p .

If (C) is satisfied, we assume that

|∂α
z uz|2,β ≤ C(N, R, α)(|f |β + |g|β + |ϕ|2,β) ,
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where |α| ≤ n, α ∈ JN , z ∈ ZN , |z| ≤ R,

|g|β = sup
t,x

(∫
|g|2dκ

) 1
2

+ sup
t,x6=y

(∫
|g(t, x, η) − g(t, y, η)|2dκ

) 1
2

|x − y|β .

Let us fix α ∈ JN such that α = α′ + γ, |α′| = n, |γ| = 1, γ = (γk), γl 6= 0.
So for ∂α′

z uz equation (36) is satisfied according to our assumption. Then we take
ε > 0 and consider

∆α′,γ
ε uz = (∂α′

uz+εel − ∂α′
uz)/ε ,

where the lth component of el is 1 and the remaining components are zeros. Then
using assumed estimates we can pass to the limit and obtain the equation (36) for
∂α′+γ

z uz and similar estimates for |α′| = n+1. Thus our statement follows by induction
if we start from α = 0. If |α| = 0, (36) follows from [21].

Remark 5. If (L) is assumed, the existence of L(H)-solutions of (34) can be
proved in a more analytic way by approximating smoothly the “free forces” and the
coefficients.

The rest of this section is dedicated to the derivation of a multiple Wiener integral
version of the Wiener chaos expansion of Theorem 4.

First, we will demonstrate that a solution of the S-system (34) can be “explic-
itly solved” (represented as an integral of superpositions of the operators Ms,η and
semigroups associated with the operator L).

Denote by Ts,tf the solution of the problem{
−∂tu + Lu = 0, s ≤ t,
u(s, ·) = f.

Remark 6. If (C) or (W ) are satisfied, then for each (s, x) ∈ H there exists a
unique Ps,x ∈ S(s, x, σ, σ̂, b) and by [22] for f ∈ C2+β or W 2,p, respectively,

Ts,tf(x) = Pt,x exp
{∫ t

s

c(u, Xu)du

}
f(Xs).

To each multi-index α = (αk) ∈ J of length n (i.e., |α| = n) we relate a set Kα.
The elements of Kα are positive integers ki, i = 1, . . . , n such that each k is represented
there by αk-copies. This of course implies that if αk = 0 then k is not included
in Kα. Let Pn be a permutation group of the set {1, . . . , n}, sn = (s1, . . . , sn),
ηn = (η1, . . . , ηn), dsn = ds1 · · · dsn, dκn = κ(dη1) · · ·κ(dηn), Un = U × · · · × U , n
times.

Proposition 3. Let (C) or (W ) be satisfied. Then for each multi-index |α| = n,
we have

ϕα(s, x) =
∑

σ∈Pn

∫ s

0

∫ sn

0
. . .

∫ s2

0

∫
Un

Tsn,sMsn,ηn . . .

. . . Ts1,s2(Ms1,η1ϕ
0(s1, x) + g(s1, x, η1))mkσ(n)(sn, ηn) . . .

. . . mkσ(1)(s1, η1)dsndκn if n ≥ 2 ,(37)

and

ϕα(s, x) =
∫ s

0

∫
U

Tt,smk1(t, η)(Mt,ηϕ0(t, η)

+g(t, x, η))dt dκ if n = 1, where Kα = {k1, . . . , kn} .
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Proof. To begin with we have to check that all the integrals in (37) are well
defined. This problem is addressed in Lemma 5 and Corollary 3 below.

Lemma 5.

(a) Let (C) be satisfied. Then there exists C such that for each s < t ≤ 1,
v ∈ Cβ(Rd). ∫ t

s

∫
U

Ts,u(Mu,ηTu,tv)2dκ du ≤ CTs,tv
2 .(38)

(b) Let (W ) be satisfied. Then there exists C such that for each s < t ≤ 1,
v ∈ Lp(Rd) ∩ L2p(Rd), the estimate (38) holds.

Proof. (a) Let v ∈ C2,β(Rd). Then by [21] l = Ts,tv ∈ C2+β(Ht), where Ht =
[0, t] × Rd. Fix (s, x) ∈ Ht, s < t. Let Ps,x ∈ S(s, x, σ, σ̂, b). Then l2 ∈ C2+β(Ht).
The needed estimate with some C independent of v follows readily from Remark 6
and the Ito formula for l2(t, Xt) exp{

∫ t

s
2c(r, Xr)dr}. Using standard estimates for the

fundamental solutions of parabolic equations (see [18, Ch. 1V, section 13], and [3])
we derive (38) for v ∈ Cβ(Rd) by passing to the limit.

(b) Let v ∈ W 2,p(Rd) ∩ W 2,2p(Rd). Then l = Ts,tv ∈ W 2,p(Ht) ∩ W 2,2p(Ht)
(see [21], [22]), and l2 ∈ W 2,p(Ht) Ht = [0, t] × Rd. Fix (s, x) ∈ Ht, s < t. Let
Ps,x ∈ S(s, x, σ, σ̂, b). Inequality (37) with C independent of v follows by Remark 6
and the Ito formula for v2 (see [22]). On the other hand, as shown in [31], there exists
a constant Ns,t such that supx |Ts,tf | ≤ Ns,t|f |p. Thus we can derive (38) for general
v by passing to the limit.

Corollary 3. Let (C) or (W ) be satisfied. Then for each (s, x) ∈ H, n > 2.∫ s

0

∫ sn

0
. . .

∫ s2

0

∫
Un

[
Tsn,sMsn,ηn

· · ·Ts1,s2(Ms1,η1ϕ
0(s1, x)

+g(s1, x, η1))
]2

ds1 · · · dsn
κ(dη1) · · ·κ(dηn)

+
∫ 1

s

∫
U

[
Tt,s(Mt,ηϕ0(t, x) + g(t, x, η)

]2
dtκ(dη) < ∞ .

Proof. Applying Lemma 5 and using induction arguments one can see that it is
sufficient to prove the inequality∫ s

0
Ts,t(Mt,ηϕ0(t, x) + g(t, x))2dt dκ < ∞ .

Obviously

ϕ0(s, x) = T0,sϕ(x) +
∫ s

0
Ts,tf(t, x)dt ,

and the statement follows by Lemma 5 and the estimates in [21].
Now we can proceed with the derivation of formula (36).
By (34) we have

ϕα(s, x) =
∫ 1

s

∫
E

∑
k

αkmk(t, η)Ts,t(Mt,ηϕα(k)(t, x)

+g(t, x, η)1|α|=1)dt dκ,(39)
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and the representation formula is obviously true for |α| = 1. Assume that it is true
for |α| = n. Let |α| = n + 1, Kα = {k1, . . . , kn+1}. If Pn+1

j is a permutation group of
the set {1, . . . , n + 1} \ {j}, it follows from (39) that

ϕα(s, x) =
∫ s

0

∫
U

n+1∑
j=1

mkj
(t, η)Tt,sMt,ηϕα(kj)(t, x)dt dκ

=
∫ s

0

∫
U

n+1∑
j=1

mkj
(t, η)Tt,sMt,η

∑
σ∈Pn+1

j

∫ t

0

∫ sn+1

0
. . .

∫ sj+1

0

∫ sj

0
. . .

∫ s2

0

∫
Un

Tsn+1,tMsn+1,ηn+1 · · ·Tsj−1,sj+1Msj−1,ηj−1 · · ·Ts1,s2(g(s1, x, η1)

+Ms1,η1ϕ
0(s1, x))dsn+1

j dtdκn+1
j ,

dsn+1
j = ds1 · · · dsj−1dsj+1 · · · dsn+1 , dκn+1

j

= κ(dη1) · · ·κ(dηj−1)κ(dηj+1) · · ·κ(dηn+1) .

By Corollary 3 all the integrals are well defined. Thus our statement follows by
induction.

Remark 7. For α ∈ J , |α| = n, Kα = {k1, . . . , kn}, define

eα =
∑

σ∈Pn

mkσ(1) ⊗ · · · ⊗ mkσ(n)/
√

α!|α|! .

Then we can rewrite (39) in the following way:

ϕα(s, x) =
√

α!|α|!
∫ s

0

∫ sn

0
. . .

∫ s2

0

∫
Un

Tsn,sMsn,ηn . . .

. . . Ts2,s1(Ms1,η1ϕ
0(s1, x) + g(s1, x, η1))eα(sn, ηn)dsndκn

=
√

α!/
√

|α|!
∫
([0,1]×U)n Gn(sn, ηn)dsndκn ,

where

Gn(sn, ηn) =
∑

σ∈Pn Tsσ(n),sMsσ(n),ησ(n) . . .

. . . Tsσ(1),sσ(2)(Msσ(1),ησ(1)ϕ
0(sσ(1), x)

+g(sσ(1), x, ησ(1))1{sσ(1)>···>sσ(n)>s} .

The last equality here follows immediately from the fact that (eα)|α|=n form a
CONS for the symmetric part of L2(([0, 1] × U)n, dsndκn).
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Corollary 4. For each α ∈ J such that |α| = n,

∑
|α|=n

1√
α!

ϕα(s, x)ξα =
∫ s

0

∫ sn

0
. . .

∫ s2

0

∫
Un

Tsn,sMsn,ηn
· · ·

Ts1,s2(Ms1,η1ϕ
0(s1, x) + g(s1, x, η1))W (dsn, dηn) · · ·W (ds1, dη1),

∑
|α|=n

1
α!

ϕα(s, x)2 =
∫ s

0

∫ sn

0
. . .

∫ s2

0

∫
Un

{Tsn,sMsn,ηn . . .

. . . Ts1,s2(Ms1,η1ϕ
0(s1, x) + g(s1, x, η1))

}2
dsndκn if n > 2,

and

∑
|α|=1

1√
α!

ϕα(s, x)ξα =
∫ s

0

∫
U

Tt,s(Mt,ηϕ0(t, x) + g(t, x, η))W (dt, dη),

∑
|α|=1

1
α!

ϕα(s, x)2 =
∫ s

0

∫
U

Tt,s(Mt,ηϕ0(t, x) + g(t, x, η))2dt dκ .

Proof. It follows from Theorem 3.1 in [7] that for |α| = n,

ξα/
√

α! =
∫ 1

0

∫ sn

0
. . .

∫ s2

0

∫
Un

eα(sn, ηn)W (ds1, dη1) · · ·W (dsn, dηn)

(eα was defined in Remark 7). Since Gn is a symmetric function on ([0, 1] × U)n we
have the L2(([0, 1] × U)n, dsndκn) expansion for Gn:

Gn =
∑

|α|=n

eα

∫
([0,1]×U)n

Gn(sn, ηn)eα(sn, ηn)dsndκn

=
∑

|α|=n

cαeα .

Thus,

∑
|α|=n

ϕα(s, x)√
α!

ξα =
∑

|α|=n

cα

∫ 1

0

∫ sn

0
. . .

∫ s2

0
eα(sn, ηn)W (dsn, dηn) . . .

. . . W (ds1, dη1) =
∫ s

0

∫ sn

0

∫ si

0

∫
Un

(Tsn,sMsn,ηn
. . .

. . . Ts1,s2(Ms1,η1ϕ
0(s1, x) + g(s1, x, η1)))W (ds1, dη1) . . . W (dsn, dηn)

The equality for
∑

|α|=n
ϕα(s,x)2

α! follows from the latter in a simple way.
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Abstract. This paper presents a new and efficient way to create multiscaling functions with
given approximation order, regularity, symmetry, and short support. Previous techniques were oper-
ating in time domain and required the solution of large systems of nonlinear equations. By switching
to the frequency domain and employing the latest results of the multiwavelet theory we are able
to elaborate a simple and efficient method of construction of multiscaling functions. Our algorithm
is based on a recently found factorization of the refinement mask through the two-scale similarity
transform (TST). Theoretical results and new examples are presented.

Key words. approximation order, symmetry, multiscaling functions, multiwavelets

AMS subject classifications. 41A25, 42A38, 39B62
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1. Introduction. This paper discusses the construction of multiscaling func-
tions which generate a multiresolution analysis (MRA) and lead to multiwavelets. A
standard (scalar) MRA assumes that there is only one scaling function φ(t) whose
translates φ(t − k) (k ∈ Z) constitute an L2-stable basis of their span V0 [D2, SN].
We move a step forward and allow several functions φ0(t), . . . , φr−1(t). The vector
φ(t) = [φ0(t) · · ·φr−1(t)]T is called a multiscaling function if the integer translates
φν(· − k) (k ∈ Z, ν = 0, . . . , r − 1) form an L2-stable basis of V0 and if φ(t) satisfies
a dilation equation,

φ(t) =
N∑

n=0

P n φ(2t − n).(1.1)

Here the coefficients P n are r × r matrices instead of usual scalars. The multiscaling
function φ generates an MRA {Vj : j ∈ Z} of multiplicity r. The corresponding
wavelet spaces Wj can be generated by a multiwavelet w(t) = [w0(t) · · ·wr−1(t)]T

associated with φ(t), satisfying a wavelet equation

w(t) =
K∑

n=0

Dn φ(2t − n).(1.2)

Again, Dn are r × r matrices.
Multiwavelets naturally generalize the scalar wavelets. For r = 1, (1.1) is the well-

studied refinement equation (see, e.g., [CDM, DL1, DL2]). However, multiwavelets
have some completely new features arising from the matrix nature (r > 1) of the
equation (1.1). They can simultaneously possess symmetry, orthogonality, and high
approximation order which is not possible in the scalar case [SB, D2]. This suggests
that in some applications multiwavelets may behave better than the scalar ones. The
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results of first experiments [SHSTH, XGHS] confirm this conjecture and show that
the multiwavelets are definitely worth studying.

One of the first multiwavelet constructions is due to Alpert and Rokhlin [AR].
They considered a multiscaling function whose components are polynomials of degree
r − 1 supported on [0, 1]. The general theory of multiwavelets, based on the MRA of
multiplicity r, is discussed in [GLT, GL].

Using fractal interpolation, Geronimo, Hardin, and Massopust succeeded to con-
struct a continuous multiscaling function φ(t) = [φ0(t) φ1(t)]T with short support,
symmetry, and second approximation order [GHM]. The plot of this pair φ0(t), φ1(t)
is presented in Figure 1.1.

0.5 1 1.5 2 2.5 3

0.5

1

1.5

2

2.5

0.5 1 1.5 2 2.5 3

-0.5

0.5

1

1.5

2

Fig. 1.1. GHM symmetric orthogonal multiscaling function with approximation order 2.

The results of [GHM] triggered many attempts to construct more examples [SS1,
CL, DGHM] as well as the systematic study of multiscaling functions.

Properties of a refinable function can be formulated either in time or in frequency
domain. In [SS2, HSS, L], conditions of orthogonality and approximation were estab-
lished in the time domain. Also, a way to construct multiscaling functions with short
support and low approximation order was found [SS1, HSS, CL]. Unfortunately, this
method required the solution of a large system of nonlinear equations. We therefore
switch to the frequency domain.

Working in the frequency domain, one faces the necessity of dealing with the
Fourier transformation of (1.1),

φ̂(ω) = P
(ω

2

)
φ̂

(ω

2

)
,(1.3)

where φ̂ := [φ̂0, . . . , φ̂r−1]T, φ̂ν :=
∫ ∞

−∞ φν(t) e−it· dt, and P (ω) is the refinement mask
corresponding to φ(t),

P (ω) :=
1
2

N∑
n=0

P n e−iωn.(1.4)

In the scalar case, P (ω) is a trigonometric polynomial. In the vector case, P (ω)
becomes a matrix of trigonometric polynomials. To ensure certain approximation
order, P (ω) must satisfy necessary and sufficient conditions in the frequency domain.
Those conditions were formulated and proved in [HSS, P3]. In [P3], it was also shown
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that the vector φ(t) can only provide approximation order m if the refinement mask
P (ω) can be factorized in the form

P (ω) =
1

2m
Cm−1(2ω) · · ·C0(2ω) P (0)(ω) C0(ω)−1 · · ·Cm−1(ω)−1,(1.5)

where P (0)(ω) is well defined and C0(ω), . . . ,Cm−1(ω) are matrices of a special form.
The factorization (1.5) is not unique. With the help of the two-scale similarity trans-
formation (TST), the whole set of possible factorizations can be described [S1].

The factorization (1.5) naturally generalizes the scalar case r = 1. As known, one
scaling function with compact support and linearly independent integer translates
provides approximation order m if and only if its refinement mask P (ω) has m zeros
at ω = π:

P (ω) =
(

1 + e−iω

2

)m

q(ω),(1.6)

with q(0) = 1 and q(π) 6= 0. For r = 1, (1.6) coincides with (1.5) taking P (0)(ω) =
q(ω) and C0(ω) = · · · = Cm−1(ω) = (1− eiω). Daubechies connected the behavior of
q(ω) in (1.6) with the decay properties of φ̂(ω), and hence, she obtained estimates of
smoothness of φ(t) [D1]. The factorization (1.5) plays the same role for a multiscaling
function as (1.6) for a scalar one. In [CDP] and independently in [S1], it was shown
how the factorization of the refinement mask P (ω) leads to the decay of φ̂(ω). Similar
results on regularity of refinable function vectors are presented in [Sh].

However, up to now, the factorization (1.5) has been shown to be necessary only.
For the construction of multiscaling functions we need the sufficiency of a factorization
(1.5) for approximation order m. In this paper, we show how, under mild conditions,
the factorization of the refinement mask P (ω) yields a solution of (1.1) with desired
approximation properties. Using this result and the TST, a construction of multi-
scaling functions providing an arbitrary, fixed approximation order becomes simple.
Description of the corresponding algorithm is our main purpose.

The outline of the paper is as follows. In section 2 we summarize previously
known and new theoretical results on the symmetry of φ(t), its approximation order,
the factorization of the refinement mask P (ω), and the TST. The main novelty of
section 2 is the observation that the factorization of the refinement mask leads to the
approximation order of the multiscaling functions (Theorem 2.6). Other remarkable
new results are given in Theorems 2.7, 2.9, and Lemma 2.5.

In section 3, we present a new algorithm for the construction of a refinement
mask P (ω) with any given approximation order. We intensively study how the inner
matrix P (0)(ω) and the transformation matrices Mrn

(ω) should be chosen in order
to obtain a smooth, symmetric multiscaling function with compact support. Several
examples are given.

Section 4 contains the proof of Theorem 2.6.

2. Old and new theoretical results. In this section, we are going to present
the results needed for the construction of symmetric multiscaling functions with given
approximation order.

Let us start with definitions and notation. For a measurable function f over R
and m ∈ N let

‖f‖2 :=
(∫ ∞

−∞
|f(t)|2 dt

)1/2

, ‖f‖m,2 :=
m∑

k=0

‖Dkf‖2.
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Here and below D := d/dω denotes the differentiation operator with respect to ω.
Let Wm

2 (R) be the usual Sobolev space with norm ‖ · ‖m,2. For a vector φ =
(φν)r−1

ν=0 of compactly supported functions, let S = S(φ) be the shift-invariant space
spanned by the integer translates φν(t − k) (ν = 0, . . . , r − 1, k ∈ Z). We say that
φ(t) provides approximation order m if for every f ∈ Wm

2 (R)

min {‖f − s‖ : s ∈ Sh} ≤ constS hm ‖f‖W m
2 (R),

where Sh is the scaled space Sh := {s(·/h) : s ∈ S}.
A vector v of length r is said to be in Cm

2π(Rr) and, analogously, an r × r matrix
V is in Cm

2π(Rr×r) if all its entries are 2π-periodic m times continuously differentiable
functions.

2.1. Conditions of approximation. Assume that φν ∈ C(R) ∩ BV (R) (ν =
0, . . . , r − 1) are compactly supported functions. Here BV (R) denotes the set of
functions of bounded variation. If the integer translates φν(· − l) form a Riesz basis
of S(φ), then the following statements are equivalent (see [JL, P3]):

(i) The function vector φ(t) provides approximation order m (m ∈ N).
(ii) All algebraic polynomials of degree up to m − 1 can be exactly reproduced

by a linear combination of integer translates of φν(t).
(iii) φ(t) satisfies the Strang–Fix conditions [SF] of order m; in other words, there

is a finitely supported sequence of vectors {al}l∈Z such that f(t) :=
∑

l∈Z aT
l φ(t − l)

satisfies the following conditions:

f̂(0) 6= 0; Dnf̂(2πl) = 0 (l ∈ Z \ {0}; n = 0, . . . , m − 1).

Since condition (ii) yields vanishing moments for the corresponding multiwavelets it
is often used in applications.

The approximation order of a refinable function vector φ(t) satisfying (1.1) is
intimately related with the properties of the refinement mask P (ω) defined by (1.4).
In the scalar case (r = 1), when there is only one scaling function, P n are real
numbers and P (ω) is a scalar trigonometric polynomial. Then mth approximation
order implies m zeros of P (ω) at ω = π [D2]. In the vector case, P (ω) is a matrix,
and the situation becomes more complicated. But still, similar conditions at the point
ω = π hold.

Theorem 2.1 (see [HSS, P3]). Let φ = (φν)r−1
ν=0 be a refinable vector of compactly

supported functions φν . Further, assume that the integer translates φν(t − l) (l ∈ Z)
form a Riesz basis of S(φ). Then φ(t) provides approximation order m if and only
if the refinement mask P (ω) of φ satisfies the following conditions: there are vectors
yk ∈ Rr; y0 6= 0 (k = 0, . . . , m − 1) such that for n = 0, . . . , m − 1,

n∑
k=0

(
n

k

)
(yk)T (2i)k−n (Dn−kP )(0) = 2−n (yn)T,(2.1)

n∑
k=0

(
n

k

)
(yk)T (2i)k−n (Dn−kP )(π) = 0T.(2.2)

Here 0 denotes the zero vector.
If a matrix P (ω) ∈ Cm−1

2π (Rr×r) satisfies (2.1) and (2.2) for n = 0, . . . , m−1 with
vectors y0, . . . ,ym−1 (y0 6= 0), then we shortly say that P (ω) provides approximation
order m with y0, . . . ,ym−1. In order to prove that relations (2.1) and (2.2) imply
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approximation order m, one only needs to assume that yT
0 φ̂(0) 6= 0. Riesz stability

of integer translates φν(t − l) is not needed.
Remark. The result of Theorem 2.1 is a natural generalization of the scalar case.

For r = 1, equations (2.1), (2.2) can be simplified to

P (0) = 1; DnP (π) = 0 (n = 0, . . . , m − 1),(2.3)

implying m zeros of P (ω) at ω = π. Note that in the vector case, we need conditions
in two points, ω = 0 and ω = π. Also, both eigenvalues and eigenvectors of P (0) and
P (π) are important.

2.2. Two-scale similarity transform. A very useful research and construction
tool in the theory of multiwavelets is the TST [S1]. We say that Q(ω) is a TST of
P (ω) with the transformation matrix M(ω) ∈ C2π(Rr×r) if

Q(ω) = M(2ω) P (ω) M(ω)−1.

If M(ω) is invertible for all ω ∈ R, then the TST is nondegenerate. It is easy
to see that if P (ω) ∈ C2π(Rr×r) is the refinement mask of φ ∈ L2(Rr), then a
nondegenerate TST with transformation matrix M(ω) ∈ C2π(Rr×r) yields a matrix
Q(ω) which itself is a refinement mask of a refinable function vector ψ ∈ L2(Rr) such
that ψ̂(ω) = M(ω) φ̂(ω):

ψ̂(ω) = M(ω) φ̂(ω) = M(ω) P
(ω

2

)
φ̂

(ω

2

)
= M(ω) P

(ω

2

)
M

(ω

2

)−1
ψ̂

(ω

2

)
= Q

(ω

2

)
ψ̂

(ω

2

)
.

The following theorem shows that a nondegenerate TST preserves the approximation
properties of a refinement mask.

Theorem 2.2 (see [S1]). Let a transformation matrix M(ω) ∈ Cm−1
2π (Rr×r)

be invertible for all ω ∈ R. Assume that P ∈ Cm−1
2π (Rr×r) provides approximation

order m with vectors y0, . . . ,ym−1. Then Q(ω) = M(2ω) P (ω) M(ω)−1 also provides
approximation order m with vectors u0, . . . ,um−1, given by

uT
k :=

k∑
l=0

(
k

l

)
il−k yT

l (Dk−lM−1)(0) (k = 0, . . . , m − 1).

For more properties of the TST and the proof of Theorem 2.2 see [S1, S2].

2.3. Factorizations of the refinement mask. In the scalar case, the condi-
tions of approximation (2.3) lead to a factorization of P (ω). A zero at ω = π means
that P (ω) has a factor (1 + e−iω). So P (ω) factorizes as in (1.6). This factorization
plays the key role in the construction of regular scalar scaling functions [D2].

In the vector case, the conditions of approximation (2.1), (2.2) are more compli-
cated, but still they imply a factorization of the matrix refinement mask P (ω). This
factorization opens a constructive way toward the creation of new multiscaling func-
tions. But before starting with the factorization, we need to review some notation.

Let r ∈ N be fixed, and let y ∈ Rr be a vector of length r. To start, assume that
y is of the form

y = [y0 · · · yl−1 0 · · · 0]T,(2.4)
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with 1 ≤ l ≤ r and yν 6= 0 for ν = 0, . . . , l − 1. We introduce the direct sum of square
matrices A ⊕ B := diag(A, B) and define the matrix Cy by

Cy(ω) := C̃y(ω) ⊕ Ir−l.(2.5)

Here Ir−l denotes the (r − l)× (r − l) unit matrix, and for l > 1, C̃y(ω) is defined by

C̃y(ω) :=



y−1
0 −y−1

0 0 . . . 0

0 y−1
1 −y−1

1
. . .

...
...

. . . . . . . . . 0

0
. . . . . . y−1

l−2 −y−1
l−2

−e−iω/yl−1 0 . . . 0 y−1
l−1


.

If l = 1, let C̃y(ω) = (1 − e−iω)/y0.
For general y = [y0 · · · yr−1]T ∈ Rr, y 6= 0 we define Cy := (Cj,k)r−1

j,k=0 by
reshuffling rows and columns. More exactly, let j0 := min{j; yj 6= 0} and j1 :=
max{j; yj 6= 0}. For all j < j1 with yj 6= 0 let dj := min{µ : µ > j, yµ 6= 0}. For
j0 < j1, the entries of Cy are defined by

Cj,k(ω) :=


y−1

j yj 6= 0 and j = k,

1 yj = 0 and j = k,
−y−1

j yj 6= 0 and dj = k,

−e−iω/yj1 j = j1 and k = j0,
0 otherwise

(j, k = 0, . . . , r − 1).(2.6)

For j0 = j1, Cy is a diagonal matrix of the form

Cy(ω) := diag(1, . . . , 1︸ ︷︷ ︸
j0

, (1 − e−iω)/yj0 , 1, . . . , 1︸ ︷︷ ︸
r−1−j0

).(2.7)

It is easy to observe that Cy(ω) is invertible for ω 6= 0. In particular,

det Cy(ω) =

 r−1∏
ν=0

yν 6=0

y−1
ν

 (1 − e−iω).(2.8)

Furthermore, Cy is chosen so that yT Cy(0) = 0T. We introduce

Gy(ω) := (1 − e−iω) C−1
y (ω) .(2.9)

If y is of the form (2.4), then Gy(ω) = G̃y(ω) ⊕ (1 − e−iω) Ir−l with

G̃y(ω) :=



y0 y1 y2 . . . yl−1

y0z y1 y2
. . .

...
...

. . . . . . . . . yl−1

y0z y1z
. . . yl−2 yl−1

y0z y1z . . . yl−2z yl−1


(z := e−iω) .
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Finally, let e = (eν)r−1
ν=0 corresponding to y = (yν)r−1

ν=0 be defined by

eν :=
{

1 for yν 6= 0,
0 for yν = 0 (ν = 0, . . . , r − 1).(2.10)

Now we can proceed with the factorization of P (ω).
Theorem 2.3 (see [P3]). Let m > 1 be fixed. Assume that P ∈ Cm−1

2π (Rr×r)
provides approximation order m with vectors y0, . . . ,ym−1 (y0 6= 0). Then

P̃ (ω) := 2Cy0
(2ω)−1 P (ω) Cy0

(ω),(2.11)

with Cy0
(ω) defined by y0 via (2.6)–(2.7), provides approximation order at least m−1

with vectors ỹ0, . . . , ỹm−2, given by

(ỹk)T :=
1

k + 1

k+1∑
ν=0

(
k + 1

ν

)
iν−k−1 (yν)T (Dk+1−νCy0

)(0)(2.12)

for k = 0, . . . , m − 2. In particular ỹ0 6= 0.
Moreover, if e corresponds to y0 in the sense of (2.10), then P̃ (ω) in (2.11)

satisfies P̃ (0)e = e.
Assume that P ∈ Cm−1

2π (Rr×r) provides approximation order m; then repeated
application of Theorem 2.3 yields the desired factorization of P (ω):

P (ω) =
1

2m
Cxm−1(2ω) · · · Cx0(2ω) P (0)(ω) Cx0(ω)−1 · · · Cxm−1(ω)−1.(2.13)

Here P (0)(ω) ∈ Cm−1
2π (Rr×r) and x0, . . . ,xm−1 ∈ Rr are defined recursively by (2.12)

[P3]. In particular, xm−1 = y0 and, by (2.8),

det P (ω) =
(

1 + e−iω

2r

)m

det P (0)(ω).

However, the factorization (2.13) is not unique. The following theorem is a general-
ization of Theorem 2.3.

Theorem 2.4 (see [S1]). Let m ≥ 1 be fixed, and let P ∈ Cm−1
2π (Rr×r) provide

approximation order m with vectors y0, . . . ,ym−1. Further, let M ∈ Cm−1
2π (Rr×r)

satisfy the following conditions:
1. M(ω) is invertible for all ω 6= 0.
2. M(0) has a simple eigenvalue 0 with a corresponding left eigenvector y0 and

D(detM)(0) 6= 0.
Then,

P̃ (ω) = 2M(2ω)−1 P (ω) M(ω)(2.14)

provides approximation order at least m−1 with vectors u0, . . . ,um−2 (m > 1) defined
by

uT
k :=

1
k + 1

k+1∑
j=0

(
k + 1

j

)
ij−k−1 yT

j (Dk+1−jM)(0) (k = 0, . . . , m − 2).

In particular, u0 6= 0. If P exactly provides approximation order m = 1, then P̃ (0)
has the eigenvalue 1, but there exists no vector y 6= 0 such that P̃ (ω) satisfies (2.1),
(2.2) for n = 0.
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In [S1], this result was obtained directly, using similar ideas as in the proof of
Theorem 2.3 in [P3]. Here we would like to give another proof which clearly shows the
connection between the particular factorization matrix Cy0

and general factorization
matrices M .

Lemma 2.5. Let y ∈ Rr be a fixed nonzero vector, and let M ∈ Cm−1
2π (Rr×r)

satisfy assumptions 1 and 2 of Theorem 2.4 (with y instead of y0). Further, let
Cy be an r × r matrix defined by y via (2.6)–(2.7). Then, there exists a matrix
M0(ω) ∈ Cm−1

2π (Rr×r) which is invertible for all ω ∈ R, and

Cy(ω) M0(ω) = M(ω).

Proof. Let Gy be the r × r matrix defined by Cy via (2.9). Define M0(ω) as
follows:

M0(ω) :=
{

Cy(ω)−1 M(ω) for ω 6= 0,
(−i)

(
(DGy)(0)M(0) + Gy(0) (DM)(0)

)
for ω = 0.

Here, M0(0) is found by the rule of l’Hospital from

M0(0) = lim
ω→0

Cy(ω)−1 M(ω) = lim
ω→0

1
1 − e−iω

Gy(ω) M(ω).

Since Cy(ω) is invertible for ω 6= 0, the relation Cy(ω) M0(ω) = M(ω) easily follows
for ω 6= 0. For ω = 0, we find

Cy(0)M0(0) = (−i)
(
Cy(0) (DGy)(0)M(0) + Cy(0)Gy(0) (DM)(0)

)
.

Observe that, by definition,

Gy(ω) Cy(ω) = Cy(ω) Gy(ω) = (1 − e−iω) Ir.

Hence,

Cy(0)Gy(0) = 0r,

(DCy)(0)Gy(0) + Cy(0) (DGy)(0) = iIr.

From the assumption yT M(0) = 0T we have Gy(0)M(0) = 0r. Thus,

Cy(0)M0(0) = (−i)
(
iIr − (DCy)(0)Gy(0)

)
M(0) = M(0).

We see that Cy(ω) M0(ω) = M(ω) for all ω ∈ R. Since Cy(ω) and M(ω) are
invertible for ω 6= 0, M0(ω) is also invertible for ω 6= 0. Further, since D(detCy)(0) 6=
0 and D(detM)(0) 6= 0, it follows that

det M0(0) = lim
ω→0

det M(ω)
det Cy(ω)

=
D(detM(0))
D(detCy(0))

6= 0.

Thus, M0(0) is invertible.
Proof of Theorem 2.4. Recall that by Theorem 2.2, a TST with an invertible

transformation matrix does not change the approximation order of a refinement mask.
Using the result of Lemma 2.5, we simply observe that a factorization step (2.14) with
a matrix M(ω) can be considered as a combination of factorization step (2.11) with
Cy0

(ω) and a nondegenerate TST with the transform matrix M0(ω).
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While the matrices Cy are determined by a left eigenvector y of Cy(0) to the
eigenvalue 0, we want to identify the matrices M with the help of right eigenvectors of
M(0) to the eigenvalue 0. Letting r0 be a right eigenvector of M(0) in Theorem 2.4,
we then have Mr0 := M . Hence, similar to (2.13), repeated application of Theorem
2.4 gives a general factorization of P (ω):

P (ω) =
1

2m
Mrm−1(2ω) · · · Mr0(2ω) P (0)(ω) Mr0(ω)−1 · · · Mrm−1(ω)−1.(2.15)

2.4. Factorization implies approximation order. In this section we state
the main theoretical results of the paper. First, let us again return for a moment to
the scalar case (r = 1). In [St1], it was shown that the approximation order defines
the number of factors (1 + e−iω) in P (ω), and on the other hand each such factor
increases the approximation order by one. Therefore, our next step is to prove the
reverse of Theorems 2.3 and 2.4, or in other words, to show that the factorization
(2.15) of the refinement mask yields approximation order m for the corresponding
refinable function vector.

To this end, we need to introduce the “modified” Bernoulli numbers B̃n (n ∈ N),
defined by the following relations:

B̃0 = 1,
n∑

l=0

(
n + 1

l

)
(−1)l B̃l = 0,(2.16)

or

B̃0 = 1, B̃n =
(−1)n+1

n + 1

n−1∑
l=0

(
n + 1

l

)
(−1)l B̃l (n ≥ 1).

In particular,

B̃1 =
1
2
, B̃2 =

1
6
, B̃4 = − 1

30
.

Note that, apart from B̃1, the modified Bernoulli numbers coincide with the usual
Bernoulli numbers Bn:

B̃n = Bn (n ∈ N \ {1}), B̃1 = −B1.

This means that B̃2n+1 = B2n+1 = 0 (n ≥ 1), and we have

n∑
l=0

(
n + 1

l

)
(−2)l B̃l =

n∑
l=0

(
n + 1

l

)
2l Bl =

{
1, n = 0,

2(−2n+1 + 1) B̃n+1, n ≥ 1
(2.17)

(see [AS]).
Now we are ready to state the main results of this section.
Theorem 2.6. Let m ≥ 1 be a fixed integer and let P̃ ∈ Cm

2π(Rr×r) be a refine-
ment mask providing the approximation order m with ỹ0, . . . , ỹm−1 ∈ Rr (ỹ0 6= 0).
Further, assume that there is a vector e ∈ Rr (e 6= 0), containing only the entries 0
or 1, such that P̃ (0)e = e. Let y = (yν)r−1

ν=0 ∈ Rr (y 6= 0) be an arbitrary vector such
that e corresponds to y in the sense of (2.10). Then the matrix P (ω),

P (ω) :=
1
2

Cy(2ω) P̃ (ω) Cy(ω)−1
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with Cy defined by y via (2.6)–(2.7), provides approximation order at least m+1 with
vectors y0, . . . ,ym,

yT
k := (−ik) ỹT

k−1 (DGy)(0) +
k∑

l=0

(
k

l

)
B̃k−l ỹ

T
l Gy(0) (k = 0, . . . , m − 1),(2.18)

yT
m := (−im) ỹT

m−1 (DGy)(0) +
m−1∑
l=0

(
m

l

)
B̃m−l ỹ

T
l Gy(0)(2.19)

− 2m

2m − 1

m−1∑
k=0

(
m

k

)
(2i)k−m ỹT

k (Dm−kP̃ )(0)Gy(0),

where ỹ−1 := 0.
The proof of Theorem 2.6 is presented in section 4. In particular, we obtain from

(2.18) that yT
0 = ỹT

0 Gy(0) = (
∑r−1

ν=0 ỹ0,ν) yT with ỹ0 = (ỹ0,ν)r−1
ν=0. Observe that the

technical assumption P̃ (0)e = e ensures that Cy has the same right eigenvector e to
the eigenvalue 0 as P̃ (0) to the eigenvalue 1.

Again, we can generalize this result using the TST.
Theorem 2.7. Let m ≥ 1 be a fixed integer and let P̃ ∈ Cm

2π(Rr×r) be a refine-
ment mask providing approximation order m with vectors ỹ0, . . . , ỹm−1 ∈ Rr (y0 6= 0).
Further, let r be a right eigenvector of P̃ (0) to the eigenvalue 1.

Choose a matrix Mr(ω) ∈ Cm
2π(Rr×r) such that

1. Mr(ω) is invertible for all ω ∈ R, ω 6= 0.
2. Mr(0) has a simple eigenvalue 0 with Mr(0) r = 0.
3. D(detMr)(0) 6= 0.

Let u be a left eigenvector of Mr(0) corresponding to the eigenvalue 0. Then the
matrix

P (ω) :=
1
2

Mr(2ω) P̃ (ω) Mr(ω)−1(2.20)

provides approximation order at least m + 1 with vectors u0, . . . ,um, given by

uT
k := (−ik) ũT

k−1 (DGu)(0) +
k∑

l=0

(
k

l

)
B̃k−l ũ

T
l Gu(0) (k = 0, . . . , m − 1),

uT
m := (−im) ũT

m−1 (DGu)(0) +
m−1∑
l=0

(
m

l

)
B̃m−l ũ

T
l Gu(0)

− 2m

2m − 1

m−1∑
k=0

(
m

k

)
(2i)k−m ũT

k (Dm−k(M0(2·)−1 P̃ M0))(0)Gu(0),

where M0(ω) is an invertible matrix such that Cu(ω) M0(ω) = Mr(ω), ũ−1 := 0,
and ũT

k :=
∑k

l=0

(
k
l

)
i(l−k) ỹT

l (Dk−lM−1
0 )(0) for k = 0, . . . , m − 1.

Proof. In [S1], it is shown that P (ω) defined by (2.20) is in Cm
2π(Rr×r) and P (0)

has a left eigenvector u, corresponding to the eigenvalue 1:

uT P (0) = uT.
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Let Cu be defined by u via (2.6)–(2.7); then uT Cu(0) = 0T. By Lemma 2.5, there
exists a regular matrix M0 ∈ Cm

2π(Rr×r) such that

Cu(ω) M0(ω) = Mr(ω).

Recall that the eigenvalue 0 of Cu(0) is simple, and we have Cu(0)e = 0, where e is
connected with u via (2.10). Hence, from Mr(0) r = 0, it follows that M0(0) r = ce
with some constant c 6= 0. Since M0(ω) is invertible for all ω ∈ R, Theorem 2.2
implies that the matrix M0(2ω) P̃ (ω) M0(ω)−1 also provides approximation order
m. Furthermore,

M0(0) P̃ (0)M0(0)−1 e =
1
c

M0(0) P̃ (0)r =
1
c

M0(0)r = e.

Now, we are ready to apply Theorem 2.6 to the matrix M0(2ω) P̃ (ω) M0(ω)−1,
yielding that

P (ω) =
1
2

Mr(2ω) P̃ (ω) Mr(ω)−1

=
1
2

Cu(2ω) M0(2ω) P̃ (ω) M0(ω)−1 Cu(ω)−1

provides approximation order at least m + 1. The construction of uk (k = 0, . . . , m)
follows from Theorems 2.6 and 2.2.

Remarks. 1. Let us mention that a degenerate TST with D(detM)(0) 6= 0 can
change the approximation order only by one. This fact does not follow directly from
Theorems 2.4 or 2.7. Only together do these theorems imply it.

2. In particular, we obtain that, in Theorem 2.7, the vector u0 is a multiple of
u, since uT

0 = ũT
0 Gu(0).

Repeated application of Theorem 2.7 yields the following corollary.
Corollary 2.8. Suppose that a matrix P (0)(ω) ∈ Cm−1

2π (Rr×r) is given. More-
over, let

P (0)(0)r0 = r0, xT
0 P (0)(0) = xT

0 , xT
0 P (0)(π) 6= 0

for some x0, r0 ∈ Rr. For n = 1, . . . , m, construct the matrices

P (n)(ω) :=
1
2
Mrn−1(2ω)P (n−1)(ω)M−1

rn−1
(ω).

Here Mrn−1(ω) are chosen such that
1. Mrn−1(ω) is invertible for all ω 6= 0 and D(detMrn−1)(0) 6= 0;
2. Mrn−1(0) has a simple eigenvalue 0 with a right eigenvector rn−1,

Mrn−1(0)rn−1 = 0,

where rn−1 is the 1-eigenvector of P (n−1)(0), i.e., P (n−1)(0)rn−1 = rn−1.
Then there exist vectors y0, . . . ,ym−1 (y0 6= 0) such that the matrix P (m)

P (m)(ω) :=
1

2m
Mrm−1(2ω) · · ·Mr0(2ω) P (0)(ω) Mr0(ω)−1 · · ·Mrm−1(ω)−1

provides approximation order m with y0, . . . ,ym−1.
Corollary 2.8 opens an easy way to construct multiscaling functions with given

approximation order. We discuss it in section 3. Note that the bulky formulas in
Theorems 2.6 and 2.7 for yk and uk are only of theoretical interest. They will be
used for the proof, but they need not be computed during the construction.
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2.5. Regularity of multiscaling functions. In the scalar case, the approxi-
mation properties of the refinement mask are closely related with regularity of the
scaling function. What happens in the vector case? To give an answer to this question
we recall results from [CDP, S1].

Let v be a right eigenvector of P (0) for the eigenvalue 1. We introduce the
spectral radius of P (0),

ρ(P (0)) := max {|λ| : P (0)x = λ x, x 6= 0}.

Suppose that ρ(P (0)) < 2. Then

Υ̂(ω) := lim
n→∞

Πn
j=1P

( ω

2j

)
v(2.21)

converges pointwise for all ω, and the convergence is uniform on compact sets (see
[CDP]). Moreover, the following theorem holds.

Theorem 2.9 (see [CDP]). Let P be an r × r matrix of the form

P (ω) =
1

2m
Cxm−1(2ω) · · ·Cx0(2ω) P (0)(ω) Cx0(ω)−1 · · ·Cxm−1(ω)−1,

where Cxk
are defined by the vectors xk 6= 0 (k = 0, . . . , m − 1) via (2.6)–(2.7)

and P (0)(ω) is an r × r matrix with trigonometric polynomials as entries. Suppose
that P (0)(0)e0 = e0, where e0 is defined by x0 via (2.10). Further, suppose that
ρ(P (0)(0)) < 2, and let, for k ≥ 1,

γk :=
1
k

log2 sup
ω

∥∥∥P (0)
(ω

2

)
· · ·P (0)

( ω

2k

)∥∥∥ .(2.22)

Then there exists a constant C > 0 such that for all ω ∈ R,

‖Υ̂(ω)‖ ≤ C (1 + |ω|)−m+γk ,

where ‖Υ̂(ω)‖ denotes the Euclidean norm of Υ̂(ω) := (Υ̂ν(ω))r−1
ν=0. Hence, if γk <

m − d (d ∈ N), then Υν (ν = 0, . . . , r − 1) are d − 1 times continuously differentiable.
If the conditions of Theorem 2.9 are satisfied and infk≥1 γk < m − 1, then a

compactly supported continuous solution Υ(t) of (1.1) is unique in a wide class of
functions. Further, the uniform convergence of the cascade algorithm (in time domain)
is ensured (see [CDP, Sh]). Using the techniques from [S1] we obtain the following
result.

Corollary 2.10. Assume that for n = 1, . . . , m, P (n)(ω) is of the form

P (n)(ω) =
1
2n

Mrn−1(2ω) · · ·Mr0(2ω) P (0)(ω) Mr0(ω)−1 · · ·Mrn−1(ω)−1.

Let P (0)(ω), P (n)(ω) and Mrn−1(ω) (n = 1, . . . , m) satisfy the assumptions of Corol-
lary 2.8. Further, suppose that ρ(P (0)(0)) < 2 and infk≥1 γk < m − d (d ∈ N), where
γk is defined in (2.22). Then, Υ(t) is a compactly supported d − 1 times continuously
differentiable solution of (1.1) with refinement mask P (m)(ω) providing approximation
order at least m.

Similar to the scalar case, the regularity of multiscaling functions depends both on
the approximation order and the behavior of the residual P (0)(ω). Roughly speaking,
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each approximation order adds one more derivative to the corresponding function
vector, but the starting number of the derivatives depends on the P (0)(ω).

Lemma 2.11. Let P (ω) be the refinement mask of a compactly supported con-
tinuously differentiable function vector φ ∈ C1(Rr) providing approximation order at
least 1; i.e., there exists a vector y ∈ Rr, y 6= 0, such that

yT P (0) = yT, yT P (π) = 0T.

Further, assume that P (0) has a spectrum of the form {1, µ1, . . . , µr−1} with each
µν < 1/2. Let M(ω) ∈ C1

2π(R) be an r × r matrix satisfying assumptions 1, 2 of
Theorem 2.4 (with y instead of y0). Then

P̃ (ω) := 2M(2ω)−1 P (ω) M(ω)(2.23)

is the refinement mask of a continuous function vector ψ = (ψν)r−1
ν=0 ∈ C(Rr)∩L1(R)

and there is a constant c0 ∈ R such that

φ̂(ω) =
c0

iω
M(ω)ψ̂(ω).

In particular, if M = CyM0, with Cy defined by y as in (2.6)–(2.7) and a constant
invertible matrix M0, then ψ is also compactly supported.

Proof. 1. Let us start with the case when P̃ (ω) := 2Cy(2ω)−1 P (ω) Cy(ω) and
Cy is defined by y as in (2.6)–(2.7). The assumptions on the spectrum of P (0) and
the results of [CDP, S1] imply that ρ(P̃ (0)) = 1, and 1 is a simple eigenvalue of P̃ (0).
Hence, we can represent φ̂ and ψ̂ in the form

φ̂(ω) :=
∞∏

j=1

P
( ω

2j

)
a, ψ̂(ω) :=

∞∏
j=1

P̃
( ω

2j

)
b,(2.24)

where a and b are right eigenvectors of P (0) and P̃ (0), respectively. The convergence
of the products in (2.24) is ensured by Theorem 3.2 in [CDP]. The observations in
[P3] imply that P̃ (ω) is a matrix of trigonometric polynomials ensuring a compactly
supported solution ψ(t) of (1.1). The solutions φ and ψ are uniquely determined by
(2.24) up to a constant factor [CDP, H, HC].

By the repeated substitution of (2.23) into (2.24) we get

φ̂(ω) = lim
n→∞

 n∏
j=1

1
2

Cy

(
2ω

2j

)
P̃

( ω

2j

)
Cy

( ω

2j

)−1

 a

= Cy(ω) lim
n→∞

1
2n

 n∏
j=1

P̃
( ω

2j

) Cy

( ω

2n

)−1
a.

Formula (2.9) gives

φ̂(ω) = lim
n→∞

1
2n (1 − e−iω/2n)

Cy(ω)
n∏

j=1

P̃
( ω

2j

)
Gy

( ω

2n

)
a.

2. Replacing Cy(ω) and Cy(2ω)−1 by (1 − e−iω) Gy(ω)−1 and (1 − e−2iω)−1

Gy(2ω), respectively, we obtain from (2.23) (with M = Cy) that

1
2

(1 + e−iω) P̃ (ω) Gy(ω) = Gy(2ω) P (ω).
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In particular, for ω = 0, it follows that P̃ (0)Gy(0) = Gy(0)P (0). Hence, Gy(0)a

is a right eigenvector of P̃ (0), and there is a constant c0 such that

Gy(0)a = c0 b.

Observing that limn→∞ 2−n(1 − e−iω/2n

)−1 = (iω)−1, we get

φ̂(ω) =
c0

iω
Cy(ω)

∞∏
j=1

P̃
( ω

2j

)
b =

c0

iω
Cy(ω) ψ̂(ω).

Now take a refinement mask P (ω) of a compactly supported function vector
φ ∈ C1(Rr) and an arbitrary matrix M ∈ C1

2π(Rr×r) corresponding to P such that
M satisfies conditions 1, 2 of Theorem 2.4 (with y instead of y0). Then, by Corollary
2.10,

P̃ (ω) = 2M−1
y (2ω) P (ω) My(ω)

is a refinement mask of a continuous function vector ψ ∈ C(Rr). Using Lemma 2.5
we can prove the relation

φ̂(ω) =
c0

iω
My(ω) ψ̂(ω)

with an arbitrary chosen constant c0 in the same manner as above.
Using the spectral properties of transition operators, more results on regularity

can be obtained [CDP, Sh, J].

2.6. Symmetry of multiscaling functions. In many applications, symmetry
of the scaling functions is very desirable. Unfortunately, this property is very restric-
tive, and in the scalar case symmetry cannot be combined with orthogonality. In
the vector case, there is more freedom, and the components of a refinable function
vector can be symmetric and orthogonal at the same time. One such example was
constructed in [GHM] and is shown in Figure 1.1. In this section we are going to
discuss some results on symmetry of multiscaling functions. All details can be found
in [S1].

We say that a refinable function vector φ = (φν)r−1
ν=0 is symmetric if all its com-

ponents φν(t) are symmetric or antisymmetric. Symmetry implies some restrictions
on a refinement mask P (ω).

Theorem 2.12 (see [S1]). If there is a diagonal matrix

E(ω) := diag
(
±e−i2T0ω, . . . ,±e−i2Tr−1ω

)
such that the refinement mask P (ω) of a refinable function vector φ = (φν)r−1

ν=0 satis-
fies

P (ω) = E(2ω)P (−ω)E(ω)−1,(2.25)

then φ is symmetric. The constants Tν occurring in E(ω) are points of symmetry of
the components φν(t), i.e., φν(Tν − t) = ±φν(Tν + t).

While constructing a vector of multiscaling functions using Corollary 2.8, it is
reasonable to start with a symmetric one and try to preserve the symmetry at each
step (see section 3). The following theorem specifies the factorization matrices M(ω)
which preserve the symmetry.
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Theorem 2.13 (see [S1]). Suppose that all components φ̃ν(t) of a refinable func-
tion vector φ̃ = (φ̃ν)r−1

ν=0 are symmetric (or antisymmetric) with points of symmetry
T̃ν determining

Ẽ(ω) := diag
(
±e−i2T̃0ω, . . . ,±e−i2T̃r−1ω

)
.(2.26)

Take a matrix M(ω) ∈ C2π(Rr×r) satisfying assumptions 1, 2 of Theorem 2.4 and a
matrix

E(ω) := diag
(
±e−i2T0ω, . . . ,±e−i2Tr−1ω

)
(2.27)

such that

M(ω) = −E(ω)M(−ω)Ẽ
−1

(ω).(2.28)

Then the new vector φ = (φν)r−1
ν=0, determined by φ̂(ω) = c0

iω M(ω)̂̃φ(ω), is also
symmetric and Tν , ν = 0, . . . , r − 1 are points of symmetry of its components.

Remark. Let us mention that if φν has finite support lν , starting at point t1 ≥ 0,
and Tν is the point of symmetry of φν , then lν ≤ 2Tν .

3. Construction of multiscaling functions. Finally we have reached the
point where we can show how to construct refinement masks which yield multiscaling
functions with desirable properties.

In the scalar case, there is no problem finding a mask providing any given order
of accuracy. One can start with a trigonometric polynomial P (ω) such that P (0) = 1
and multiply by a power of 1

2 (1 + e−iω) (see, e.g., [St1]). In the vector case, a TST
with transformation matrix M(ω) (as described in Theorem 2.7) plays the role of the
factor (1 + e−iω).

An algorithm for the construction of refinement masks, yielding multiscaling func-
tions with given approximation order, can be obtained as a consequence of Corollary
2.8.

Algorithm 3.1. Start with a matrix trigonometric polynomial P (n)(ω) providing
approximation order n ∈ N0 such that ρ(P (n)(0)) < 2. Further, let P (n)(0) possess
an eigenvalue 1 with corresponding right eigenvector rn, i.e., P (n)(0)rn = rn.

1. Choose Mrn(ω) such that:
(a) detMrn

(ω) 6= 0 for ω 6= 0,
(b) D(detMrn

)(0) 6= 0,
(c) Mrn

(0)rn = 0.
2. Construct the matrix P (n+1)(ω):

P (n+1)(ω) :=
1
2
Mrn(2ω)P (n)(ω)M−1

rn
(ω).

3. Find a right eigenvector rn+1 corresponding to the eigenvalue 1 of P (n+1)(0).
4. Repeat steps 1, 2, 3 as many times as needed.

By Theorem 2.7, the approximation order of P (n+1)(ω) is n+1, and m−n cycles
of Algorithm 3.1 are needed to get a refinement mask P (m) providing approximation
order m. In [S1], it was proven that P (n+1)(0) has eigenvalue 1, so step 4 is consistent.

One can see that there are two matrices to be chosen in Algorithm 3.1, the starting
matrix P (n)(ω) (only once in the beginning) and the transformation matrix Mrn

(ω)
(one on each cycle of the algorithm).
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Corollary 2.10 shows that the regularity of the final function vector (determined
by the refinement mask P (m)(ω)) is governed by its approximation order m and by
the properties of the starting matrix P (n)(ω).

The approximation order n implies that P (n) can be factored:

P (n)(ω) =
1
2n

Cxn−1(2ω) · · ·Cx0(2ω) P (0)(ω) Cx0(ω)−1 · · ·Cxn−1(ω)−1,

where Cxk
are defined by vectors xk 6= 0 via (2.6)–(2.7). Further, the spectral radii

of P (0)(ω) and P (k)(0),

P (k)(ω) :=
1
2k

Cxk−1(2ω) · · ·Cx0(2ω) P (0)(ω) Cx0(ω)−1 · · ·Cxk−1(ω)−1 (k ≤ n),

are related as follows [CDP, S1]:

ρ(P (k)(0)) = max{1, 2−k ρ(P (0)(0))} (k = 0, . . . , n).

Let k0 (0 ≤ k0 ≤ n) be the smallest integer such that ρ(P (k0)(0)) < 2. Then by
Theorem 2.9, it follows that the Fourier transformed solution vector φ̂n of (1.3),
determined by P (n), satisfies

‖φ̂n(ω)‖ ≤ C (1 + |ω|)−n+k0+K0 ,

where K0 := inf l≥1 γl, γl = 1
l log2 supω ||P (k0)(ω

2 ) · · ·P (k0)( ω
2l )||. Thus, m − n cycles

of Algorithm 3.1 yield P (m) providing a solution vector φ̂m(ω) such that

‖φ̂m(ω)‖ ≤ C (1 + |ω|)−m+k0+K0 .

So, if we want to get a multiscaling function with approximation order at least m and
p derivatives, we need to apply m0 − n cycles of Algorithm 3.1, where m0 is chosen
such that m0 ≥ max{m, k0 + K0 + p + 1}.

3.1. How to choose the transformation matrices Mrn (ω). In the scalar
case, Mrk

(ω) = (1− e−iω) is fixed. In the vector case, we are flexible in the choice of
Mrk

∈ C2π(Rr×r). Actually, only one eigenvalue and one eigenvector are restricted
in Mrk

(ω). We can use this freedom to obtain multiscaling functions with desired
properties.

Finite support. A refinement mask P (n+1)(ω) corresponds to a finitely supported
scaling vector if all components of P (n+1)(ω) are trigonometric polynomials (algebraic
polynomials in z = e−iω) [MRV]. But

P (n+1)(ω) =
1
2
Mrn

(2ω)P (n)(ω)M−1
rn

(ω)(3.1)

contains Mrn
(2ω) and M−1

rn
(ω) which generally are not matrices of trigonometric

polynomials at the same time.
Lemma 3.2. Assume that P (n)(ω) is a matrix of trigonometric polynomials. If

Mrn
(ω) satisfies conditions (a)–(c) of Algorithm 3.1, Mrn

(ω) is a matrix of trigono-
metric polynomials, and det Mrn(ω) is linear in z = e−iω, then the components of
P (n+1)(ω) in (3.1) are trigonometric polynomials.
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Proof. Let us use a well-known formula for an inverse matrix:

M−1
rn

(ω) =
1

det Mrn(ω)
Nrn(ω).(3.2)

Here the (i, j) element of the matrix Nrn(ω) is the minor for the (j, i) element
of Mrn(ω) (see [St2, p. 225]). In particular, Nrn(ω) contains only trigonometric
polynomials.

Since det Mrn
(ω) is linear in z, and detMrn

(0) = 0, we have

det Mrn
(ω) = c0(1 − e−iω),

with a constant c0 6= 0, and according to (3.2),

P (n+1)(ω) =
1

2 c0 (1 − e−iω)
Mrn

(2ω)P (n)(ω)Nrn
(ω).(3.3)

It is easy to see that the components of Mrn
(2ω)P (n)(ω)Nrn

(ω) are trigonometric
polynomials. In [S1], it was proven that P (n+1)(0) is bounded. On the other hand,
(1 − e−iω)−1 is infinite at ω = 0. Thus, all components of Mrn(2ω)P (n)(ω)Nrn(ω)
must possess a root at ω = 0 or, in other words, must be divisible by (1 − e−iω).
Hence, reducing Mrn(2ω)P (n)(ω)Nrn(ω) by (1 − e−iω), we get a matrix trigono-
metric polynomial P (n+1)(ω).

One way to choose Mrn
(ω) satisfying the conditions of Algorithm 3.1 and Lemma

3.2 is given by Lemma 2.5. Take an arbitrary vector yn = (yn,ν)r−1
ν=0 corresponding to

rn = (rn,ν)r−1
ν=0 in the sense that yn,ν 6= 0 if and only if rn,ν 6= 0 for ν = 0, . . . , r − 1.

Put

Mrn(ω) := Cyn
(ω) Rn

with Cyn
(ω) defined by yn as in (2.6)–(2.7) and an arbitrary constant r × r matrix

Rn with the only restriction

Rn rn = en,

where en corresponds to rn via (2.10). Then Mrn
(ω) is linear in z = e−iω by

construction and, by (2.8), detMrn
is of the desired form. Moreover, we have

Mrn(0) rn = Cyn
(0)Rn rn = Cyn

(0)en = 0. A simple Rn satisfying the rela-
tion above is Rn := diag(r̃n,0, . . . , r̃n,r−1), where

r̃n,ν :=
{

1/rn,ν rn,ν 6= 0,
1 rn,ν = 0.

Symmetry. A reasonable way to get symmetric multiscaling functions with high
approximation order is to start with P (n)(ω), yielding a symmetric function vector
with low approximation order, and to preserve symmetry on each cycle of Algorithm
3.1. It is remarkable that after each cycle, the number of symmetric and antisymmetric
components of the multiscaling function changes, independent of the choice of Mrn

:
Lemma 3.3. Suppose that M(ω) satisfies conditions (a)–(c) of Algorithm 3.1 and

a TST with transformation matrix M(ω) preserves the symmetry; i.e., φ = (φν)r−1
ν=1,

φ̃ = (φ̃ν)r−1
ν=1 are two symmetric multiscaling functions connected by the relation

φ̂(ω) =
c0

iω
M(ω) ̂̃

φ(ω).(3.4)
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Then, for even r, the difference in the number of antisymmetric components in φ̃ and
φ is odd, and for odd r, this difference is even.

Proof. Let P (n)(ω) be the refinement mask of φ̃ and P (n+1)(ω) the refinement
mask of φ, and let P (n) and P (n+1) be related as in Algorithm 3.1, with Mrn

:= M .
Then (3.4) is a consequence of Lemma 2.11. By Theorem 2.13 we have

M(ω) = −E(ω) M(−ω) Ẽ
−1

(ω),(3.5)

where E(ω), Ẽ(ω) are defined by the points of symmetry Tν , T̃ν of φν , φ̃ν (ν =
0, . . . , r − 1) via (2.26), (2.27). Since M(ω) satisfies the conditions of Algorithm 3.1,
det M(ω) has a simple zero at ω = 0 such that

f(e−iω) := detM(ω) = (1 − e−iω)f0(e−iω), f0(1) 6= 0.(3.6)

From (3.5), (2.26), and (2.27), it follows that

det M(ω) = f(e−iω) = (−1)r det E(ω) · det Ẽ
−1

(ω) · det M(−ω)(3.7)
= e−2iTωf(eiω)(−1)N+r,

where T =
∑r−1

ν=0(Tν − T̃ν), and N is the difference in the number of antisymmetric
functions in φ and φ̃. Let z := e−iω; then by (3.6)

f(z) = (1 − z)f0(z)

and by (3.7)

f(z) = z2T (−1)N+r f

(
1
z

)
= z2T (−1)N+r

(
1 − 1

z

)
f0

(
1
z

)
.

Combining these two relations we find

(1 − z)f0(z) = −(−1)N+r z2T−1 (1 − z) f0

(
1
z

)
and hence

f0(z) = (−1)N+r+1 z2T−1 f0

(
1
z

)
.(3.8)

But (3.8) implies that, if N + r +1 is odd, then f0(1) = 0 and thus D(detM)(0) = 0,
which contradicts the assumptions. So N + r + 1 must be even and N + r must be
odd.

3.2. Examples. In this final section, we employ Algorithm 3.1 for the con-
struction of multiscaling functions with high approximation order and other desirable
properties.

Example 1. In the first example, we are going to increase the approximation order
of the refinement mask P (2)(ω) corresponding to the Geronimo–Hardin–Massopust
(GHM) multiscaling function φ := [φ0 φ1]T (see Figure 1.1):

P (2)(ω) =
1
20

[
6 + 6e−iω 8

√
2

(−1 + 9e−iω + 9e−2iω − e−3iω)/
√

2 −3 + 10e−iω − 3e−2iω

]
.
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The functions φ0(t), φ1(t) are continuous, symmetric, and provide second-order ap-
proximation. The integer translates φ0(t − l), φ1(t − l) (l ∈ Z) are orthogonal. It is
easy to see that a 1-eigenvector of P (2)(0) is r2 = [

√
2 1]T:

P (2)(0)r2 =
1
20

[
12 8

√
2

8
√

2 4

] [ √
2

1

]
=

[ √
2

1

]
.

Let us apply one cycle of Algorithm 3.1 to P (2)(ω) with transformation matrix
Mr2(ω) preserving symmetry and ensuring short support. Then, Mr2(ω) must
satisfy the assumptions of Lemma 3.2 and the following relation:

Mr2(ω) = −E(ω) Mr2(−ω) Ẽ
−1

(ω)(3.9)

(cf. Theorem 2.13). The first GHM scaling function is symmetric about T̃0 = 1/2,
and the second is symmetric about T̃1 = 1; hence Ẽ(ω) = diag(e−iω, e−2iω). In
order to get the supports of the new scaling functions as short as possible, we choose
T0 = T1 = 1. Thus, let E(ω) = diag(−e−2iω, e−2iω). We put

Mr2(ω) :=
[

1 + e−iω −2
√

2
1 − e−iω 0

]
;

then (3.9) is satisfied. Moreover,

Mr2(0)r2 =
[

2 −2
√

2
0 0

] [ √
2

1

]
= 0,

det Mr2(ω) = 2
√

2(1 − e−iω) 6= 0 for ω 6= 0,D(detMr2)(0) = i2
√

2 6= 0, so Mr2(ω)
satisfies all conditions of Algorithm 3.1. Mr2(ω) is a matrix of trigonometric poly-
nomials and detMr2(ω) = 2

√
2(1 − e−iω) is linear in z = e−iω, so by Lemma 3.2,

finite support for the new scaling functions is ensured.
Now we perform step 3 of Algorithm 3.1 and compute P (3)(ω):

P (3)(ω) =
1
2
Mr2(2ω)P (2)(ω)M−1

r2
(ω)

=
1
40

[
−7 + 10e−iω − 7e−2iω 15(1 − e−2iω)

−4(1 − e−2iω) 10(1 + e−iω)2

]
.

The resulting scaling functions are continuously differentiable and provide approxi-
mation order 3. They are plotted in Figure 3.1.

The mask P (3)(ω) corresponds to a dilation equation (1.1) with three matrix
coefficients:

P 0 =
1
40

[
−7 15
−4 10

]
, P 1 =

1
40

[
10 0
0 20

]
, P 2 =

1
40

[
−7 −15
4 10

]
.

We mention that the GHM dilation equation has four coefficients since GHM functions
φ0, φ1 have different supports.

Observe that, in accordance with Lemma 3.3, one scaling function is symmetric
and the other is antisymmetric. Moreover, the sum of the supports grows exactly
by 1.

Unfortunately, the new functions are not orthogonal and for practical applications
a biorthogonal multiscaling function should be constructed [DM, SS4].
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Fig. 3.1. Symmetric multiscaling function with approximation order 3.

Example 2. In the second example, we construct polynomial, symmetric multiscal-
ing functions with two components, short support, and arbitrarily high approximation
order. Let us start with the function vector φ2 := [φ2,0 φ2,1]T,

φ2,0(t) := χ[0,1], φ2,1(t) := (1 − 2t) χ[0,1],

where χ[0,1] denotes the characteristic function of [0, 1]. The index 2 in φ2 denotes the
approximation order 2 provided by φ2. Observe that both φ2,0 and φ2,1 are piecewise
polynomials, but discontinuous; φ2,0(1/2 + t) = φ2,0(1/2 − t) and φ2,1(1/2 + t) =
−φ2,1(1/2 − t). The vector φ2 has the refinement mask

P (2)(ω) :=
1
4

[
2 + 2z 0
1 − z 1 + z

]
(z := e−iω),

with 1-eigenvector r2 := [1 0]T

P (2)(0) r2 =
1
4

[
4 0
0 2

] [
1
0

]
=

[
1
0

]
.

We want to apply to P (2)(ω) one cycle of Algorithm 3.1 with a suitable transformation
matrix Mr2(ω) which preserves symmetry and short support. We try to find Mr2(ω)
satisfying the assumptions of Lemma 3.2 and such that

Mr2(ω) = −diag(e−iω, e−2iω) Mr2(−ω) diag(e−iω, −e−iω).

Letting

Mr2(ω) :=
[

0 2
1 − z −1 − z

]
(z = e−iω),

we obtain, by applying Algorithm 3.1,

P (3)(ω) =
1
2

Mr2(2ω) P 2(ω) Mr2(ω)−1 =
1
8

[
2(1 + z) 2
2z(1 + z) 1 + 4z + z2

]
.

The corresponding compactly supported function vector φ3 = [φ3,0 φ3,1]T provides
approximation order 3, since Mr2(ω) satisfies all assumptions of Theorem 2.7. We
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easily observe that

φ3,0(t) =
{

2t(1 − t) t ∈ [0, 1],
0 otherwise,

φ3,1(t) =

 t2 t ∈ [0, 1],
(2 − t)2 t ∈ [1, 2],
0 otherwise.

In particular, φ3,0 and φ3,1 are continuous functions. (This can also be seen by
Corollary 2.10.)

Now we apply a second cycle of Algorithm 3.1 to P (3)(ω) in order to get a sym-
metric vector φ4 of scaling functions φ4,0, φ4,1 with short support and approximation
order 4. Observe that P (3)(0) r3 = r3 with r3 := [1 2]T, so the transformation
matrix

Mr3(ω) := 3
[

1 − z 0
1 + z −1

]
(z = e−iω)

satisfies the assumptions of Lemma 3.2, and we have

Mr3(ω) = −diag(e−2iω, −e−2iω) Mr3(−ω) diag(e−iω, e−2iω).

We construct

P (4)(ω) =
1
2

Mr3(2ω) P (3)(ω) Mr3(ω)−1

=
1
16

[
4(1 + z)2 −2(1 − z)(1 + z)

3(1 − z)(1 + z) −1 + 4z − z2

]
.

The corresponding (compactly supported) functions φ4,0 and φ4,1 are again piecewise
polynomials:

φ4,0(t) =

 (−2t3 + 3t2) t ∈ [0, 1),
(2 − t)2 (2t − 1) t ∈ [1, 2],
0 otherwise,

φ4,1(t) =

 t2(3t − 3) t ∈ [0, 1),
(2 − t)2 (−3t − 3) t ∈ [1, 2],
0 otherwise.

The functions φ4,0 and φ4,1 are symmetric, continuously differentiable functions. Note
that φ4,0, φ4,1 are finite element functions studied in [SS3]. They are presented in
Figure 3.2. Obviously, functions φ4,0 and φ4,1 are not orthogonal. For the construction
of dual scaling functions and wavelets see [DM, SS4].

The procedure can be repeated as follows. Take

Mr2k
(ω) :=

[
0 2

1 − z −1 − z

]
(k ∈ N, z = e−iω)

and

Mr2k+1(ω) := (2k + 1)
[

(1 − z)/k 0
(1 + z)/k −2/(k + 1)

]
(k ∈ N, z = e−iω)
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Fig. 3.2. Polynomial multiscaling function with approximation order 4.

and apply Algorithm 3.1 repeatedly with these transformation matrices. The refine-
ment mask P (n) (n ∈ N; n ≥ 3) then provides approximation order n; the correspond-
ing multiscaling functions φn,0 and φn,1 are (n − 3)-times continuously differentiable.
If n = 2k + 1 (k ≥ 1), the corresponding multiscaling functions φ2k+1,0 and φ2k+1,1
are nothing but polynomial B-splines of order 2k + 1 with double knots, defined by
the spline knots 0, 0, 1, 1, . . . , k, k and 0, 1, 1, 2, 2, . . . , k, k, k+1, respectively. (This fol-
lows from a comparison with known recursion formulas for the refinement mask of B-
splines vectors with multiple knots [P1, P2, P4]). In particular, suppφ2k+1,0 = [0, k],
suppφ2k+1,1 = [0, k + 1], and

φ2k+1,0(t) = φ2k+1,0(k − t), φ2k+1,1(t) = φ2k+1,1(k + 1 − t).

If n = 2k (k ≥ 1), the corresponding multiscaling functions φ2k,0 and φ2k,1 are
nothing but polynomial B-splines of order 2k, defined as the sum and the difference
of the B-splines N2k,0, N2k,1 of order 2k with double knots, respectively. In other
words, if N2k,0 and N2k,1 are defined by the spline knots 0, 0, . . . , k − 1, k − 1, k and
0, 1, 1, . . . , k − 1, k, k, then φ2k,0 = N2k,0 + N2k,1 and φ2k,1 = N2k,0 − N2k,1. In
particular, suppφ2k,0 = suppφ2k,1 = [0, k] and

φ2k,0(t) = φ2k,0(k − t), φ2k,1(t) = −φ2k,1(k − t).

Remark. For r = 1, the refinement mask P (ω) = 2−m(1 + e−iω)m determines
the cardinal B-spline Nm of order m. Let xl := bl/rc (l ∈ Z), where bxc means the
integer part of x ∈ R. Then, the refinement mask

P r
m(ω) :=

1
2m

Cxm−1(2ω) · · ·Cx0(ω) P (0) Cx0(ω)−1 · · ·Cxm−1(ω)−1

with Cxk
defined by the vector xk := (xk+1, . . . , xk+r)T (k = 0, . . . m − 1) and

P (0) := diag
(
2r−1, . . . , 20)

determines the vector of cardinal B-splines with r-fold knots [P1, P2, P4].

4. Proof of Theorem 2.6. Before starting the proof of Theorem 2.6 let us show
some preliminary assertions. For a given P̃ ∈ Cm

2π(Rr×r) and a nonzero vector y ∈ R,
let the r × r matrix P ∈ Cm

2π(Rr×r) be defined by

P (ω) =
1
2
Cy(2ω) P̃ (ω) Cy(ω)−1,
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where Cy(ω) is defined by y via (2.6)–(2.7). Hence, we have by (2.9)

(1 − e−iω) Gy(2ω) P (ω) =
1
2

(1 − e−2iω) P̃ (ω) Gy(ω),

i.e.,

Gy(2ω) P (ω) =
(

1 + e−iω

2

)
P̃ (ω) Gy(ω).(4.1)

In the next lemma we compute Gy(2ω) (DkP )(ω) in terms of derivatives of P̃ (ω) and
lower derivatives of P (ω).

Lemma 4.1. We have, for k ∈ N,

Gy(2ω) (DkP )(ω)

= −
k∑

l=1

(
k

l

)
2l (DlGy)(2ω) (Dk−lP )(ω) +

(
1 + e−iω

2

)
(DkP̃ )(ω)Gy(ω)

+
1
2

k∑
l=1

(
k

l

)
(Dk−lP̃ )(ω) (−i)l−1 (

[(2l − 1)e−iω + 1](DGy)(ω) − ie−iω Gy(ω)
)
.

In particular,

Gy(0) (DkP )(0) = −
k∑

l=1

(
k

l

)
2l (DlGy)(0) (Dk−lP )(0) + (DkP̃ )(0)Gy(0)

+
1
2

k∑
l=1

(
k

l

)
(Dk−lP̃ )(0) (−i)l [Gy(0) + 2li(DGy)(0)]

and

Gy(0) (DkP )(π) = −
k∑

l=1

(
k

l

)
2l (DlGy)(0) (Dk−lP )(π)

+
1
2

k∑
l=1

(
k

l

)
(Dk−lP̃ )(π) (−i)l [−Gy(π) − (2l − 2)i(DGy)(π)].

Proof. From (4.1) it follows by differentiation that

k∑
l=0

(
k

l

)
2l(DlGy)(2ω) (Dk−lP )(ω)(4.2)

=
k∑

l=0

(
k

l

)
(Dk−lP̃ )(ω) Dl

((
1 + e−i·

2

)
Gy

)
(ω).

Observing that

Ds

(
1 + e−i·

2

)
(ω) =

{
1+e−iω

2 for s = 0,

(−i)s

2 e−iω for s ≥ 1
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and

(DsGy)(ω) =

{
Gy(ω) for s = 0,

(−i)s−1 (DGy)(ω) for s ≥ 1,
(4.3)

it follows for l > 0 that

Dl

((
1 + e−i·

2

)
Gy

)
(ω) =

l∑
s=0

(
l

s

)
Ds

(
1 + e−i·

2

)
(ω) (Dl−sGy)(ω)

=
(

1 + e−iω

2

)
(−i)l−1 (DGy)(ω) +

(−i)l

2
e−iω Gy(ω)

+
e−iω

2

l−1∑
s=1

(
l

s

)
(−i)l−1 (DGy)(ω)

=
(−i)l−1

2
(DGy)(ω)

(
(1 + e−iω) + e−iω(2l − 2)

)
+

(−i)l

2
e−iω Gy(ω)

=
(−i)l−1

2
(
(2l − 1)e−iω + 1

)
(DGy)(ω) +

(−i)l

2
e−iω Gy(ω).

Hence,

k∑
l=0

(
k

l

)
(Dk−lP̃ )(ω) Dl

((
1 + e−i·

2

)
Gy

)
(ω)

=
(

1 + e−iω

2

)
(DkP̃ )(ω) Gy(ω)

+
1
2

k∑
l=1

(
k

l

)
(Dk−lP̃ )(ω) (−i)l−1 (

[(2l − 1)e−iω + 1] (DGy)(ω) − ie−iω Gy(ω)
)
.

Together with (4.2) the assertion of Lemma 4.1 follows.
Proof of Theorem 2.6. By (2.18) for k = 0 we have yT

0 = ỹT
0 Gy(0) = ỹT

0 e yT,
where e corresponds to y via (2.10). Further, note that P̃ (0)e = e implies

P̃ (0)Gy(0) = Gy(0).(4.4)

By assumption, P̃ satisfies the conditions (2.1)–(2.2) for n = 0, . . . , m−1 with ỹ0, . . . ,
ỹm−1. Hence, we get

2k

2k − 1

k−1∑
l=0

(
k

l

)
(2i)l−k ỹT

l (Dk−lP̃ )(0)Gy(0)

=
2k

2k − 1

(
1
2k

ỹT
k E(0) − ỹT

k P̃ (0)E(0)
)

= −ỹT
k E(0)

such that yT
k defined in (2.18)–(2.19) can be represented for k = 0, . . . , m in the form

yT
k = (−ik)ỹT

k−1 (DGy)(0) +
k−1∑
l=0

(
k

l

)
B̃k−l ỹ

T
l Gy(0)(4.5)

− 2k

2k − 1

k−1∑
l=0

(
k

l

)
(2i)l−k ỹT

l (Dk−lP̃ )(0)E(0).
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1. We have to show that P (ω) satisfies equations (2.1)–(2.2) for n = 0, . . . , m with
y0, . . . ,ym. That means, by (2.18) and (4.5), we have to show that for n = 0, . . . , m

An(0) + Bn(0) + Cn(0) + Dn(0) = 2−n yT
n

and

An(π) + Bn(π) + Cn(π) + Dn(π) = 0T

are satisfied with

An(ω) :=
n∑

l=0

(
n

l

)
(2i)l−n (−il) ỹT

l−1 (DGy)(0) (Dn−lP )(ω),

Bn(ω) :=
n−1∑
l=0

(
n

l

)
(2i)l−n

l∑
s=0

(
l

s

)
B̃l−s ỹT

s Gy(0) (Dn−lP )(ω),

Cn(ω) :=
n−1∑
s=0

(
n

s

)
B̃n−s ỹT

s Gy(0)P (ω),

Dn(ω) := − 2n

2n − 1

n−1∑
s=0

(
n

s

)
(2i)s−n ỹT

s (Dn−sP̃ )(0)Gy(0)P (ω).

For ω = 0 and ω = π, we replace Gy(0) (Dn−lP )(ω) in Bn(ω) by the corresponding
expressions given in Lemma 4.1 and obtain

Bn(ω) = B0
n(ω) + B1

n(ω) + B2
n(ω)

with

B0
n(ω) := −

n−1∑
l=0

(
n

l

)
(2i)l−n

l∑
s=0

(
l

s

)
B̃l−s ỹT

s

n−l∑
r=1

(
n − l

r

)
2r (DrGy)(0)

×(Dn−l−rP )(ω),

B1
n(ω) :=

(
1 + e−iω

2

) n−1∑
l=0

(
n

l

)
(2i)l−n

l∑
s=0

(
l

s

)
B̃l−s ỹT

s (Dn−lP̃ )(ω) Gy(ω),

B2
n(ω) :=

1
2

n−1∑
l=0

(
n

l

)
(2i)l−n

l∑
s=0

(
l

s

)
B̃l−s ỹT

s

n−l∑
r=1

(
n − l

r

)
(Dn−l−rP̃ )(ω) (−i)r−1

×
(
[(2r − 1)e−iω + 1](DGy)(ω) − ie−iω Gy(ω)

)
.

2. First we show that for ω = 0 and ω = π,

An(ω) + B0
n(ω) = 0T.

Note that
(
n
s

) (
n−s
l−s

)
=

(
n
l

) (
l
s

)
. Changing the order of summation over l and s and

putting r′ := n − l − r, it follows that

B0
n(ω) = (−i)

n−1∑
s=0

(
n

s

)
ỹT

s

n−1∑
l=s

(
n − s

l − s

)
(2i)l−n B̃l−s

n−l∑
r=1

(
n − l

r

)
2r

×(DrGy)(0) (Dn−l−rP )(ω)
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= (−i)
n−1∑
s=0

(
n

s

)
ỹT

s

n−1∑
l=s

(
n − s

l − s

)
(2i)l−n B̃l−s

n−l−1∑
r′=0

(
n − l

r′

)
(−2i)n−l−r′

×(DGy)(0) (Dr′
P )(ω),

where we have used that (DrGy)(0) = (−i)r−1 (DGy)(0) = (−i)n−l−r′+1 (DGy)(0)
(see (4.3)). Thus,

B0
n(ω) = (−i)

n−1∑
s=0

(
n

s

)
ỹT

s

n−s−1∑
l=0

(
n − s

l

)
(2i)l+s−n B̃l

n−l−s−1∑
r=0

(
n − l − s

r

)
×(−2i)n−l−s−r (DGy)(0) (DrP )(ω)

= (−i)
n−1∑
s=0

(
n

s

)
ỹT

s

n−s−1∑
r=0

(
n − s

r

)
(DGy)(0) (DrP )(ω)(2i)−r(−1)n−s−r

×
n−r−s−1∑

l=0

(
n − r − s

l

)
B̃l (−1)l.

Observe that, by (2.16),

k−1∑
l=0

(
k

l

)
B̃l (−1)l =

{
0 for k > 1,
1 for k = 1.

(4.6)

Hence, the last term in the last representation of B0
n vanishes for n − s − 1 6= r, and

so

B0
n(ω) = i

n−1∑
s=0

(
n

s

)
(n − s) ỹT

s (DGy)(0) (Dn−s−1P )(ω) (2i)−n+s+1.

Shifting the summation index, we find for An(ω) (ω = 0, π)

An(ω) = (−i)
n−1∑
l=0

(
n

l + 1

)
(2i)l+1−n (l + 1) ỹT

l (DGy)(0) (Dn−l+1P )(ω)

= (−i)
n−1∑
l=0

(
n

l

)
(n − l)ỹT

l (DE)(0) (Dn−l−1P )(ω) (2i)−n+l+1.

Hence, B0
n(ω) + An(ω) = 0T for ω = 0, π.

3. Let us consider B1
n(ω). We easily observe that B1

n(π) = 0T. For ω = 0, we
find by changing the order of summations over l and s that

B1
n(0) =

n−1∑
l=0

(
n

l

)
(2i)l−n

l∑
s=0

(
l

s

)
B̃l−s ỹT

s (Dn−lP̃ )(0)Gy(0)

=
n−1∑
s=0

(
n

s

)
ỹT

s

n−1∑
l=s

(
n − s

l − s

)
(2i)l−n B̃l−s (Dn−lP̃ )(0)Gy(0)

=
n−1∑
s=0

(
n

s

)
ỹT

s

n−s−1∑
l=0

(
n − s

l

)
(2i)l+s−n B̃l (Dn−s−lP̃ )(0)Gy(0)

=
n−1∑
l=0

(
n

l

)
B̃l

n−1−l∑
s=0

(
n − l

s

)
(2i)−n+l+s ỹT

s (Dn−l−sP )(0)Gy(0).
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On the other hand, for l > 1, the equations (2.1) for P̃ and ỹn (n = 0, . . . , m − 1)
imply that

n−1−l∑
s=0

(
n − l

s

)
(2i)−n+l+s ỹT

s (Dn−l−sP̃ )(0)Gy(0)

= 2−n+l ỹT
n−l Gy(0) − ỹT

n−l P̃ (0)Gy(0) = (2−n+l − 1)ỹT
n−l Gy(0),

where we have used (4.4). Hence, we can write

B1
n(0) =

n−1∑
l=1

(
n

l

)
B̃l (2−n+l − 1) ỹT

n−l Gy(0)(4.7)

+
n−1∑
s=0

(
n

s

)
ỹT

s (2i)−n+s (Dn−sP̃ )(0)Gy(0).

4. Let us concentrate on B2
n(ω). Putting

Ẽr(ω) :=
(−i)r−1

2
(
[(2r − 1)e−iω + 1](DGy)(ω) − ie−iω Gy(ω)

)
we obtain, for ω = 0, π by changing the order of summations and shifting the sum-
mation indices

B2
n(ω) =

n−1∑
l=0

(
n

l

)
(2i)l−n

l∑
s=0

(
l

s

)
ỹT

s B̃l−s

n−l∑
r=1

(
n − l

r

)
(Dn−l−rP̃ )(ω) Ẽr(ω)

=
n−1∑
s=0

(
n

s

)
ỹT

s

n−1∑
l=s

(
n − s

l − s

)
(2i)l−n B̃l−s

n−l∑
r=1

(
n − l

r

)
(Dn−l−rP̃ )(ω) Ẽr(ω)

=
n−1∑
s=0

(
n

s

)
ỹT

s

n−s−1∑
l=0

(
n − s

l

)
(2i)l+s−n B̃l

n−l−s∑
r=1

(
n − l − s

r

)
×(Dn−l−s−rP̃ )(ω) Ẽr(ω)

=
n−1∑
l=0

(
n

l

)
B̃l

n−l−1∑
s=0

(
n − l

s

)
ỹT

s (2i)l+s−n
n−l−s∑

r=1

(
n − l − s

r

)
(Dn−l−s−rP̃ )(ω) Ẽr(ω)

=
n−1∑
l=0

(
n

l

)
B̃l

n−l∑
r=1

(
n − l

r

) (
n−l−r∑

s=0

(
n − l − r

s

)
ỹT

s (2i)−n+l+r+s (Dn−l−r−sP̃ )(ω)

)
×(2i)−r Ẽr(ω).

Application of (2.1)–(2.2) for P̃ in the sum over s implies that B2
n(π) = 0 and

B2
n(0) =

n−1∑
l=0

(
n

l

)
B̃l

n−l∑
r=1

(
n − l

r

)
2−n+l+r ỹT

n−l−r (2i)−r Ẽr(0)

=
n−1∑
l=0

(
n

l

)
B̃l

n−l∑
r=1

(
n − l

r

)
2−n+l−1 ỹT

n−l−r (−1)r
(
i2r(DGy)(0) + Gy(0)

)
.
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Putting r′ := n − l − r and changing again the order of summation we get

B2
n(0) =

n−1∑
l=0

(
n

l

)
B̃l

n−l−1∑
r′=0

(
n − l

r′

)
2−n+l−1 ỹT

r′ (−1)n−l−r′

×
(
i2n−l−r′

(DGy)(0) + Gy(0)
)

= i
n−1∑
r=0

(
n

r

)
ỹT

r

(
n−r−1∑

l=0

(
n − r

l

)
B̃l (−1)l

)
2−r−1 (−1)n−r (DGy)(0)

+
n−1∑
r=0

(
n

r

)
ỹT

r

(
n−r−1∑

l=0

(
n − r

l

)
B̃l (−2)l

)
2−n−1 (−1)n−r Gy(0).

Using the identities (2.17) and (4.6) for Bernoulli numbers and observing that
(−1)kB̃k = B̃k for k > 1, it follows that

B2
n(0) =

−in

2n
ỹT

n−1 (DGy)(0) − n

2n+1 ỹT
n−1 Gy(0)

+2−n
n−2∑
r=0

(
n

r

)
ỹT

r (−2n−r + 1)B̃n−r (−1)n−rGy(0)

=
−in

2n
ỹT

n−1 (DGy)(0) − n

2n+1 ỹT
n−1 Gy(0)

+
n−2∑
r=0

(
n

r

)
ỹT

r (2−n − 2−r)B̃n−r (−1)n−rGy(0)

=
−in

2n
ỹT

n−1 (DGy)(0) +
n−1∑
r=0

(
n

r

)
ỹT

r (2−n − 2−r)B̃n−r Gy(0).

5. Now let ω = π. Recall that B1
n(π) = B2

n(π) = An(π)+B0
n(π) = 0T. Further,

by Gy(0)P (π) = 0 we have Cn(π) = Dn(π) = 0T. Hence,

An(π) + Bn(π) + Cn(π) + Dn(π) = 0T.

6. Let ω = 0. By Gy(0)P (0) = P̃ (0)Gy(0) = Gy(0) we obtain

Cn(0) =
n−1∑
s=0

(
n

s

)
B̃n−s ỹT

s Gy(0),

Dn(0) = − 2n

2n − 1

n−1∑
s=0

(
n

s

)
(2i)s−n ỹT

s (Dn−sP̃ )(0)Gy(0).

Observing that by (4.7)

Dn(0) + B1
n(0) =

n−1∑
l=1

(
n

l

)
B̃l (2−n+l − 1) ỹT

n−l Gy(0)

− 1
2n − 1

n−1∑
s=0

(
n

s

)
(2i)s−nỹT

s (Dn−sP̃ )(0)Gy(0)
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and using the expression for B2
n found in part 4, we obtain

Dn(0) + B1
n(0) + B2

n(0) + Cn(0)

= − 1
2n − 1

n−1∑
s=0

(
n

s

)
(2i)s−nỹT

s (Dn−sP̃ )(0)Gy(0)

+
n−1∑
l=0

(
n

l

)
B̃n−l (2−l − 1) ỹT

l Gy(0)

− in

2n
ỹT

n−1 (DGy)(0) +
n−1∑
r=0

(
n

r

)
ỹT

r (2−n − 2−r) B̃n−r Gy(0)

+
n−1∑
s=0

(
n

s

)
B̃n−s ỹT

s Gy(0)

=
−in

2n
ỹT

n−1 (DGy)(0) − 1
2n − 1

n−1∑
s=0

(
n

s

)
(2i)s−nỹT

s (Dn−sP̃ )(0)Gy(0)

+
n−1∑
l=0

(
n

l

)
B̃n−l ỹ

T
l Gy(0)

(
2−l − 1 + 2−n − 2−l + 1

)
= 2−n yT

n .

Recalling that An(0) + B0
n(0) = 0T, the proof is complete.
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Abstract. We present the lifting scheme, a simple construction of second generation wavelets;
these are wavelets that are not necessarily translates and dilates of one fixed function. Such wavelets
can be adapted to intervals, domains, surfaces, weights, and irregular samples. We show how the
lifting scheme leads to a faster, in-place calculation of the wavelet transform. Several examples are
included.
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1. Introduction. Wavelets form a versatile tool for representing general func-
tions or data sets. Essentially we can think of them as data building blocks. Their
fundamental property is that they allow for representations which are efficient and
which can be computed fast. In other words, wavelets are capable of quickly captur-
ing the essence of a data set with only a small set of coefficients. This is based on
the fact that most data sets have correlation both in time (or space) and frequency.
Because of the time-frequency localization of wavelets, efficient representations can
be obtained. Indeed, building blocks which already reflect the correlation present in
the data lead to more compact representations. This is the key to applications. Over
the last decade wavelets have found applications in numerous areas of mathematics,
engineering, computer science, statistics, physics, etc.

Wavelet functions ψj,m are traditionally defined as the dyadic translates and
dilates of one particular L2(R) function, the mother wavelet ψ: ψj,m(x) = ψ(2jx−m).
We refer to such wavelets as first generation wavelets. In this paper we introduce a
more general setting where the wavelets are not necessarily translates and dilates
of each other but still enjoy all the powerful properties of first generation wavelets.
These wavelets are referred to as second generation wavelets. We present the lifting
scheme, a simple, but quite powerful, tool to construct second generation wavelets.

Before we consider the generalization to the second generation case, let us review
the properties of first generation wavelets which we would like to preserve.

P1: Wavelets form a Riesz basis for L2(R) and an unconditional basis for a wide
variety of function spaces F , such as Lebesgue, Lipschitz, Sobolev, and Besov
spaces. If we denote the wavelet basis by {ψj,m | j, m}, we can represent a
general function f in F as f =

∑
j,m γj,m ψj,m, with unconditional conver-

gence in the norm of F . Simple characterizations of the F-norm of f in terms
of the absolute value of its wavelet coefficients γj,m exist.

∗Received by the editors July 14, 1995; accepted for publication (in revised form) January 15,
1997. While writing this paper the author was employed at the Katholieke Universiteit Leuven,
Belgium and the University of South Carolina, where he was partially supported by NSF EPSCoR
grant EHR 9108772 and DARPA grant AFOSR F49620-93-1-0083. He is also on leave as Senior
Research Assistant of the National Fund of Scientific Research Belgium (NFWO).

http://www.siam.org/journals/sima/29-2/28905.html
†Lucent Technologies, Bell Laboratories, Rm. 2C-175, 700 Mountain Avenue, Murray Hill, NJ

07974 (wim@bell-labs.com).

511



512 WIM SWELDENS

P2: One has explicit information concerning the coordinate functionals ψ̃j,m where
γj,m = ψ̃j,m(f). The wavelets are either orthogonal or the dual (biorthogonal)
wavelets are known.

P3: The wavelets and their duals are local in space and frequency. Some wavelets
are even compactly supported. The frequency localization follows from the
smoothness of the wavelets (decay towards high frequencies) and the fact that
they have vanishing polynomial moments (decay towards low frequencies).

P4: Wavelets fit into the framework of multiresolution analysis. This leads to the
fast wavelet transform, which allows us to pass between the function f and
its wavelet coefficients γj,m in linear time.

These properties result in the fact that, quoted from Donoho in [58], “wavelets are
optimal bases for compressing, estimating, and recovering functions in F .” Roughly
speaking, for a general class of functions, the essential information contained in a
function is captured by a small fraction of the wavelet coefficients. Again this is
the key to applications. Wavelets have proved to be useful in various application
domains such as signal and image processing, data compression, data transmission,
the numerical solution of differential and integral equations, and noise reduction.

Many first generation wavelet families have been constructed over the last ten
years. We refer to the work of (in alphabetical order) Aldroubi and Unser [2, 3,
108, 107], Battle and Lemarié [13, 78], Chui and Wang [19, 25, 24, 23], Cohen and
Daubechies [28], Cohen, Daubechies, and Feauveau [29], Daubechies [47, 49, 48],
Donoho [57, 56], Frazier and Jawerth [65, 67, 66], Herley and Vetterli [73, 110],
Kovac̆ević and Vetterli [77, 111], Mallat [85, 84, 86], Meyer [87], and many more.
Except for Donoho, they all rely on the Fourier transform as a basic construction
tool. The reason is that translation and dilation become algebraic operations in the
Fourier domain.

In fact, in the early 1980s, several years before the above developments, Strömberg
discovered the first orthogonal wavelets with a technique based on spline interpolation
which does not rely on the Fourier transform [103].

The construction as initiated by Daubechies and coworkers essentially consists of
three stages. The algebraic stage involves constructing the filters that are used in the
fast wavelet transform; more precisely, it consists of finding certain polynomials and
assuring that the above property P4 is satisfied. In the analytic stage, one shows that
wavelets associated with these filters exist, that they are localized (property P3), and
that they form a basis for the proper function space (property P1). In the geometrical
stage, one checks the smoothness of the basis functions (property P3). In this context,
we mention the work of Collela and Heil [37, 38], Daubechies and Lagarias [50, 51],
Eirola [63], Rioul [94], and Villemoes [113, 112].

Let us next consider applications which illustrate the need for generalizations of
first generation wavelets.

G1: While first generation wavelets provided bases for functions defined on Rn,
applications such as data segmentation and the solution of partial differential
and integral equations on general domains require wavelets that are defined
on arbitrary, possibly nonsmooth, domains of Rn, as well as wavelets adapted
to “life” on curves, surfaces, or manifolds.

G2: Diagonalization of differential forms, analysis on curves and surfaces, and
weighted approximation require a basis adapted to weighted measures; how-
ever, first generation wavelets typically provide bases only for spaces with
translation invariant (Haar–Lebesgue) measures.
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G3: Many real life problems require algorithms adapted to irregular sampled data,
while first generation wavelets imply a regular sampling of the data.

A generalization of first generation wavelets to the settings G1–G3, while preserv-
ing the properties P1–P4, is needed. We refer to such wavelets as second generation
wavelets. The key lies in the observations (A) that translation and dilation cannot
be maintained in the settings G1–G3, and (B) that translation and dilation are not
essential in obtaining the properties P1–P4. Giving up translation and dilation, how-
ever, implies that the Fourier transform can no longer be used as a construction tool.
A proper substitute is needed.

Several results concerning the construction of wavelets adapted to some of the
cases in G1–G3 already exist. For example, we have wavelets on an interval [8, 10,
18, 30, 31, 88], wavelets on bounded domains [27, 74], spline wavelets for irregular
samples, [15, 7, 45], and weighted wavelets [11, 12, 104]. These constructions are
tailored toward one specific setting. Other instances of second generation wavelets
have been reported in the literature, e.g., the construction of scaling functions through
subdivision [41], basis constructions [43], as well as the development of stability criteria
[41, 42].

In this paper, we present the lifting scheme, a simple, general construction of
second generation wavelets. The basic idea, which inspired the name, is to start with
a very simple or trivial multiresolution analysis and gradually work one’s way up to
a multiresolution analysis with particular properties. The lifting scheme allows one
to custom design the filters, needed in the transform algorithms, to the situation
at hand. In this sense it provides an answer to the algebraic stage of a wavelet
construction. Whether these filters actually generate functions which form a stable
basis (analytic stage) or have smoothness (geometric stage) remains to be checked in
each particular case. The lifting scheme also leads to a fast in-place calculation of the
wavelet transform, i.e., an implementation that does not require auxiliary memory.

The paper is organized as follows. We start out by discussing related work in
section 2. In sections 3, 4, 5, and 6 we generalize, respectively, multiresolution analysis,
cascade algorithm, wavelets, and the fast wavelet transform to the second generation
setting. With the notation introduced in section 7 we are able to state and prove the
lifting scheme in section 8. Section 9 discusses the lifted fast wavelet transform, while
section 10 covers the cakewalk construction, an enhanced version of the lifting scheme.
Sections 11, 12, and 13 introduce three possible examples of an initial multiresolution
analysis to start lifting: respectively, generalized Haar wavelets, the Lazy wavelet, and
biorthogonal Haar wavelets. Finally, section 14 contains a discussion of applications
and future research.

2. Related work. The idea of second generation wavelets and abandoning the
Fourier transform as a construction tool for wavelets is not entirely new and, over the
last few years, has been researched by several independent groups. In this section we
discuss these developments and their relationship with lifting.

The lifting scheme was originally inspired by the work of Donoho on one side and
Lounsbery, De Rose, and Warren on the other. In [56, 57], Donoho presents the idea
of interpolating and average-interpolating wavelets, a construction of first generation
wavelets which relies on polynomial interpolation and subdivision as construction tools
rather than the Fourier transform. It thus can be generalized to interval constructions
[59] or weighed wavelets [104]. Lounsbery, De Rose, and Warren [79, 80] construct
wavelets for the approximation of polyhedral surfaces of arbitrary genus. The wavelets
are constructed by orthogonalizing scaling functions in a local neighborhood. We will
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show later how this can be seen as a special case of lifting.
The lifting scheme can also be used to construct first generation wavelets; see

[105, 52]. Although in this setting, the lifting will never come up with wavelets which
could not have been found using the Cohen–Daubechies–Feauveau machinery in [29],
it leads to two new insights: a custom-design construction of wavelets and a faster,
in-place implementation of existing wavelet transforms [52]. In the first generation
setting, lifting has many contacts with certain filter design algorithms used in signal
processing. Those connections are pointed out in [105, 52].

Over the last few years Donovan, Hardin, Geronimo, and Massopust have de-
veloped techniques to construct wavelets based on fractal interpolation functions
[60, 61, 62, 70]. They also introduced the concept of several generating functions
(multiwavelets). As this technique does not rely on the Fourier transform either, it
too potentially can be used to construct second generation wavelets.

Several spatial constructions of spline wavelets on irregular grids have been pro-
posed [15, 7]. In [45], Dahmen and Micchelli propose a spatial construction of com-
pactly supported wavelets that generate complementary spaces in a multiresolution
analysis of univariate irregular knot splines.

Dahmen already made use of a technique related to lifting in the first generation
setting [40] and later introduced a multiscale framework related to second generation
wavelets [41].

Finally, after finishing this work, the author learned of two other very similar
techniques developed independent of each other and of lifting. Harten and Abgrall
developed a general multiresolution approximation framework based on prediction
[71, 1], while Dahmen and co-workers [17, 46] developed a mechanism to characterize
all stable biorthogonal decomposition. We will come back to this toward the end of
the paper.

3. Multiresolution analysis. In this section we present the second generation
version of multiresolution analysis. We keep most of the terminology and symbols of
the first generation case, although their meaning can be quite different. For example,
we maintain the name scaling function although it can be a little misleading since the
scaling function can no longer be written as linear combinations of scaled versions of
itself.

Consider a general function space L2 = L2(X, Σ, µ), with X ⊂ Rn being the
spatial domain, Σ a σ-algebra, and µ a nonatomic measure on Σ. We do not require
the measure to be translation invariant, so weighted measures are allowed. We assume
(X, d) is a metric space.

Definition 3.1. A multiresolution analysis M of L2 is a sequence of closed
subspaces M = {Vj ⊂ L2 | j ∈ J ⊂ Z} so that

1. Vj ⊂ Vj+1,
2.

⋃
j∈J Vj is dense in L2,

3. for each j ∈ J , Vj has a Riesz basis given by scaling functions {ϕj,k | k ∈
K(j)}.

One can think of K(j) as a general index set. We assume that K(j) ⊂ K(j + 1).
We consider two cases:

I: J = N: This means there is one coarsest level V0. This is the case if
µ(X) < ∞.

II: J = Z: We have a fully bi-infinite setting. This is typical when µ(X) = ∞.
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We then add the condition that⋂
j∈J

Vj = {0} .

A dual multiresolution analysis M̃ = {Ṽj | j ∈ J } consists of spaces Ṽj with
Riesz bases given by dual scaling functions ϕ̃j,k. These dual scaling functions are
biorthogonal with the scaling functions in the sense that

〈 ϕj,k, ϕ̃j,k′ 〉 = δk,k′ for k, k′ ∈ K(j) .(3.1)

For f ∈ L2, define the coefficients λj,k = 〈 f, ϕ̃j,k 〉 and consider the projections

Pj f =
∑

k∈K(j)

λj,k ϕj,k.

If the projection operators Pj are uniformly bounded in L2, then

lim
j→∞

‖f − Pj f‖ = 0.

First generation scaling functions reproduce polynomials up to a certain degree.
To generalize this, consider a set of C∞ functions on X, {Pp | p = 0, 1, 2, . . .}, with
P0 ≡ 1 and so that the restrictions of a finite number of these functions to any ε-ball
are linearly independent. We then say that the order of the multiresolution analysis
is N if for all j ∈ J , each Pp with 0 ≤ p < N can be represented pointwise as a linear
combination of the {ϕj,k | k ∈ K(j)},

Pp(x) =
∑

k∈K(j)

c p
j,k ϕj,k(x) .

We let Ñ be the order of the dual multiresolution analysis, where we use a similar
set of functions P̃p. In case X is a domain in Rn, the functions Pp typically will be
polynomials; in case X is a manifold, the functions Pp can, e.g., be parametric images
of polynomials. However, in a practical situation one often has no explicit knowledge
of the parameterization. This is why we use a very general definition of the order.
Our definition obviously depends on the choice of Pp, but we do not include this
dependency in the notation to avoid overloading. Most of the examples only have
N = 1 in which case there is no dependency as P0 = 1.

We assume that the dual functions are integrable and normalize them as∫
X

ϕ̃j,k dµ = 1 .(3.2)

This implies that if N > 0, ∑
k∈K(j)

ϕj,k(x) = 1 .(3.3)

4. Cascade algorithm. A question which immediately arises is how to con-
struct scaling functions and dual scaling functions. As in the first generation case,
there is often no analytic expression for them, and they are only defined through
an iterative procedure, the cascade algorithm. In this section we present the second



516 WIM SWELDENS

generation version of the cascade algorithm. To do so we need two things: a set of
partitionings and a filter.

Let us start by defining a filter. The definition of multiresolution analysis implies
that for every scaling function ϕj,k (j ∈ J , k ∈ K(j)), coefficients {hj,k,l | l ∈ K(j+1)}
exist so that formally

ϕj,k =
∑

l∈K(j+1)

hj,k,l ϕj+1,l .(4.1)

We refer to this equation as a refinement relation. Each scaling function can be
written as a linear combination of scaling functions on the next finer level. To ensure
that the summation in (4.1) is well defined we need to clearly state the definition of
a filter. In this paper we only consider finite filters.

Definition 4.1. A set of real numbers {hj,k,l | j ∈ J , k ∈ K(j), l ∈ K(j + 1)} is
called a finite filter if

1. For each j and k only a finite number of coefficients hj,k,l are nonzero, and
thus the set

L(j, k) = {l ∈ K(j + 1) | hj,k,l 6= 0}

is finite.
2. For each j and l only a finite number of coefficients hj,k,l are nonzero, and

thus the set

K(j, l) = {k ∈ K(j) | hj,k,l 6= 0}

is finite.
3. The size of sets L(j, k) and K(j, l) is uniformly bounded for all j, k, and l.

Note that in the first generation case hj,k.l = hl−2k, so if {hk | k} is a finite
sequence, the filter is finite according to the above definition. We will always choose
our indices consistently so that j ∈ J , k ∈ K(j), and l ∈ K(j + 1), even though it
will not always be explicitly mentioned. The above defined index sets indicate which
elements are nonzero on each row (respectively, column) of the (possibly infinite)
matrix {hj,k,l | k ∈ K(j), l ∈ K(j + 1)}. We can think of them as adjoints of each
other as

K(j, l) = {k ∈ K(j) | l ∈ L(j, k)} .

The dual scaling functions satisfy refinement relations with coefficients {h̃j,k,l}. We
can define similar index sets (denoted with a tilde).

A set of partitionings {Sj,k} can be thought of as the replacement for the dyadic
intervals on the real line in the first generation case. Again each scaling function ϕj,k

is associated with exactly one set Sj,k. We use the following definition.
Definition 4.2. A set of measurable subsets {Sj,k ∈ Σ | j ∈ J , k ∈ K(j)} is

called a set of partitionings if
1. ∀j ∈ J : clos

⋃
k∈K(j) Sj,k = X and the union is disjoint,

2. K(j) ⊂ K(j + 1),
3. Sj+1,k ⊂ Sj,k,
4. For a fixed k ∈ K(j0),

⋂
j>j0

Sj,k is a set which contains one point. We
denote this point with xk.
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The purpose now is to use a filter and a set of partitionings to construct scaling
functions that satisfy (4.1). Assume we want to synthesize ϕj0,k0 . First define a
Kronecker sequence {λj0,k = δk,k0 | k ∈ K(j0)}. Then, generate sequences {λj,k | k ∈
K(j)} for j > j0 by recursively applying the formula

λj+1,l =
∑

k∈K(j,l)

hj,k,l λj,k .

Next we construct the functions

f
(j)
j0,k0

=
∑

k∈K(j)

λj,k χSj,k
, j ≥ j0 .(4.2)

These functions satisfy, for j > j0,

f
(j)
j0,k0

=
∑

l

hj0,k0,l f
(j)
j0+1,l .(4.3)

If lim j→∞ f
(j)
j0,k0

converges to a function in L2, we define this function to be ϕj0,k0 .
This procedure is called the cascade algorithm. The limit functions satisfy

lim
j→∞

λj,k = ϕj0,k0(xk) a.e.

If the cascade algorithm converges for all j0 and k0, we get a set of scaling functions
that satisfies the refinement equation (4.1). This can be seen by letting j go to
infinity in (4.3). Note how the resulting functions depend both on the filter and the
set of partitionings. If the scaling functions generate a multiresolution analysis, the
cascade algorithm started with a sequence {λj0,k | k ∈ K(j)} that belongs to `2(K(j))
converges to ∑

k

λj0,k ϕj0,k .

The dual scaling functions are constructed similarly starting from a finite filter h̃, the
same set of partitionings, and an initial Kronecker sequence {λj0,k = δk,k0/µ(Sj0,k0) |
k ∈ K(j0)}. The normalization of the initial sequences assures that 〈 ϕ̃j,k, ϕj,k 〉 = 1.

An interesting question is now whether the biorthogonality condition (3.1) can
be related back to the filters h and h̃. By writing out the refinement relations we see
that the biorthogonality (3.1) implies that∑

l

hj,k,l h̃j,k′,l = δk,k′ for j ∈ J , k, k′ ∈ K(j) ,(4.4)

but the converse is not immediately true. More precisely, if the filter coefficients
satisfy (4.4) and the cascade algorithm for the primal and dual scaling functions
converges, then the resulting scaling functions are biorthogonal. This follows from
the fact that (4.4) assures that the intermediate functions of the form f

(j)
j0,k0

in (4.2)
(which converge to the scaling functions) are biorthogonal at each stage j.

It is important to note that not every filter corresponds to a set of scaling func-
tions; i.e., the convergence of the cascade algorithm is not guaranteed. We would
like to have a condition which relates convergence of the cascade algorithm and the
Riesz basis property back to the filter coefficients, similar to the Cohen criterion in
the first generation case [26] or the Cohen–Daubechies–Feauveau theorem [29] or [48,
Theorem 8.3.1]. This result is part of the analysis phase of the construction. As we
mentioned earlier, this paper is mostly concerned with the algebraic phase and the
generation of the filter coefficients.
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5. Wavelets. First generation wavelets are defined as basis functions for spaces
complementing Vj in Vj+1. The same idea remains in the second generation case.
This leads to the following definition.

Definition 5.1. A set of functions {ψj,m | j ∈ J , m ∈ M(j)}, where M(j) =
K(j + 1) \ K(j), is a set of wavelet functions if

1. The space Wj = clos span {ψj,m | m ∈ M(j)} is a complement of Vj in Vj+1

and Wj ⊥ Ṽj.
2. If J = Z, the set {ψj,m/‖ψj,m‖ | j ∈ J , m ∈ M(j)} is a Riesz basis for L2.

If J = N, the set {ψj,m/‖ψj,m‖ | j ∈ J , m ∈ M(j)} ∪ {ϕ0,k/‖ϕ0,k‖ | k ∈
K(0)} is a Riesz basis for L2.

We always assume that the index m belongs to the set M(j). The dual basis is
given by dual wavelets ψ̃j,m, which are biorthogonal to the wavelets

〈 ψj,m, ψ̃j′,m′ 〉 = δm,m′ δj,j′ .(5.1)

The dual wavelets span spaces W̃j which complement Ṽj in Ṽj+1 and W̃j ⊥ Vj . For
f ∈ L2, define the coefficients γj,m = 〈 f, ψ̃j,m 〉 . Then

f =
∑
j,m

γj,m ψj,m .

Their definition implies that the wavelets satisfy refinement relations of the form

ψj,m =
∑

l

gj,m,l ϕj+1,l .(5.2)

We assume that g = {gj,m,l | j ∈ J , m ∈ M(j), l ∈ K(j+1)} is a finite filter according
to Definition 4.1 with k substituted by m. This leads to the definition of the uniformly
bounded finite sets

M(j, l) = {m ∈ M(j) | gj,m,l 6= 0} and L(j, m) = {l ∈ K(j+1) | m ∈ M(j, l)} .

The dual wavelets satisfy refinement relations with a finite filter g̃.
Also, since ϕj+1,l ∈ Vj ⊕ Wj , it holds that

ϕj+1,l =
∑

k

h̃j,k,l ϕj,k +
∑
m

g̃j,m,l ψj,m .

The biorthogonality (5.1) combined with (3.1) implies the following relations between
the filters: ∑

l

gj,m,l g̃j,m′,l = δm,m′ ,
∑

l

hj,k,l g̃j,m,l = 0 ,∑
l

hj,k,l h̃j,k′,l = δk,k′ ,
∑

l

gj,m,l h̃j,k,l = 0 .
(5.3)

Definition 5.2. A set of filters {h, h̃, g, g̃} is a set of biorthogonal filters if
condition (5.3) is satisfied.

Now given a set of biorthogonal filters and a set of partitionings and assuming
that the cascade algorithm converges, the resulting scaling functions, wavelets, dual
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scaling functions, and dual wavelets are biorthogonal in the sense that

〈 ϕ̃j,k, ϕj,k′ 〉 = δk,k′ ,

〈 ψ̃j,m, ψj,m′ 〉 = δm,m′ ,

〈 ϕ̃j,k, ψj,m 〉 = 0 ,

〈 ψ̃j,m, ϕj,k 〉 = 0 .

Next we need to generalize the notion of vanishing polynomial moments. We
therefore use the (nonpolynomial) functions Pp defined in section 3. If the scaling
functions ϕj,k with k ∈ K(j) reproduce Pp, then∫

X

Pp ψ̃j,m dµ = 0 for 0 ≤ p < N, j ∈ J , m ∈ M(j) .

We say that the dual wavelets have N vanishing moments. Similarly, the wavelets
have Ñ vanishing moments.

6. Fast wavelet transform. The basic idea of a wavelet transform is the same
as in the first generation case. Given the set of coefficients {λn,k | k ∈ K(n)}, calculate
the {γj,m | n0 ≤ j < n, m ∈ M(j)} and {λn0,k | k ∈ K(n0)}. From the refinement
relation of the dual scaling functions and wavelets, we see that a fast forward wavelet
transform is given by recursive application of

λj,k =
∑

l∈L̃(j,k)

h̃j,k,l λj+1,l and γj,m =
∑

l∈L̃(j,m)

g̃j,m,l λj+1,l .

Similarly, the inverse transform follows from the recursive application of

λj+1,l =
∑

k∈K(j,l)

hj,k,l λj,k +
∑

m∈M(j,l)

gj,m,l γj,m .

The major difference with the first generation fast wavelet transform, and thus with
traditional subband transforms, is that the filter coefficients are different for every
coefficient. One has to be careful analyzing the complexity of the second generation
fast wavelet transform. For general filters the complexity need not be linear as the
number of terms in the above summation, albeit finite, can grow from level to level.
This is precisely why Definition 4.1 of a finite filter requires the sizes of the index sets
L, K, and M to be uniformly bounded. This leads to the following corollary.

Corollary 6.1. In case the filters h, g, h̃, and g̃ are finite, the second generation
fast wavelet transform is a linear time algorithm.

Note that in a computer implementation the data structure for the filters can
become much more complex than in the first generation case and therefore has to be
designed carefully.

In case the wavelets form an unconditional basis, the condition number of the
wavelet transform is bounded independent of the number of levels. Consequently
the propagation of numerical round-off error in floating point calculations will be
bounded. As we mentioned before, lifting does not guarantee stability and bounded
condition numbers. However, in a practical situation involving spherical wavelets
[99] we numerically estimated the condition number and found it to vary little with
the number of levels. For a spherical wavelet transform involving roughly 650, 000
coefficients we found the condition number to be approximately 8.
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Fig. 7.1. Schematic representation of operators, their domain, and range. This scheme can be
used to verify that the order in which operators are applied is correct and which operators can be
added.

7. A word on notation. So far we have been using a notation involving the
filter coefficients hj,k,l and gj,m,l. As one can see this leads to expressions involving
many indices. We will refer to it as the index notation. In this section we introduce
a new notation, which we refer to as the operator notation. The advantage is that
both the statement and the proof of some results become more elegant. Statements in
the operator notation will also formally look the same as in the first generation case.
In this way it helps to shed light on why things work. The disadvantage is that the
operator notation is not practical and that it obscures implementation. Therefore we
always state results in the index notation as well.

First consider the spaces `2(K(j + 1)), `2(K(j)), and `2(M(j)), with their usual
norm and inner product. We denote elements of these spaces by, respectively, a, b,
and c so that

a = {al | l ∈ K(j + 1)} ∈ `2(K(j + 1)) ,

and, similarly, mutatis mutandis, for b ∈ `2(K(j)) and c ∈ `2(M(j)). We always
denote the identity operator on these spaces with 1. It should be clear from the
context which one is meant. Next we introduce two operators (see also Figure 7.1):

1. Hj : `2(K(j + 1)) → `2(K(j)), where b = Hj a means that

bk =
∑

l∈K(j+1)

hj,k,l al .

2. Gj : `2(K(j + 1)) → `2(M(j)), where c = Gj a means that

cm =
∑

l∈K(j+1)

gj,m,l al .

The operators H̃j and G̃j are defined similarly. We refer to these operators as filter
operators or sometimes simply as filters.
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Fig. 7.2. The fast wavelet transform. The major difference with the first generation fast
wavelet transform is that the filters potentially are different for each coefficient. Observe that the
subsampling is absorbed into the filters.

We can now write the fast wavelet transform in operator notation. Define the
sequences λj = {λj,k | k} and γj = {γj,k | m}. Then one step in the forward transform
is given by

λj = H̃j λj+1 and γj = G̃j λj+1 ,

and one step in the inverse transform is given by

λj+1 = H∗
j λj + G∗

j γj .

One step of the transform is depicted as a block diagram in Figure 7.2. We use here
a scheme similar to a subband transform. Note how the traditional subsampling is
absorbed into the filter operators.

The conditions on the filter operators for exact reconstruction now readily follow:

H̃j H∗
j = G̃j G∗

j = 1 , G̃j H∗
j = H̃j G∗

j = 0 ,

and

H∗
j H̃j + G∗

j G̃j = 1 .

These we can write in matrix form as[
H̃j

G̃j

] [
H∗

j G∗
j

]
=

[
1 0
0 1

]
and

[
H∗

j G∗
j

] [
H̃j

G̃j

]
= 1 .(7.1)

Definition 7.1. The set of filter operators {Hj , H̃j , Gj , G̃j} is a set of biorthog-
onal filter operators if condition (7.1) is satisfied.

With slight abuse of notation, i.e., by letting the operators work on sequences of
functions, we can write the refinement relations. Define ϕj = {ϕj,k | k ∈ K(j)} and
ψj = {ψj,m | m ∈ M(j)}. Then

ϕj = Hj ϕj+1 and ψj = Gj ϕj+1 .

In the other direction we have

ϕj+1 = H̃∗
j ϕj + G̃∗

j ψj .

Armed with this operator notation, we now can state the lifting scheme.
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8. The lifting scheme. In this section we state and prove the lifting scheme
and show how it can be used to construct second generation wavelets.

Theorem 8.1 (lifting). Take an initial set of biorthogonal filter operators {Hold
j ,

H̃old
j , Gold

j , G̃old
j }. Then a new set of biorthogonal filter operators {Hj , H̃j , Gj , G̃j} can

be found as

Hj = Hold
j ,

H̃j = H̃old
j + Sj G̃old

j ,

Gj = Gold
j − S∗

j Hold
j ,

G̃j = G̃old
j ,

where Sj is an operator from `2(M(j)) to `2(K(j)).
Proof. We write the lifting scheme in matrix notation:[

H̃j

G̃j

]
=

[
1 S
0 1

][
H̃old

j

G̃old
j

]
and

[
Hj

Gj

]
=

[
1 0

−S∗ 1

] [
Hold

j

Gold
j

]
.

If we think of the biorthogonality conditions (7.1) in the matrix notation, the proof
simply follows from the fact that[

1 S
0 1

] [
1 −S
0 1

]
=

[
1 0
0 1

]
.

One can use Figure 7.1 to assert that the order of the operators H, G, and S is
correct. The theorem in the index notation reads as follows.

Theorem 8.2 (lifting in index notation). Take an initial set of biorthogonal
filters {hold, h̃old, gold, g̃ old}; then a new set of biorthogonal filters {h, h̃, g, g̃} can be
constructed as

hj,k,l = hold
j,k,l ,

h̃j,k,l = h̃old
j,k,l +

∑
m

sj,k,m g̃ old
j,m,l ,

gj,m,l = gold
j,m,l −

∑
k

sj,k,m hold
j,k,l ,

g̃j,m,l = g̃ old
j,m,l .

After lifting, the filters h and g̃ remain the same, while the filters h̃ and g change.
As h remains the same, so do the primal scaling functions. The dual scaling functions
and primal wavelets change since h̃ and g change. The dual wavelets also change
because the dual scaling functions, from which they are built, change. However, the
coefficients g̃ of the refinement equation of the dual wavelet remain the same. More
precisely, we have

ϕj = ϕold
j ,

ϕ̃j = H̃old
j ϕ̃j+1 + Sj G̃old

j ϕ̃j+1 = H̃old
j ϕ̃j+1 + Sj ψ̃j ,

ψj = Gold
j ϕj+1 − S∗

j Hold
j ϕj+1 = ψold

j − Sj ϕold
j ,

ψ̃j = G̃old
j ϕ̃j ,
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or

ϕj,k = ϕold
j,k ,

ϕ̃j,k =
∑

l

h̃old
j,k,l ϕ̃j+1,l +

∑
m

sj,k,m ψ̃j,m ,(8.1)

ψj,m = ψold
j,m −

∑
k

sj,k,m ϕold
j,k ,(8.2)

ψ̃j,m =
∑

l

g̃ old
j,k,m ϕ̃j+1,l .(8.3)

Although formally similar, the expressions in (8.2) and (8.1) are quite different. The
difference lies in the fact that in (8.2) the scaling functions on the right-hand side did
not change after lifting, while in (8.1) the functions on the right-hand side did change
after lifting. Indeed, the dual wavelets on the right-hand side of (8.1) already are the
new ones.

The power behind the lifting scheme is that through the operator S we have full
control over all wavelets and dual functions that can be built from a particular set of
scaling functions. This means we can start from a simple or trivial multiresolution
analysis and use (8.2) to choose S so that the wavelets after lifting have particular
properties. This allows custom design of the wavelet, and it is the motivation behind
the name “lifting scheme.”

The fundamental idea behind the lifting scheme is that instead of using scaling
functions on the finer level to build a wavelet, as in (5.2), we use an old, simple wavelet
and scaling functions on the same level to synthesize a new wavelet; see (8.2). Thus
instead of using “sister” scaling functions, we use “aunt” scaling functions of the family
tree to build wavelets. As we will point out later, the “aunt” property is fundamental
when building adaptive wavelets. The advantage of using (8.2) as opposed to (5.2)
for the construction of ψj,m is that in the former we have total freedom in the choice
of S. Once S is fixed, the lifting scheme assures that all filters are biorthogonal. If
we use (5.2) to construct ψ, we would have to check the biorthogonality separately.

Equation (8.2) is also the key to finding the S operator, since functions on the
right-hand side do not change. Conditions on ψj,m thus immediately translate into
conditions on S. For example, we can choose S to increase the number of vanishing
moments of the wavelet or choose S so that ψj,m resembles a particular shape.

If the original filters and S are finite filters, then the new filters will be finite as
well. In such case define the (adjoint) sets

K(j, m) = {k | sj,k,m 6= 0} and M(j, k) = {m | k ∈ K(j, m)} .

If we want the wavelet to have vanishing moments, the condition that the integral of
a wavelet multiplied with a certain function Pp is zero leads to∫

X

Pp ψj,m dµ = 0 ⇒
∫

X

Pp ψold
j,m dµ =

∑
k∈K(j,m)

sj,k,m

∫
X

Pp ϕold
j,k dµ .

For fixed indices j and m, the latter is a linear equation in the unknowns {sj,k,m |
k ∈ K(j, m)}. All coefficients only depend on the old multiresolution analysis. If we
choose the number of unknown coefficients sj,k,m equal to the number of equations, we
simply need to solve a linear system for each j and m. Remember that the functions
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Pp had to be independent, so if the functions ϕold
j,k are independent as well, the system

will be full rank.
Notes.
1. Other constraints than vanishing moments can be used for the choice of S.

For example one can custom design the shape of the wavelet for use in feature
recognition. Given the scaling functions, choose S so that ψj,m resembles the
particular feature we want to recognize. The magnitude of the wavelet coef-
ficients is now proportional to how much the original signal at the particular
scale and place resembles the feature. This has important applications in au-
tomated target recognition and medical imaging. Other ideas are fixing the
value of the wavelet or the value of the derivative of the wavelet at a certain
location. This is useful to accommodate boundary conditions.

2. In general it is not possible to use lifting to build orthogonal or semi-orthogonal
wavelets using only finite lifting filters. In the semi-orthogonal case, the con-
dition that a new wavelet ψj,m is orthogonal to the Vj typically will require
using all ϕj,k scaling functions of level j in the lifting (8.2). In [80] this was
bypassed by pseudo-orthogonalization, a scheme where ψj,m is only required
to be orthogonal to the (interpolating) scaling functions in a certain neighbor-
hood. As mentioned in the introduction, part of the inspiration of the lifting
scheme came from generalizing this idea to a fully biorthogonal setting.

3. In [17] several examples, including splines with nonuniform knot sequences,
are given where semi-orthogonal wavelets are constructed. This construction
uses all possible degrees of freedom for the construction of the wavelet, which
is more than what lifting allows, but does not lead to finite primal and dual
filters.

4. One of the appealing features of using the lifting scheme in the construction
of second generation wavelets is that one gets the filters for the scaling func-
tions and the wavelets together. Other constructions, such as nonstationary
subdivision, only give the filters for the scaling functions; see for example
[104, Chapter 5]. One then needs to use a technical trick to find the wavelet
filters with the right biorthogonality properties. There is no guarantee that
this is always possible.

9. Fast lifted wavelet transform. In this section we show how the lifting
scheme can be used to facilitate and accelerate the implementation of the fast wavelet
transform. The basic idea is to never explicitly form the new filters but only work
with the old filter, which can be trivial, and the S filter.

For the forward transform we get

λj = H̃j λj+1 = H̃old
j λj+1 + Sj γj .

In index notation this becomes

λj,k =
∑

l

h̃old
j,k,l λj+1,l +

∑
m

sj,k,m γj,m .

This implies that if we first calculate the wavelet coefficients γj as G̃old
j λj+1, we can

later reuse them in the calculation of the λj coefficients. The λj are first calculated as
H̃old

j λj+1 and later updated (lifted) with the γj coefficients. This way we never have
to form the (potentially large) filter H̃j . In other words, the lifting scheme makes
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optimal use of the similarities between the H̃ and G̃ filter. This both facilitates and
accelerates the implementation.

For the inverse transform we find that

λj+1 = H∗
j λj + G∗

j γj = Hold
j

∗(λj − Sj γj) + Gold
j

∗
γj .

In index notation this becomes

λj+1,l =
∑

k

hold
j,k,l

(
λj,k −

∑
m

sj,k,mγj,m

)
+

∑
m

gold
j,m,lγj,m .

The inverse transform thus first undoes the lifting (between the parentheses) and then
does an inverse transform with the old filters.

This leads to the following algorithm for the fast lifted wavelet transform depicted
in Figure 9.1. On each level the forward transform consists of two stages. Stage I
is simply the forward transform with the old filters while stage II is the lifting. In
the inverse transform, stage I simply undoes the lifting and stage II is an inverse
transform with the old filters. In pseudo code this becomes

Forward wavelet transform
For j = n-1 downto 0

Forward I(j)
Forward II(j)

Inverse wavelet transform
For level = 0 to n-1

Inverse I(j)
Inverse II(j)

Forward I(j): Calculate the γj,m and first stage of λj,k

∀k ∈ K(j) : λj,k :=
∑

l∈L̃(j,k)

h̃old
j,k,l λj+1,l

∀m ∈ M(j) : γj,m :=
∑

l∈L̃(j,m)

g̃ old
j,m,l λj+1,l

Forward II(j): Lift the λj,k using the γj,m calculated in Stage I

∀k ∈ K(j) : λj,k +=
∑

m∈M(j,k)

sj,k,m γj,m

Inverse I(j): Undo the lifting

∀k ∈ K(j) : λj,k −=
∑

m∈M(j,k)

sj,k,m γj,m

Inverse II(j): Calculate the λj+1,l using the λj,k from Stage I:

∀l ∈ K(j + 1) : λj+1,l :=
∑

k∈K(j,l)

hold
j,k,l λj,k +

∑
m∈M(j,l)

gold
j,m,l γj,m

As noted in [100], there are always two possibilities to implement these sums. For
example, take the sum in the Forward I routine. We can either implement this as
(after assigning 0 to γj,m)

∀m ∈ M(j) : ∀l ∈ L(j, m) : γj,m += g̃ old
j,m,l λj+1,l
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Fig. 9.1. The fast lifted wavelet transform: the basic idea is to first perform a transform
with the old, simple filters and later “lift” the scaling function coefficients with the help of wavelet
coefficients. The inverse transform first undoes the lifting and then performs an inverse transform
with the old filters.

or as

∀l ∈ K(j + 1) : ∀m ∈ M(j, l) : γj,m += g̃ old
j,m,l λj+1,l .

The first option loops over all m, for each γj,m identifies the λj+1,l that determine
its value, then calculates the linear combination and assigns it into γj,m. The second
option loops over all l, identifies the γj,m which are influenced by λj+1,l, and then
adds on the right amount to each γj,m. Both options are theoretically equivalent, but
often one of the two is much easier to implement than the other; see for example [100].
There one of the index sets always contains the same number of elements, while the
cardinality of the other can vary depending on the mesh.

10. Cakewalk construction. In this section we discuss how one can iterate the
lifting scheme to bootstrap one’s way up to a multiresolution analysis with desired
properties.

We first introduce the dual lifting scheme. The basic idea is the same as for the
lifting scheme except that we now leave the dual scaling function and the H̃ and
G filters untouched. The H and G̃ filters and the dual wavelet, scaling function,
and wavelet (by refinement) change. We can use the dual lifting scheme to custom
design the dual wavelet. If we denote the operator involved with S̃j , the new set of
biorthogonal filter operators is given by

Hj = Hold
j + S̃j Gold

j ,

H̃j = H̃old
j ,

Gj = Gold
j ,

G̃j = G̃old
j − S̃∗

j H̃old
j ,

where S̃j is an operator from `2(M(j)) to `2(K(j)). Relationships like (8.2) and
(8.1) can be obtained by simply toggling the tildes. In the second stage of the fast
wavelet transform, the γj coefficients are now lifted with the help of the λj coefficients
calculated in the first stage.

We now can alternate lifting and dual lifting. For example, after increasing the
number of vanishing moments of the wavelet with the lifting scheme, one can use
the dual lifting scheme to increase the number of vanishing moments of the dual
wavelet. By iterating lifting and dual lifting, one can bootstrap one’s way up to a
multiresolution analysis with desired properties on primal and dual wavelets. This is
the basic idea behind the cakewalk construction.
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There is one issue that remains to be checked to allow cakewalk constructions.
Suppose we first use dual lifting to increase the number of vanishing moments of
the dual wavelet. How do we know that this will not be ruined by later lifting?
Remember that lifting changes the dual scaling function and thus, by refinement, the
dual wavelet. The answer is given by the following theorem.

Theorem 10.1. Consider a multiresolution analysis with order N . After lifting,
the first N moments of the dual scaling function and dual wavelet do not change.

Proof. The primal scaling functions do not change after lifting. This means that

Pp =
∑

k

〈 Pp, ϕ̃
old
j,k 〉 ϕj,k =

∑
k

〈 Pp, ϕ̃j,k 〉 ϕj,k for 0 ≤ p < N .

This implies that the first N moments of the dual scaling functions do not change
after lifting. Since the coefficients of the refinement relations of the dual wavelets do
not change (8.3), neither do their moments.

Thus lifting does not alter the number of vanishing moments of the dual wavelet
obtained by prior lifting.

Suppose we use dual lifting to increase the number of dual vanishing moments
from N old to N . This involves solving a linear system of size N , independent of how
many vanishing moments the old dual wavelets already had. This means that if we
use a cakewalk construction the linear systems to be solved become larger and larger,
and so do the S filters. Therefore we present a scheme which allows us to exploit the
fact that the dual wavelets already have N old moments and thus only solve a system
of size N −N old. The basic idea is to lift an old dual wavelet (ψ̃old

j,m) not with old dual
scaling functions on the same level (ϕ̃old

j,k) but with old dual wavelets on the coarser
level (ψ̃old

j−1,n). This leads to a new dual wavelet of the form

ψ̃j,m = ψ̃old
j,m −

∑
n∈M(j−1)

t̃j,n,m ψ̃old
j−1,n .

Here the t̃j,n,m are the coefficients of a filter operator T̃j : `2(M(j)) → `2(M(j − 1)).
We always assume that the index n belongs to M(j − 1). Note that the new dual
wavelets independent of T̃ immediately have at least as many vanishing moments as
the old ones (N old). Expressing that the new dual wavelets have N vanishing moments
leads to only N − N old equations in the unknowns {t̃j,n,m | n}.

Let us try to find a fast wavelet transform associated with this. In operator
notation we have

ψ̃j = ψ̃old
j − T̃ ∗

j ψ̃old
j−1 = ψ̃old

j − T̃ ∗
j G̃old

j−1 ϕ̃old
j .

This construction thus corresponds to letting S̃∗
j = T̃ ∗

j G̃old
j−1. The basic idea is to use

only the old filters and the filter T̃ and never construct the S̃ filter or any of the new
filters explicitly. The forward transform takes three stages:

I: Given the sequence λj+1 calculate the forward transform with the old filters:
λj := H̃old

j λj+1 and γj := G̃old
j λj+1.

II: Calculate another level with the old filters: λj−1 := H̃old
j−1 λj and γj−1 :=

G̃old
j−1 λj .

III: Lift the γj with the γj−1: γj− = T̃ ∗
j γj−1.
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Fig. 10.1. Part of a cakewalk construction. The basic idea is to lift the wavelet coefficients
with wavelet coefficients on the coarser level. This way the fact that the old dual wavelets already
have Nold vanishing moments can be exploited.

Note that the second stage on level j coincides with the first stage on level j − 1; see
Figure 10.1 for a block diagram. The inverse transform in a first stage undoes the
lifting and then applies an inverse transform with the old filters.

We have seen how the lifting scheme can pass between an old and a new multires-
olution analysis. To start the construction of second generation wavelets we therefore
need an initial multiresolution analysis. In the following sections we will give three
examples of an initial multiresolution analysis to start the lifting scheme.

11. Orthogonal Haar wavelets. In this section we present the generalized
orthogonal Haar wavelets, which form a first example of an initial multiresolution
analysis to start the lifting scheme. The idea was first introduced by Coifman, Jones,
and Semmes for dyadic cubes in [33], generalized for Clifford-valued measures in [9, 91],
and later generalized for arbitrary partitionings in [68].

We first introduce the notion of a nested set of partitionings.
Definition 11.1. A set of measurable subsets {Xj,k | j, k} is a nested set of

partitionings if it is a set of partitionings and if, for every j and k, Xj,k can be
written as a finite disjoint union of at least two sets Xj+1,l:

Xj,k =
⋃

l∈L(j,k)

Xj+1,l .

Note that because of the partition property (Xj,k ⊂ Xj+1,k) we have that k ∈
L(j, k). Let ϕj,k = χXj,k

and ϕ̃j,k = χXj,k
/µ(Xj,k) according to our normalization

(3.2). Define the Vj ⊂ L2 as

Vj = clos span {ϕj,k | k ∈ K(j)} .

The spaces Vj generate a multiresolution analysis of L2; see, e.g., [68] for a proof. As
the scaling functions are orthogonal, we let Wj be the orthogonal complement of Vj

in Vj+1 so that Ṽj = Vj .
Now fix a scaling function ϕj,k. For the construction of the Haar wavelets, we only

need to consider the set Xj,k. First we assume without loss of generality that L(j, k)
contains either two or three elements. Indeed, if L(j, k) contains more elements, we
can split them into two groups whose numbers of elements differ by at most one. For
each group we can introduce (implicitly) a new corresponding Xj′,k′ . We can continue
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Fig. 11.1. The generalized orthogonal Haar wavelets for square partitionings. The wavelets
are piecewise constant and have a vanishing integral. The sign is indicated in the support. The or-
thogonality follows immediately from the support and the vanishing integral of the wavelets. Similar
constructions apply to arbitrary partitionings.

to do this until the number of elements is either 2 or 3. In case L(j, k) = {k, m} we
let the wavelet ψj,m be

ψj,m =
ϕj+1,k

2 µ(Xj+1,k)
− ϕj+1,m

2 µ(Xj+1,m)
.(11.1)

In case L(j, k) = {k, m, m′} we keep ψj,m as above and let

ψj,m′ =
ϕj+1,k + ϕj+1,m

2 µ(Xj+1,k) + 2 µ(Xj+1,m)
− ϕj+1,m′

2 µ(Xj+1,m′)
.

In case L(j, k) = {k, m1, m2, m3}, we need two stages. Each stage involves two sets
and a wavelet of the form (11.1); see Figure 11.1. The Haar wavelets are constructed
so that ∫

X

ψj,m dµ = 0 and
∫

X

|ψj,m| dµ = 1 .

They are orthogonal to ϕj,k because they have a vanishing integral. Two different
wavelets are orthogonal, since either their supports are disjoint or one is constant on
the support of the other.

These wavelets form an orthogonal basis for L2. In fact, they also form an un-
conditional basis for Lp.

Theorem 11.2 (see [68]). The generalized orthogonal Haar wavelets {ψj,m | j, m}
form an unconditional basis for Lp with 1 < p < ∞, with unconditional basis constant
p∗ − 1, where 1/p + 1/p∗ = 1.

This construction allows for Haar wavelets adapted to the settings G1–G3 men-
tioned in the introduction. Their advantage is their generality. Their disadvantages
are that they are nonsmooth and that they have only one vanishing moment. However,
they form a perfect example of an initial multiresolution analysis to start the lifting
scheme with. With the lifting scheme we can build wavelets with more vanishing
moments and/or more smoothness.

In the case of the real line and the classical Haar wavelet, the dual lifting scheme
corresponds to a technique called average interpolation introduced by Donoho in [56].
Here ϕ̃ is the indicator function on [0, 1], while ϕ is constructed through a subdivi-
sion scheme which ensures that polynomials up to a certain order can be reproduced
with the scaling functions. This condition is precisely the same as the vanishing mo-
ment condition of the dual wavelet as used in dual lifting. The average interpolating
technique can be generalized to a second generation setting; see, e.g., [104] for the con-
struction of weighted wavelets. It generates primal and dual scaling functions which
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are biorthogonal. However, it is not immediately clear what the wavelets and dual
wavelets are. In other words there is no immediate generalization for the quadrature
mirror filter construction where one takes g̃k = (−1)k h1−k. The dual lifting scheme
provides a very simple solution to this problem. Again, the idea is to first construct
the dual wavelets and later check what happens to the scaling functions using the
cascade algorithm.

12. Interpolating scaling functions and wavelets. In this section we intro-
duce the Lazy wavelet, another candidate to start the lifting scheme with, which is
even simpler than the Haar wavelets. We show how it is connected with interpolating
scaling functions.

12.1. The Lazy wavelet. One way to look at the general index sets K(j) and
M(j) is to think of K(j) (respectively, M(j)) as the generalization of the even (re-
spectively, odd) indices. This inspires us to define two subsampling operators E (even)
and D (odd) as follows:

E : `2(K(j + 1)) → `2(K(j)), where b = E a means bk = ak for k ∈ K(j).
D : `2(K(j + 1)) → `2(M(j)), where c = D a means cm = am for m ∈ M(j).

Although these operators depend on the level j we will not supply them with an extra
subscript, since no confusion is possible. These operators provide a trivial orthogonal
splitting, as[

E
D

] [
E∗ D∗ ]

=
[

1 0
0 1

]
and

[
E∗ D∗ ] [

E
D

]
= 1 .

We can now decompose any operator W : `2(K(j)) → `2(K(j)) as

W = We E + Wd D , with We = W E∗ and Wd = W D∗ .(12.1)

The filter operators of the Lazy wavelet are precisely these subsampling operators

HLazy
j = H̃Lazy

j = E and GLazy
j = G̃Lazy

j = D .

The Lazy wavelet transform thus is an orthogonal transform that essentially does
nothing. It only resamples the coefficients into two groups for each step and thus
can be seen as the generalization of the polyphase transform to the second generation
setting. However, it is important to consider since it is connected with interpolating
scaling functions. The operators E and D are crucial when implementing the lifting
scheme. Although they are mathematically trivial, the data structure in the program
has to be designed carefully to make them easy to implement. With such a data
structure, the implementation of the lifting scheme is straightforward.

Given a set of partitionings, one can formally associate scaling functions and dual
scaling functions with the Lazy wavelet. By using the cascade algorithm pointwise
and respecting the normalization, one can see that ϕ̃j,k = δ(· − xk) and that ϕj,k is
zero everywhere except at xk where it is one. Formally they are biorthogonal, but in
the L2 setting, ϕ̃j,k does not belong to the space while ϕj,k is zero. The wavelets and
dual wavelets are given by ψj,m = ϕj+1,m and ψ̃j,m = ϕj+1,m, and N = Ñ = 0.

12.2. Interpolating scaling functions. Next, we generalize the notion of an
interpolating scaling function. We first need a set of interpolation points {xk | j ∈
J , k ∈ K(j)}. Remember that such a set can be defined by a set of partitionings. In
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the other direction, we can associate a set of partitionings with a set of interpolating
points as follows. Assume that

∀k : inf
j∈J , k′∈K(j)

d(xk, xk′) = 0

for all k. Then let

Sj,k = {x ∈ X | d(x, xk) < d(x, xk′) for k′ ∈ K(j), k 6= k′} .

The sets Sj,k are the Voronoi cells of the set of points {xk | k ∈ K(j)}.
Definition 12.1. A set of scaling functions {ϕj,k | j, k} is interpolating if a set

of interpolation points xk exists so that ϕj,k(xk′) = δk,k′ for k, k′ ∈ K(j).
As in the first generation case, the interpolating property can be characterized

by means of the coefficients of the refinement relation. We state and prove the result
in the index notation.

Lemma 12.2. If a set of second generation scaling functions is interpolating,
then

∀ k, k′ ∈ K(j) : hj,k,k′ = δk,k′ .(12.2)

Proof.

δk,k′ = ϕj,k(xk′) =
∑
m

hj,k,l ϕj+1,l(xk′) =
∑
m

hj,k,l δl,k′ = hj,k,k′ .

Note that this lemma can be seen as a special case of Remark 4.2 in [41]. A
filter h is called an interpolating filter if condition (12.2) holds. This condition can
be written in operator notation as

H int
j E∗ = 1 .

Note that this is the generalization of an à trous filter in the first generation case.
If we have an interpolating scaling function, we can always take Dirac functions

as a formal dual

ϕ̃int
j,k = δ(· − xk) .

The biorthogonality follows immediately from the interpolation property. The filter
corresponding to the dual scaling function is

H̃ int = E .

Now define S̃j as H int
j D∗. Then it follows from (12.1) that any interpolating filter

can be written as H int
j = E + S̃j D. But this expression can be seen as the result of

applying the dual lifting scheme to the Lazy wavelet. We can then write a set of
biorthogonal filters as

H int
j = E + S̃j D ,

H̃ int
j = E ,

Gint
j = D ,

G̃int
j = D − S̃∗

j E .



532 WIM SWELDENS

We have thus shown the following theorem.
Theorem 12.3. The set of filters resulting from interpolating scaling functions,

and Diracs as their formal dual, can be seen as a dual lifting of the Lazy wavelet.
In index notation the filters become

hint
j,k,l =

{
δk,l if l ∈ K(j) ,
s̃j,k,l if l ∈ M(j) ,

h̃int
j,k,l = δk,l ,

gint
j,m,l = δm,l ,

g̃ int
j,m,l =

{
−s̃j,l,m if l ∈ K(j) ,
δm,l if l ∈ M(j) .

Formally the dual wavelets are given by

ψ̃j,m = δ(· − xm) −
∑

k

hj,k,mδ(· − xk) .

The primal wavelets are ψj,m = ϕj+1,m. We have Ñ = 0 and N possibly > 0. These
filters do not correspond to a multiresolution analysis of L2, as the dual functions are
Dirac distributions which do not even belong to L2. In the case of linear interpolation,
this example corresponds to what is known in finite elements as “hierarchical basis
functions” [116].

We next apply the lifting scheme to find wavelets which have Ñ > 0. This leads
to new filters of the form

Hj = H int
j = E + S̃j D ,

H̃j = H̃ int
j + Sj G̃int

j = (1 − Sj S̃∗
j ) E + Sj D ,

Gj = Gint
j − S∗

j H int
j = −S∗

j E + (1 − S∗
j S̃j) D ,

G̃j = G̃int
j = −S̃∗

j E + D .

This can be verified using Figure 12.1. For example, to find H̃j , follow the paths
from λj+1 to λj . There are three: one direct through E, one through D and then
down through Sj , and one through E then up through S̃∗

j and down through Sj .
Consequently H̃j = (1 − Sj S̃∗

j ) E + Sj D. In index notation this becomes

h̃j,k,l = δk,l +
∑
m

sj,k,m g̃j,m,l,

gj,m,l = δm,l −
∑

k

sj,k,m hj,k,l .

The new wavelet can be written as

ψj,m = ϕj+1,m −
∑

k∈K(j,m)

sj,m,k ϕj,k.(12.3)

One can find the sj,k,m in the same way as described above.
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Fig. 12.1. The fast wavelet transform for wavelets built from interpolating scaling functions.
First apply a Lazy wavelet transform, then a dual lifting, and finally a regular lifting.

12.3. Algorithm. The algorithm for the wavelet transform associated with the
wavelets constructed in the previous section consists of three stages. First a Lazy
wavelet transform, then a dual lifting, and finally a primal lifting; see Figure 12.1.
The inverse transform can be derived immediately by simply inverting each step of
the forward transform.

Forward(j):

∀k ∈ K(j) : λj,k := λj+1,k

∀m ∈ M(j) : γj,m := λj+1,m

∀m ∈ M(j) : γj,m −=
∑

k∈K̃(j,m)

s̃j,k,m λj,k

∀k ∈ K(j) : λj,k +=
∑

m∈M(j,k)

sj,k,m γj,m

Inverse(j):

∀k ∈ K(j) : λj,k −=
∑

m∈M(j,k)

sj,k,m γj,m

∀m ∈ M(j) : γj,m +=
∑

k∈K̃(j,m)

s̃j,k,m λj,k

∀m ∈ M(j) : λj+1,m := γj,m

∀k ∈ K(j) : λj+1,k := λj,k

One of the nice properties of the fast lifted wavelet transform is that all calcula-
tions can be done in place, i.e., without auxiliary memory. It is sufficient to provide
storage locations only for the coefficients λn,k of the finest levels. No additional aux-
iliary memory is needed. A coefficient λj,k with j < n can be stored in the same
location as λn,k, while a wavelet coefficient γj,m with j < n can be stored in the same
location as λn,m. The Lazy wavelet transform now simply requires blinking your eyes.
Lifting will only require updates with local neighboring coefficients (typically += or
−= operators in the implementation) and thus does not need extra storage.

13. Biorthogonal Haar wavelets. In this section we introduce a third example
of an initial multiresolution analysis: the biorthogonal Haar wavelets. They were first
used in triangular subdivision in [99]. On triangles, biorthogonal Haar wavelets have
more symmetry than orthogonal Haar wavelets. We here show how the biorthogonal
Haar wavelets themselves can be seen as a result of lifting from the Lazy wavelet.
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Take a set of nested partitionings Xj,k. Note that this defines the index sets
L(j, k). Consider the Lazy scaling function and wavelet

ϕ̃Lazy
j,k = δ(· − xk) and ψ̃Lazy

j,m = δ(· − xm) .

Let us first apply dual lifting and denote the resulting functions with a superscript
(1). Fix a k∗ ∈ K(j) and let M(j, k∗) = L(j, k∗)\{k∗}. In order for the new wavelet
ψ̃(1)

j,m with m ∈ M(j, k∗) to have one vanishing moment, we let

ψ̃(1)
j,m = δ(· − xm) − δ(· − xk∗) = ϕ̃(1)

j+1,m − ϕ̃(1)

j+1,k∗

so that K(j, m) = {k∗} and s̃j,k,m = δk,k∗ . This implies that the scaling function
satisfies

ϕ(1)

j,k∗ = ϕ(1)

j+1,k∗ +
∑

m∈M(j,k∗)

s̃j,k,m ϕ(1)
j+1,m =

∑
l∈L(j,k∗)

ϕ(1)

j+1,l(13.1)

which yields that ϕ(1)

j,k = χXj,k
and thus ψ(1)

j,m = χXj+1,m . We now have N = 1 and
Ñ = 0 and could call this a half-Haar basis. Note that this half-Haar wavelet is used
in the interlaced GIF format which is currently quite popular on the World Wide
Web.

Next we use lifting to obtain a primal wavelet with a vanishing moment. We
choose

ψj,m = ψ(1)
j,m − sj,k∗,m ϕ(1)

j,k∗ with k∗ ∈ K(j, m) ,

where sj,k,m = µ(Xj+1,m)/µ(Xj,k) if m ∈ M(j, k) and zero otherwise. In this way
ψj,m has one vanishing moment. The new dual scaling function becomes

ϕ̃j,k = ϕ̃j+1,k +
∑

m∈M(j,k)

µ(Xj+1,m)/µ(Xj,k) ψ̃j,m

= ϕ̃j+1,k +
∑

m∈M(j,k)

µ(Xj+1,m)/µ(Xj,k) (ϕ̃j+1,m − ϕ̃j+1,k) (see (13.1))

=
∑

m∈M(j,k)

µ(Xj+1,m)/µ(Xj,k) ϕ̃j+1,m

+

1 −
∑

m∈M(j,k)

µ(Xj+1,m)/µ(Xj,k)

 ϕ̃j+1,k

=
∑

l∈L(j,k)

µ(Xj+1,l)/µ(Xj,k) ϕ̃j+1,l

= χXj,k
/µ(Xj,k) .

Summarizing, we have the following basis functions, which generate the biorthogonal
Haar multiresolution analysis:

ϕj,k = χXj,k
,

ϕ̃j,k = χXj,k
/µ(Xj,k) ,

ψj,m = ϕj+1,m − µ(Xj+1,m)/µ(Xj,k∗) ϕj,k∗ with {k∗} = K(j, m) ,

ψ̃j,m = ϕ̃j+1,m − ϕ̃j+1,k∗ .
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Fig. 13.1. The biorthogonal Haar wavelets on triangles. Biorthogonality follows from the
support and the vanishing integral of wavelets and dual wavelets. On triangles the biorthogonal
Haar wavelets are more symmetric than the orthogonal Haar. This is another example to start the
lifting scheme with.

Figure 13.1 shows the biorthogonal Haar wavelets for a triangular partitioning. Given
that the scaling function and dual scaling function are multiples of each other, we
actually have a semi-orthogonal setting. This means that the Vj and Ṽj spaces coin-
cide. Consequently wavelets on different levels are orthogonal, but within one level
the wavelets are not orthogonal. The biorthogonal Haar multiresolution analysis is
another example of an initial multiresolution analysis with N = Ñ = 1. Here we
actually showed how it can be constructed by twice lifting the Lazy wavelet.

The algorithm for the biorthogonal Haar transform is given below. Again all
calculations can be done in place.

Forward(j):

∀m ∈ M(j) : γj,m := λj+1,m − λj+1,k ({k∗} = K(j, m))
∀k ∈ K(j) : λj,k := λj+1,k +

∑
m∈M(j,k)

sj,k,m γj,m

Inverse(j):

∀k ∈ K(j) : λj+1,k := λj,k −
∑

m∈M(j,k)

sj,k,m γj,m

∀m ∈ M(j) : λj+1,m := γj,m + λj+1,k ({k∗} = K(j, m))

14. Applications and future research. Now that we understand the machin-
ery of the lifting scheme, we can start to apply it in the settings described in the
introduction. We discuss a few cases in more detail.

14.1. Wavelets on an interval. As pointed out in the introduction, many
wavelet constructions on the interval already exist. They all involve modifying the
wavelets and scaling functions close to the end point of the interval, which leads
to special boundary filters. The derivation of the boundary filters is actually quite
technical and it is not immediately clear to the user why they work. With the aid
of the lifting scheme, the construction of interval wavelets and the implementation of
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the associated transform become much more transparent. The Haar and Lazy wavelet
can be trivially defined on the interval. Lifting then only requires pulling in the right
aunts (scaling functions on the coarser level) at the boundary of the interval. All
calculations can be done in place. For details we refer to [106].

A software package, LIFTPACK, to calculate the wavelet transformation of images
is currently available [64]. Its properties are in-place calculation, correct treatment of
boundaries, arbitrary size images (not only powers of two), and a faster implementa-
tion of existing biorthogonal wavelet filters (speedup can be a factor of two).

14.2. Weighted wavelets. Let X be R and consider the weight function w(x) =
dµ/dx, where dx stands for the Lebesgue measure. The wavelets constructed with the
lifting scheme are orthogonal with respect to a weighted inner product, where w(x) is
the weight function. We refer to them as weighted wavelets. They are useful for the
approximation of functions with singularities. If a function f contains a singularity,
then the approximation with first generation wavelets will be slow, independent of
the number of dual vanishing moments N . If we can now choose a weight function
w so that w · f is a smooth function, then the approximation with weighted wavelets
will again be of the order of the number of vanishing moments. An example of this
behavior is given in [106].

Weighted wavelets are also useful in the solution of boundary value ODEs; see
[75, 104]. If the operator is of the form −DaD, then operator wavelets defined as the
antiderivative of weighted wavelets with weight function w(x) =

√
a(x) diagonalize

the operator. The solution algorithm is thus simply a forward and inverse wavelet
transform. Future research involves the incorporation of the operator wavelets con-
struction directly into the lifting scheme.

14.3. Wavelets on curves, surfaces, and manifolds. The only thing needed
to construct wavelets on manifolds is either a set of interpolating points to define a
Lazy wavelet or a set of nested partitionings to define Haar wavelets. Lifting will take
care of the rest. The resulting wavelets are defined intrinsically on the manifold and
do not depend on any parameterization or atlas.

In [99] the lifting scheme is used to construct wavelets on a sphere. Partition-
ings of the sphere were obtained by starting from a Platonic solid and alternating
triangular subdivision and projection out to the sphere. This is known as a geodesic
sphere construction. The Lazy wavelet is the starting point for a family of vertex-
based wavelets, while the biorthogonal Haar wavelets lead to a family of face-based
wavelets. In [100] these wavelets were used for the processing of spherical images.
Current research involves the generalization of the construction and the applications
to arbitrary surfaces.

14.4. Adaptive wavelets. The idea of adaptive wavelets was introduced in [69,
97, 98] in the context of the numerical solution of integral equations for illumination
computations. The idea is the following. Assume the solution can be approximated
with sufficient accuracy in a linear space Vn of dimension M . We know that out of
the M2 matrix entries representing the integral operator in the wavelet basis, only a
fraction O(M) is relevant. If we have these entries, solving the matrix equation can
be done in linear (O(M)) time.

However, calculating all wavelet coefficients of the kernel from the finest level n to
the coarsest level 0 with the fast wavelet transform requires O(M2) operations and is
thus a waste of CPU time and memory. Indeed the majority of all computations and
memory use will be in vain. If we want an algorithm with linear complexity we can
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only afford to calculate the wavelet coefficients which we actually need or a slightly
larger set.

Gortler, Schröder, et al. [69] achieve this with the use of an oracle function. This
function predicts, in a conservative fashion and based upon knowledge of the kernel
of the integral equation, which wavelet coefficients need to be calculated. They were
able to implement this with the use of what they call tree wavelets. Tree wavelets
have the property that each wavelet of level j is supported within the support of
only one scaling function of level j. Haar wavelets and Alpert wavelets [4, 5, 6] have
this property. The advantage is that subdividing the support of a scaling function
on level j, and thus constructing the wavelets of level j associated with it, does not
imply subdividing any other support sets on level j. This way they can calculate the
wavelet coefficients from the coarsest level to the finest level, thereby only subdividing
(adding wavelets) where the oracle tells them to.

With traditional (nontree) wavelets, subdividing a support set S on level j and
constructing the wavelets associated with it (whose support may reach outside of S)
will imply subdividing a neighboring set of S and dragging in the wavelets associated
with that set. This process cascades out and would imply subdividing the whole level
j and thus makes adaptive constructions awkward.

Tree wavelets are discontinuous and this is a drawback in many applications. As
shown in [99], lifting provides a solution here. Indeed, because of the “aunt” property,
subdividing a set S on level j only requires its neighbors to exist; it does not necessarily
require them to be subdivided as well. The mesh only needs to satisfy a restriction
criterion in the sense that neighboring sets only differ by at most one level. This does
not cascade out. Lifting thus opens the door to smooth adaptive wavelets. Current
research involves the incorporation of these wavelets in illumination computations.

A word of caution is needed here. In [46, 96] it is shown that adaptive wavelet algo-
rithms require wavelets on manifolds satisfying specific conditions concerning stability,
regularity, and norm equivalence. As pointed out earlier, lifting does not guarantee
these conditions and they have to be verified in each particular case.

14.5. Recursive wavelets. The principle of recursive wavelets is explained in
[8, 56]. The basic idea is not to use the cascade algorithm ad infinitum to construct
the scaling functions, but instead fix the scaling functions on an arbitrary finest level
n. This can be generalized easily to the second generation case. Consider a set of
partitionings and let

ϕn,k = χSn,k
for k ∈ K(n) .

Next consider a general filter h (not necessarily a Haar filter) and define the scaling
functions on the coarser level (ϕj,k with j < n) through recursive applications of
the refinement relation (4.1). By definition all scaling functions ϕj,k are piecewise
constant on the sets {Sn,k | k ∈ K(n)}. This is precisely the advantage of recursive
wavelets; no need to go through an infinite limit process to find the scaling functions,
instead apply the refinement relation a finite number of times.

One can choose other functions than indicator functions as scaling functions on the
finest level. The advantage of indicator functions is their generality; the disadvantage
is that they are not smooth. If the topology admits it, smoother choices are piecewise
linear (hat) functions or B/box-splines.

In the setting of recursive wavelets, there are L2 functions associated with the
Lazy wavelet. Indeed

ψLazy
j,m = ϕLazy

j+1,m = ϕLazy
n,m = χSn,m

.
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In this paper, we have always assumed that the measure is nonatomic. This re-
striction, however, is not fundamental. Recursive wavelets allow for atomic measures.
Indeed, there is no reason why any of the subsets of Sn,k should be measurable. As
is shown in [68], it is possible to build Haar wavelets on fully discrete sets such as the
integers, or on sets which are of mixed continuous/discrete nature. Also the lifting
scheme remains valid.

The idea of recursive wavelets can also be combined with the idea of adaptive
wavelets of the previous section. Instead of fixing the scaling function on one finest
level n, one can let the notion of finest level depend on the location. Indeed, the
oracle of the previous section typically leads to finer subdivisions in certain locations
and coarser subdivisions in other. The finest level n(k) thus depends on the location
k. We then fix the scaling functions

ϕn(k),k = χSn(k),k
,

where

X =
⋃
k

Sn(k),k .

In other words, we are using an adaptive mesh.
It is important to note that even though recursive wavelets only use a finite

number of levels, the stability issue does not go away but rather manifests itself as a
problem concerning ill-conditioning.

14.6. Wavelet packets. Wavelet packets were introduced by Coifman, Meyer,
and Wickerhauser [34, 35, 114, 115]. The idea is to also further split the Wj spaces with
the help of the h and g filters. This way one obtains a better frequency localization.
The splitting leads to a full binary tree of wavelet packets, which form a redundant
set. For a given function, one can choose the best basis with respect to a criterion
such as the entropy of the basis coefficients. A fast tree algorithm to find the best
basis was introduced in [36]; see also [115].

This idea again carries over into the second generation setting and can be com-
bined with lifting. The conditions for exact reconstruction have exactly the same
algebraic structure as in the wavelet case. One can start with defining a Lazy wavelet
packet or a generalized Haar wavelet packet (which could be called generalized Walsh
functions). A new wavelet packet is now defined as an old wavelet packet plus a linear
combination of wavelet packets that live on a coarser level. From a practical point of
view, one extra index comes in, and proper data structures need to be designed to
incorporate the new filters.

14.7. M-band wavelets. The idea of M -band wavelets, or p-adic wavelets, a
name more common in the mathematical literature, is to split a space Vj+1 into M
(as opposed to 2) subspaces: Vj ⊕ W 1

j ⊕ · · · ⊕ WM−1
j . For each subspace a different

filter is used. Several constructions were introduced in [72, 81, 102, 109]. In some
sense the second generation wavelet setting already incorporates this. Indeed, it even
allows for different filters for each individual wavelet. However, thinking of lifting
combined with M -band wavelets can lead to new constructions. Let us start with the
Lazy wavelet. An M -band Lazy wavelet is easily defined and again is the standard
polyphase transform [109]. Now one can define a new wavelet as an old wavelet
plus a linear combination of scaling functions on the coarser level. This would be
ordinary lifting. But we could also define a new wavelet as an old wavelet plus a
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linear combination of scaling functions on a coarser level plus wavelets belonging to
another (lower index) subband. This allows more flexibility in the construction. It
requires that the M subband be calculated in ascending index order in the transform.
In the extreme case one can let each subband contain precisely one wavelet. A new
wavelet is now an old wavelet plus previously constructed new wavelets. This requires
an ordering within the wavelets of one level. This way we can construct noncompactly
supported wavelets with only finite filters.

14.8. Nonseparable wavelets in Rn. As mentioned earlier, the lifting scheme
also leads to new insights in the construction of first generation wavelets. This was
shown in the one-dimensional case in [105]. Higher dimensional wavelets can always
be constructed using tensor products, but this leads to severe axial directional de-
pendencies. Instead one prefers to work with nonseparable wavelets which have more
axial symmetry and which do not necessarily use a product lattice; see, for example,
[22, 28, 32, 76, 77, 89, 90, 92, 93].

Here too lifting can help. Each lattice allows for the immediate definition of a
Lazy wavelet or a Haar wavelet, either 2-band or M -band. Polynomial cancelation
then leads to the filter coefficients. Whether lifting will actually lead to new wavelets
in this context or rather provide faster implementations of already existing filters as
in the one-dimensional case remains a topic for further study.

14.9. Wavelets on bounded domains and wavelet probing. One of the
important application domains of wavelets is the solution of partial differential equa-
tions. In [44] it is shown that one can use wavelets to build multilevel preconditioners
which result in stiffness matrices with uniformly bounded condition numbers. This
leads to linear solution algorithms. To solve real life problems one needs wavelets
constructed on nonsmooth (Lipschitz) domains in Rn. In [27, 74] such a construction
is presented. In both cases, tensor product wavelets are used in the interior of the
domain while at the boundary specially adapted wavelets are constructed. In this
sense these constructions are the natural generalization of the interval constructions
to higher dimensions. With the lifting scheme one can build nonseparable wavelets
adapted to general domains. Again the only thing needed is a set of partitionings.
One nice property here is that lifting allows for adaptive meshes.

Already in the simple case of the Laplace equation and a nonsmooth domain it
was recently shown that one cannot obtain an O(M−2) accuracy (where M is the
number of elements) unless one uses nonlinear approximation [39]. The underlying
reason is that the solution does not belong to the second-order Sobolev space but
rather to a second-order Besov space. In other words, one has to use adaptive grids
to obtain the correct convergence order.

There is another important application of wavelets on domains. It is a technique
called wavelet probing introduced independently in [59] and [8, 53]. Let us discuss
the idea first on the real line. Consider a function which is smooth except for jump
discontinuities at isolated points. We know that the decay of the wavelet coefficients is
fast away from the jumps, and slow in the neighborhood of the jumps. Increasing the
number of dual vanishing moments leads to faster decay away from the jumps but also
to a larger set of coefficients affected by the jumps because of the larger support. It is
thus not possible to obtain more efficient approximations and thus better compression
by simply increasing the number of dual vanishing moments.

Suppose now we know the location of the jumps. If we use interval wavelets on
each interval between two jumps and thus segment the signal accordingly, we would
get fast convergence everywhere. Wavelet probing is a technique which allows us to
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locate the jumps. It simply tries every location between two samples and checks
whether it would pay off to segment at this location. The payoff can be measured,
e.g., with the entropy of the wavelet coefficients. Probing one location only requires
altering log M coefficients where M is the number of samples. The whole algorithm
thus has a complexity of M log M .

Wavelet probing has important applications in image compression. Indeed it
allows quick localization of the edges in an image, and then builds wavelets on the
segments defined by those edges. Considerably higher compression ratios can be
obtained this way. Wavelet probing thus provides an alternative for the zero crossing
representation introduced by Mallat and Zhong [82, 83]. The advantage is that no
iterative reconstruction is needed. Wavelet probing interacts easily with lifting and
the adaptive wavelets mentioned above.

14.10. Wavelets adapted to irregular samples. As we mentioned in the in-
troduction, one of the motivations for the generalization to second generation wavelets
was the processing of irregularly sampled data. Let us discuss this first on the real
line. Assume we are given irregular samples of a function f(x): λn,k = f(xk) with
k ∈ K(n). We first need to define a Lazy wavelet; i.e., we need the sets K(j) with
j < n (the coarser levels) and the sets M(j) with j ≥ n, together with the xm for
m ∈ M(j) (the finer levels). For the coarser levels we only need to decide which
sample locations to retain, while for the finer levels we also have to decide where to
put the new locations. Coarser levels are needed in the wavelet transform, finer in the
cascade algorithm. A simple strategy, which was used in [106], is to retain every other
sample on the coarser level and put a new sample in the middle of two old samples
on the finer levels. Once a Lazy wavelet is defined, dual lifting provides interpolat-
ing scaling functions, and lifting yields wavelets with vanishing moments. The dual
lifting can be seen as an instance of irregular Deslauriers–Dubuc subdivision [54, 55].
Current research involves the study of more advanced choices for the Lazy wavelet.
One of the strategies is to choose the sample locations so that the ratio of the largest
versus the smallest interval of a level becomes closer and closer to one on both the
finer (j > n) and the coarser (j < n) levels. Future research also involves the study
of these schemes in higher dimensions.

14.11. Integer to integer wavelet transforms. In [16] lifting is used to build
reversible wavelets which map integers to integers for applications to lossless image
coding. The idea is to introduce a nonlinear round-off in each lifting step. This way
the result is guaranteed to be integer while the lifting assures that the transform is
invertible. The exact same idea works in the second generation setting, and using this
in second generation compression applications is another line of future research.

14.12. Conclusion. In this paper we presented the lifting scheme, a construc-
tion tool for wavelets adapted to general settings. We showed how one can start from
a trivial multiresolution analysis and use lifting to work one’s way up to a multireso-
lution analysis with particular properties. As we mentioned in the introduction, the
lifting scheme provides an answer to the algebraic phase of a wavelet construction.
For each of the applications mentioned in this section, one still has to verify whether
the cascade algorithm converges, whether the resulting wavelets form a Riesz basis
(analytic phase), and what their smoothness is (geometric phase).

Note. As mentioned in the introduction, we learned after finishing this work that
Dahmen and collaborators independently obtained a construction of multiscale bases
with a technique very similar to lifting [17]. Here we go into more detail comparing
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the two approaches. Recall from Theorem 8.1 that the lifting involved an operator
which can be written in matrix location as[

1 S
0 1

]
.

The main advantage of this operator is that, independent of the choice of S, it is
guaranteed to be invertible and the inverse can be found by flipping the sign on S.
In the setting of [17] a more general operator of the form[

1 S
0 K

]
is used (which for K = I becomes lifting). This operator is invertible if and only if K
is invertible. The inverse is then given by[

1 −S K−1

0 K−1

]
.

This setting is more general and allows us to explore all the degrees of freedom one
has to generate new biorthogonal filters. In section 3.3 of [17] a K 6= I is constructed
which generates orthogonal decompositions. Section 4.1 of [17] discusses the case
of compactly supported semi-orthogonal spline wavelets on irregular knot sequences.
However, these settings do not allow both K and K−1 to be sparse.

There are certain advantages to the lifting (K = I) approach. One problem with
the more general approach (K 6= I) is that it involves taking the inverse of K and does
not guarantee that all primal and dual filters are finite. Infinitely supported filters
are less useful practically and do not necessarily lead to fast transforms. Moreover,
K−1 might be difficult to compute numerically. Many of the attractive features of
lifting such as in-place computation, no need for inverting operators, and adaptive
transforms using “aunt” functions disappear when allowing a general K 6= I.

In the first generation setting it was shown recently [52] that in case of finite filters
no generality is lost when restricting oneself to the lifting setting: all finite filters can
be obtained using multiple alternate primal and dual lifting steps.

On several occasions in this paper we mentioned that lifting does not guarantee
stable bases or convergence of the associated subdivision scheme. In fact, many of
these issues have been addressed carefully in [17, 41, 42] and we refer to those papers
for details.
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Abstract. The height at which an unloaded column will buckle under its own weight is the
fourth root of the least eigenvalue of a certain Sturm–Liouville operator. We show that the operator
associated with the column proposed by Keller and Niordson [J. Math. Mech., 16 (1966), pp. 433–
446] does not possess a discrete spectrum. This calls into question their formal use of perturbation
theory, so we consider a class of designs that permits a tapered summit yet still guarantees a discrete
spectrum. Within this class we prove that the least eigenvalue increases when one replaces a design
with its decreasing rearrangement. This leads to a very simple proof of the existence of a tallest
column.

Key words. buckling load, self-weight, continuous spectrum, rearrangement
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1. Introduction. Euler [4], [5] posed and solved the problem of buckling of
prismatic columns under self-weight. He found that a column, clamped at its base
and free at its summit, could be built to a height of

Hc =
(

9EI
4ρA

j2
−1/3

)1/3

before buckling under its own weight. Here E denotes Young’s modulus, ρ denotes
weight density, A and I denote cross-sectional area and its second moment, and
j−1/3 ≈ 1.8663 is the least positive root of the Bessel function of order −1/3. To take
a particular instance, the critical height of a circular cylinder of volume V is

Hc =
(

9EV
16πρ

j2
−1/3

)1/4

.

Almost two hundred years elapsed before Keller and Niordson [9] asked what height
one could reach if, while fixing V , the overall volume, one was permitted to taper
the column by varying A, and hence I, from point to point. Keller and Niordson
formulated the Euler problem of critical height in terms of an eigenvalue problem for
an ordinary differential operator and proceeded to maximize its least eigenvalue over a
large class of shapes. In the spirit of Keller’s previous attacks on buckling problems, [8]
and [14], it was supposed that this least eigenvalue varied smoothly over the admissible
class of shapes. This approach led Keller and Niordson to propose a shape that is so
severely tapered at its summit that we are able to show that the associated differential
operator does not possess a discrete spectrum. As this calls into doubt their method,
if not their result, we argue that the problem merits reconsideration. Indeed, though
the literature on column buckling is vast, see, e.g., Gajewski and Zyczkowski [7], the
tallest column problem appears to have started and ended with the work of Keller
and Niordson!
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In section 2 we recall Keller and Niordson’s formulation of the problem, their
proposed tallest column, and present a proof that the associated spectrum is not
discrete. In section 3 we isolate an admissible class of designs that permits tapered
ends and guarantees a discrete spectrum. Within this class we prove, in section 4, the
intuitively obvious, though technically elusive, fact that the least eigenvalue increases
when one replaces a shape with its decreasing rearrangement. This leads to a very
simple proof, in section 5, of the existence of a tallest column.

2. The work of Keller and Niordson. Tapered cross sections appear through
the dependence of A on z, the distance from the clamped base. Assuming simply
connected, geometrically similar cross sections, we find I(z) = αA2(z), where α is a
geometric constant. If y(z) is the lateral deflection, from vertical, of the cross section
at z and EI(z)y′′(z) is the associated bending moment then a balance of moments
brings

(2.1) EαA2(z)y′′(z) =
∫ H

z

ρA(z̃)[y(z̃)− y(z)] dz̃, 0 < z < H,

where H is the height of the column. Clamping the column at its base is synonymous
with y(0) = y′(0) = 0. With V denoting the column’s volume, Keller and Niordson
introduce the dimensionless variables

x = z/H, a(x) = HA(xH)/V, η(x) = y(xH)/H, λ = ρH4/αEV

and so arrive at

(2.2) a2(x)η′′ = λ

∫ 1

x

a(x̃)[η(x̃)− η(x)] dx̃, η(0) = η′(0) = 0,

and the area normalization

(2.3)
∫ 1

0
a dx = 1.

Differentiating (2.2) with respect to x and calling u(x) = η′(x), they finally obtain

(2.4) −(a2(x)u′(x))′ = λ

(∫ 1

x

a(t) dt
)
u(x), 0 < x < 1, u(0) = a2(1)u′(1) = 0.

We shall refer to this eigenvalue problem as the Euler problem and denote by λ1(a) its
least eigenvalue. Keller and Niordson took up the problem of maximizing λ1(a) over
those nonnegative a satisfying the volume constraint, (2.3). Supposing the existence
of an optimal design, formal perturbation theory led them to a candidate ã for which

(2.5) ã(x) =
{
O(1), as x→ 0,
c(1− x)3 +O((1− x)4), as x→ 1,

where c is a positive constant. We shall now argue that the spectrum of the Euler
problem is not discrete for such a design.

Following Friedrichs [6], we consider

(2.6)
1

Z(x)
≡ 4ã2(x)

(∫ 1

x

ã(t) dt
)(∫ x

0
ã(t)−2 dt

)2
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and recall [6, Criteria II & III] that if

λ∗ ≡ lim
x→1

Z(x)

exists and

λ∗ ≤ lim inf
x→0

Z(x)

then the spectrum of (2.4) is discrete below λ∗ and nondiscrete above λ∗. On substi-
tuting (2.5) into (2.6) we find, near x = 1, that

1
Z(x)

= 4
(
c2(1− x)6 +O((1− x)7)

)(c(1− x)4

4
+O((1− x)5)

)
×
(

1
5c2(1− x)5 +

1
O((1− x)4)

)2

=
1

25c
+O(1− x)

and so λ∗ = 25c. As ã is well behaved near x = 0, it follows easily that

lim inf
x→0

Z(x) = +∞.

We have just established the following proposition.
PROPOSITION 2.1. The spectrum of the Euler problem, (2.4), with the Keller–

Niordson design, ã, is discrete below 25c and nondiscrete above 25c.
We note that the result states that if (2.4) has spectrum below 25c then this

spectrum is discrete. It remains to see whether any such design produces eigenvalues
below 25c. Keller and Niordson’s calculation of c = λ1/24 suggests that their de-
sign indeed gives rise to an isolated eigenvalue, λ1 = 24c, just below the continuous
spectrum. Their result however was predicated on the false assumption that (2.4)
possessed a purely discrete spectra. Nevertheless, we now construct a concrete design
of unit volume that satisfies (2.5) and possesses at least one eigenvalue below 25c.
Again, the main idea lies with Friedrichs [6]; if there exists a function u for which
u(0) = 0 and ∫ 1

0
ã2|u′|2 dx < λ∗

∫ 1

0

(∫ 1

x

ã(t) dt
)
u2 dx <∞

then (2.4) possesses at least one eigenvalue below λ∗. We shall apply this to

ã(x) = 5(1− x)3 − (5/4)(1− x)4 and u(x) =
x

(1− x)2 .

This ã is clearly positive away from x = 1 and satisfies the volume constraint (2.3).
These choices produce λ∗ = 125,∫ 1

0
ã2|u′|2 dx =

1145
24

, and
∫ 1

0

(∫ 1

x

ã(t) dt
)
u2 dx =

19
48
,

and so this design has an eigenvalue below

1145/24
19/48

≈ 120.5263.
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Although one may easily generalize this example we have not been able to produce
an exact characterization of those ã that satisfy (2.5) and possess at least one isolated
eigenvalue. In other words, we have not been able to formulate a (large) class of
admissible designs that accommodate Keller and Niordson’s belief in cubic taper and
presence of discrete spectra. In the interest of rigorously establishing the existence of
a tallest column we have been compelled to exclude the possibility of cubic taper.

3. The Green’s function. When the Green’s function associated with the Eu-
ler problem is square integrable, the associated Green’s operator is compact on L2(0, 1)
and therefore in possession of a discrete spectrum.

Following the standard recipe, see, e.g., Porter and Stirling [12, Example 6.13],
the Green’s function associated with the Euler problem (2.4) is

g(x, y; a) =
√
w(x)w(y)

∫ x∧y

0

dt

a2(t)
,

where x ∧ y = min{x, y} and

w(x) ≡
∫ 1

x

a(t) dt.

We now isolate a class of a that is rich enough to describe a large number of columns
yet narrow enough to guarantee purely discrete spectra. On physical grounds it seems
apparent that the tallest columns will be those that taper at their summit. We control
the degree of taper by asking the cross-sectional area to lie in

adp ≡ {a : k1(1− x)p ≤ a(x) ≤ k2(1− x)p}

for some positive values of k1, k2, and p. It follows immediately that for such a

g2(x, y; a) ≤ k2
2

k2
1(1 + p)2(1− 2p)2 (1− x)1+p(1− y)1+p(1 + (1− x ∧ y)2−4p).

This being integrable over (0, 1) × (0, 1) so long as 0 ≤ p < 3, we find the following
proposition.

PROPOSITION 3.1. If a ∈ adp and 0 ≤ p < 3 then the spectrum of the Euler
problem is discrete.

Proof. As g(·, ·; a) ∈ L2((0, 1)× (0, 1)), it follows from [12, Theorem 3.4] that the
Green’s operator

G(a)φ(x) ≡
∫ 1

0
g(x, y; a)φ(y) dy

is a compact operator on L2(0, 1). This operator is also self-adjoint and positive and
so, see, e.g., [12, Theorem 4.15], its spectrum is composed solely of a discrete sequence
of nonnegative real numbers.

We remark that ã, the design of Keller and Niordson, remains just out of our
reach. We next invoke [12, Lemma 5.1] in the variational characterization

(3.1)
1

λ1(a)
= max
‖φ‖=1

〈G(a)φ, φ〉,

where 〈·, ·〉 denotes the standard L2(0, 1) inner product and ‖·‖ denotes the associated
norm. The maximum is attained at φ1 =

√
wu1, where u1 is the first eigenfunction of
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(2.4). As the boundary conditions on (2.4) are separated, the standard oscillation the-
ory implies that λ1(a) is simple and that u1 may be assumed everywhere nonnegative.
Our first application of (3.1) is the following proposition.

PROPOSITION 3.2. If a ∈ adp and 0 ≤ p < 3 and a satisfies the volume constraint
(2.3) then

λ1(a) ≤ 720
k1

.

Proof. Choosing φ ≡ 1 in (3.1) brings

1
λ1(a)

≥
∫ 1

0

∫ 1

0
g(x, y; a) dx dy,

so we proceed to establish a pointwise lower bound for g.

g(x, y; a) ≥ k1

4
(1− x)2(1− y)2(x ∧ y)

(
1

x ∧ y

∫ x∧y

0
a−2(t) dt

)
≥ k1

4
(1− x)2(1− y)2(x ∧ y)

(
1

x ∧ y

∫ x∧y

0
a(t) dt

)−2

≥ k1

4
(1− x)2(1− y)2(x ∧ y)3

≡ g0(x, y).

The first inequality stems from a(x) ≥ k1(1 − x)3, the second is Jensen’s inequality,
while the third uses the nonnegativity of a and the volume constraint (2.3). As∫ 1

0

∫ 1

0
g0(x, y) dx dy =

k1

720
,

our result follows.
Our second application of (3.1) states that the eigenvalues depend continuously

on the Green’s function.
PROPOSITION 3.3. If a1 and a2 each lie in adp for p < 3 then∣∣∣∣ 1

λ1(a1)
− 1
λ1(a2)

∣∣∣∣ ≤ ‖g(·, ·; a1)− g(·, ·; a2)‖.

Proof. Set d(a1, a2) ≡ ‖g(·, ·; a1)− g(·, ·; a2)‖. Hölder’s inequality provides

〈G(a2)φ, φ〉 − d(a1, a2) ≤ 〈G(a1)φ, φ〉 ≤ 〈G(a2)φ, φ〉+ d(a1, a2),

when ‖φ‖ = 1. Applying (3.1) throughout now gives

1
λ1(a2)

− d(a1, a2) ≤ 1
λ1(a1)

≤ 1
λ1(a2)

+ d(a1, a2).

As preparation for our result on rearrangements we express (3.1) in a form remi-
niscent of that invoked by Alvino & Trombetti [1].

PROPOSITION 3.4. If a ∈ adp with p < 3 then

1
λ1(a)

= max
‖φ‖=1

∫ 1

0

1
a2(x)

(∫ 1

x

√
w(y)φ(y) dy

)2

dx.



552 STEVEN J. COX AND C. MAEVE MCCARTHY

Proof. This follows directly from

〈G(a)φ, φ〉 =
∫ 1

0

∫ 1

0

√
w(x)w(y)

∫ x∧y

0

dt

a2(t)
φ(x)φ(y) dy dx

=
∫ 1

0

√
w(x)φ(x)

(∫ x

0

√
w(y)φ(y)

∫ y

0

dt

a2(t)
dy +

∫ 1

x

√
w(y)φ(y)

∫ x

0

dt

a2(t)
dy

)
dx.

Integrating by parts brings∫ x

0

√
w(y)φ(y)

∫ y

0

dt

a2(t)
dy = −

∫ x

0

dt

a2(t)

∫ 1

x

√
w(t)φ(t) dt

+
∫ x

0

1
a2(y)

∫ 1

y

√
w(t)φ(t) dt dy,

so

〈G(a)φ, φ〉 =
∫ 1

0

√
w(x)φ(x)

∫ x

0

∫ 1

y

√
w(t)φ(t) dt

dy

a2(y)
dx.

Integrating this by parts, we arrive at the final form

〈G(a)φ, φ〉 =
∫ 1

0

1
a2(x)

(∫ 1

x

√
w(t)φ(t) dt

)2

dx.

4. Increasing height via decreasing rearrangement. Expecting that the
most efficient use of material will start from a large base and suffer a gradual diminu-
tion, we here show that replacing a by its decreasing rearrangement can but increase
λ1(a). We follow a line of reasoning which, in our context, goes back to Krein [10]
and Beesack & Schwarz [2]. The former considered the effect of the rearrangement of
mass density while the latter addressed the rearrangement of a potential term. Our
problem, with the design variable appearing in a nonlinear fashion in the highest order
term and in a nonlocal fashion in the lowest order term, is considerably more cum-
bersome. Our contribution amounts to striking upon a variational characterization of
λ1(a) which permits the application of the methods of [10] and [2].

Recall that the decreasing rearrangement of a nonnegative function, f , on (0, 1)
is simply

f∗(x) ≡ sup{t > 0 : µf (t) > x},

where

µf (t) = |{x ∈ (0, 1) : f(x) > t}|

is the measure of the set on which f exceeds t. The increasing rearrangement of f is
simply f∗(x) ≡ f∗(1− x). It is not difficult to show that

(4.1)
∫ 1

0
f dx =

∫ 1

0
f∗ dx =

∫ 1

0
f∗ dx.

Regarding integrals of products, we recall the following propposition.
PROPOSITION 4.1. Let f, ξ, and η be nonnegative functions, with ξ increasing and

η decreasing. Then

(4.2)
∫ 1

0
f∗ξ dx ≤

∫ 1

0
fξ dx and

∫ 1

0
f∗η dx ≤

∫ 1

0
fη dx.



THE SHAPE OF THE TALLEST COLUMN 553

Proof. These are both special cases of inequalities established in Pólya and Szegö
[11, p. 153].

As final preparation we recall the increasing rearrangement of a certain composi-
tion.

PROPOSITION 4.2. If ψ is decreasing on the range of f then (ψ ◦ f)∗ = ψ ◦ f∗.
Proof. This is a special case of Cox [3, Theorem 1].
PROPOSITION 4.3. If a ∈ adp and p < 3 then λ1(a) ≤ λ1(a∗).
Proof. Denote by v the eigenfunction of G(a∗) corresponding to λ1(a∗). As

previously remarked, v is nonnegative. Now

1
λ1(a)

≥
∫ 1

0

1
a2(x)

(∫ 1

x

(∫ 1

y

a(t) dt
)1/2

v(y) dy

)2

dx

≥
∫ 1

0

1
a2(x)

(∫ 1

x

(∫ 1

y

a∗(t) dt
)1/2

v(y) dy

)2

dx

≥
∫ 1

0

(
1

a2(x)

)
∗

(∫ 1

x

(∫ 1

y

a∗(t) dt
)1/2

v(y) dy

)2

dx

=
∫ 1

0

1
(a∗)2(x)

(∫ 1

x

(∫ 1

y

a∗(t) dt
)1/2

v(y) dy

)2

dx

=
1

λ1(a∗)
.

The first inequality is a direct consequence of Proposition 3.4. The second inequality
comes from the first in (4.2) with ξ being the characteristic function of (x, 1). The
third inequality follows from the second in (4.2) with

η(x) =

(∫ 1

x

(∫ 1

y

a∗(t) dt
)1/2

v(y) dy

)2

.

We remark that the nonnegativity of v leads to the nonincreasing of η. The first
equality is a consequence of Proposition 4.2 with ψ(t) = t−2. The final equality
follows directly from the definition of v.

5. Existence of a tallest column. Let us denote by ad1
p the collection of

a ∈ adp obeying the integral constraint (2.3). For p < 3 it follows from Proposition
3.2 that λ1 is bounded on ad1

p and so

λ
(p)
1 ≡ sup

a∈ad1
p

λ1(a)

is finite. That this sup is attained will follow directly from the following proposition.
PROPOSITION 5.1 (Helly’s selection theorem, [13, p. 167]). If {fn} is a sequence

of nonnegative nonincreasing functions on [0, 1] then there exists a subsequence {fnk}
and a function f such that fnk(x)→ f(x) as k →∞ for each x ∈ [0, 1].

PROPOSITION 5.2. If p < 3 then a 7→ λ1(a) attains its maximum on a ∈ ad1
p.

Proof. As λ(p)
1 < ∞ there exists a maximizing sequence {an} ⊂ ad1

p for which

λ1(an) → λ
(p)
1 . By (4.1) and Proposition 4.3 we may assume that each an is nonin-

creasing and hence, by Helly’s selection theorem, that there exists an â and a sub-
sequence (that we neglect to relabel) such that an → â pointwise. It follows by the



554 STEVEN J. COX AND C. MAEVE MCCARTHY

dominated convergence theorem (Rudin [13, Theorem 11.32]) that∫ 1

x

an(t) dt→
∫ 1

x

â(t) dt and
∫ x∧y

0

dt

a2
n(t)

→
∫ x∧y

0

dt

â2(t)

for each x and y. In particular,∫ 1

0
an dx→

∫ 1

0
â dx and g(x, y; an)→ g(x, y; â).

By the dominated convergence theorem it follows that g(·, ·, an) → g(·, ·, â) in
L2((0, 1) × (0, 1)). This implies, via Proposition 3.3, that λ1(an) → λ1(â). But,
by construction, λ1(an)→ λ

(p)
1 , and so λ1(â) = λ

(p)
1 .
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Abstract. The dynamics of interfaces in the Allen–Cahn equation is studied. If a domain in
R2 has constant width along a smooth curve, it is called a strip-like domain. We derive an equation
which describes the motion of a straight interface intersecting the boundary of the strip-like domain.
The equation shows that the motion is slower than the mean curvature flow, but faster than the very
slow dynamics.

Key words. dynamics of interfaces, Allen–Cahn equation, super- and subsolutions

AMS subject classifications. 35B25, 35K57

PII. S0036141096307205

1. Introduction. Recently, the dynamics of interfaces appearing in various re-
action diffusion equations has received much attention. Among them, the motion of
interfaces in the Allen–Cahn equation ut = ε2∆u+ f(u), x ∈ Ω,

∂

∂n
u = 0, x ∈ ∂Ω,

(1.1)

has been most extensively studied, where ε > 0 is a sufficiently small parameter, Ω a
(bounded or unbounded) domain in RN with boundary ∂Ω, ∆ the Laplace operator,
∂/∂n the outer normal derivative. The nonlinearity f is given by f = u(1 − u2),
although we can extend our results to more general nonlinearities. In fact, we may
assume that f is a sufficiently smooth cubic-like odd function which is derived from
double-well potential with equal depth.

Given initial data, the solution u of (1.1) behaves in the following way. Since
ε > 0 is small, the diffusion term is negligible in the first stage so that the solution
approaches +1 or −1 depending only on the sign of the initial value. Thus, after
some time, there must appear an inner layer (or an interface) in which the value of
u rapidly changes from −1 to +1. At this stage, the diffusion term is not negligible
near the interface, and the interface begins to move slowly.

In the case where N = 1 and Ω is a compact interval, the dynamics of interfaces
was precisely investigated by Carr and Pego [3] and Fusco and Hale [7]. They showed
that the motion of interfaces is governed by the very slow dynamics. More precisely,
it moves with the speed O(e−A/ε) for some positive constant A.

In higher dimension, it is known (see, e.g., [2, 4, 5, 6, 12]) that the motion of
interfaces is approximately described by the mean curvature flow

V = −ε2(N − 1)k, x ∈ Γ.(1.2)

Here Γ = Γ(t) is a hypersurface in RN which represents the location of an interface,
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and V and k stand for the normal velocity and the mean curvature of Γ, respectively.
When Γ intersects ∂Ω, it must be orthogonal to ∂Ω (cf. [8, 11]).

If Γ is a minimal surface (i.e., k = 0), then it is a steady state of (1.2) so that
the interface does not move under the dynamics (1.2). However, if Ω is a cylindrical
domain and Γ is a plane, the interface may move with a slower time scale. In fact, if
a solution is constant in the transectional direction, then the solution behaves exactly
in the same manner as in the one-dimensional case so that the motion of the interface
is governed by the very slow dynamics.

Recently, Alikakos, Fusco, and Kowalczyk [1] dealt with (1.1) on a domain in R2

which consists of a rectangle and other parts. When Γ is a line segment inside the
rectangle, they showed that the motion of Γ depends on the shape of Ω and the speed
is O(e−A/ε). Namely, the motion of Γ is governed by the very slow dynamics. It
seems that this result can be extended to Ω which consists of a part of an annulus
and other parts [9].

In this paper, we show that in a certain kind of domain, there may appear a motion
with the speed O(ε4), which we will call the slow dynamics. Let C(s), 0 < s < L, be a
smooth curve in R2 with its length L, where s is the arclength parameter. We define
a strip-like domain Ω in R2 along C(s) with its width 2d by

Ω = {C(s) + zν(s) | 0 < s < L, −d < z < d},

where ν(s) is a unit normal vector of C(s) (see Fig. 1.1). We assume that the curvature
κ(s) of C(s) satisfies

d sup
0<s<L

|κ(s)| ≤ δ(1.3)

for some 0 < δ < 1. We also assume that Ω is simply connected and any point in Ω
corresponds one-to-one to (s, z) by the relation

(x, y) = C(s) + zν(s).

Let Γ be a line segment intersecting ∂Ω orthogonally. Then Γ stands still under the
dynamics (1.2). However, the interface may move in a slower time scale by keeping
its shape straight, because the line segment can be translated freely along C(s).

Our results assert that any straight interface moves with the speed O(ε4) toward
the direction where C is less curved. More precisely, let s = S(t) represent the s
coordinate of the position of Γ. Then S(t) is approximately governed by

d

dt
S(t) = ε4H(S(t)),(1.4)

where

H(s) = − M

{1− d2κ(s)2}2
{

1 + 1
3d

2κ(s)2
} κ(s)κs(s),

M =

∫ +∞

−∞
η2ϕη(η)2dη∫ +∞

−∞
ϕη(η)2dη

> 0,

and ϕ is a unique solution of{
ϕηη + f(ϕ) = 0, −∞ < η <∞,
ϕ(0) = 0, ϕ(±∞) = ±1.
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FIG. 1.1. A strip-like domain Ω.

Under our assumption on f , the solution ϕ is a sufficiently smooth function which
is monotone increasing and odd symmetric with respect to η. Since H(s) can be
represented as

H(s) = −A(s){κ(s)2}s

for some positive function A(s), (1.4) implies that the interface moves toward a mini-
mal point of |k(s)|. In Fig. 1.2, we present some numerical results which demonstrate
this slow dynamics of interfaces.

When κ(s) is constant, then H(s) ≡ 0, which means that the interface moves in
slower dynamics. On the other hand, if κ(s) is constant, then the domain must be
a rectangle or a part of annulus. In this case, the motion of interface is governed by
the very slow dynamics as mentioned previously. Thus, for a domain in R2, there are
three kinds of dynamics, that is, the mean curvature flow, the slow dynamics, and the
very slow dynamics.

This paper is organized as follows. In section 2, we give some definitions and
our main results. In section 3, we state several important propositions. In section 4,
we give proofs of the main results by using these propositions. Sections 5 and 6 are
devoted to proofs of the propositions.

2. Definitions and results. Before stating our main results, we list our nota-
tion.

κ(s) : the curvature of C(s) measured in the direction of ν(s).
l(s) : the straight line segment through C(s) intersecting ∂Ω orthogonally, that

is,

l(s) = {C(s) + zν(s) ; −d < z < d}.

Cz : the curve defined by

Cz = {C(s) + zν(s) ; 0 < s < L}.
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FIG. 1.2. The dynamics of interfaces in a strip-like domain Ω whose center curve (a dotted
curve) is a part of an ellipse. An arrow indicates the direction of movement of an interface. Broken
lines denote the line segments l(s1), l(s2), l(s3), where s1, s3 are the values of s corresponding to the
minima of |κ(s)|, while s2 is the value of maximum of |κ(s)|.

Dist{(x, y), l(s)} : the signed distance between the point (x, y) ∈ Ω and the line
segment l(s) measured along Cz, that is,

Dist{(x, y), l(s)} = (1− zκ(s))(r − s) for (x, y) = C(r) + zν(r).

Π(P,Q, s) : the set of functions satisfying the conditions

−1−Q ≤ u(x, y) ≤ −1 +Q if −∞ ≤ Dist{(x, y), l(s)} ≤ −P,
−1−Q ≤ u(x, y) ≤ +1 +Q if −P ≤ Dist{(x, y), l(s)} ≤ +P,
+1−Q ≤ u(x, y) ≤ +1 +Q if +P ≤ Dist{(x, y), l(s)} ≤ +∞,

where P > 0 and Q > 0.
T : the time scale ε4t.
〈 ·, · 〉η : the inner product of L2(R) with respect to η.
In the time scale T = ε4t, (1.4) can be written as

d

dT
S(T ) = H(S(T )), T > 0.(2.1)

In the following theorems, we denote a solution of (1.1) by u(t, x, y).
THEOREM 2.1. Let S(T ) be a solution of (2.1) defined for T ∈ [0, T ∗] for some

T ∗ <∞. Then for any m ∈ (0, 1), there exist positive constants P1, Q1, P2, Q2, and
ε0 such that if 0 < ε < ε0 and

u(0, x, y) ∈ Π(P1ε
m, Q1ε

m+3, S(0)),

then

u(t, x, y) ∈ Π(P2ε
m, Q2ε

m+3, S(ε4t))

for t ∈ [0, T ∗/ε4].
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Let S∗ be an equilibrium of (2.1). We say that S∗ is exponentially stable if S∗

satisfies H ′(S∗) < 0.
THEOREM 2.2. Suppose that a solution S(T ) of (2.1) converges to an exponentially

stable equilibrium S∗. Then for any m ∈ (0, 1), there exist positive constants P1, Q1,
P2, Q2, and ε0 such that if 0 < ε < ε0 and

u(0, x, y) ∈ Π(P1ε
m, Q1ε

m+3, S(0)),

then

u(t, x, y) ∈ Π(P2ε
m, Q2ε

m+3, S(ε4t))

for all t ∈ [0,∞).
THEOREM 2.3. Let S∗ be an exponentially stable equilibrium of (2.1). Then for

any m ∈ (0, 1), there exist positive constants P , Q, and ε0 such that if 0 < ε < ε0,
(1.1) possesses a stable stationary solution u∗(x, y) satisfying

u∗(x, y) ∈ Π(Pεm, Qεm+3, S∗).

Remark. It is easily seen from proofs of the above theorems that if Ω consists of
a strip-like domain and other parts, similar results hold as long as a straight interface
remains in the strip-like domain.

In (2.1), H(s) is expressed as

H(s) = −A(s){κ(s)2}s

for some positive function A(s) as mentioned in section 1. This implies that the
exponentially stable equilibrium S∗ of (2.1) corresponds to a minimal point of |κ(s)|.
Also Theorems 2.2 and 2.3 imply that the straight interface moves toward a minimal
point of |κ(s)| and converges to a stable stationary solution u∗ with its inner layer
near the line segment l(S∗).

3. Preliminaries. In this section, we give several propositions as preliminaries
for the subsequent sections. Throughout this paper, we let m be an arbitrarily fixed
constant satisfying 0 < m < 1. Also, we denote by Aj (j = 0, 1, 2, . . .) positive
constants independent of t, (x, y) ∈ Ω, sufficiently small ε > 0, and u.

In order to prove the theorems, we will employ the comparison method. We say
that u+(t, x, y) (t ∈ [0, t0], (x, y) ∈ Ω) is a supersolution of (1.1) if u+ satisfies

u+
t ≥ ∆u+ + f(u+), t ∈ [0, t0], (x, y) ∈ Ω,

and the Neumann boundary condition. Similarly, we say that u−(t, x, y),
(t ∈ [0, t0], (x, y) ∈ Ω) is a subsolution of (1.1) if u− satisfies

u−t ≤ ∆u− + f(u−), t ∈ [0, t0], (x, y) ∈ Ω,

and the Neumann boundary condition.
The following two propositions are well known (see, e.g., [10]).
PROPOSITION 3.1. Let u(t, x, y) be a solution of (1.1). If u+(t, x, y), t ∈ [0, t0],

is a supersolution satisfying u+(0, x, y) ≥ u(0, x, y) for (x, y) ∈ Ω, then u+(t, x, y) ≥
u(t, x, y) for t ∈ [0, t0], (x, y) ∈ Ω. Similarly, if u−(t, x, y), t ∈ [0, t0], is a subsolution
satisfying u−(0, x, y) ≤ u0(x, y) for (x, y) ∈ Ω, then u−(t, x, y) ≤ u(t, x, y) for t ∈
[0, t0], (x, y) ∈ Ω.
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PROPOSITION 3.2. If u+(x, y) and u−(x, y) are, respectively, super- and subsolu-
tions independent of t satisfying

u−(x, y) ≤ u+(x, y), (x, y) ∈ Ω,

then there exists a stable stationary solution u∗(x, y) of (1.1) satisfying

u−(x, y) ≤ u∗(x, y) ≤ u+(x, y), (x, y) ∈ Ω.

The following two propositions are easily shown.
PROPOSITION 3.3. For small |q|, there exist smooth functions α±(q) such that

f(α±(q))+q = 0 and α±(q) = ±1+M0q+O(q2), where M0 = − 1
f ′(1) = − 1

f ′(−1) > 0.
Here we define

|v(η)|Ch(η) =
h∑
j=0

∣∣∣∣ djdηj v(η)
∣∣∣∣ ,

|v(η)|Dh(η) = |v(η)|Ch(η) − |v(η)|

for v ∈ Ch, the set of h times continuously differentiable functions.
PROPOSITION 3.4. There exist positive constants a0, A0, and β0 such that

a0e
−β0|η| ≤ |ϕ(η) + 1| ≤ A0e

−β0|η| for η < 0,
a0e
−β0|η| ≤ |ϕ(η)− 1| ≤ A0e

−β0|η| for η > 0,

and for any positive integer h,

|ϕ(η)|Dh(η) = O(e−β0|η|) as |η| → ∞.

Let S±(T ) be solutions of

S±T = H±(S±)(3.1)

with S±(0) = S(0)∓ εm, where

H±(s) = H(s)∓ 2− dκ(s)
M1{1 + 1

3d
2κ2(s)}

εm

and M1 = 〈 ϕ,ϕ 〉η. We assume that a solution S(T ) of (2.1) exists and is bounded
for T ∈ [0, T ∗] for some T ∗ ∈ (0,∞]. Then, we can construct super- and subsolutions
as stated in the following proposition.

PROPOSITION 3.5. Let γ±(T ) be arbitrary smooth functions of T ∈ [0, T ∗], and
set

η± = {1− zκ(S±(T ))}
(
s− S±(T )

ε
− γ±(T )

)
with (x, y) = C(s) + zν(s). Then for small ε > 0, there exist super- and subsolutions
u± of (1.1) of the form

u±(t, x, y) = ϕ(η±) + εΦ±(t, z, η±; ε)±M0ε
m+3 + ε4R±(t, x, y; ε),(3.2)

where Φ± satisfy

|Φ±(t, z, η; ε)|C2(η) ≤ A1e
−β|η|, (t, z, η) ∈ [0, T ∗/ε4]× (−d, d)× (−∞,∞)(3.3)

with some positive constants A1 and β ∈ ( 3
4β0, β0), and R±(t, x, y; ε) are uniformly

bounded in t ∈ [0, T ∗/ε4] and (x, y) ∈ Ω.
A proof of this proposition will be given in section 5. All theorems in section 2

are derived from this proposition.
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4. Proofs of theorems. In this and the following sections, B denotes a generic
positive constant independent of sufficiently small ε and the solution u which may
vary from line to line.

Let S±(T ) be solutions of (3.1) with S±(0) = S(0)∓εm, respectively. Then there
exists B > 0 such that

S+(T ) +Bεm ≤ S(T ) ≤ S−(T )−Bεm(4.1)

uniformly in T ∈ [0, T ∗]. For such S±(T ), let u±(t, x, y) be, respectively, super- and
subsolutions given in Proposition 3.5, and set

v±(t, z, s) = u±(t, C(s) + zν(s)).

LEMMA 4.1. If ε > 0 is sufficiently small, then

v+(t, z, s) > v−(t, z, s) +
5
3
M0ε

m+3, (t, z, s) ∈ [0, T ∗/ε4]× (−d, d)× (0, L).(4.2)

Proof. Let µ± = s−S±(T )
ε and let γ±(T ) be a function as in Proposition 3.5. Then

v± satisfy (3.2). Therefore it suffices to show (4.2) for s > S+(T ) + εγ+(T ).
First we consider the case where S+(T ) + εγ+(T ) < s < S−(T ) + εγ−(T ). In this

case, we have η+ > 0, η− < 0, and

η+ − η− = (µ+ − µ−)− (γ+ − γ−)− zκ+(µ+ − γ+) + zκ−(µ− − γ−)
≥ (µ+ − µ−)− (γ+ − γ−)− δ(µ+ − µ− − γ+ + γ−)
= (1− δ)(µ+ − µ− − γ+ + γ−)

= (1− δ)
(
S− − S+

ε
− γ+ + γ−

)
≥ (1− δ)

(
2B
ε1−m − γ

+ + γ−
)

≥ B

ε1−m

by noting µ+ − γ+ ≥ 0, µ− − γ− ≤ 0, and (4.1). Hence the monotonicity of ϕ yields

ϕ(η+)− ϕ(η−) ≥ ϕ(η+)− ϕ
(
η+ − B

ε1−m

)
.

Here, if 0 ≤ η+ ≤ B
2ε1−m , we have

ϕ(η+)− ϕ
(
η+ − B

2ε1−m

)
≥ ϕ(η+)− ϕ

(
− B

2ε1−m

)
≥ ϕ(η+) + 1− exp

(
− β0B

2ε1−m

)
≥ 1− exp

(
− β0B

2ε1−m

)
≥ 1

2
,

which means (4.2) by (3.2) and (3.3). Also, for η+ ≥ B
2ε1−m , we can show

ϕ(η+)− ϕ(η−) ≥ 1
2
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in quite a similar manner. Thus, (4.2) holds when S+(T ) + εγ+(T ) < s < S−(T ) +
εγ−(T ).

Next we consider the case where s > S−(T ) + εγ−(T ). Since η± ≥ 0 in this case,
we see from Proposition 3.4, (3.2), and (3.3) that

v+(t, z, s) ≥ 1−A0e
−β0|η+| − εA1e

−β|η+| +M0ε
m+3 −Bε4,(4.3)

v−(t, z, s) ≤ 1− a0e
−β0|η−| + εA1e

−β|η−| −M0ε
m+3 +Bε4.(4.4)

Here η+ ≥ B
ε1−m holds. Hence, in view of (4.3) and (4.4), it suffices to show that

1 +M0ε
m+3 −Bε4 ≥ 1− a0e

−β0|η−| + εA1e
−β|η−| −M0ε

m+3 +Bε4 +
5
3
M0ε

m+3,

that is,

a0e
−β0|η−| − εA1e

−β|η−| ≥ −1
3
M0ε

m+3 +Bε4.(4.5)

Noting η− ≥ 0, we let

σ(η) = a0e
−β0η − εA1e

−βη.

By

σ′(η) = e−β0η
(
−a0β0 + εA1βe

(β0−β)η
)
,

σ(η) has a minimum at η = η∗, where

η∗ =
1

β0 − β
log
(
a0β0

εA1β

)
satisfies σ′(η∗) = 0. Substituting η∗, we have

σ(η∗) = A1

(
A1β

a0β0

) β
β0−β

(
1− β0

β

)
ε

β0
β0−β < 0.

Since 3
4β0 < β < β0 and 0 < m < 1, the inequality β0

β0−β > m+3 holds, which implies
(4.5) for sufficiently small ε > 0.

LEMMA 4.2. There exist positive constants P1 and Q1 such that

Π(P1ε
m, Q1ε

m+3, s0) ⊂ Π∗(4.6)

for sufficiently small ε > 0, where s0 = S(0) and

Π∗ = {w(z, s); v−(0, z, s) ≤ w(z, s) ≤ v+(0, z, s)}.

Proof. Suppose |Dist{(x, y), l(s0)}| ≤ P1ε
m. This is equivalent to

|(1− zκ(s0))(s− s0)| ≤ P1ε
m,

where (x, y) = C(s) + zν(s). Hence, we have∣∣∣∣s− s0

ε

∣∣∣∣ ≤ P1

(1− zκ(s0))ε1−m

≤ P1

(1− δ)ε1−m
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and

s− S+(0)
ε

=
s− s0

ε
+
s0 − S+(0)

ε

≥ − P1

(1− δ)ε1−m +
1

ε1−m

≥ B

ε1−m

for appropriately small constant P1 > 0, and similarly

s− S−(0)
ε

≤ − B

ε1−m .

Therefore, it follows that

η+ = (1− zκ+)
(
s− S+(0)

ε
− γ+(0)

)
(4.7)

≥ (1− δ)
(

B

ε1−m − γ
+(0)

)
≥ B

ε1−m ,

and similarly

η− = (1− zκ−)
(
s− S−(0)

ε
− γ−(0)

)
(4.8)

≤ − B

ε1−m .

By the inequalities (3.2), (3.3), (4.3) and (4.7), (4.8), we get

v+(0, z, s) ≥ 1 +Bεm+3,(4.9)

and similarly

v−(0, z, s) ≤ −1−Bεm+3(4.10)

for sufficiently small ε > 0.
Next, suppose Dist{(x, y), l(s0)} ≥ P1ε

m. In this range, (4.7) and (4.9) also hold.
On the other hand, (3.2) and (4.7) imply

v+(0, z, s) ≤ 1 +
4
3
M0ε

m+3

for sufficiently small ε > 0. Hence, by Lemma 4.1, we obtain

v−(0, z, s) ≤ 1− 1
3
M0ε

m+3.

Thus,

v−(0, z, s) ≤ 1− 1
3
M0ε

m+3 ≤ 1 +Bεm+3 ≤ v+(0, z, s)(4.11)

holds for Dist{(x, y), l(s0)} ≥ P1ε
m.
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The case that Dist{(x, y), l(s0)} ≤ −P1ε
m can be treated in quite a similar man-

ner.
Taking 0 < Q1 ≤ min{B, 1

3M0}, the proof is complete.
Now let us complete the proofs of Theorems 2.1–2.3.
Proof of Theorem 2.1. Let u(t, x, y) be the solution of (1.1) with

u(0, ·) ∈ Π(P1ε
m, Q1ε

m+3, s0).

Then the inequalities

v−(t, z, s) ≤ u(t, x, y) ≤ v+(t, z, s)

hold for (t, z, s) ∈ [0, T ∗/ε4] × (−d, d) × (0, L) by Lemma 4.2, where (x, y) = C(s) +
zν(s). On the other hand, we have

S(T )−Bεm < S+(T ) < S(T ) < S−(T ) < S(T ) +Bεm

for some B uniformly in T ∈ [0, T ∗]. Therefore, we have

v±(t, z, s) ∈ Π(P2ε
m, Q2ε

m+3, S(ε4t))

for certain positive constants P2, Q2 by a similar argument to the above. Thus the
proof is complete.

Proof of Theorem 2.2. Since S∗ is an exponentially stable equilibrium of (2.1),
the equation (3.1) also has exponentially stable equilibria S∗±, respectively, satisfying

S∗ −Bεm < S∗+ < S∗ < S∗− < S∗ +Bεm(4.12)

for some B. Let S±(T ) be solutions of (3.1) with S±(0) = S(0) ∓ εm. Then, for
sufficiently small ε > 0, S±(T ) converge to S∗± as T → ∞, respectively, and the
inequalities

S(T )−Bεm < S+(T ) < S(T ) < S−(T ) < S(T ) +Bεm

hold uniformly in T ≥ 0. Therefore, we can prove Theorem 2.2 by quite a similar
manner to Theorem 2.1.

Proof of Theorem 2.3. Let S±(T ) be solutions of (3.1) with S±(0) = S∗±, respec-
tively. Then we see that S±(T ) ≡ S∗± and (4.12) hold. Since v±(t, z, s) corresponding
to S±(T ) are independent of t, the proof of Theorem 2.3 is complete by Proposition
3.2.

5. Proof of Proposition 3.5.

5.1. Preliminaries. Now let us explain the way to construct a suitable super-
solution u+(t, x, y). We consider the equation

ut = ε2∆u+ f(u) + εm+3, t > 0, (x, y) ∈ Ω.(5.1)

Suppose that a function u+ approximates (5.1) up to O(εn) for some n > m+3. More
precisely, suppose that u+ satisfies

ε2∆u+ + f(u+) + εm+3 − u+
t = O(εn)

uniformly in t ∈ [0, T ∗/ε4] and (x, y) ∈ Ω. Then u+ must be a supersolution for
sufficiently small ε > 0, because

ε2∆u+ + f(u+)− u+
t = −εm+3 +O(εn) < 0.
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Similarly, we consider the equation

ut = ε2∆u+ f(u)− εm+3, t > 0, (x, y) ∈ Ω.(5.2)

If a function u− approximates (5.2) up to O(εn) for some n > m+3, then u− becomes
a subsolution for sufficiently small ε > 0. Thus, it is sufficient to find approximate
functions u+ and u−.

Along the above argument, the following proposition gives the direct proof of
Proposition 3.5.

PROPOSITION 5.1. Let γ±(T ) be arbitrary smooth functions of T ∈ [0, T ∗], and
set

η± = {1− zκ(S±(T ))}
(
s− S±(T )

ε
− γ±(T )

)
with (x, y) = C(s) + zν(s). Then for small ε > 0, there exist a number n ∈ (m+ 3, 4)
and functions u±(t, x, y) of the form

u±(t, x, y) = ϕ(η±) + εΦ±(t, z, η±; ε)±M0ε
m+3 + ε4R±(t, x, y; ε)(5.3)

which satisfy (5.1) and (5.2) up to O(εn) uniformly in t ∈ [0, T ∗/ε4] and (x, y) ∈ Ω
together with the Neumann boundary condition, where Φ± satisfy

|Φ±(t, z, η; ε)|C2(η) ≤ A1e
−β|η|, (t, z, η) ∈ [0, T ∗/ε4]× (−d, d)× (−∞,∞)(5.4)

with some positive constants A1 and β ∈ ( 3
4β0, β0), and R±(t, x, y; ε) are uniformly

bounded in t ∈ [0, T ∗/ε4] and (x, y) ∈ Ω.
In order to prove this proposition, we need some preliminary results.
PROPOSITION 5.2. For any β ∈ (0, β0) and any nonnegative integer h, the equa-

tion

vηη + f ′(ϕ(η))v = g(η), −∞ < η <∞,(5.5)

has a unique solution v∗ satisfying |v∗(η)|Ch+2(η) = O
(
e−β|η|

)
as |η| → ∞ and

〈 v∗, ϕη 〉η = 0 if and only if g ∈ Ch satisfies |g(η)|Ch(η) = O
(
e−β|η|

)
as |η| → ∞ and

the solvability condition

〈 g, ϕη 〉η = 0.(5.6)

Moreover, any bounded solution of (5.5) is written as

v(η) = v∗(η) + γϕη(5.7)

for some constant γ ∈ R.
Here we define

|v(r, η)|Ch,k(r,η) =
∑

0≤i≤h, 0≤j≤k
0≤i+j≤max{h,k}

∣∣∣∣ ∂i+j∂riηj
v(r, η)

∣∣∣∣ ,
|v(r, η)|Dh,k(r,η) = |v(r, η)|Ch,k(r,η) − |v(r, η)|

for v ∈ Ch,k, the set of functions such that the partial derivatives in the right-hand
side are defined and continuous.
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PROPOSITION 5.3. There exists a positive constant b0 such that for any b ∈ (0, b0)
and β ∈ ( 3

4β0, β0), if g ∈ C0,0 satisfies |g(r, η)| ≤ A2 min{e−br, e−β|η|} for some A2
and the solvability condition ∫ ∞

0
〈 g, ϕη 〉η dr = 0,(5.8)

then the equation

vrr + vηη + f ′(ϕ(η))v = g(r, η), 0 < r <∞, −∞ < η <∞,(5.9)

has a solution v satisfying vr(0, η) = 0 and |v(r, η)|C2,2(r,η) ≤ A3 min{e−b′r, eβ′|η|} for
some b′ ∈ (0, b), β′ ∈ ( 3

4β0, β) and A3.
Proposition 5.2 is a well-known fact. A proof of Proposition 5.3 will be given in

section 6. By using these propositions, we will prove Proposition 5.1 in the following.
Let us construct u+. By changing the variables from (x, y) to (z, s), (5.1) is

rewritten as

vt = ε2
{
vzz −

κ

1− κz vz +
1

1− κz

(
1

1− κz vs
)
s

}
+ f(v) + εm+3,(5.10)

t > 0, −d < z < d, 0 < s < L,

with the boundary conditions

vz(t,±d, s) = 0,(5.11)

where κ = κ(s) and v(t, z, s) = u+(t, C(s) + zν(s)).
First, we pay our attention to a neighborhood of the inner layer of v. Let s = S+

be the position of the inner layer of u+ and transform s into µ by s = S+ + εµ. Then
(5.10) is rewritten as

vt −
S+
t

ε
vµ = ε2

(
vzz −

κ

1− κz vz
)

+
1

1− κz

(
1

1− κz vµ
)
µ

+ f(v) + εm+3.(5.12)

We solve this equation under the conditions

v(t, z,±∞) = α±(εm+3).(5.13)

Here we assume that v and S+ are functions of T , where T = ε4t, that is, v = v(T, z, µ)
and S+ = S+(T ). Then (5.12) takes the form

ε4vT = F ε(v),(5.14)

where

F ε(v) = ε2
(
vzz −

κ

1− κz vz
)

+
1

1− κz

(
1

1− κz vµ
)
µ

+ f(v) + εm+3 + ε3S+
T vµ.

We expand v(T, z, µ) and F ε(v) as

v(T, z, µ) = v0(T, z, µ) + εv1(T, z, µ) + · · · ,(5.15)
F ε(v) = F 0(v) + εF 1(v) + · · · .(5.16)
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Noting that

κ = κ(S+ + εµ)

= κ+ + εµκ+
s +

1
2
ε2µ2κ+

ss +
1
6
ε3µ3κ+

sss +O((εµ)4),

where κ+ = κ(S+(T )), we have

F 0(v) =
1

(1− zκ+)2 vµµ + f(v),(5.17)

F 1(v) = F 1(z, µ)v =
κ+
s z

(1− zκ+)2 (vµ + 2µvµµ),(5.18)

F 2(v) = F 2(z, µ)v(5.19)

= vzz −
κ+

1− zκ+ vz +
z

(1− zκ+)3

(
κ+
ss +

3zκ+
s

2

1− zκ+

)
(µvµ + µ2vµµ),

F 3(v) = F 3(z, µ)v + S+
T vµ + εm,(5.20)

where

F 3(z, µ)v = − κ+
s

(1− zκ+)2µvz

+
z

(1− zκ+)3

{
1
3
κ+
sss +

3zκ+
s κ

+
ss

1− zκ+ +
4z2κ+

s
3

(1− zκ+)2

}(
3
2
µ2vµ + µ3vµµ

)
.

Define

|µ|h =
h∑
j=0

|µ|j .

Then it is obvious that∣∣∣∣∣∣F ε(v)−
3∑
j=0

εjF j(v)

∣∣∣∣∣∣ ≤ Bε4|µ|4|v(z, µ)|D1,2(z,µ).(5.21)

Substituting (5.15) into (5.14) and equating coefficients of the same power of ε,
we have

0 = F 0(v0),(5.22)
0 = F 0

v (v0)v1 + F 1(z, µ)v0,(5.23)

0 = F 0
v (v0)v2 +

1
2
F 0
vv(v

0)v1 · v1 + F 1(z, µ)v1 + F 2(z, µ)v0,(5.24)

0 = F 0
v (v0)v3 + F 0

vv(v
0)v1 · v2 +

1
6
F 0
vvv(v

0)(v1)3(5.25)

+F 1(z, µ)v2 + F 2(z, µ)v1 + F 3(z, µ)v0 + S+
T v

0
µ + εm.

We solve these equations to find v0, . . . , v3. We note that by (5.13) and Proposition
3.3, vj must satisfy

v0(t, z,±∞) = ±1,(5.26)
vj(t, z,±∞) = 0 (j = 1, 2),(5.27)
v3(t, z,±∞) = M0ε

m.(5.28)
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First we can obtain v0 from (5.22), (5.17), and (5.26) as

v0(T, z, µ) = ϕ((1− zκ+)(µ− γ+))(5.29)

for a certain function γ+ = γ+(T, z). However, this does not satisfy (5.11). This
implies that we have to consider boundary layers. We will consider only the boundary
layer in the neighborhood of z = −d here, because the neighborhood of z = d is treated
in the same manner.

We set z = −d+ εr near z = −d. Then (5.14) is written as

ε4ṽT = F̃ ε(ṽ)(5.30)

with the boundary conditions

ṽ(T, r,±∞) = α±(εm+3), ṽr(T, 0, µ) = 0,(5.31)

where

ṽ(T, r, µ) = v(T,−d+ εr, µ)(5.32)

and

F̃ ε(ṽ) = ṽrr − ε
κ

1− κz ṽr +
1

1− κz

(
1

1− κz ṽµ
)
µ

+ f(ṽ) + εm+3 + ε3S+
T ṽµ.

We expand ṽ(T, r, µ) and F̃ ε(ṽ) as

ṽ(T, r, µ) = ṽ0(T, r, µ) + εṽ1(T, r, µ) + · · · ,
F̃ ε(ṽ) = F̃ 0(ṽ) + εF̃ 1(ṽ) + · · · .

Then, by the same way as in the case of F ε, we have

F̃ 0(ṽ) = ṽrr +
1

(1 + dκ+)2 ṽµµ + f(ṽ),(5.33)

F̃ 1(ṽ) = F̃ 1(r, µ)ṽ(5.34)

= − κ+

1 + dκ+ ṽr +
2κ+

(1 + dκ+)3 rṽµµ −
dκ+

s

(1 + dκ+)3 (ṽµ + 2µṽµµ),

F̃ 2(ṽ) = F̃ 2(r, µ)ṽ(5.35)

= −κ
+
s µ+ (κ+)2r

(1 + dκ+)2 ṽr +
r

(1 + dκ+)3

(
κ+
s −

3dκ+κ+
s

1 + dκ+

)
(2µṽµµ + ṽµ)

+
3(κ+)2r2

(1 + dκ+)4 ṽµµ −
d

(1 + dκ+)3

(
κ+
ssµ−

3d(κ+
s )2

1 + dκ+

)
(µ2ṽµµ + µṽµ).

On the other hand, v(T,−d+ εr, µ) is expanded as

v(T,−d+ εr, µ)
= v0(T,−d+ εr, µ) + εv1(T,−d+ εr, µ) + ε2v2(T,−d+ εr, µ) + · · ·
= v0(T,−d, µ) + ε

{
v0
z(T,−d, µ)r + v1(T,−d, µ)

}
+ε2

{
1
2
v0
zz(T,−d, µ)r2 + v1

z(T,−d, µ)r + v2(T,−d, µ)
}

+ε3
{

1
6
v0
zzz(T,−d, µ)r3 +

1
2
v1
zz(T,−d, µ)r2

+v2
z(T,−d, µ)r + v3(T,−d, µ)

}
+ · · · ,
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which must be equal to ṽ(T, r, µ) by (5.32). Hence we have as r →∞

ṽ0(T, r, µ) = W̃ 0(T, µ) + o(1),(5.36)

ṽ1(T, r, µ) = W̃ 1(T, r, µ) + o(1),(5.37)

ṽ2(T, r, µ) = W̃ 2(T, r, µ) + o(1),(5.38)

ṽ3(T, r, µ) = W̃ 3(T, r, µ) + o(1),(5.39)

where

W̃ 0(T, µ) = v0(T,−d, µ),

W̃ 1(T, r, µ) = v0
z(T,−d, µ)r + v1(T,−d, µ),

W̃ 2(T, r, µ) =
1
2
v0
zz(T,−d, µ)r2 + v1

z(T,−d, µ)r + v2(T,−d, µ),

W̃ 3(T, r, µ) =
1
6
v0
zzz(T,−d, µ)r3 +

1
2
v1
zz(T,−d, µ)r2

+v2
z(T,−d, µ)r + v3(T,−d, µ).

We will find ṽj (j = 0, . . . , 3) which satisfy (5.36)–(5.39) up to the second deriva-
tive with respect to r.

Similar to (5.22)–(5.28), the following equalities must hold:

0 = F̃ 0(ṽ0),(5.40)

0 = F̃ 0
ṽ (ṽ0)ṽ1 + F̃ 1(z, µ)ṽ0,(5.41)

0 = F̃ 0
ṽ (ṽ0)ṽ2 +

1
2
F̃ 0
ṽṽ(ṽ

0)ṽ1 · ṽ1 + F̃ 1(z, µ)ṽ1 + F̃ 2(z, µ)ṽ0,(5.42)

0 = F̃ 0
ṽ (ṽ0)ṽ3 + F̃ 0

ṽṽ(ṽ
0)ṽ1 · ṽ2 +

1
6
F̃ 0
ṽṽṽ(ṽ

0)(ṽ1)3(5.43)

+F̃ 1(z, µ)ṽ2 + F̃ 2(z, µ)ṽ1 + F̃ 3(z, µ)ṽ0 + S+
T ṽ

0
µ + εm,

and

ṽ0(t, z,±∞) = ±1,
ṽj(t, z,±∞) = 0 (j = 1, 2),
ṽ3(t, z,±∞) = M0ε

m.
(5.44)

We remark here that (5.40)–(5.43) hold when ṽj = W̃ j (j = 0, 1, 2, 3).
By (5.29), (5.33) and (5.36), (5.40), (5.44), we immediately have

ṽ0(T, r, µ) = W̃ 0(T, µ)(5.45)
= ϕ((1 + dκ+)(µ− γ+(T,−d))),

which is independent of r.

5.2. Constructions of vj and ṽj (j = 1, 2, 3). First, let us consider v1 and
ṽ1.

LEMMA 5.4. There exists a function v1 satisfying (5.23) and (5.27).
Proof. By (5.29) and the transformation η = (1−zκ+)(µ−γ+), (5.23) is equivalent

to

0 = v1
ηη + f ′(ϕ(η))v1 + g1,(5.46)
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where

g1 =
zκ+

s

(1− zκ+)2

{
2ηϕηη + ϕη + 2γ+(1− zκ+)ϕηη

}
.

Since we can easily see that |g1(η)|C3(η) ≤ Be−β1|η| for constants β1 ∈ ( 3
4β0, β0) and

B and that the solvability condition

〈 g1, ϕη 〉η = 0

holds, there exists a unique function V 1(T, z, η) satisfying (5.46),

〈 V 1, ϕη 〉η = 0,(5.47)

and

|V 1(T, z, η)|C5(η) ≤ Be−β1|η|(5.48)

by Proposition 5.2 and the smoothness of ϕ. Here we used the oddness of ϕ and

〈 ηϕηη, ϕη 〉η = −1
2
M1.(5.49)

Hence, from (5.7), v1 is given by

v1(T, z, µ) = V 1(T, z, (1− zκ+)(µ− γ+(T, z))
+γ1(T, z)ϕη((1− zκ+)(µ− γ+(T, z)))(5.50)

for some function γ1.
In general, we may assume

|V 1(T, z, η)|C5,5(z,η) ≤ Be−β1|η|.(5.51)

LEMMA 5.5. There exists a function ṽ1 satisfying (5.31), (5.37) and (5.41), (5.44)
if and only if

γ+
z (T,−d) = 0.(5.52)

Proof. In this proof, we simply express V 1(T,−d, η), γ+(T,−d), and γ+
z (T,−d)

as V 1(η), γ+, and γ+
z , respectively.

By (5.34), (5.41), and (5.45), the equality (5.41) is represented as

0 = ṽ1
rr + ṽ1

ηη + f ′(ϕ)ṽ1 + h̃1,(5.53)

where η = (1 + dκ+)(µ− γ+) and

h̃1 =
2κ+

(1 + dκ+)
rϕηη −

dκ+
s

(1 + dκ+)2

{
ϕη + 2ηϕηη + 2γ+(1 + dκ+)ϕηη

}
.

Now it follows from (5.29) and (5.50) that

W̃ 1(T, r, µ) = −
{

κ+

1 + dκ+ η + (1 + dκ+)γ+
z

}
ϕηr + V 1(η) + γ1ϕη,
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where γ1 = γ1(T,−d). Denote the right-hand side of this equation byW 1 = W 1(T, r, η)
and set w1 = ṽ1 −W 1. Then w1 satisfies

w1
rr + w1

ηη + f ′(ϕ)w1 = 0,

w1
r(T, 0, η) =

(
κ+

1 + dκ+ η + (1 + dκ+)γ+
z

)
ϕη,

w1(T,∞, η) = 0,

(5.54)

because V 1(η), ϕη, respectively, satisfy (5.46) at z = −d and the equation

0 = (ϕη)ηη + f ′(ϕ)ϕη

and U1,1 = −ηϕη satisfies

0 = U1,1
ηη + f ′(ϕ)U1,1 + 2ϕηη.(5.55)

Let χ(r) be a smooth function satisfying

χr(0) = 1, |χ(r)|C2(r) ≤ Be−b0r,

and let

w̃1 = w1 − χ(r)
(

κ+

1 + dκ+ η + (1 + dκ+)γ+
z (T,−d)

)
ϕη.

Then, by (5.55), the equation for w̃1 becomes

w̃1
rr + w̃1

ηη + f ′(ϕ)w̃1 + g̃1 = 0,
w̃1
r(T, 0, η) = 0,(5.56)

where

g̃1 =
κ+

1 + dκ+

{
−χrrU1,1 + 2χϕηη

}
+ χrr(1 + dκ+)γ+

z ϕη.

Since |g̃1(T, r, η)| ≤ O
(
e−(b0r+β1|η|)

)
, Proposition 5.3 implies that there exists a func-

tion w̃1 satisfying (5.56) and |w̃1|C2,2(r,η) ≤ O(min{e−b1r, e−β2|η|}) for b1 ∈ (0, b0)
and β2 ∈ ( 3

4β0, β1) if and only if

0 =
∫ ∞

0
〈 g̃1, ϕη 〉η dr

=
∫ ∞

0
χrr(1 + dκ+)γ+

z 〈 ϕη, ϕη 〉η dr

= M1(1 + dκ+)γ+
z [χr]∞0

= −M1(1 + dκ+)γ+
z .

This is equivalent to (5.52). Now, we set

Ṽ 1 = w̃1 + χ(r)
(

κ+

1 + dκ+ η + (1 + dκ+)γ+
z

)
ϕη +W 1.(5.57)

Then, by (5.52) and the definition of W 1, we have

Ṽ 1 = w̃1 + χ(r)
κ+

1 + dκ+ ηϕη +W 1

= w̃1 +
(χ− r)κ+

1 + dκ+ ηϕη + V 1(η) + γ1ϕη.
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Thus the function Ṽ 1 satisfies (5.53) and

|Ṽ 1(T, r, η)−W 1(T, r, η)|C2,2(r,η) ≤ Bmin{e−b1r, e−β2|η|},(5.58)

and ṽ1 is given by

ṽ1(T, r, µ) = Ṽ 1(T, r, (1 + dκ+)(µ− γ+)).(5.59)

In quite a similar way, we can show that

γ+
z (T, d) = 0(5.60)

is a necessary and sufficient condition for the existence of ṽ1 in a neighborhood of
z = d.

Next we consider (5.24) in order to obtain v2. A condition so that v2 exists in
(5.24) is given by

0 =
〈

1
2
F 0
vv(v

0)v1 · v1 + F 1(z, µ)v1 + F 2(z, µ)v0, v0
µ

〉
µ

,(5.61)

which is easily found by Proposition 5.2 and the transformation of µ into η = (1 −
zκ+)(µ− γ+(T, z)).

LEMMA 5.6. The equality

0 =
〈

1
2
F 0
vv(v

0)v1 · v1 + F 1(z, µ)v1, v0
µ

〉
µ

(5.62)

holds.
Proof. By differentiating (5.23) with respect to µ, we have

0 = F 0
vv(v

0)v0
µ · v1 + F 0

v (v0)v1
µ +

∂

∂µ
F 1v0.(5.63)

Hence, noting that F 0
v (v0) is self-adjoint, we see

0 =
〈
F 0
vv(v

0)v0
µ · v1 + F 0

v (v0)v1
µ +

∂

∂µ
F 1v0, v1

〉
µ

= 〈 F 0
v (v0)v1 − F 1v0, v1

µ 〉µ + 〈 F 0
vv(v

0)v1 · v1, v0
µ 〉µ

= −2 〈 F 1v0, v1
µ 〉µ + 〈 F 0

vv(v
0)v1 · v1, v0

µ 〉µ .(5.64)

Substituting (5.64) into the right-hand side of (5.62), we have〈
1
2
F 0
vv(v

0)v1 · v1 + F 1v1, v0
µ

〉
µ

= 〈 F 1v0, v1
µ 〉µ + 〈 F 1v1, v0

µ 〉µ .(5.65)

Here it follows in general that, by a simple calculation,

〈 F 1v, wµ 〉µ = −〈 F 1w, vµ 〉µ .(5.66)

From (5.65) and (5.66), the proof of this lemma is complete.
Lemma 5.6 implies that (5.61) is equivalent to

0 = 〈 F 2(z, µ)v0, v0
µ 〉µ .(5.67)
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LEMMA 5.7. The equality (5.67) holds if and only if

γ+ = γ+(T )(5.68)

is independent of z.
Proof. From (5.29), we have

v0
z = −

{
κ+

1− zκ+ η + (1− zκ+)γ+
z

}
ϕη,

v0
zz =

{
κ+

1− zκ+ η + (1− zκ+)γ+
z

}2

ϕηη + {2κ+γ+
z − (1− zκ+)γ+

zz}ϕη.

Noting

〈 η2ϕηη, ϕη 〉η = 0,
〈 ϕηη, ϕη 〉η = 0,

〈 ηϕηη, ϕη 〉η = −1
2
M1,

we see 〈
v0
zz −

κ+

1− zκ+ v
0
z , v

0
µ

〉
µ

(5.69)

= 〈 v0
zz, v

0
µ 〉µ −

κ+

1− zκ+ 〈 v
0
z , v

0
µ 〉µ

=
(

κ+

1− zκ+

)2

〈 η2ϕηη, ϕη 〉η + 2κ+γ+
z 〈 ηϕηη, ϕη 〉η

+(1− zκ+)2(γ+
z )2 〈 ϕηη, ϕη 〉η

+{2κ+γ+
z − (1− zκ+)γ+

zz} 〈 ϕη, ϕη 〉η

− κ+

1− zκ+

(
− κ+

1− zκ+ 〈 ηϕη, ϕη 〉η − (1− zκ+)γ+
z 〈 ϕη, ϕη 〉η

)
= −M1κ

+γ+
z +M1{2κ+γ+

z − (1− zκ+)γ+
zz}

− κ+

1− zκ+ · {−M1(1− zκ+)γ+
z }

= 2M1κ
+γ+

z −M1(1− zκ+)γ+
zz.

On the other hand, we have

〈 µv0
µ + µ2v0

µµ, v
0
µ 〉µ(5.70)

=
〈(

η

1− zκ+ + γ+
)

(1− zκ+)ϕη, ϕη

〉
η

+

〈(
η

1− zκ+ + γ+
)2

(1− zκ+)2ϕηη, ϕη

〉
η

= 〈 ηϕη, ϕη 〉η + (1− zκ+)γ+M1 + 〈 η2ϕηη, ϕη 〉η
+2γ+(1− zκ+) 〈 ηϕηη, ϕη 〉η + (γ+)2(1− zκ+)2 〈 ϕηη, ϕη 〉η

= (1− zκ+)γ+M1 − (1− zκ+)γ+M1

= 0.
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By (5.69), (5.70), and (5.67), γ+(T, z) must satisfy

γ+
zz −

2κ+

1− zκ+ γ
+
z = 0, −d < z < d,(5.71)

in order that (5.67) holds. Thus, by (5.71) with (5.52), (5.60), we obtain (5.68).
By Lemma 5.7, we can show the existence of v2 satisfying (5.24) if and only if

(5.68) holds.
Next, let us consider ṽ2 of (5.42).
LEMMA 5.8. The equality〈

1
2
F̃ 0
ṽṽ(ṽ

0)ṽ1 · ṽ1 + F̃ 1ṽ1, ṽ0
µ

〉
µ

= − κ+

1 + dκ+ 〈 ṽ
1
r , ṽ

0
µ 〉µ + 〈 ṽ1

rr, ṽ
1
µ 〉µ(5.72)

holds.
Proof. By differentiating (5.41) with respect to µ, we have

F̃ 0
ṽ (ṽ0)ṽ1

µ + F̃ 0
ṽṽ(ṽ

0)ṽ0
µ · ṽ1 +

∂

∂µ
(F̃ 1ṽ0) = 0,

and taking an inner product with ṽ1, we also have

〈 F̃ 0
ṽ (ṽ0)ṽ1

µ, ṽ
1 〉µ + 〈 F̃ 0

ṽṽ(ṽ
0)ṽ1 · ṽ1, ṽ0

µ 〉µ − 〈 F̃ 1ṽ0, ṽ1
µ 〉µ = 0.(5.73)

Since

F̃ 0
ṽ (ṽ0)ṽ = ṽrr + F 0

v (ṽ0)ṽ(5.74)

and F 0
v (ṽ0) is self-adjoint in L2(R1), it follows that

〈 F̃ 0
ṽ (ṽ0)ṽ1

µ, ṽ
1 〉µ = 〈 (ṽ1

µ)rr, ṽ1 〉µ + 〈 F 0
v (ṽ0)ṽ1

µ, ṽ
1 〉µ(5.75)

= −〈 ṽ1
rr, ṽ

1
µ 〉µ + 〈 ṽ1

µ, F
0
v (ṽ0)ṽ1 〉µ

= 〈 F̃ 0
ṽ (ṽ0)ṽ1, ṽ1

µ 〉µ − 2 〈 ṽ1
rr, ṽ

1
µ 〉µ .

On the other hand, we have

〈 F̃ 1ṽ0, ṽ1
µ 〉µ(5.76)

= − 2κ+r

(1 + dκ+)3 〈 ṽ
1
µµ, ṽ

0
µ 〉µ +

dκ+
s

(1 + dκ+)3 〈 ṽ
1
µ + 2µṽ1

µµ, ṽ
0
µ 〉µ

= −〈 F̃ 1ṽ1, ṽ0
µ 〉µ −

κ+

1 + dκ+ 〈 ṽ
1
r , ṽ

0
µ 〉µ

by (5.34), (5.45), and the same equality as (5.66). Substituting (5.75) and (5.76) into
(5.73) and using (5.41), we complete the proof.

LEMMA 5.9. The unique solution V 1 of (5.46) with (5.47) is explicitly obtained as

V 1(T, z, η) = ζ1,1(T, z)U1,1(η) + ζ1,2(T, z)U1,2(η),(5.77)

where

ζ1,1(T, z) =
γ+(T )κ+

s z

1− zκ+ ,

U1,1(η) = −ηϕη(η),

ζ1,2(T, z) =
zκ+

s

(1− zκ+)2 ,

U1,2(η) = −1
2
η2ϕη(η) +

M2

2M1
ϕη(η)

and M2 = 〈 ηϕη, ηϕη 〉η.
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Proof. We have equalities

〈 U1,1, ϕη 〉η = 〈 U1,2, ϕη 〉η = 0.

Moreover, U1,1 and U1,2 satisfy (5.55) and

U1,2
ηη + F ′(ϕ)U1,2 + ϕη + 2ηϕη = 0.

Thus the proof is complete.
LEMMA 5.10. There exists a function ṽ2 satisfying (5.38), (5.42), and (5.44) if

and only if

γ1
z (T,−d) +

κ+

1 + dκ+ γ
1(T,−d) +

M2κ
+

M1(1 + dκ+)
ζ1,2(T,−d) = 0.(5.78)

Proof. Let

h̃2 =
1
2
F̃ 0
ṽṽ(ṽ

0)ṽ1 · ṽ1 + F̃ 1ṽ1 + F̃ 2ṽ0

and w2 = ṽ2 − W̃ 2. Then w2 satisfies

0 = F̃ 0
ṽ (ṽ0)w2 + F̃ 0

ṽ (ṽ0)W̃ 2 + h̃2,
w2
r(T, 0, µ) = −v1

z(T,−d, µ),
w2(T, r, µ)→ 0 as |µ|, r →∞,

(5.79)

because W̃ 2
r (T, 0, µ) = v1

z(T,−d, µ). Putting

w̃2 = w2 + χ(r)v1
z

and

g̃2 = −F̃ 0
ṽ (ṽ0)χv1

z + F̃ 0
ṽ (ṽ0)W̃ 2 + h̃2,

where v1
z = v1

z(T,−d, µ), we get

0 = F̃ 0
ṽ (ṽ0)w̃2 + g̃2,

w̃2
r(T, 0, µ) = 0,

w2(T, r, µ)→ 0 as |µ|, r →∞.
(5.80)

Here we have

F̃ 0
ṽ (ṽ0)W̃ 2 +

1
2
F̃ 0
ṽṽ(ṽ

0)W̃ 1 · W̃ 1 + F̃ 1W̃ 1 + F̃ 2W̃ 0 = 0.(5.81)

Moreover (5.36) and (5.37) hold with the exponential order O(e−b1r) from (5.45),
(5.58), and (5.59). Hence

|g̃2| ≤ O(min{e−b1r, e−β2|η|}),

where η = (1 + dκ+)(µ− γ+). Therefore, by Proposition 5.3, there exists w̃2 of (5.80)
if and only if ∫ ∞

0
〈 g̃2, ṽ0

µ 〉µ dr = 0.(5.82)

Here we note that 〈 g̃2, ϕη 〉η = 〈 g̃2, ṽ0
µ 〉µ with η = (1 + dκ+)(µ− γ+).
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We will calculate (5.82). From (5.74), we have

g̃2 = −χrrv1
z − χF 0

v (ṽ0)v1
z + F̃ 0

ṽ (ṽ0)W̃ 2 + h̃2.(5.83)

Since

〈 F 0
v (ṽ0)v1

z , ṽ
0
µ 〉µ = 〈 F 0

v (W̃ 0)v1
z , W̃

0
µ 〉µ

= 〈 v1
z , F

0
v (W̃ 0)W̃ 0

µ 〉µ
= 0,

it suffices to calculate

−
∫ ∞

0
χrr 〈 v1

z , ṽ
0
µ 〉µ dr(5.84)

and ∫ ∞
0
〈 F̃ 0

ṽ (ṽ0)W̃ 2 + h̃2, ṽ0
µ 〉µ dr.(5.85)

In (5.84), v1
z = v1

z(T,−d, µ) and ṽ0
µ are independent of r. Hence we have

−
∫ ∞

0
χrr 〈 v1

z , ṽ
0
µ 〉µ dr = −[χr]∞0 〈 v1

z , ṽ
0
µ 〉µ(5.86)

= 〈 v1
z , ṽ

0
µ 〉µ .

On the other hand, (5.49) and (5.50) imply

〈 v1
z , ṽ

0
µ 〉µ(5.87)

=
〈
V 1
z −

κ+

1 + dκ+ ηV
1
η + γ1

zϕη − γ1 κ+

1 + dκ+ ηϕηη, ϕη

〉
η

= M1γ
1
z + 〈 V 1

z , ϕη 〉η −
κ+

1 + dκ+

(
〈 ηV 1

η , ϕη 〉η −
1
2
M1γ

1
)

at z = −d. Here, by Lemma 5.9, we have

〈 ηV 1
η , ϕη 〉η = ζ1,2 〈 ηU1,2

η , ϕη 〉η

= −1
2
M2ζ

1,2,

because U1,1(η) and U1,2(η) are, respectively, odd and even. Hence

〈 v1
z , ṽ

0
µ 〉µ(5.88)

= M1γ
1
z (T,−d)− κ+

1 + dκ+

(
−1

2
M2ζ

1,2(T,−d)− 1
2
M1γ

1(T,−d)
)

= M1γ
1
z (T,−d) +

κ+

2(1 + dκ+)
(
M2ζ

1,2(T,−d) +M1γ
1(T,−d)

)
.

Next we calculate (5.85). From Lemma 5.8, we have〈
1
2
F̃ 0
ṽṽ(W̃

0)W̃ 1 · W̃ 1 + F̃ 1W̃ 1, W̃ 0
µ

〉
µ

(5.89)

= − κ+

1 + dκ+ 〈 W̃
1
r , W̃

0
µ 〉µ + 〈 W̃ 1

rr, W̃
1
µ 〉µ ,
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since W̃ j (j = 0, 1, 2) satisfy the same equations as (5.40) ∼ (5.42) and ṽ0 = W̃ 0. In
(5.89), it is obvious that

〈 W̃ 1
r , W̃

0
µ 〉µ = 〈 v0

z(T,−d, µ), v0
µ(T,−d, µ) 〉µ(5.90)

= − κ+

1 + dκ+ 〈 ηϕη, ϕη 〉η
= 0,

〈 W̃ 1
rr, W̃

1
µ 〉µ = 0.(5.91)

Hence, by (5.89), (5.90), and (5.91), we have〈
1
2
F̃ 0
ṽṽ(W̃

0)W̃ 1 · W̃ 1 + F̃ 1W̃ 1, W̃ 0
µ

〉
µ

= 0.(5.92)

In order to use (5.72), we calculate the right-hand side of (5.72). By (5.59), we
have

〈 ṽ1
r , ṽ

0
µ 〉µ = 〈 Ṽ 1

r , ϕη 〉η ,(5.93)

〈 ṽ1
rr, ṽ

1
µ 〉µ = 〈 Ṽ 1

rr, Ṽ
1
η 〉η .(5.94)

Since w̃1 is odd with respect to η due to (5.52) and (5.56), it follows from (5.57) that

〈 Ṽ 1
r , ϕη 〉η = 〈 w̃1

r , ϕη 〉η − (χr + 1)
κ+

1 + dκ+ 〈 ηϕη, ϕη 〉η(5.95)

= 0.

Therefore, (5.93) and (5.95) imply

〈 ṽ1
r , ṽ

0
µ 〉µ = 0.(5.96)

Similarly, (5.94) becomes

〈 Ṽ 1
rr, Ṽ

1
η 〉η(5.97)

=
〈
w̃1
rr +

κ+

1 + dκ+χrrηϕη , w̃
1
η +

κ+

1 + dκ+ (χ− r)(ηϕη)η + V 1
η + γ1ϕηη

〉
η

= 〈 w̃1
rr, V

1
η 〉η +

κ+

1 + dκ+χrr 〈 ηϕη, V
1
η + γ1ϕηη 〉η

= 〈 w̃1
rr, V

1
η 〉η −

κ+

2(1 + dκ+)
χrr(M2ζ

1,2 +M1γ
1),

where V 1 = V 1(T,−d, η), ζ1,2 = ζ1,2(T,−d), and γ1 = γ1(T,−d). Since

〈 F̃ 2ṽ0, ṽ0
µ 〉µ = 0

by (5.35), (5.45), (5.49), and the oddness of ϕ, it follows from (5.72), (5.92) and (5.96),
(5.97) that

〈 F̃ 0
ṽ (ṽ0)W̃ 2 + h̃2, ṽ0

µ 〉µ

= 〈 F̃ 0
ṽ (ṽ0)W̃ 2 , ṽ0

µ 〉µ +
〈

1
2
F̃ 0
ṽṽ(ṽ

0)ṽ1 · ṽ1 + F̃ 1ṽ1 , ṽ0
µ

〉
µ

= −
〈

1
2
F̃ 0
ṽṽ(W̃

0)W̃ 1 · W̃ 1 + F̃ 1W̃ 1 , ṽ0
µ

〉
µ

+ 〈 w̃1
rr, V

1
η 〉η −

κ+

2(1 + dκ+)
χrr(M2ζ

1,2 +M1γ
1).
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Therefore, (5.85) is equal to∫ ∞
0

(
〈 w̃1

rr, V
1
η 〉η −

κ+

2(1 + dκ+)
χrr(M2ζ

1,2 +M1γ
1)
)
dr(5.98)

= 〈 w̃1
r(T,∞, η)− w̃1

r(T, 0, η), V 1
η 〉η

− κ+

2(1 + dκ+)
(M2ζ

1,2 +M1γ
1)(χr(∞)− χr(0))

=
κ+

2(1 + dκ+)
(M2ζ

1,2 +M1γ
1).

It follows from (5.82), (5.88), and (5.98) that

0 =
∫ ∞

0
〈 g̃2, ṽ0

µ 〉µ dr(5.99)

=
(
M1γ

1
z +

κ+

2(1 + dκ+)
(M2ζ

1,2 +M1γ
1)
)

+
κ+

2(1 + dκ+)
(M2ζ

1,2 +M1γ
1)

= M1γ
1
z +

M1κ
+

1 + dκ+ γ
1 +

M2κ
+

1 + dκ+ ζ
1,2

at z = −d. This shows (5.78).
Similarly, ṽ2 exists in a neighborhood of z = d if and only if

γ1
z (T, d) +

κ+

1− dκ+ γ
1(T, d) +

M2κ
+

M1(1− dκ+)
ζ1,2(T, d) = 0.(5.100)

Finally, we consider v3 of (5.25). Put w = v3 −M0ε
m. Then w satisfies

0 = F 0
v (v0)w + F 0

vv(v
0)v1 · v2 +

1
6
F 0
vvv(v

0)(v1)3 + F 1(z, µ)v2(5.101)

+F 2(z, µ)v1 + F 3(z, µ)v0 + S+
T v

0
µ + (M0f

′(v0) + 1)εm

with

w(T, z, µ)→ 0 as |µ| → ∞.
Hence the condition for the existence of w in (5.101) is

0 =
〈
F 0
vv(v

0)v1 · v2 +
1
6
F 0
vvv(v

0)(v1)3 + F 1(z, µ)v2(5.102)

+F 2(z, µ)v1 + F 3(z, µ)v0 + S+
T v

0
µ + (M0f

′(v0) + 1)εm, v0
µ

〉
µ

.

LEMMA 5.11. The condition (5.102) is equivalent to

0 = 〈 F 2v0, v1
µ 〉µ + 〈 F 2v1, v0

µ 〉µ + 〈 F 3v0, v0
µ 〉µ +M1(1− zκ+)S+

T + 2εm.(5.103)

Proof. It is easily shown that

〈 S+
T v

0
µ + (M0f

′(v0) + 1)εm, ṽ0
µ 〉µ(5.104)

= 〈 (1− zκ+)S+
T ϕη + (M0f

′(ϕ) + 1)εm, ϕη 〉η
= M1(1− zκ+)S+

T + 2εm.

So we consider the remaining terms of (5.103).
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By (5.63), we have

0 =
〈
F 0
vv(v

0)v0
µ · v1 + F 0

v (v0)v1
µ +

∂

∂µ
F 1v0, v2

〉
µ

(5.105)

= 〈 F 0
vv(v

0)v1 · v2, v0
µ 〉µ + 〈 F 0

v (v0)v2, v1
µ 〉µ − 〈 F 1v0, v2

µ 〉µ .

Here

−〈 F 1v0, v2
µ 〉µ = 〈 F 1v2, v0

µ 〉µ

holds by (5.66). Hence (5.105) is written as

0 = 〈 F 0
vv(v

0)v1 · v2 + F 1v2, v0
µ 〉µ + 〈 F 0

v (v0)v2, v1
µ 〉µ .(5.106)

On the other hand, it follows from (5.24) that

0 = −〈 F 0
v (v0)v2, v1

µ 〉µ +
1
2
〈 F 0

vv(v
0)v1 · v1, v1

µ 〉µ(5.107)

+ 〈 F 1v1, v1
µ 〉µ + 〈 F 2v0, v1

µ 〉µ .

Now we have

1
2
〈 F 0

vv(v
0)v1 · v1, v1

µ 〉µ = −1
2
〈 (F 0

vv(v
0)v1 · v1)µ, v1 〉µ

= −1
2
〈 F 0

vvv(v
0)v1 · v1 · v0

µ + 2F 0
vv(v

0)v1 · v1
µ, v

1 〉µ

= −1
2
〈 F 0

vvv(v
0)(v1)3, v0

µ 〉µ − 〈 F 0
vv(v

0)(v1)2, v1
µ 〉µ ,

so

〈 F 0
vv(v

0)(v1)2, v1
µ 〉µ = −1

3
〈 F 0

vvv(v
0)(v1)3, v0

µ 〉µ .(5.108)

Substituting (5.108) into (5.107), we obtain

0 = 〈 F 0
v (v0)v2, v1

µ 〉µ −
1
6
〈 F 0

vvv(v
0)(v1)3, v0

µ 〉µ(5.109)

+ 〈 F 1v1, v1
µ 〉µ + 〈 F 2v0, v1

µ 〉µ .

Hence, by (5.106), (5.109), and the equality 〈 F 1v1, v1
µ 〉µ = 0, we have〈

F 0
vv(v

0)v1 · v2 +
1
6
F 0
vvv(v

0)(v1)3 + F 1(z, µ)v2 + F 2(z, µ)v1 + F 3(z, µ)v0, v0
µ

〉
µ

= 〈 F 1v1, v1
µ 〉µ + 〈 F 2v0, v1

µ 〉µ + 〈 F 2v1, v0
µ 〉µ + 〈 F 3v0, v0

µ 〉µ
= 〈 F 2v0, v1

µ 〉µ + 〈 F 2v1, v0
µ 〉µ + 〈 F 3v0, v0

µ 〉µ ,

which completes the proof.
LEMMA 5.12. The equality

〈 F 2v0, v1
µ 〉µ + 〈 F 2v1, v0

µ 〉µ = M1γ
1
zz +

M2(1 + zκ+)
(1− zκ+)4 κ+κ+

s(5.110)

holds.
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Proof. Put F 2v = F 2,1v + F 2,2v, where

F 2,1v = vzz −
κ+

1− zκ+ vz,

F 2,2v =
z

(1− zκ+)3

(
κ+
ss +

3zκ+
s

2

1− zκ+

)
(µvµ + µ2vµµ).

First we note that

〈 F 2,2v, wµ 〉µ = −〈 vµ, F 2,2w 〉µ
holds in general. Therefore, we have

〈 F 2v0, v1
µ 〉µ + 〈 F 2v1, v0

µ 〉µ = 〈 F 2,1v0, v1
µ 〉µ + 〈 F 2,1v1, v0

µ 〉µ .(5.111)

Let η = (1− zκ+)(µ− γ+). Then F 2,1 is expressed as

F 2,1v = vzz −
2κ+

1− zκ+ ηvzη +
(

κ+

1− zκ+

)2

η2vηη(5.112)

− κ+

1− zκ+

(
vz −

κ+

1− zκ+ ηvη

)
= vzz −

2κ+

1− zκ+ ηvzη −
κ+

1− zκ+ vz

+
(

κ+

1− zκ+

)2

(ηvη + η2vηη),

and v0 and v1 are already obtained as

v0 = ϕ(η),(5.113)
v1 = V 1(T, z, η) + γ1(T, z)ϕη(η)(5.114)

by (5.29) and (5.50). Since dη = (1− zκ+)dµ and

v0
µ = (1− zκ+)ϕη,

v1
µ = (1− zκ+){V 1 + γ1ϕη}η

by (5.113) and (5.114), the right-hand side of (5.111) is written as

〈 F 2,1v0, v1
µ 〉µ + 〈 F 2,1v1, v0

µ 〉µ(5.115)

= 〈 F 2,1ϕ, (V 1 + γ1ϕη)η 〉η + 〈 F 2,1(V 1 + γ1ϕη), ϕη 〉η .

Let F 2,1v = F ∗v + F ∗∗v with

F ∗v = vzz −
2κ+

1− zκ+ ηvzη −
κ+

1− zκ+ vz,

F ∗∗v =
(

κ+

1− zκ+

)2

(ηvη + η2vηη).

Since F ∗∗ also satisfies 〈 F ∗∗v, wη 〉η = −〈 vη, F ∗∗w 〉η in general, we have

〈 F 2,1ϕ, (V 1 + γ1ϕη)η 〉η + 〈 F 2,1(V 1 + γ1ϕη), ϕη 〉η(5.116)

= 〈 F ∗ϕ, (V 1 + γ1ϕη)η 〉η + 〈 F ∗(V 1 + γ1ϕη), ϕη 〉η .
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Since F ∗ϕ = 0, it follows from (5.111), (5.115), and (5.116) that

〈 F 2v0, v1
µ 〉µ + 〈 F 2v1, v0

µ 〉µ = 〈 F ∗(V 1 + γ1ϕη), ϕη 〉η .(5.117)

We will show

〈 F ∗(γ1ϕη), ϕη 〉η = M1γ
1
zz.(5.118)

Since 〈 ηϕη, ϕηη 〉η = −1
2
M1 and

F ∗(γ1ϕη) = γ1
zzϕη −

2κ+

1− zκ+ ηγ
1
zϕηη −

κ+

1− zκ+ γ
1
zϕη,

we have

〈 F ∗(γ1ϕη), ϕη 〉η = M1γ
1
zz +

M1κ
+

1− zκ+ γ
1
z −

M1κ
+

1− zκ+ γ
1
z

= M1γ
1
zz.

This shows (5.118).
Next, we will show

〈 F ∗V 1, ϕη 〉η =
M2(1 + zκ+)
(1− zκ+)4 κ+κ+

s .(5.119)

Substituting (5.77), we have

F ∗V 1 =
2∑
j=1

(
ζ1,j
zz U

1,j − 2κ+

1− zκ+ ηζ
1,j
z U1,j

η − κ+

1− zκ+ ζ
1,j
z U1,j

)
.

Since 〈 U1,j , ϕη 〉η = 0 (j = 1, 2), the left-hand side of (5.119) satisfies the equality

〈 F ∗V 1, ϕη 〉η = − 2κ+

1− zκ+

2∑
j=1

ζ1,j
z 〈 ηU1,j

η , ϕη 〉η .(5.120)

Since both U1,1
η and ϕη are even functions, it follows from (5.120) that

〈 F ∗V 1, ϕη 〉η = − 2κ+

1− zκ+ ζ
1,2
z 〈 ηU1,2

η , ϕη 〉η(5.121)

= − 2κ+

1− zκ+

(
zκ+

s

(1− zκ+)2

)
z

〈 ηU1,2
η , ϕη 〉η

= −2(1 + zκ+)
(1− zκ+)4 κ

+κ+
s 〈 ηU1,2

η , ϕη 〉η .

Here, by Lemma 5.9, we have

〈 ηU1,2
η , ϕη 〉η = −

〈
ηϕη +

1
2
η2ϕηη −

M2

2M1
ϕηη, ηϕη

〉
η

(5.122)

= −M2 −
1
2
〈 η3ϕηη, ϕη 〉η +

M2

2M1
〈 ϕηη, ηϕη 〉η

= −M2 −
1
4
〈 η3, (ϕη2)η 〉η +

M2

2M1

(
−1

2
M1

)
= −M2 +

3
4
M2 −

1
4
M2

= −1
2
M2.

Thus, (5.121) and (5.122) show (5.119).
By (5.117), (5.118), and (5.119), the proof is complete.
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LEMMA 5.13. The equality

〈 F 3v0, v0
µ 〉µ =

M2

(1− zκ+)4κ
+κ+

s(5.123)

holds.
Proof. First it is easily shown that〈

3
2
µ2v0

µ + µ3v0
µµ, v

0
µ

〉
µ

= 0.

Hence

〈 F 3v0, v0
µ 〉µ = − κ+

s

(1− zκ+)2 〈 µv
0
z , v

0
µ 〉µ .(5.124)

Since

µv0
z =

(
η

1− zκ+ + γ0
)(
− κ+

1− zκ+

)
ηϕη

by (5.29) and (5.68), we have

〈 µv0
z , v

0
µ 〉µ = 〈 µv0

z , ϕη 〉η

= − κ+

1− zκ+

(
1

1− zκ+ 〈 η
2ϕη, ϕη 〉η + γ0 〈 ηϕη, ϕη 〉η

)
= − κ+

1− zκ+ ×
1

1− zκ+M2

= − κ+

(1− zκ+)2 .

Substituting this into (5.124), we complete the proof.
By (5.102) and Lemmas 5.11–5.13, there exists v3 satisfying (5.25) and (5.28) if

and only if

0 = M1γ
1
zz +

M2(1 + zκ+)
(1− zκ+)4 κ+κ+

s +
M2

(1− zκ+)4κ
+κ+

s(5.125)

+M1(1− zκ+)S+
T + 2εm

= M1γ
1
zz +

M2(2 + zκ+)
(1− zκ+)4 κ+κ+

s +M1(1− zκ+)S+
T + 2εm.

LEMMA 5.14. There exists γ1 satisfying (5.125) with (5.78) and (5.100) if and
only if

S+
T = H+(S+).(5.126)

Proof. Set

K(z) =
1
M1

(
M2(2 + zκ+)
(1− zκ+)4 κ+κ+

s +M1(1− zκ+)S+
T + 2εm

)
,

ω± =
κ+

1∓ dκ+ ,

λ± =
M2κ

+

M1(1∓ dκ+)
ζ1,2(T,±d)

= ± M2d

M1(1∓ dκ+)3κ
+κ+

s .
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Then (5.125) with (5.100) and (5.78) is expressed as{
γ1
zz +K = 0, −d < z < d,
γ1
z + ω±γ1 + λ± = 0, z = ±d.(5.127)

Let γ1,± = γ1(±d). Then by integrating (5.127) over (−d, d), we have

−ω+γ1,+ − λ+ + ω−γ1,− + λ− +K1 = 0,(5.128)

where

K1 =
∫ d

−d
K(z)dz.

On the other hand, by integrating (5.127) over (−d, d) twice, we have

γ1,+ − γ1,− + 2(ω−γ1,− + λ−)d+K2 = 0,(5.129)

where

K2 =
∫ d

−d

∫ z

−d
K(t)dtdz.

Set

D =
(
−ω+ ω−

1 2dω− − 1

)
, b =

(
K1 − λ+ + λ−

K2 + 2dλ−

)
.

Then the equalities (5.128) and (5.129) are expressed as

D

(
γ1,+

γ1,−

)
+ b =

(
0
0

)
.(5.130)

The determinant of D is computed as

det D = −ω+(2dω− − 1)− ω−

= −2dω+ω− + ω+ − ω−

= −2d
κ+

1− dκ+ ×
κ+

1 + dκ+ +
κ+

1− dκ+ −
κ+

1 + dκ+

= 0.

Hence b must be orthogonal to the eigenfunction

x =
(

2dω− − 1
−ω−

)
of tD (the transposed matrix of D) in order that (γ1,+, γ1,−) exists. Namely

(2dω− − 1)(K1 − λ+ + λ−)− ω−(K2 + 2dλ−) = 0(5.131)

must be satisfied. Here we have

K1 =
4M2d(1 + d2(κ+)2)

M1(1− dκ+)3(1 + dκ+)3κ
+κ+

s + 2dS+
T +

4dp
M1

εm,
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K2 =
M2d

M1

(
1 + d2(κ+)2

κ+(1− dκ+)2(1 + dκ+)2 −
1− dκ+

κ+(1 + dκ+)3

)
κ+κ+

s

+2d2
(

1
3
dκ+ + 1

)
S+
T +

2d2p

M1
εm.

Substituting these into (5.131), we complete the proof.
Let S+(T ) be the solution of (5.126) defined for T ∈ [0, T ∗]. Then we can con-

struct v0, . . . , v3 and ṽ0, . . . , ṽ2 as we have seen so far. In quite a similar manner,
we can show the existence of ṽ3 satisfying (5.39), (5.31) and (5.43), (5.44). We will
roughly explain it and omit the details.

By Proposition 5.2 and Lemma 5.7, v2 is expressed as

v2 = V 2 + γ2ϕη

for certain functions V 2 = V 2(T, z, η) and γ2 = γ2(T, z), where η = (1−zκ+)(µ−γ+).
Then the solvability condition for the existence of ṽ3 gives boundary conditions of γ2

at z = −d as (5.41) and (5.42) give (5.52) and (5.78), respectively. On the other hand,
the equation of γ2 for z ∈ (−d, d) is derived from the solvability condition of v4 as
(5.71) and (5.125) are derived from (5.24) and (5.25), respectively. However we need
not consider v4 here, because the complete properties of γ2, except that v2 satisfies
(5.24), and (5.27), are not necessary. Therefore, we can give an adequate boundary
value of γ2 such that ṽ3 exists.

5.3. Construction of the approximate function v+. We will show the
existence of a positive constant n ∈ (m + 3, 4) such that there exists a function
v+(t, z, s) approximating (5.10) up to O(εn) uniformly in t ∈ [0,≤ T ∗/ε4] and (z, s) ∈
(−d, d) × (0, L). We note that vj and ṽj (j = 0, . . . , 3) are represented as func-
tions of (T, z, ηz) and (T, r, η−d), respectively, with ηz = (1 − zκ+)(µ − γ+(T )) and
η−d = (1+dκ+)(µ−γ+(T )). Hence we can write vj and ṽj (j = 0, . . . , 3) as vj(T, z, ηz)
and ṽj(T, r, η−d) (j = 0, . . . , 3), respectively, and expand

vε(T, z, η) =
3∑
j=0

εjvj(T, z, η),

ṽε(T, r, η) =
3∑
j=0

εj ṽj(T, r, η).

Also W̃ j (j = 0, . . . , 3) are represented as functions of (T, r, η−d). Hence we write
those as W̃ j(T, r, η−d) (j = 0, . . . , 3) and expand

W̃ ε(T, r, η) =
3∑
j=0

εjW̃ j(T, r, η).

Then vε and ṽε satisfy

|vε(T, z, η)− (±1 +M0ε
m+3)|C5,5(z,η) ≤ Be−β|η|,(5.132)

|ṽε(T, r, η)− W̃ ε(T, r, η)|C2,2(r,η) ≤ Bmin{e−br, e−β|η|},(5.133)

respectively, for b ∈ (0, b1), β ∈ ( 3
4β0, β2) by (5.51) and so on. Furthermore, it follows

from the definition of W̃ j and (5.132) that

|W̃ ε(T, r, η−d)|C2,2(r,µ) ≤ B|εr|3(1 + |η−d|3)|vε(T, z, η−d)|C3,5(z,η)(5.134)

≤ B|εr|3e−β
′|η−d|

for r > 0 and some β′ ∈ ( 3
4β0, β0).



SLOW DYNAMICS OF INTERFACES 585

Let ρ(η) be a smooth function satisfying 0 ≤ ρ(η) ≤ 1, ρ(η) = 0 for η ≤ −1, and
ρ(η) = 1 for η ≥ 1, and let

v̂(t, z, µ) =
{

1− ρ
(
r − 2q| log ε|
q| log ε|

)}
ṽε(T, r, η−d) + ρ

(
r − 2q| log ε|
q| log ε|

)
vε(T, z, ηz),

where T = ε4t, r = z+d
ε and q is a positive constant with bq ≥ 4.

LEMMA 5.15. For any fixed n ∈ (m+ 3, 4), v̂ satisfies

v̂z(t,−d, µ) = 0(5.135)

and

F ε(v̂)− v̂t = O(εn)(5.136)

uniformly in (t, z, µ) ∈ [0, T ∗/ε4]× (−d, d)× (−∞,∞).
Proof. From the definition of v̂, we may write it by v̂(T, z, µ), and (5.135) obvi-

ously holds. Therefore, it suffices to show that

F ε(v̂) = O(εn)(5.137)

uniformly in (t, z, µ) ∈ J , where J = [0, T ∗]× (−d, d)× (−∞,∞).
First, let us consider (5.137) in the range of 0 ≤ r ≤ q| log ε|, that is, −d ≤ z ≤

−d + qε| log ε|. In this range, v̂(T, z, µ) = ṽε(T, r, η−d) holds. Now it follows from
(5.21) that ∣∣∣∣∣∣F̃ ε(ṽ)−

3∑
j=0

εjF̃ j(ṽ)

∣∣∣∣∣∣ ≤ Bε4r4|µ|4|ṽ(r, µ)|D1,2(r,µ)(5.138)

for r > 1. Hence, by (5.133) and inequalities m+ 3 < n < 4, 0 < β′ < β, we have

|F̃ ε(ṽε)|

≤

∣∣∣∣∣∣
3∑
j=0

εjF̃ j(ṽε)

∣∣∣∣∣∣+Bε4r4|µ|4|ṽε(T, r, µ)|D1,2(r,µ)

≤ Bε4r4
∣∣∣∣ η−d
1 + dκ+ + γ+

∣∣∣∣
4
|ṽε(T, r, η−d)|C1,2(r,η)

≤ Bε4r4
∣∣∣∣ η−d
1 + dκ+ + γ+

∣∣∣∣
4

{
|W̃ ε(T, r, η−d)|C1,2(r,η) +Bmin{e−br, eβ|η−d|}

}
≤ Bε4r4

∣∣∣∣ η−d
1 + dκ+ + γ+

∣∣∣∣
4

{
B|εr|3e−β|η−d| +Bmin{e−br, e−β|η−d|}

}
≤ Bε4r4(|εr|3 + 1)

∣∣∣∣ η−d
1 + dκ+ + γ+

∣∣∣∣
4
eβ|η−d|

≤ Bε4r4

≤ B(qε| log ε|)4

≤ Bεn

for 1 < r ≤ q| log ε|, where ṽε(T, r, µ) = ṽε(T, r, η−d). For 0 ≤ r ≤ 1, the inequality
|F̃ ε(ṽε)| ≤ Bεn obviously holds. Thus, we have

|F̃ ε(ṽε)| ≤ Bεn(5.139)

uniformly in (T, r, µ) ∈ [0, T ∗]× [0, q| log ε|]× (−∞,∞).
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Next, consider (5.137) in the range of r ≥ 3q| log ε|, that is, z ≥ −d+ 3qε| log ε|.
In this range of r, v̂(T, z, µ) = vε(T, z, ηz) holds. By

∂

∂z
v(z, ηz) = vz −

ηz
1− zκ+ vη,

we have

|v(z, ηz)|D1,2(z,µ) ≤ B(1 + |ηz|)|v(z, ηz)|D1,2(z,η).

Hence, by (5.21) and (5.132), we have

|F ε(vε)| ≤

∣∣∣∣∣∣
3∑
j=0

εjF j(vε)

∣∣∣∣∣∣(5.140)

+Bε4
∣∣∣∣ ηz
1− zκ+ + γ+

∣∣∣∣
4

(1 + |ηz|)|vε(T, z, ηz)|D1,2(z,η)

≤ Bε4(1 + |ηz|)5e−β|ηz|

≤ Bε4

uniformly in (T, z, µ) ∈ J .
Finally, consider (5.137) in the range of q| log ε| ≤ r ≤ 3q| log ε|, that is, −d +

qε| log ε| ≤ z ≤ −d+ 3qε| log ε|. In this range of r, we have∣∣∣∣∣∣
3∑
j=0

εjF ε(W̃ ε)

∣∣∣∣∣∣ ≤ B|εr|4e−β|η|(5.141)

≤ B(ε| log ε|)4e−β|η|

uniformly in (T, r, η) ∈ [0, T ∗]× [q| log ε|, 3q| log ε|]× (−∞,∞). Furthermore, we have

|ṽε(T, r, η)− W̃ ε(T, r, η)|C2,2(r,η) ≤ Bmin{e−br, e−β|η|}(5.142)

≤ Bmin{εbq, e−β|η|}
≤ Bmin{ε4, e−β|η|}

by (5.133) and the inequalities bq ≥ 4, q| log ε| ≤ r ≤ 3q| log ε|. Then the inequalities

|vε(T, z, ηz)−
∑3
j=0 ε

jW̃ j(T, r, η−d)|C0,2(z,µ)

≤ B |z + d|4(e−β|ηz| + e−β|η−d|),∣∣∣∣∣∣vε(T, z, ηz)−
3∑
j=0

εjW̃ j(T, r, η−d)

∣∣∣∣∣∣
C2,2(z,µ)

≤ B |z + d|2
(
(1 + |ηz|2)e−β|ηz| + e−β|η−d|

)
≤ B |z + d|2(e−β

′|ηz| + e−β|η−d|)

(5.143)

hold for (T, z, µ) ∈ J and β′ ∈ ( 3
4β0, β). Therefore, by (5.142) and (5.143), v̂(T, z, µ)

is expressed as

v̂(T, z, µ)(5.144)

= (1− ρ) · (W̃ ε + a(T, r, η−d)) + ρ · (W̃ ε + b(T, z, ηz, η−d))

= W̃ ε + c(T, z, ηz, η−d),
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where

W̃ ε = W̃ ε(T, r, η−d),

ρ = ρ

(
r − 2q| log ε|
q| log ε|

)
,

c(T, z, ηz, η−d) = (1− ρ)a
(
T,
z + d

ε
, η−d

)
+ ρ · b(T, z, ηz, η−d),

and a(T, r, η−d), b(T, z, ηz, η−d) satisfy

|a(T, r, η−d)|C2,2(r,µ), |b(T, z, ηz, η−d)|C0,2(z,µ) ≤ B(|z + d|4 + ε4)(e−β
′|ηz| + e−β|η−d|),

|b(T, z, ηz, η−d)|C2,2(z,µ) ≤ B(|z + d|2 + ε4)(e−β
′|ηz| + e−β|η−d|).

Since qε| log ε| ≤ z + d ≤ 3qε| log ε|,

|c(T, z, ηz, η−d)|C2,2(z,µ) ≤ B(ε| log ε|)2(e−β|ηz| + e−β|η−d|),
|c(T, z, ηz, η−d)|C0,2(z,µ) ≤ B(ε| log ε|)4(e−β|ηz| + e−β|η−d|)

(5.145)

hold. Therefore, by (5.21), (5.134), (5.141) and (5.142), (5.144), (5.145), we have

|F ε(v̂)| ≤

∣∣∣∣∣∣
3∑
j=0

εjF j(v̂)

∣∣∣∣∣∣+Bε4|µ|4|v̂|D1,2(z,µ)(5.146)

≤

∣∣∣∣∣∣
3∑
j=0

εjF j(W̃ ε + c)

∣∣∣∣∣∣
+Bε4|µ|4(|W̃ ε|D1,2(z,µ) + |c(T, z, ηz, η−d)|D1,2(z,µ))

≤

∣∣∣∣∣∣
3∑
j=0

εjF j(W̃ ε)

∣∣∣∣∣∣+B|c(T, z, ηz, η−d)|+

∣∣∣∣∣∣
3∑
j=1

εjF jc

∣∣∣∣∣∣
+Bε4|µ|4(|εr|3 + (ε| log ε|)2)(e−β

′|ηz| + e−β
′|η−d|)

≤ B(ε| log ε|)4e−β
′|η−d| +B(ε| log ε|)4(e−β

′|ηz| + e−β
′|η−d|)

+ε|F 1c|+

∣∣∣∣∣∣
3∑
j=2

εjF jc

∣∣∣∣∣∣+Bε4|µ|4(e−β
′|ηz| + e−β

′|η−d|)

≤ Bεn|µ|4(e−β
′|ηz| + e−β

′|η−d|) +Bε|c(T, z, ηz, η−d)|C0,2(z,µ)

+Bε2|c(T, z, ηz, η−d)|C2,2(z,µ)

≤ Bεn +Bε(ε| log ε|)4(e−β
′|ηz| + e−β

′|η−d|)

+Bε2(ε| log ε|)2(e−β
′|ηz| + e−β

′|η−d|)
≤ Bεn

uniformly in (T, z, µ) ∈ [0, T ∗]× [q| log ε|, 3q| log ε|]× (−∞,∞). Here we note that F 1

does not contain any terms differentiated with respect to z.
Thus, it follows from (5.139), (5.140), and (5.146) that

F ε(v̂) ≤ Bεn(5.147)

uniformly in (T, z, µ) ∈ J .
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In the vicinity of z = d, we can treat it by quite a similar way, and consequently
we can construct v̂(t, z, µ) satisfying (5.136), (5.135),

v̂z(t, d, µ) = 0,(5.148)

and the inequality

|v̂(T, z, µ)− (1 +M0ε
m)|C2,2(z,µ) ≤ Be−β|ηz|

for some β > 0. Now, we may assume q is sufficiently large so that bq, βq ≥ 4.
Let γ̄ = max0≤T≤T∗ |γ+(T )| and q̄ = q

1−δ + γ̄. Define

v+(t, z, s) =

 (1− ρ)v̂(t, z, µ) + (1 +M0ε
m+3)ρ, µ > q̄| log ε|,

v̂(t, z, µ), −q̄| log ε| ≤ µ ≤ q̄| log ε|,
ρv̂(t, z, µ) + (1− ρ)(−1 +M0ε

m+3), µ < −q̄| log ε|,

where

ρ = ρ

(
µ− 2q̄| log ε|
q̄| log ε|

)
, µ =

s− S+(T )
ε

.

It is obvious from the manner of construction of v+ that v+(t, z, s) = u+(t, C(s)+
zν(s)) satisfies (5.3) and (5.4).

LEMMA 5.16. v+(t, z, s) satisfies (5.11) and

ε2
{
vzz −

κ

1− κz vz +
1

1− κz

(
1

1− κz vs
)
s

}
+f(v) + εm+3 − vt = O(εn)

(5.149)

uniformly in (t, z, s) ∈ [0, T ∗/ε4]× (−d, d)× (0, L).
Proof. It suffices to consider only the case µ > q̄| log ε|.
Since µ > q̄| log ε| implies

ηz ≥ (1− δ)(q̄| log ε| − γ̄)
≥ (1− δ)(q̄ − γ̄)| log ε|
= q| log ε|,

v̂ satisfies

|v̂(T, z, µ)− (1 +M0ε
m+3)|C2,2(z,µ) ≤ Be−β|ηz|(5.150)

≤ Be−βq| log ε|

≤ Bε4

by (5.132). Hence v+ is represented as

v+(t, z, s) = (1− ρ)(1 +M0ε
m+3 + d(T, z, µ)) + ρ(1 +M0ε

m+3)
= (1 +M0ε

m+3) + (1− ρ)d(T, z, µ).

Here (5.150) implies

|d(T, z, µ)|C2,2(z,µ) ≤ Bε4,(5.151)

|(1− ρ)d(T, z, µ)|C2,2(z,µ) ≤ Bε4.(5.152)
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Hence, by (5.151), (5.152), and Proposition 3.3, we obtain

|F ε(v+)− v+
t | ≤ Bε4 + |f(1 +M0ε

m+3) + εm+3|+ ε4|v+
T |

≤ Bε4 +O(ε2(m+3))
≤ Bε4.

This completes the proof.
Quite similarly, we can construct v− satisfying (5.3), (5.4), and (5.11), and

ε2
{
vzz −

κ

1− κz vz +
1

1− κz

(
1

1− κz vs
)
s

}
+f(v)− εm+3 − vt = O(εn)

(5.153)

uniformly in (t, z, s) ∈ [0, T ∗/ε4]× (−d, d)× (0, L) if S−(T ) is a solution of

S−T = H−(S−).(5.154)

6. Proof of Proposition 5.3. Suppose |g(r, η)| ≤ min{e−br, e−β|η|} for certain
b > 0 and β ∈ ( 3

4β0, β0). Let

θ(r) = 〈v, ϕη〉η,
ψ(r, η) = v − 〈v, ϕη〉ηϕη,

and

gθ(r) = 〈g, ϕη〉η,
gψ(r, η) = g − 〈g, ϕη〉ηϕη.

Then (5.9) is equivalent to the equations

θrr = gθ,(6.1)
ψrr + Eψ = gψ,(6.2)

with |θ(r)|, |ψ(r, η)| → 0 as r, |η| → +∞, where

Eψ = ψηη + f ′(ϕ)ψ

for

ψ ∈ D(E) = {ψ ∈ H2(R1); 〈ψ,ϕη〉η = 0}.

Let ‖v‖η =
√
〈v, v〉η. First, we obtain θ from (6.1) as

θ(r) =
∫ r

0

∫ q

0
gθ(s)dsdq −

∫ ∞
0

∫ r

0
gθ(q)dqdr.

LEMMA 6.1. The inequality

|θ(r)|C2(r) ≤ Be−b
′r(6.3)

holds for b′ ∈ (0, b).
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Proof. Since ‖ϕη‖2η = M1 and

|gθ(r)| ≤ ‖ g(r, ·) ‖η · ‖ ϕη ‖η(6.4)

≤
√
M1

(∫ ∞
−∞

(min{e−br, e−β|η|})2dη

) 1
2

=
√
M1

(
2br + 1
β

) 1
2

e−br

≤ Be−b′r

for b′ ∈ (0, b), we have the inequality

|θrr(r)| ≤ Be−b
′r(6.5)

directly from (6.1) and (6.4).
On the other hand, θr is estimated as

|θr(r)| =
∣∣∣∣∫ r

0
gθ(r)dr

∣∣∣∣(6.6)

=
∣∣∣∣∫ ∞
r

gθ(r)dr
∣∣∣∣

≤
∫ ∞
r

|gθ(r)|dr

≤ Be−b′r

by using (5.8) and (6.4). Therefore, by (6.6), we have

|θ(r)| =
∣∣∣∣∫ r

0
θr(r)dr + θ(0)

∣∣∣∣(6.7)

=
∣∣∣∣∫ r

0
θr(r)dr −

∫ ∞
0

θr(r)dr
∣∣∣∣

≤
∫ ∞
r

|θr(r)|dr

≤ Be−b′r.

Inequalities (6.5), (6.6), and (6.7) complete the proof.
Next, consider the equation (6.2). Let β′ ∈ ( 3

4β0, β), and let ω(η) be a positive
smooth function satisfying

ω(η) = eβ
′|η|, |η| ≥ A4,

ω(η) ≥ A5, η ∈ R1

for some positive constants A4 and A5. Define the Banach space X with a weighted
sup-norm by

X =
{
ψ ∈ C0(R1) ∩D(E) ; ‖ ψ ‖∞= sup

η
|ψ(η)ω(η)| <∞

}
.

Let F be the Fourier transformation on (0,∞) defined by

(Fψ)(ξ) =

√
2
π

∫ ∞
0

cos ξrψ(r)dr.
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LEMMA 6.2. The equation (6.2) has a solution ψ(r, η) satisfying

|ψ(r, η)|C0,2(r,η) ≤ Be−β
′|η|.(6.8)

Proof. Operating F on both sides of (6.2), we have

(E − ξ2)(Fψ) = Fgψ.(6.9)

Since

|gψ(r, η)| ≤ |g(r, η)|+ |gθ(r)||ϕη(η)|(6.10)

≤ min{e−br, e−β|η|}+Be−b
′re−β0|η|

by (6.4), we have

|(Fgψ(ξ, ·))(η)| ≤
∫ ∞

0
|gψ(r, η)|dr

≤
∫ ∞

0

(
min{e−br, e−β|η|}+Be−b

′re−β0|η|
)
dr

≤ β|η|+ 1
b

e−β|η| +Be−β0|η|

≤ Be−β′|η|.

Hence Fgψ(ξ, ·) ∈ X and the equation (6.9) is solvable with respect to Fψ(ξ, ·) in X

with ‖ ∂j

∂ηjFψ(ξ, ·) ‖∞≤ B
1+ξ2 (j = 0, 1, 2). This implies the existence of ψ satisfying

|ψ(r, η)|C0,2(r,η) ≤ Be−β
′|η|,(6.11)

because F(Fψ) = ψ.
Let

L2
ϕη =

{
ψ ∈ L2(R1) ; 〈 ψ,ϕη 〉η = 0

}
with the norm ‖ψ‖η =

√
〈ψ,ψ〉η. Then E is self-adjoint in L2

ϕη and there exists
λ > 0 such that the spectrum of −E is contained in [λ,∞). Therefore, there exists a
partition of unity {E(λ)} with respect to −E such that E is represented as

E = −
∫ ∞
λ

λdE(λ).

Let

g(λ; r)(·) = E(λ)gψ(r, ·),

and let

ψ(λ; r) =
1
2
e−Λrψ0(λ)− 1

2Λ
eΛr

∫ ∞
r

e−Λsg(λ; s)ds(6.12)

− 1
2Λ

e−Λr
∫ r

0
eΛsg(λ; s)ds,

ψ(r, ·) =
∫ ∞
λ

dψ(λ; r)(6.13)
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for λ ≥ λ, where

ψ0(λ) = − 1
Λ

∫ ∞
0

e−Λsg(λ; s)ds

and Λ =
√
λ. Then ψ defined in (6.13) satisfies (6.2) because gψ(r)(·) =

∫∞
λ
dg(λ; r)

and the equation

d2

dr2ψ(λ; r)− λψ(λ; r) = g(λ; r) (λ ≥ λ)(6.14)

are satisfied.
In the following, we will estimate ψ(r, η) given in (6.13). Note that

|gψ(r, η)|2 ≤ B(1 + r)e−2br(6.15)

by (6.4) and (6.10). Since the inequality b′ < b holds, it follows from (6.15) that

〈 eb′rgψ(r, ·), eb′rgψ(r, ·) 〉η = e2b′r 〈 gψ(r, ·), gψ(r, ·) 〉η
= e2b′rB(1 + r)e−2br

≤ Be−2(b′′−b′)r

for some b′′ ∈ (b′, b). Hence

〈 eb′rgψ(r, ·), eb′rgψ(r, ·) 〉η = ‖ḡ(r)‖2η(6.16)

=
∫ ∞
λ

d 〈 E(λ)ḡ, ḡ 〉η

=
∫ ∞
λ

d‖ḡ(λ; r)‖2η

≤ Be−2(b′′−b′)r,

where ḡ(r)(·) = eb
′rgψ(r, ·) and ḡ(λ; r) = E(λ)ḡ(r)(·). Here we fix a constant b0 with

0 < b0 < Λ,

where Λ =
√
λ, and suppose the inequalities 0 < b′ < b < b0.

LEMMA 6.3. The inequality

‖ ψ(r, ·) ‖
H1(R1

)≤ Be
−b′r(6.17)

holds.
Proof. By (6.12) and (6.16) dψ(λ; r) is estimated as

d 〈 E(λ)ψ,ψ 〉η = d‖ψ(λ; r)‖2η

≤ B
{
e−2Λrd‖ψ0(λ; r)‖2η +

1
Λ2 e

2Λr
(∫ ∞

r

e−Λsd‖g(λ; s)‖ηds
)2

+
1

Λ2 e
−2Λr

(∫ r

0
eΛsd‖g(λ; s)‖ηds

)2
}
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≤ B
{
e−2Λr · 1

Λ2

∫ ∞
0

e−2Λsds

∫ ∞
0

d‖g(λ; s)‖2ηds

+
1

Λ2 e
2Λr
∫ ∞
r

e−2Λsds

∫ ∞
r

d‖g(λ; s)‖2ηds

+
1

Λ2 e
−2Λr

∫ r

0
e2(Λ−b′)sds

∫ r

0
d‖ḡ(λ; s)‖2ηds

}
=

B

Λ2

{
1

2Λ
e−2Λr

∫ ∞
0

d‖g(λ; s)‖2ηdr +
1

2Λ

∫ ∞
r

d‖g(λ; s)‖2ηds

+
1

2(Λ− b′)

(
e−2b′r − e−2Λr

)∫ r

0
d‖ḡ(λ; s)‖2ηds

}
≤ B

λ

{
1

2Λ
e−2Λr

∫ ∞
0

d‖g(λ; s)‖2ηds+
1

2Λ

∫ ∞
r

d‖g(λ; s)‖2ηds

+
1

2(Λ− b′)e
−2b′r

∫ r

0
d‖ḡ(λ; s)‖2ηds

}
for some B, where we used the relation gψ(r) = e−b

′r ḡ(r). Thus, by (6.16), we have

〈 − Eψ(r, ·), ψ(r, ·) 〉η

=
∫ ∞
λ

λd 〈 E(λ)ψ,ψ 〉η

=
∫ ∞
λ

λd‖ψ(λ; r)‖2η

≤ B
{
e−2Λr

∫ ∞
0

∫ ∞
λ

d‖g(λ; s)‖2ηds+
∫ ∞
r

∫ ∞
λ

d‖g(λ; s)‖2ηds

+e−2b′r
∫ r

0

∫ ∞
λ

d‖ḡ(λ; s)‖2ηds
}

≤ B
(
e−2Λr

∫ ∞
0
‖gψ(s)‖2ηds+

∫ ∞
r

‖gψ(s)‖2ηds+ e−2b′r
∫ r

0
‖ḡ(s)‖2ηds

)
≤ B

(
e−2Λr

∫ ∞
0

e−2b′′sds+
∫ ∞
r

e−2b′′sds+ e−2b′r
∫ r

0
e−2(b′′−b′)sds

)
≤ B

(
e−2Λr + e−2b′′r + e−2b′r

)
≤ Be−2b′r.

Since

〈 − Eψ(r, ·), ψ(r, ·) 〉η ≥ λ ‖ ψ(r, ·) ‖2η,

the above inequality yields (6.17).
It follows from Lemma 6.3 that

|ψ(r, η)| ≤ Be−b′r.

Hence, by Lemma 6.2, we get

|ψ(r, η)| ≤ Bmin{e−b′r, e−β′|η|}
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for some B. Thus the inequalities (6.3) and (6.8) imply that a solution v(r, η) =
θϕη + ψ of (5.9) satisfies

|v(r, η)| ≤ Bmin{e−b′r, e−β′|η|}.(6.18)

By using the inequalities (6.18) and (6.8) again, we get

|vrr(r, η)| ≤ Be−β′|η|(6.19)

by using (5.9).
On the other hand, equation (5.9) is rewritten as

vrr + vηη + f ′(ϕ(r))v = h(r, η),(6.20)

where

h(r, η) = f ′(ϕ(r))v(r, η)− f ′(ϕ(η))v(r, η) + g(r, η).

We can estimate h as

|h(r, η)| ≤ Bmin{e−b′r, e−β′|η|}(6.21)

by (6.18). Hence we can apply the same argument as above to (6.20) by exchanging
the role of r and η. Consequently, we obtain

|v(r, η)|C2,0(r,η) ≤ Be−b
′′′r,

|vηη(r, η)| ≤ Be−b
′′′r(6.22)

for some b′′′ ∈ (0, b′).
Thus, we have

|v(r, η)|C2,0(r,η) ≤ Bmin{e−b′′′r, e−β′′|η|},
|v(r, η)|C0,2(r,η) ≤ Bmin{e−b′′′r, e−β′′|η|}(6.23)

for some β′′ ∈ ( 3
4β0, β

′) by using (6.3), (6.8), (6.18) and (6.19), (6.22) and the same
argument as (6.6). The rest of the proof is easily obtained by using the Poisson Kernel
on the upper half-plane.
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AN EXTENSION OF MARCHIORO’S BOUND ON THE GROWTH
OF A VORTEX PATCH TO FLOWS WITH Lp VORTICITY∗
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Abstract. We observe that C. Marchioro’s cubic-root bound in time on the growth of the
diameter of a patch of vorticity [Comm. Math. Phys, 164 (1994), pp. 507–524] can be extended to
incompressible two-dimensional Euler flows with compactly supported initial vorticity in Lp, p > 2,
and with a distinguished sign.
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Let ω0 ∈ Lpc(R2), p ≥ 1, be a compactly supported function. It was first shown by
A. Majda (see [2] and references therein) that a weak solution to the two-dimensional
inviscid, incompressible vorticity equation with ω0 as initial data exists if p > 4/3.
An extension of this result to all p ≥ 1 is a consequence of the work of J.-M. Delort
in [1], as was observed by S. Schochet in [4]. There are, however, very few results on
weak solutions to two-dimensional Euler beyond existence.

The purpose of this note is to extend to a nonnegative initial vorticity ω0 in Lpc ,
p > 2, the O(t1/3) bound on the diameter of the support of ω(·, t) obtained previously
by C. Marchioro [3] for ω0 ∈ L∞. The exponent p = 2 is precisely the exponent for
which velocity is no longer a priori bounded.

Our strategy is as follows. Fix p > 2 and ω0 ∈ Lpc a nonnegative, compactly
supported function. Assume that supp (ω0) ⊂⊂ BR0 , the ball of radius R0, centered
at the origin. Let ωε0 ∈ C∞c be a sequence of nonnegative functions, obtained by
regularizing ω0, so that supp (ωε0) ⊂⊂ BR0 . Let ωε = ωε(x, t) be the sequence of
smooth solutions of the two-dimensional vorticity equation, with initial data ωε0. By
the results proven in [1], [2], [4] there exists a subsequence of ωε converging weakly to
a weak solution. Let ω = ω(x, t) be a global weak solution obtained as the weak limit
of such a subsequence. We will show that the support of ωε is contained in the disk
of radius rt = (R3

0 + b1t)1/3 for some positive constant b1, independent of ε, thereby
implying that the support of ω is contained in the same disk. Our result has the nature
of an a priori estimate on any weak solution obtained by the process of regularization
of initial data as described above. Hereafter we will omit the superscript ε.

Let u = u(x, t) be the incompressible velocity field induced by the vorticity ω,
given by u = K ∗ ω, the Biot–Savart law. We show below that, although the velocity
field is only locally W 1,p, a simple estimate gives a global L∞ bound. We will denote
p′ = p/(p− 1), the conjugate Lebesgue exponent, throughout.

Lemma 1. We have ‖u‖L∞ ≤ Cp‖ω0‖Lp + (2π)−1
∫
ω0.

Proof. We estimate directly

|u(x, t)| ≤
∫
|x−y|≤1

(2π)−1|x− y|−1ω(y, t)dy +
∫
|x−y|>1

(2π)−1|x− y|−1ω(y, t)dy

∗Received by the editors October 22, 1996; accepted for publication (in revised form) April 9,
1997. The research of the first author was supported in part by CNPq grant 300962/91-6, and the
research of the second author was supported in part by CNPq grant 300158/93-9.
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≤ ‖ω(·, t)‖Lp(B1(x)) ‖ |y|−1 ‖Lp′ (B1(0)) + (2π)−1
∫
ω0.

Take Cp = ‖ |y|−1 ‖Lp′ (B1(0)) < ∞, since p > 2. The estimate follows, since the
Lp-norm of vorticity is conserved.

Before we state and prove our theorem, some comments on Marchioro’s proof of
the L∞ result are in order. The basic issue in the proof of Theorem 2.1 in [3] is to
carefully estimate the radial velocity field at a point far from the center of motion.
This is performed by decomposing velocity into the portions generated by neighboring
vorticity, referred to as near-field velocity, and by vorticity remaining near the center
of motion, the far-field velocity. The difficult part of this problem is to estimate the
near-field.

The heart of Marchioro’s argument is to obtain exponential decay of the mass of
vorticity relevant for the near-field estimate; this is encoded in [3, eq. (2.64)]. Never-
theless, this estimate is still a far-field calculation, which means that it is insensitive
to the unboundedness of vorticity. Finally, the near-field estimate is performed using
the technique in [3, eq. (2.29)]. It is this final step that needs modification in order to
extend Marchioro’s result to unbounded vorticities. We will use Lemma 2 to estimate
the near-field. As in [3], mt(r) denotes the mass of vorticity outside the disk of radius
r at time t.

Lemma 2. Let β ∈ (p′/2, 1). Then there exists a constant C such that∣∣∣∣∣
∫
|y|≥R

K(x− y)ω(y, t)dy

∣∣∣∣∣ ≤ C(mt(R))1−β‖ω0‖βLp .

Moreover, C depends only on β, p, and the Lebesgue measure of the support of the
initial vorticity, |supp (ω0)|. In addition, C = O(1/(p− 2)) as p approaches 2.

Proof. Let BcR denote the set {|y| ≥ R}. Write ω = ω1−βωβ and estimate directly∣∣∣∣∣
∫
BcR

K(x− y)ω(y, t)dy

∣∣∣∣∣ ≤ (mt(R))1−β

(∫
BcR

|K(x− y)|1/β ω(y, t)dy

)β

≤ (mt(R))1−β‖ω0‖βLp

(∫
supp (ω(·,t))

|K(x− y)|p′/βdy
)β/p′

.

Above, we have used Hölder’s inequality twice and the conservation of the Lp-norm
of vorticity.

The proof is concluded once we find an upper bound for(∫
supp (ω(·,t))

|K(x− y)|p′/βdy
)β/p′

.(1)

The condition p′/2 < β < 1 is used to guarantee that (1) is finite.
By incompressibility, |supp (ω(·, t))| is constant and equal to |supp (ω0)|. We

adapt the idea in [3, eqs. (2.29),(2.30)] to obtain

(1) ≤
(

1
2π

∫
Bη

(
1
|z|

)p′/β
dz

)β/p′
.
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The radius η is chosen so that πη2 = |supp (ω0)|. Denote q = 2β(p− 1)− p.
Hence, (1) is bounded above by

ηq/p
(
β(p− 1)

q

)β/p′
≡ C(β, p, |supp (ω0)|),

and, clearly, this constant C is O(1/(p− 2)) as p→ 2, as we wanted.
Theorem 3. There exists a constant b1 = b1(p,R0, ‖ω0‖Lp) > 0 such that the

diameter of the support of ω(·, t) is at most 2(R3
0 + b1t)1/3 for t ≥ 0.

Proof. In this proof we will mention only those portions of the proof of Theorem
2.1 in [3] which need to be changed.

We begin by using Lemma 1 to ensure the existence of t∗ > 0 so that the support
of vorticity is contained in the disk of radius rt = (R3

0 + b1t)1/3, for 0 ≤ t ≤ t∗, for
some positive b1.

All subsequent arguments and estimates in Marchioro’s proof are far-field esti-
mates up to [3, eq. (2.64)] and can be adapted to the Lp case in a straightforward
manner: simply substitute K(x− y) by K(x− y)ω(y, t) whenever it appears.

Marchioro’s argument consists of estimating the radial velocity at a point x, with
|x| = rt. This is done by decomposing the disk of radius rt into a union of annuli:
{ak−1 ≤ |y| < ak}, 1 ≤ k ≤ k∗, and {ak∗ ≤ |y| < rt}. Here, a0 = 0, a1 = R0,
ak = 2ak−1, and k∗ is chosen so that ak∗+1 ≤ rt < ak∗+2. We restrict our attention
to the near-field velocity, generated by vorticity outside the disk of radius ak∗ . Recall
that n = 2k

∗−1 − 1 and fix β ∈ (p′/2, 1).
Substitute estimate [3, eq. (2.65)] by the following:

mt(ak∗) < Cnb−n1 < C̄n−2M ,(2)

where M = (1−β)−1. This is possible by choosing b1 sufficiently large. Observe that
b1 blows up exponentially as p→ 2. Thus,

mt(ak∗) ≤ Ca−2M
k∗ ≤ Cr−2M

t .(3)

Finally, consider estimate [3, eq. (2.66)]. This is Marchioro’s near-field estimate,
which we substitute by Lemma 2, at R = ak∗ :∣∣∣∣∣

∫
|y|≥ak∗

K(x− y)ω(y, t)dy

∣∣∣∣∣ ≤ C(mt(ak∗))1−β‖ω0‖βLp ≤ C̃r
−2M(1−β)
t = C̃r−2

t .

This concludes the proof.
This result raises the question of what happens with more singular vorticity, such

as Lp-vorticity, 1 ≤ p ≤ 2 or even vortex sheets, keeping the distinguished sign
restriction. Since velocity is no longer bounded, it could happen that the support of
vorticity escapes to infinity instantly. This will be the object of forthcoming work.

Acknowledgments. The authors are grateful to S. Schochet for helpful com-
ments. The authors also thank the referee for pointing out a substantial simplification
of our original argument.
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Abstract. A sufficient condition is derived for the nonlinear instability of a rotating body with a
fluid-filled cavity. This condition is given in terms of quantities completely determined by the shape
of the body/cavity and the relative density of the fluid and the body. It is shown, for example, that
such a system with a prolate ellipsoidal cavity of appropriate ellipticity is nonlinearly unstable.

Key words. nonlinear instability, precession, rotating ideal fluids

AMS subject classifications. 76EXX, 35

PII. S0036141096302160

Introduction. We consider the stability of a rigid body with a cavity completely
filled with an inviscid, incompressible fluid. The entire system initially rotates with
constant angular velocity about an axis through its center of mass. The angular
velocity of the rigid body is free to vary with time (i.e., the body may precess) and the
fluid moves under the constraints of incompressibility and is subject to the condition
that there are no velocity components normal to the boundary of the cavity. Such a
system gives a model for an astronomical body with a rigid crust surrounding a liquid
core, and there is a long history of examining the mathematics of such fluid-body
systems (eg., [6, 5, 12]). More recent studies have been inspired by the question of
stability of projectiles with fuel-filled cavities and the mathematical theory of rotating
fluids (eg., [14, 15, 4]). In this present paper we give a sufficient condition for nonlinear
instability of such a fluid-body system.

Recently Friedlander, Strauss, and Vishik [3] proved the following theorem for
rather general nonlinear evolution partial differential equations (PDEs). It is shown
that, under appropriate conditions, instability of the linearized operator implies non-
linear instability. The crucial idea underlying this theorem is to use two Banach
spaces: a large space Z where the spectrum of the linearized operator is studied and
a “small” space X ↪→ Z where a local existence theorem for the nonlinear equation
can be proved. The method of proof of this theorem utilizes a projection onto the
subspaces of growing and decaying modes. Such a decomposition requires the exis-
tence of a suitable “gap” in the spectrum of the linearized operator. This spectral gap
condition may be hard to verify for a PDE where the unstable spectrum of the lin-
earized operator has both continuous and discrete parts (eg., the Euler equations for
an ideal fluid perturbed about an arbitrary steady state). However, any problem for
which the unstable spectrum is nonempty and purely discrete automatically satisfies
the spectral gap condition.

For the equations governing the motion of a precessing body with a fluid-filled
cavity Ω, we verify the conditions of the nonlinear instability theorem of [3]. We prove
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a local existence theorem with the functional space X being Xs×R3, where Xs is the
space of divergence-free vectors, tangential to the boundary of Ω with components in
the Sobolev space Hs, s > 5/2. We note that the “infinite dimensional” contribution
to the nonlinearity comes from the nonlinearity in the fluid equation and the method
of proof of local existence follows the lines of well-known proofs of local existence for
the Euler equation (see, for example, [16]). We consider the spectrum in a space Z of
the operator obtained from the equations linearized about a state of uniform rotation.
The space Z is taken to be J0(Ω) × R3, where J0(Ω) is the space of divergence-free
square integrable vectors tangential to the boundary of Ω. We study the unstable
spectrum under the simplifying assumption that the body and the cavity have 4-fold
symmetry about the axis of rotation (see [14, 10]). We obtain an explicit formula for
the unstable eigenvalues of the linearized operator in terms of the zeros of an analytic
function. It follows from this formula that

(1) all the unstable eigenvalues are discrete and for any ε > 0 there exist at most
a finite number of spectral points λ satisfying |Reλ| ≥ ε;

(2) we have a necessary and sufficient condition for linear instability and a bound
on |λ| explicitly given in terms of the geometry of the configuration and the
relative densities of the liquid and the body.

Since the unstable spectrum is purely discrete, it is straightforward to apply the
nonlinear instability theorem. Hence we obtain the result that any fluid-body con-
figuration for which the sufficient condition for linear instability holds is nonlinearly
unstable in X. To our knowledge this is the first nonlinear instability result for this
system.

We note that the property of discreteness of the unstable spectrum follows from
the nature of the linearized operator and is valid independent of any geometrical sym-
metry constraints. Hence the nonlinear instability theorem of [3] can be invoked to
show that any configuration that is linearly unstable is also nonlinearly unstable. The
constraint of 4-fold symmetry is used to obtain the explicit formulas for the unstable
eigenvalues. As a particular example, in the final section we use these formulas to
compute necessary and sufficient conditions for linear instability for the case of an el-
lipsoidal cavity. We show, for example, that a spinning body with a prolate ellipsoidal
cavity of appropriate ellipticity is nonlinearly unstable.

1. Equations of motion. We consider a rigid body G with a cavity Ω entirely
filled with a homogeneous incompressible inviscid fluid. It is assumed that the bound-
ary ∂Ω is smooth and that G and Ω satisfy a condition of 4-fold symmetry (following
[14], a domain is said to satisfy a condition of k-fold symmetry if it is symmetric with
respect to turning through an angle of 2π/k about the axis of symmetry). Let O
be the center of mass of the entire “body+fluid” system and let Ox1, x2, x3 be an
orthogonal system rigidly connected with the body (Ox3 is the axis of 4-fold symme-
try). With respect to the center of mass O, the motion of the system is completely
described by seven scalar functions: the fluid velocity,

u(r, t) = (u1(r, t), u2(r, t), u3(r, t)), r ∈ Ω, t ≥ 0,

the fluid “pressure” term,

p(r, t), r ∈ Ω, t ≥ 0,

and the angular velocity of the body,

W(t) = (W1(t),W2(t),W3(t)), t ≥ 0.
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The position vector r of a fluid particle in Ω has components (x1, x2, x3). By the
“pressure” we consider the scalar potential for the conservative forces acting on the
fluid.

The motion is governed by the coupled system of equations: the Euler equations
for the motion of the fluid in Ω and the equations for conservation of angular momen-
tum of the entire “body+fluid” system. Following [7, 10], the equations of motion are
written in the form

∂u
∂t

+ (u · ∇)u + 2W × u +
dW
dt
× r = −∇p,(1.1)

d

dt

(
JW +

∫
Ω

r× u dΩ
)

+ W ×
(
JW +

∫
Ω

r× u dΩ
)

= 0,(1.2)

∇ · u = 0,(1.3)

u · n|∂Ω = 0,(1.4)

where 

J = Diag(a, a, b),

a =
∫

Ω
(x2

1 + x2
3) dΩ + µ

∫
G

(x2
1 + x2

3) dG

b = 2
∫

Ω
x2

1 dΩ + 2µ
∫
G

x2
1 dG,

(1.5)

and µ is the ratio of the body density to the fluid density.
The solenoidality condition of (1.3) can be replaced by writing (1.1) in operator

form:

∂u
∂t

+B(u,u) + 2P0(W × u) + P0

(
dW
dt
× r
)

= 0,(1.6)

where P0 : L2(Ω)→ L2(Ω) is the Weyl orthogonal projection onto the subspace J0(Ω)
of solenoidal vectors satisfying u · n|∂Ω = 0 and B(u,v) = P0(u · ∇)v.

We consider perturbations of the steady state of rigid body rotation about the
axis Ox3 with angular velocity ω0 > 0:

u0 = 0, W0 = ω0e3; W = w + ω0e3,

where e3 = (0, 0, 1). The system (1.2), (1.6) is then written as follows:

∂

∂t

(
u + P0(w × r)

)
+ 2iω0Tu +B(u,u) + 2P0(w × u) = 0,(1.7)

(1.8)

d

dt

(
Jw +

∫
Ω

r× u dΩ
)

+ ω0e3 × Jw + ω0bw × e3 + ω0e3 ×
∫

Ω
r× u dΩ

+w × Jw + w ×
∫

Ω
r× u dΩ = 0,
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where Tu = iP0(u × e3) is a self-adjoint operator with spectrum σ(T ) = [−1, 1].
Equations (1.7), (1.8) can be written in the form

∂

∂t
KV + ω0LV +N(V) = 0,(1.9)

where V =
(

u
w

)
,

KV =

 u + P0(w × r)

Jw +
∫

Ω
r× u dΩ

 ,(1.10)

LV =

 2iTu

e3 × Jw + bw × e3 + e3 ×
∫

Ω
r× u dΩ

 ,(1.11)

N(V) =

 B(u,u) + 2P0(w × u)

w × Jw + w ×
∫

Ω
r× u dΩ

 .(1.12)

In the Hilbert space Z = J0(Ω)× R3 with the inner product

(V1,V2)Z =
∫

Ω
u1 · u2 dΩ + w1 ·w2,(1.13)

the operator K is self-adjoint and satisfies

c1‖V‖2Z ≤ (KV,V)Z ≤ c2‖V‖2Z(1.14)

for some positive constants c1, c2 > 0 (see [7]). Hence the operator K is bounded and
K−1 exists. Therefore (1.9) can be written in the form

∂

∂t
V + ω0K

−1LV +K−1N(V) = 0.(1.15)

We will prove that, under appropriate conditions on Ω and µ, the steady state V0 = 0
(i.e., rigid body rotation u0 = 0, W0 = ω0e3) is nonlinearly unstable.

2. General nonlinear instability theorem. Let us fix a pair of Banach spaces
X ↪→ Z with a dense embedding. Consider a nonlinear evolution equation of the form

d

dt
v = Lv +N(v), v(0) = v0,(2.1)

where L is the generator of a C0-group of operators L(Z), eLt leaves X invariant for
t ∈ R, X ⊂ D(L), and N is a nonlinear operator

N : X → Z.(2.2)

We assume that the nonlinear term N satisfies the inequality

‖N(v)‖Z ≤ c0‖v‖X‖v‖Z for v ∈ X with
‖v‖X < ρ for some ρ > 0.

(2.3)
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We assume that a local existence theorem holds for the nonlinear equation (2.1). This
means that for any v0 ∈ X there exists T > 0 and a unique

v(t) ∈ L∞((0, T );X) ∩ C([0, T ];Z),(2.4)

which is a solution to (2.1) in the following sense: for any φ ∈ D(0, T )∫ T

0
{v(τ)φ′(τ) + [Lv(τ) +N(v(τ))]φ(τ)} dτ = 0.(2.5)

The initial condition is assumed in the sense of strong convergence in Z:

lim
t→0+

‖v(t)− v0‖Z = 0.

We consider the following definition of nonlinear stability/instability. The trivial
solution v0 = 0 of equation (1.1) is called nonlinearly stable in X (i.e., Lyapunov
stable) if no matter how small ε > 0 is, there exists a δ > 0 such that ‖v(0)‖X < δ
implies

(a) we can choose T =∞ in (2.4) and
(b) ‖v(t)‖X < ε for a.e. t ∈ [0,∞).
The trivial solution v0 = 0 is called nonlinearly unstable if it is not nonlinearly

stable.
Remark. By this definition we regard a “blowing up” solution (i.e., there exists a

maximal finite T > 0 in (2.4)) as a particular case of nonlinear instability.
The following theorem is proved by Friedlander, Strauss, and Vı̈shik [3].
Theorem 2.1. Let the nonlinear equation (2.1) admit a local existence theorem

as described above with N satisfying (2.3). Let the spectrum σ of eLt ∈ L(Z) be of the
following structure:

σ = σ(eLt) = σ+ ∪ σ−, σ+ 6= ∅,

where

σ+ ⊂ {z ∈ C | eMt < |z| < eΛt},
σ− ⊂ {z ∈ C | eλt < |z| < eµt}

with −∞ < λ < µ < M < Λ < ∞ and M > 0. Then the trivial solution v0 = 0 to
equation (2.1) is nonlinearly unstable in X.

We remark that any operator L for which the unstable spectrum is nonempty
and purely discrete automatically satisfies the “spectral gap” condition stated above
which is utilized in the proof of Theorem 2.1.

We will apply Theorem 2.1 to the nonlinear equation for the coupled fluid-body
system given by (1.15). We choose the following spaces for X and Z:

X = Xs × R3, where Xs = {u ∈ (Hs(Ω))3 | div u = 0 in Ω; u · n|∂Ω = 0},
Z = J0(Ω)× R3, where J0(Ω) = {u ∈ (L2(Ω))3 | div u = 0 in Ω; u · n|∂Ω = 0}.

In section 3 we will show that the nonlinear equation (1.15) admits a local existence
theorem in X and that the operator (K−1N) given by (1.10), (1.12) satisfies the
inequality (2.3). In section 4 we study the spectrum of the linear operator (K−1L)
given by (1.10), (1.11). We prove that the unstable spectrum is purely discrete and we
obtain a necessary and sufficient condition for the existence of an unstable eigenvalue.
It therefore follows from Theorem 2.1 that geometries for which this condition holds
are nonlinearly unstable.
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3. General conditions. Let s be an integer with s > 5/2 and consider the pair
of Hilbert spaces

Z = J0(Ω)× R3, (V1,V2)Z = (u1,u2)L2 + w1 ·w2,

X = Xs × R3, (V1,V2)X = (u1,u2)Hs + w1 ·w2,

where from now on we use the notations L2 = (L2(Ω))3 and Hs = (Hs(Ω))3.
Proposition 3.1. The operator K−1N given by (1.10) and (1.12) satisfies

‖K−1N(V)‖Z ≤ const ‖V‖X‖V‖Z for all V ∈ X.

Proof. Because of (1.10), (1.12), and (1.14),

‖K−1N(V)‖2Z ≤ const ‖N(V)‖2Z

= const

(
‖P0(u · ∇)u + 2P0(w × u)‖2L2 +

∣∣∣∣w × Jw + w ×
∫

Ω
r× u dΩ

∣∣∣∣2
)

≤ const
(
‖(u · ∇)u‖2L2 + ‖V‖4Z

)
≤ const ‖V‖2X‖V‖2Z

due to the Sobolev embedding theorem (s > 1 + 3/2).
In the proof of the following local existence theorem we follow the lines of Temam

(see [16]).
Theorem 3.1. For any V0 ∈ X there exist T > 0 and unique V(t) ∈ L∞((0, T );X)∩

C([0, T ];Z) satisfying (1.15) and V (0) = V0.
Proof. It suffices to prove this local existence result for the original problem (1.1)–

(1.4). Following Temam [16] we first derive a priori estimates. Assume that u, p, and
W are sufficiently regular real-valued solutions to (1.1)–(1.4). Taking the L2-scalar
product of (1.1) with u and adding it to the R3-scalar product of (1.2) with W we
obtain

d

dt

(
1
2
‖u(t)‖2L2 +

1
2
JW(t)×W(t) +

(∫
Ω

r× u(t) dΩ
)
·W(t)

)
= 0.(3.1)

It is easy to see that

‖u‖2L2 + JW ×W + 2
(∫

Ω
r× u dΩ

)
·W = (KV,V)Z , V =

(
u
W

)
∈ Z.(3.2)

Thus (3.1) and (3.2) imply

d

dt
(KV(t),V(t))Z = 0.(3.3)

It follows from (1.14) and (3.3) that

‖V(t)‖2Z ≤
1
c1

(KV(t),V(t))Z =
1
c1

(KV0,V0)Z ≤
c2
c1
‖V0‖2Z .(3.4)
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We apply Dα
r to (1.1), take the L2-scalar product with Dα

r u, and sum for
|α| = α1 + α2 + α3 = s. Since s is an integer satisfying s > 5/2, we obtain

1
2
d

dt
‖u(t)‖2s = −[∇p,u]s −

∑
|α|=s

(
Dα

r ((u · ∇)u), Dα
r u
)
L2

= −[∇p,u]s −
∑
|α|=s

(
Dα

r ((u · ∇)u)− (u · ∇)Dα
r u, Dα

r u
)
L2 ,

where

‖u‖2s =
∑
|α|=s

‖Dα
r u‖2L2 , [u,v]s =

∑
|α|=s

(Dα
r u, Dα

r v)L2 .

Therefore, by (1.14) of [16],

1
2
d

dt
‖u(t)‖2s ≤ ‖∇p(t)‖Hs‖u(t)‖s + const ‖u(t)‖3s.(3.5)

In order to estimate ‖∇p(t)‖Hs we use (1.1). Applying div to (1.1), we obtain

∆p = −
3∑

i,j=1

DxiujDxjui + 2(∇× u) ·W.

Taking the R3-inner product of the trace of (1.1) with the normal vector n we obtain

∂p

∂n
= −2W · (u× n)− dW

dt
· (r× n)− ((u · ∇)u) · n

= −2W · (u× n)− dW
dt
· (r× n) +

3∑
i,j=1

uiuj
Dxixjφ

|∇φ| ,

where locally ∂Ω = {φ(x1, x2, x3) = 0}. By the results of Agmon, Douglis, and
Nirenberg [1],

‖∇p‖Hs ≤ ‖p‖Hs+1(Ω) ≤ const

(
‖∆p‖Hs−1(Ω) +

∥∥∥∥ ∂p∂n

∥∥∥∥
Hs−1/2(∂Ω)

)

≤ const

 3∑
i,j=1

(
‖DxiujDxjui‖Hs−1 + ‖ujui‖Hs

)
+ |W| ‖u‖Hs +

∣∣∣∣dWdt
∣∣∣∣


≤ (by (1.13) of [16])

≤ const
(
‖u‖2Hs + |W|2 +

∣∣∣∣dWdt
∣∣∣∣) .

Therefore

‖∇p(t)‖Hs ≤ const
(
‖V(t)‖2X +

∣∣∣∣dWdt (t)
∣∣∣∣) .(3.6)

Denote

aj = P0(ej × r), j = 1, 2, 3.
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It is shown in Lyashenko [11] that (aj ,ai)L2 = 0, i 6= j; ‖a1‖L2 = ‖a2‖L2 ,∫
Ω
r× u dΩ =

(
(u,a1)L2 , (u,a2)L2 , (u,a3)L2

)
, u ∈ J0(Ω).

(3.7)

We have

‖a1‖2L2 = ‖a2‖2L2 ≤ ‖e1×r‖2L2 =
∫

Ω
x2

1 +x2
3 dΩ <

∫
Ω
x2

1 +x2
3 dΩ+µ

∫
G

x2
1 +x2

3 dG = a,

‖a3‖2L2 ≤ ‖e3 × r‖2L2 = 2
∫

Ω
x2

1 dΩ < 2
∫

Ω
x2

1 dΩ + 2µ
∫
G

x2
1 dG = b.

Therefore

‖a1‖2L2 = ‖a2‖2L2 < a, ‖a3‖2L2 < b.(3.8)

Denote

U(t) = (U1(t), U2(t), U3(t)) =
(
(u(t),a1)L2 , (u(t),a2)L2 , (u(t),a3)L2

)
.

Because of (1.5) and (3.7), equation (1.2) can be written as follows:

d

dt
(aW1 + U1) + (b− a)W3W2 +W2U3 −W3U2 = 0,

d

dt
(aW2 + U2)− (b− a)W3W1 +W3U1 −W1U3 = 0,

d

dt
(bW3 + U3) +W1U2 −W2U1 = 0.

(3.9)

Taking the L2-inner product of (1.1) with aj , j = 1, 2, 3 and using(
dW
dt
× r,aj

)
L2

=
3∑
k=1

dWk

dt
(ek × r,aj)L2 =

3∑
k=1

dWk

dt
(ak,aj)L2 =

dWj

dt
‖aj‖2L2 ,

we obtain

d

dt

(
‖aj‖2L2Wj + Uj

)
= (u, (u · ∇)aj)L2 − 2(W × u,aj)L2 , j = 1, 2, 3.(3.10)

Because of (3.8), equations (3.9) and (3.10) imply∣∣∣∣dWdt (t)
∣∣∣∣ ≤ const (‖u(t)‖2L2 + |W(t)|2) = const ‖V(t)‖2Z .(3.11)

Estimates (3.5), (3.6), and (3.11) yield

d

dt
‖u(t)‖s ≤ const ‖V(t)‖2X .(3.12)

Taking the L2-inner product of (1.1) with u we obtain

1
2
d

dt
‖u(t)‖2L2 = −

(
dW
dt

(t)× r,u(t)
)

L2

,
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which implies

d

dt
‖u(t)‖L2 ≤ const ‖V(t)‖2Z .(3.13)

Thus estimates (3.11)–(3.13) yield

d

dt
‖V(t)‖X ≤ const ‖V(t)‖2X ,(3.14)

where the constant does not depend on t.
Following Temam [16], we consider the following singular perturbation to the

system (1.1)–(1.4):

∂u
∂t

+ ε[(−∆)su + u] + (u · ∇)u + 2W × u +
dW
dt
× r = −∇p,(3.15)

d

dt

(
JW +

∫
Ω

r× u dΩ
)

+ W ×
(
JW +

∫
Ω

r× u dΩ
)

= 0,(3.16)

∇ · u = 0,(3.17)

u · n|∂Ω = 0,(3.18)

∆ju|∂Ω = 0,
s

2
≤ j ≤ s− 1, s even;

s+ 1
2
≤ j ≤ s− 1, s odd,(3.19)

∂∆ju
∂n
|∂Ω = 0,

s

2
≤ j ≤ s− 2, s even;

s− 1
2
≤ j ≤ s− 2, s odd,(3.20)

∂∆s−1u
∂n

=
(
∂∆s−1u
∂n

· n
)

n.(3.21)

It is easy to see (cf. [9, 17]) that for any ε > 0 fixed there exists T > 0 and unique
uε(t) ∈ L2((0, T );Xs) ∩ L∞((0, T );J0(Ω)), Wε(t) ∈ (L∞(0, T ))3 satisfying (3.15)–
(3.21) and uε(0) = u0, W(0) = W0. Applying the same arguments as in deriving
(3.14) and using the additional boundary conditions (3.19)–(3.21), we obtain the
following a priori estimates:

1
2
d

dt
‖uε(t)‖2Hs + ε‖(−∆)suε(t) + uε(t)‖2L2 ≤ const ‖uε(t)‖Hs‖Vε(t)‖2X ,(3.22)

∣∣∣∣dWdt (t)
∣∣∣∣ ≤ const (‖Vε(t)‖2Z + ε‖uε(t)‖Hs)(3.23)

which imply

d

dt
‖Vε(t)‖X ≤ const ‖Vε(t)‖2X .(3.24)

Standard passage to the limit ε → 0 (cf. [16]) proves existence of a solution to the
system (1.1)–(1.4). Uniqueness follows from (3.4). The inclusion V(t) ∈ C([0, T ];Z)
follows from (3.11) and (3.13).
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4. The unstable spectrum of the linearized operator. In the present sec-
tion we study the spectrum of the linear part ω0K

−1L of equation (1.15). We show
that the unstable spectrum is purely discrete and we obtain a necessary and sufficient
condition for the existence of an unstable eigenvalue. Thus, for configurations where
this condition is satisfied, the general theorem described in section 2 implies nonlinear
instability of the uniform rotation of the fluid+body system. Since ω0 is a positive
constant, it is sufficient to discuss the spectral properties of the operator K−1L.

Proposition 4.1. If λ ∈ C is a spectral point of K−1L satisfying Reλ 6= 0 then
λ is an eigenvalue of finite multiplicity.

Proof. Let Reλ 6= 0. Using (1.14) and the self-adjointness of K we obtain

(K−1L− λI) = K−1/2
(
iK−1/2L1K

−1/2 +K−1/2L2K
−1/2 − λI

)
K1/2

= K−1/2
(
iK−1/2L1K

−1/2 − λI
)

·
(
I + (iK−1/2L1K

−1/2 − λI)−1K−1/2L2K
−1/2

)
K1/2,

where

L1V =
(

2Tu
0

)
, V =

(
u
w

)
,

and

L2 = L− iL1

is a finite-dimensional operator. Since K−1/2L1K
−1/2 is a self-adjoint operator then λ

is a spectral point of K−1L if and only if (−1) is an eigenvalue of the finite-dimensional
operator

(iK−1/2L1K
−1/2 − λI)−1K−1/2L2K

−1/2.

Therefore any spectral point λ of K−1L satisfying Reλ 6= 0 is an eigenvalue of finite
multiplicity.

Remark. We note that the above arguments do not make use of the condition of
4-fold symmetry. Therefore Proposition 4.1 is valid independent of any geometrical
symmetry constraints.

Consider the spectral problem

K−1LV = λV, V ∈ Z.(4.1)

Because of (1.5), (1.10), and (1.11) it can be written as follows:

2iTu = λ(u + P0(w × r)),(4.2)

e3 ×
(

(a− b)w +
∫

Ω
r× u dΩ

)
= λ

(
Jw +

∫
Ω

r× u dΩ
)
.(4.3)

It is easy to see that λ = 0 is always an eigenvalue of (4.2), (4.3). Henceforth we
assume that λ 6= 0. Then (4.3) can be solved for w (cf. [11]):

w = C (λ)
∫

Ω
r× u dΩ,(4.4)
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where

C(λ) =


(b− a)− λ2a

(b− a)2 + λ2a2 −λb 0

λb
(b− a)− λ2a

(b− a)2 + λ2a2 0

0 0 −1
b

 .

Using the notation of section 3

aj = P0(ej × r), j = 1, 2, 3,

and formulas (3.7) one can verify that (cf. [11])

P0

((
C(λ)

∫
Ω

r× u dΩ
)
× r
)

= −m
[
λ+ i

λ+ ik
Pc1u +

λ− i
λ− ikPc2u + dPc3u

]
,(4.5)

where 
m =

‖a1‖2L2

a
, k =

a− b
a

, d =
a

b

‖a3‖2L2

‖a1‖2L2

,

Pcju =
(u, cj)L2

‖cj‖2L2

cj , j = 1, 2, 3,

c1 = a1 + ia2, c2 = a1 − ia2, c3 = a3.

(4.6)

Thus (4.4), (4.5) imply that for λ 6= 0 system (4.2), (4.3) is equivalent to the following
spectral problem:

2iTu +mλD (λ, k, d) u = λu,(4.7)

where

D(λ, k, d) =
λ+ i

λ+ ik
Pc1 +

λ− i
λ− ikPc2 + dPc3

is a three-dimensional operator in J0(Ω). It follows from (3.7), (4.6) that

(cj , cn)L2 = 0 , j 6= n; ‖c1‖L2 = ‖c2‖L2 .(4.8)

Therefore Pcj , j = 1, 2, 3 are pair-wise orthogonal one-dimensional projections. It is
easy to see that (1.5), (4.6), and (3.8) imply

0 < m < 1, 0 < md < 1, −1 < k < 1.(4.9)

Since T is a self-adjoint operator then for any λ with Reλ 6= 0 spectral problem (4.1)
is equivalent to

u +mλ (2iT − λI)−1
D (λ, k, d) u = 0.(4.10)

Proposition 4.2. If there exists an eigenvalue λ of K−1L satisfying Reλ 6= 0
then k = (a− b)/a > 0.
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Proof. Let λ ∈ C, Reλ 6= 0 be an eigenvalue of K−1L and u be a corresponding
eigenfunction. Taking the real part of the L2-inner product of (4.7) with u we obtain

(4.11)
Reλ k(1− k) m

[‖Pc1u‖2L2

|λ+ ik|2 +
‖Pc2u‖2L2

|λ− ik|2

]
= Reλ

(
‖u‖2L2 −m‖Pc1u‖2L2 −m‖Pc2u‖2L2 −md‖Pc3u‖2L2

)
.

Because of (4.8),(4.9) and Reλ 6= 0, equality (4.11) implies k > 0.
Corollary. Condition

a− b =
∫

Ω
x2

3 − x2
1 dΩ + µ

∫
G

x2
3 − x2

1 dG > 0(4.12)

is a necessary condition for K−1L to have an eigenvalue λ satisfying Reλ < 0.
Remark. The physical meaning of (4.12) is that the axis of rotation is the axis of

the least moment of inertia of the entire system body+liquid. This necessary condition
for the linear instability is known in the literature (cf. [14]).

Denote

P3 = Pc1 + Pc2 + Pc3

an orthogonal projection onto span{c1, c2, c3} by virtue of (4.8). Since D(λ, k, d)P3 =
D(λ, k, d) then (4.10) is equivalent to the following system:

P3u +mλP3 (2iT − λI)−1
D (λ, k, d)P3u = 0,(4.13)

(I − P3)u +mλ(I − P3) (2iT − λ)−1
D (λ, k, d)P3u = 0.(4.14)

Thus (I−P3)u is uniquely determined by P3u. Hence λ ∈ C, Reλ 6= 0 is an eigenvalue
of K−1L if and only if (4.13) admits a nontrivial solution. Since

P3 +mλP3(2iT − λI)−1D(λ, k, d)P3

is a three-dimensional linear operator in P3J0(Ω) = span{c1, c2, c3} then (4.13) ad-
mits a nontrivial solution if and only if

det
[
(cj , cn)L2 +mλ

(
(2iT − λI)−1

D (λ, k, d) cj , cn
)

L2

]
= 0.(4.15)

It was shown in [11] that

((2iT − λI)−1cj , cn)L2 = 0, j 6= n, Reλ 6= 0.(4.16)

Because of (4.16), equation (4.15) can be written as follows:

f1(λ,m, k) · f2(λ,m, k) · f3(λ,md, k) = 0,(4.17)

where

f1(λ,m, k) = ‖c1‖2L2 +mλ
λ+ i

λ+ ik
((2iT − λI)−1c1, c1)L2 ,

f2(λ,m, k) = ‖c2‖2L2 +mλ
λ− i
λ− ik ((2iT − λI)−1c2, c2)L2 ,

f3(λ,m, k) = ‖c3‖2L2 +mλ((2iT − λI)−1c3, c3)L2
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are functions that are analytic in λ ∈ C \ {αi | α ∈ [−2, 2]}. Thus we have verified
the following criterion.

Theorem 4.1. λ ∈ C, Reλ 6= 0 is an eigenvalue of K−1L if and only if (4.17)
holds.

Corollary. For any ε > 0 there exist at most a finite number of spectral points
λ of K−1L satisfying |Reλ| ≥ ε.

Proof. It is easy to see that

lim
λ→∞

fj(λ,m, k) = ‖cj‖2L2(1−m) 6= 0, j = 1, 2, 3.

Therefore there exist Rj(m, k) > 0, j = 1, 2, 3 such that

fj(λ,m, k) 6= 0, |λ| > Rj(m, k) , j = 1, 2, 3.

Then the statement of the corollary follows from Proposition 4.1, Theorem 4.1, and
the analyticity of fj(λ,m, k), j = 1, 2, 3.

Now we are going to simplify the criterion presented in Theorem 4.1 by showing
that f3(λ,md, k) 6= 0, Reλ 6= 0, and f1(λ,m, k) = f2(λ̄,m, k).

Lemma 4.1. For any a ∈ J0(Ω) , a 6= 0 , m ∈ (0, 1) , λ ∈ C , Reλ 6= 0 we have

‖a‖2L2 +mλ
(
(2iT − λI)−1a , a

)
L2 6= 0.

Proof. Let Eγ be the resolution of identity corresponding to the self-adjoint
operator T . Since σ(T ) = [−1, 1], then for any ε > 0

‖a‖2L2 +mλ
(
(2iT − λI)−1a , a

)
L2 =

∫ 1+ε

−1

(
1 +

mλ

2iγ − λ

)
d(Eγa,a)L2

=
∫ 1+ε

−1

|2iγ − λ|2 −m|λ|2
|2iγ − λ|2 d(Eγa,a)L2 − 2mλi

∫ 1+ε

−1

γ

|2iγ − λ|2 d(Eγa,a)L2 .

Assume there exists λ ∈ C, Reλ 6= 0 such that ‖a‖2L2 +mλ
(
(2iT − λI)−1a,a

)
L2 = 0.

Then from the formula above it follows that∫ 1+ε

−1

γ

|2iγ − λ|2 d(Eγa,a)L2 = 0,

0 =
∫ 1+ε

−1

|2iγ − λ|2 −m|λ|2
|2iγ − λ|2 d(Eγa,a)L2 =

∫ 1+ε

−1

4γ2 + (1−m)|λ|2
|2iγ − λ|2 d(Eγa,a)L2

>
(1−m)|λ|2

(Reλ)2

∫ 1+ε

−1
d(Eγa,a)L2 =

(1−m)|λ|2
(Reλ)2 ‖a‖2L2 > 0.

The obtained contradiction proves the lemma.
Corollary. From Lemma 4.1 and c3 = P0(−x2, x1, 0) 6= 0 it follows that

f3(λ,m, k) 6= 0, Reλ 6= 0 , m ∈ (0, 1).
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Let v ∈ J0(Ω) ∩H1, λ ∈ C , Reλ 6= 0, and

u = (2iT − λI)−1v.(4.18)

Then

v = (2iT − λI)u = 2P0(e3 × u)− λu = 2(−u2, u1, 0)− λ(u1, u2, u3)−∇p(4.19)

for some p(x) ∈ H1(Ω). Therefore

(4.20)



u1 =
2v2 − λv1 + 2px2 − λpx1

λ2 + 4
,

u2 = −2v1 + λv2 + 2px1 + λpx2

λ2 + 4
,

u3 = −v3 + px3

λ
.

Since u,v ∈ J0(Ω) then

0 = div u =
1

λ(λ2 + 4)

(
−λ2∆p− 4px3x3 + 2λ(v2x1 − v1x2)− 4v3x3

)
,

0 = u · n =
−λ2∇p · n + 2λ(px2n1 − px1n2)− 4px3n3 + 2λ(v2n1 − v1n2)− 4v3n3

λ(λ2 + 4)
.

Hence p(x) satisfies(
−λ

2

)2

∆p+ px3x3 = −
(
−λ

2

)
(v2x1 − v1x2)− v3x3 ,(4.21)

(4.22)

(
−λ

2

)2

∇p · n +
(
−λ

2

)
(px2n1 −px1n2) + px3n3

∣∣
∂Ω

= −
(
−λ

2

)
(v2n1 − v1n2)− v3n3

∣∣
∂Ω.

Remark. If v = 0 then (4.21), (4.22) is the spectral problem corresponding to the
second mixed problem for the Poincaré–Sobolev equation (cf. [18]).

Applying the standard arguments (cf. [13, 2]), one obtains the following result.
Lemma 4.2 (see [10]). Let λ ∈ C, Reλ 6= 0, s ∈ N ∪ {0}, v ∈ Xs+1, ∂Ω ∈ C4+s.

Then there exists unique p ∈ Hs+2(Ω) satisfying (4.21), (4.22), and
∫

Ω p dΩ = 0.
Denote by p(x, λ,v) the unique solution of (4.21), (4.22) satisfying

∫
Ω p dΩ = 0.

From (4.21), (4.22) it follows that

p(x, λ,v) = p(x, λ̄, v̄).(4.23)

Let Reλ 6= 0 , v = (v1, v2, v3) ∈ J0(Ω) ∩H1. Then using (4.18), (4.19) we obtain

(4.24)

g(v, λ) def=
(
(2iT − λI)−1v,v

)
L2

=
1

λ(λ2 + 4)

∫
Ω

(
2λ(v2v̄1 − v1v̄2)− λ2|v|2 − 4|v3|2 + 2λ(px2 v̄1 − px1 v̄2)− 4px3 v̄3

)
dΩ,
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where p = p(x, λ,v). Since c1 = c2 then (4.23), (4.24) imply(
(2iT − λI)−1c1 , c1

)
L2 =

(
(2iT − λ̄I)−1c2 , c2

)
L2 .

Hence

f1(λ,m, k) = f2(λ̄,m, k).

Thus, Theorem 4.1 can be rewritten as follows.
Theorem 4.2. λ ∈ C, Reλ 6= 0 is an eigenvalue of K−1L if and only if[

‖c1‖2L2 +mλ
λ+ i

λ+ ik
g(c1, λ)

]
·
[
‖c1‖2L2 +mλ̄

λ̄+ i

λ̄+ ik
g(c1, λ̄)

]
= 0,(4.25)

where g(v, λ) is defined by (4.24).
To conclude this section we derive a representation of p(x, λ,v) in the form of a

power series in 1/λ. It follows from (4.18), (4.19) that

∇p(x, λ,v) = (I − P0)2(−u2, u1, 0) = 2(I − P0)(e3 × (2iT − λI)−1v).

Since ‖T‖ = 1 then for any λ ∈ C, |λ| > 2 we have

(2iT − λI)−1v = − 1
λ

∞∑
j=0

(
2
λ

)j
(iT )jv.

Therefore

∇p(x, λ,v) =
∞∑
j=1

1
λj
[
−2j(I − P0)(e3 × (iT )j−1v)

]
.

Due to the Weyl decomposition of L2, for any j ∈ N there exists a unique pj(x,v) ∈
H1(Ω) such that

∫
Ω pj dΩ = 0 and

∇pj(x,v) = −2j(I − P0)(e3 × (iT )j−1v).

Hence we have

p(x, λ,v) =
∞∑
j=1

1
λj
pj(x,v) , λ ∈ C \ {iα | α ∈ [−2, 2]}.(4.26)

Substituting (4.26) into (4.21), (4.22) we obtain that pj(x,v), j ∈ N satisfy the
following system:


∆p1 = 2(v2x1 − v1x2), ∇p1 · n

∣∣
∂Ω = 2(v2n1 − v1n2)

∣∣
∂Ω,

∆p2 = −4v3x3 , ∇p2 · n
∣∣
∂Ω = 2(p1x2

n1 − p1x1
n2)− 4v3n3

∣∣
∂Ω,

∆pj+2 = −4pjx3x3
, ∇pj+2 · n

∣∣
∂Ω = 2(pj+1x2

n1 − pj+1x1
n2)− 4pjx3

n3
∣∣
∂Ω.

(4.27)

It is easy to see that the system of Neumann problems (4.27) is compatible and
the functions pj(x,v), j ∈ N are uniquely determined by (4.27) and the condition∫

Ω pj dΩ = 0.
The following theorem summarizes the obtained results regarding the spectrum

of the operator K−1L.
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Theorem 4.3.

(1) All the spectral points λ of K−1L satisfying Reλ 6= 0 are eigenvalues of finite
multiplicity;

(2) For any ε > 0 there exist at most a finite number of spectral points λ of K−1L
satisfying |Reλ| ≥ ε;

(3) λ ∈ C, Reλ 6= 0 is an eigenvalue of K−1L if and only if (4.25) holds, where
g(v, λ) is defined by (4.24) and p = p(x, λ,v) is given by (4.26), (4.27).

Thus the spectral gap condition of Theorem 2.1 holds whenever there exists a
λ ∈ C, Reλ < 0 satisfying (4.25) and the linear instability of uniform rotation of the
entire body+liquid system implies nonlinear instability.

5. Ellipsoidal cavity. To demonstrate that Theorem 4.3 gives an effective con-
dition for nonlinear instability, we consider the example of a body with an ellipsoidal
cavity Ω. We calculate the geometric quantities occuring in equation (4.25). We
obtain an explicit quadratic equation for the spectral parameter λ and demonstrate
that for cavities of appropriate ellipticity there exists an eigenvalue with Reλ < 0. In
fact either the unstable spectrum is empty or there exist exactly two pairs of eigen-
values ±Reλ + iImλ and ±Reλ − iImλ (the volume preserving nature of the fluid
motion dictates that a growing mode is matched by a decaying mode). The growth
rate |Reλ| of the instability is given by an explicit function of the geometry and the
relative fluid/body density.

For any r,R ∈ (0,∞) we consider the following ellipsoid of revolution:

Ω = Ωr,R = {x ∈ R3 | r2(x2
1 + x2

2) + x2
3 < R2}.

Then

n(x) =
(r2x1, r

2x2, x3)√
r2(R2 − x2

3) + x2
3

is the outer normal to Ωr,R. Denote

ñ(x) = (r2x1, r
2x2, x3).

Consider ak = P0(ek × r) , k = 1, 2, 3 , r = (x1, x2, x3). We have

a1 = (0,−x3, x2)−∇p1, ∇p1 · ñ
∣∣
∂Ω = −x3ñ2 + x2ñ3

∣∣
∂Ω = (1− r2)x2x3,

a2 = (x3, 0,−x1)−∇p2, ∇p2 · ñ
∣∣
∂Ω = x3ñ1 − x1ñ3

∣∣
∂Ω = (r2 − 1)x1x3,

a3 = (−x2, x1, 0)−∇p3, ∇p3 · ñ
∣∣
∂Ω = −x2ñ1 + x1ñ2

∣∣
∂Ω = 0,

∆pj(x) = 0, j = 1, 2, 3.

Assuming
∫

Ω p
j dΩ = 0 we obtain

p1(x) =
1− r2

1 + r2x2x3, p2(x) =
r2 − 1
1 + r2x1x3, p3(x) = 0.

Therefore

a1 =
2

1 + r2 (0,−x3, r
2x2), a2 =

2
1 + r2 (x3, 0,−r2x1), a3 = (−x2, x1, 0).



616 ANDREI A. LYASHENKO AND SUSAN J. FRIEDLANDER

According to (4.6),

c1 = a1 + ia2 =
2

1 + r2 (ix3,−x3, r
2(x2 − ix1)),

c2 = a1 − ia2 =
2

1 + r2 (−ix3,−x3, r
2(x2 + ix1)),

c3 = a3 = (−x2, x1, 0).

By (4.26), (4.27),

p(x, λ, c1) =
∞∑
j=1

1
λj
pj(x, c1),

where pj(x, c1), j ∈ N satisfy

∆p1 = 0, ∇p1 · ñ
∣∣
∂Ω = −4i

r2

1 + r2x3(x2 − ix1),

∆p2 = 0, ∇p2 · ñ
∣∣
∂Ω = 2(p1x2

ñ1 − p1x1
ñ2)− 8

r2

1 + r2x3(x2 − ix1),

∆pj+2 = −4pjx3x3
, ∇pj+2 · ñ

∣∣
∂Ω = 2(pj+1x2

ñ1 − pj+1x1
ñ2)− 4pjx3

ñ3.

Since ∇(x3(x2 − ix1)) · ñ(x) = (r2 + 1)x3(x2 − ix1) then one can easily verify that

p1(x, c1) = −4i
r2

(1 + r2)2x3(x2 − ix1),

pj+1(x, c1) = − 2i
1 + r2 pj(x, c1), j ∈ N.

Therefore

p(x, λ, c1) =
∞∑
j=1

1
λj
pj(x, c1) = −4i

r2

1 + r2 ·
x3(x2 − ix1)
λ(1 + r2) + 2i

.

According to (4.24) we have

g(c1, λ) =
1

λ(λ2 + 4)(1 + r2)2

[
16iλ

∫
Ω
x2

3 dΩ− 8λ2
∫

Ω
(x2

3 + r4x2
1) dΩ

−32r4
∫

Ω
x2

1 dΩ +
32ir2

λ(1 + r2) + 2i

(
iλ

∫
Ω
x2

3 dΩ + 2r2
∫

Ω
x2

1 dΩ
)]

.

Since ∫
Ωr,R

x2
3 dΩ =

4π
15
R5 1

r2 ,

∫
Ωr,R

x2
1 dΩ =

4π
15
R5 1

r4 ,

we obtain

g(c1, λ) = −32π
15

R5 1
r2(λ(1 + r2) + 2i)

.
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Therefore

f1(λ,m, k) = ‖c1‖2L2 +mλ
λ+ i

λ+ ik
g(c1, λ)

= 2
(

2
1 + r2

)2 ∫
Ω

(x2
3 + r4x2

1) dΩ− 32π
15

R5mλ
λ+ i

λ+ ik
· 1
r2(λ(1 + r2) + 2i)

=
32π
15

R5 (1 + r2)(1−m)λ2 + ((1 + r2)(k −m) + 2)iλ− 2k
r2(r2 + 1)(λ+ ik)(λ(1 + r2) + 2i)

.

Thus, from Theorem 4.2 it follows that K−1L has an unstable eigenvalue λ if and
only if the roots of the numerator have the form

λ =
±
√

∆− i((1 + r2)(k −m) + 2)
2(1 + r2)(1−m)

with

∆(r,m, k) = 8(1 + r2)(1−m)k − ((1 + r2)(k −m) + 2)2 > 0.(5.1)

The quantities m and k occurring in the instability condition (5.1) are defined in
(4.6) and (1.5) and involve only the shape of the body/cavity and the relative density
µ of the body/fluid. For configurations such that ∆ > 0 the linearized operator
has an eigenfunction whose growth rate is given by

√
∆ and such a configuration is

nonlinearly unstable.
Remark. Condition (5.1) reproduces the linear instability condition obtained by

Sobolev [14] using a different approach.
Consider the limit case of the weightless body. Then the ratio µ of the body

density to the fluid density is zero and we have

m =
4r2

(1 + r2)2 , k =
r2 − 1
r2 + 1

.

Therefore, in this case

∆ =
(r2 − 1)3

(1 + r2)2 (9− r2).

Thus we have verified the following result: in the case of weightless body with ellip-
soidal cavity Ωr,R the uniform rotation is linearly unstable if and only if r ∈ (1, 3).
This is a classical result known to Kelvin (see, for example, [8]).

Since m, k depend continuously on µ ∈ [0,∞) and ∆(r,m, k) depends contin-
uously on m, k then from the above arguments it follows that for any r ∈ (1, 3),
R ∈ (0,∞) there exists µ0 > 0 such that for any µ ∈ (0, µ0) uniform rotation of the
entire system body+liquid is unstable in the case Ω = Ωr,R.

Remark. For general geometries the two separate problems,
(i) free oscillations of a uniformly rotating fluid in a bounded domain (the so-

called inertial modes of the Poincaré problem for rotating fluids),
(ii) free oscillations of a solid spinning body with no cavity,

both give rise to purely stable spectrum. (This is easily seen by setting (i) W = ω0e3
or (ii) u(r, t) = 0). However, as we have proved, under certain conditions on shape
and relative density the coupled fluid-body system is (nonlinearly) unstable.
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Abstract. We study the limiting behavior of solutions to a simple model for combustion waves
when the reaction rate tends to infinity. First we establish strong convergence for locally uniformly
bounded sequences of solutions. Next we show the uniform boundedness with respect to the reaction
rate of piecewise smooth solutions, both for detonation and for deflagration waves.
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1. Introduction. In this paper we investigate the qualitative behavior of solu-
tions to the following simple model for combustion waves:

∂t(u+ v) + ∂x f(u) = 0 ,(1.1)

∂tv = −kϕ(u)v (k > 0)(1.2)

for (x, t) ∈ R× (0,∞), with initial conditions

u(x, 0) = u0(x) , v(x, 0) = v0(x) (x ∈ R).(1.3)

Throughout the paper the functions f and ϕ are smooth given functions. We also
assume that

ϕ is monotone increasing, ϕ(u) ≡ 0 for u ≤ 0.(1.4)

The model (1.1)–(1.2) has been proposed independently by Fickett [Fi] and Ma-
jda [Ma1] as a simple mathematical analogous for the equations describing one-
dimensional compressible flows in a chemically reacting fluid. Existence, uniqueness,
and stability of the (entropy) solutions to the Cauchy problem (1.1)–(1.3) have been
first established in [TY1]; further results can be found in [TY2], [Le], [HN]. A slightly
different model, yet with the same viscous travelling waves of model (1.1)–(1.2), was
considered in [MR] and [L1], [L2].

The main purpose of this paper is to investigate the limit of solutions to (1.1)–(1.3)
as the reaction rate k diverges. Our approach can be described as follows. Denote
by (uk, vk) the solution of (1.1)–(1.3) for any fixed k > 0. Consider the following
Chapman–Enskog-type expansion with respect to the small parameter 1/k:

uk = u∞ +
1
k
ũ+ 0

(
1
k

)
, vk = v∞ +

1
k
ṽ + 0

(
1
k

)
.(1.5)
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Introducing (1.5) into the system (1.1)–(1.2) gives, up to terms of order 1
k ,

∂t(u∞ + v∞) + ∂xf(u∞) = 0 ,(1.6)

∂tv
∞ ≤ 0 , v∞ ≥ 0 ,(1.7)

ϕ(u∞)v∞ = 0 .(1.8)

It is natural to try to give a rigorous justification of the above formal argu-
ment. This is made in section 3, assuming that the sequence {uk} is locally uniformly
bounded in the supremum norm. Under this assumption, by compensated compact-
ness arguments we prove that any sequence {(uk, vk)} of entropy solutions of (1.1)–
(1.3) contains a subsequence that converges to a weak solution (u∞, v∞) of problem
(1.6)–(1.8) (see Theorem 3.1). Let us observe that this convergence result is far from
obvious, since no stability condition—as, for example, the subcharacteristic condition
in the case of relaxation problems; see [CLL], [Na]—is satisfied in the present case.
In fact, the technical tools of [CLL] have partially inspired our convergence proof;
however, an important difference is given by the intrinsic instability of the present
problem (see [LZ]).

The remainder of the paper is devoted to investigating the uniform boundedness
of the sequence {uk}, at least for some classes of initial data.

In section 4 we deal with simple detonation waves; these waves are in general
nonmonotone, so usual comparison arguments (like those used, e.g., for relaxation
phenomena) are not expedient in this case. On the other hand, using energy methods
seems cumbersome for the present problem, due to the lack of regularity of solutions.
In our approach, the crucial remark is that the dissipative character of the shock
wave affects the reaction mechanism in equation (1.1); hence the absorption effect of
equation (1.2) is able to make the solution uniformly bounded. In this connection,
let us observe that the uniform boundedness depends in an essential way on the
nonlinear character of the flux function f = f(u) (see section 4 for a counterexample
when the flux function is linear). A careful study of propagation along characteristics
of the above mechanism allows us to extend elementary arguments of the space clamp
situation to the general detonation case.

Finally, in section 5 we study deflagration waves using a fixed-point approach.
Then we generalize previous results in [TY1], both for more general data and for
unbounded reaction rates.

Before proceeding, it is important to motivate our interest in the present problem.
Let us recall that two different mathematical theories are widely used to describe the
propagation of combustion waves in reacting flows: the Chapman–Jouguet (CJ) the-
ory and the Zeldovich-Von Neumann-Döring (ZND) theory (see [CF], [Wi], [Ma2]).
The CJ theory assumes that the reaction rate is infinitely large or, equivalently, that
the reaction region is infinitely thin; on the contrary, the ZND theory makes the as-
sumption that the reaction rate is finite. Both theories disregard the effects of viscos-
ity and heat conduction; in fact, they are formulated starting from the classical Euler
equations for gas dynamics, which in Lagrangian coordinates for the one-dimensional
case read 

∂tτ − ∂xw = 0,
∂tw + ∂xP = 0,
∂t(E) + ∂x(wP ) = 0 .

(1.9)
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Here τ is the specific volume, w is the fluid velocity, P is the pressure, and E is the
total specific energy—namely, E = e + q0z + 1

2w
2, the quantity e being the specific

internal energy, while q0 denotes the amount of heat released by the chemical reaction
and z is the mass fraction of the reactant. The internal energy e and the temperature
T are given through state equations e = e(τ, P ), T = T (τ, P ), which depend on the
gas mixture under consideration.

To make the above system well defined, an equation for the mass fraction z must
be provided. This is where the difference between the theories occurs. To specify the
variable z, the CJ theory introduces the following relation:

z(x, t) =


0 if sup

0≤s≤t
T (x, s) > Ti,

z(x, 0) if sup
0≤s≤t

T (x, s) ≤ Ti ,(1.10)

where Ti is a given ignition temperature. On the contrary, in the ZND theory the
Ansatz (1.10) is replaced by the following:

∂tz = −kϕ(T )z ,(1.11)

where the rate function ϕ(T ) has the form

ϕ(T ) =


0 if T < Ti,

Tα exp
{
− A
T−Ti

}
if T ≥ Ti .

(1.12)

Here Ti is again the ignition temperature, A is the activation energy, and k is the
reaction rate (Ti, A, k > 0); as for α, this is a dimensionless parameter in the range
(−1, 2].

It is natural to ask whether the CJ system (1.9)–(1.10) is in some sense the limit
as k → ∞ of the ZND system (1.9), (1.11) (with ϕ(T ) as in (1.12)). Observe that
this is formally the case, as it is apparent from the equality

z(x, t) = z(x, 0)e−k
∫ t
0 ϕ(T (x,s))ds .

This remark led some authors (see [LZ]) to investigate the equation (1.1) supple-
mented by the equalities

v(x, t) =


0 if sup

0≤s≤t
u(x, s) > 0,

v(x, 0) if sup
0≤s≤t

u(x, s) ≤ 0 .(1.13)

Then the system (1.1), (1.13) can be regarded as a simplified version of the CJ model
(1.9)–(1.10), while the system (1.1)–(1.2) is the counterpart of the ZND system (1.9),
(1.11). The unknown u plays a role similar to that of density, velocity, and temper-
ature in (1.9), while v represents the mass fraction of the unburnt gas. The function
ϕ can be chosen as in (1.12), with T = u and Ti = 0.

The reason to consider these simpler models is apparent, due to the complexity,
e.g., of (1.9), (1.11). Let us mention that local existence of solutions to the Cauchy
problem for this system was proved in [DH] for initial data of small bounded variation
(see also [YW]); however, global existence—even for the Riemann problem—seems to
be still an open problem.



622 B. HANOUZET, R. NATALINI, AND A. TESEI

The Riemann problem for system (1.1), (1.13) was investigated in [LZ] (see also
[Zh], where an interesting survey on the whole theory is given). In particular, in
[LZ] the authors found up to four distinct configurations for some given initial data
to exist. Therefore they proposed to consider as physically eligible those (piecewise
smooth, self-similar) solutions for which the number of combustion waves is as small
as possible. It was proved in [TY1] that these admissible solutions are the limit of
solutions to the Riemann problem (1.1)–(1.3) as the reaction rate k diverges, the limit
as k →∞ was taken by using the explicit structure of the combustion waves (both for
detonation and for deflagration) of the Riemann problem, under suitable assumptions
on the function ϕ.

Although the above results are very interesting in themselves, it can be observed
that the very mathematical formulation of the limiting problem (1.1), (1.13) is mean-
ingless for generic discontinuous solutions. This seems a strong argument to advocate
the use of (1.6)–(1.8) instead of (1.1), (1.13) as the limit of (1.1)–(1.2) when k →∞.
Observe that the solutions of (1.1), (1.13) considered in [LZ] satisfy almost everywhere
equation (1.8) (with ϕ as in (1.12)).

2. Preliminaries. In this section we shall recall some basic definitions and re-
sults concerning entropy solutions of the Cauchy problem (1.1)–(1.3). First let us
fix some notation. Throughout the paper ΣT denotes the strip R × (0, T ) (T > 0),
Σ = Σ∞. Let us recast the problem (1.1)–(1.2) in a more general way. Consider the
weakly coupled first-order quasilinear hyperbolic 2× 2 system

∂tui + ∂xfi(ui) = gi(U) , i = 1, 2 ,(2.1)

U(x, 0) = U0(x) ,(2.2)

where U = (u1, u2) and U0 = (u0
1, u

0
2). Here F (U) = (f1(u1), f2(u2)), G(U) =

(g1(U), g2(U)) are given smooth functions.
Let us define the entropy solutions of (2.1)–(2.2) as follows (see [HN]; see also

[Kr] for the scalar case).
DEFINITION 2.1. A vector-valued function U ∈ L∞(ΣT )2 is said to be an entropy

solution of (2.1)–(2.2) in ΣT if, for any Ψ ∈ C∞0 (ΣT )2, Ψ = (ψ1, ψ2), ψi ≥ 0 (i =
1, 2), and any l1, l2 ∈ R, we have

2∑
i=1

∫∫
ΣT
{|ui − li | ∂tψi + sgn (ui − li)(f(ui)− f(li))∂xψi(2.3)

+gi(U)ψ} dx dt ≥ 0

and, for any interval I,

lim
T→0+

1
T

∫ T

0

∫
I

|ui(x, t)− u0(x)|dx = 0 .(2.4)

Remark 2.2. Observe that U verifies the condition (2.3) if and only if for any
convex function η, setting qi :=

∫ u
η′(s)f ′i(s)ds, we have

∂tη(ui) + ∂xqi(ui) ≤ η′(ui)gi(U)

in D′. The pair (η, qi) is called an entropy pair for the ith equation in (2.1) (i = 1, 2).
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The following results were proved in [HN].
THEOREM 2.3. (a) For any U◦ ∈ L∞(R)2 and T > 0 there exists at most one

entropy solution U to the Cauchy problem (2.1)–(2.2) in ΣT .
(b) For any U0 ∈ L∞(R)2 there is T > 0 (depending only on ‖U0‖∞) such that

in ΣT there exists an entropy solution U of (2.1)–(2.2) and U ∈ C([0, T ], L1
loc(R)2).

Moreover, only two possibilities occur: either U ∈ L∞(ΣT )2 for all T > 0, or there
exists T ∗ < +∞ such that U is defined for all T < T ∗ and

lim
T→T∗−

‖U‖L∞(ΣT )2 = +∞ .

Concerning our problem (1.1)–(1.2), the following statement can be proved by using
the comparison tools in [HN] (see also [TY1], [TY2], [Le]).

THEOREM 2.4. Let ϕ verify (1.4); assume that ϕ is Lipschitz continuous and
sublinear; namely, there is a constant C > 0 such that

0 ≤ ϕ(u) ≤ Cu for all u ≥ 0 .(2.5)

Then for any u0, v0 ∈ L∞(R), v0 ≥ 0, there is a unique entropy solution (u, v) to the
Cauchy problem (1.1)–(1.2). Moreover, the following global estimates hold true for
almost every (x, t) ∈ Σ:

0 ≤ v(x, t) ≤ v0(x) ,(2.6)

−‖u0‖∞ ≤ u(x, t) ≤ ‖u0‖∞eCk‖v0‖∞t .(2.7)

3. The Chapman–Jouguet limit. In this section we are dealing with the limit
as k → ∞ of globally defined entropy solutions (uk, vk) to problem (1.1)–(1.2) (see
Theorem 2.4).

We assume the sequence {uk} to be uniformly locally bounded in L∞; namely, for any compact set B ⊆ Σ there exists
a constant CB > 0 such that, for any k > 0 ,

‖uk‖L∞(B) ≤ CB .
(3.1)

Then we have the following result.
THEOREM 3.1. Assume that the function f is not affine on any interval. Let

the hypotheses of Theorem 2.4 and (3.1) hold. Then there exist a subsequence (also
denoted {(uk, vk)}) of solutions to (1.1)–(1.2) and a couple (u, v) ∈ L∞loc(Σ) such that

uk −→ u in Lploc(Σ) (1 ≤ p < +∞) ,(3.2)

vk ⇀ v in L∞-weak∗ .(3.3)

Moreover, for any ψ ∈ C∞0 (Σ) the following holds:∫∫
(u+ v)∂tψ + f(u)∂xψ dx dt(3.4)

+
∫

(u0(x) + v0(x))ψ(x, 0)dx = 0 ;

v ≥ 0 ;(3.5)
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ϕ(u)v = 0 for almost every (x, t) ∈ Σ;(3.6)

∂tv ≤ 0 in D′ .(3.7)

To prove the above theorem we shall use the following results.
PROPOSITION 3.2 (see [Ta]). Let f ∈ C1 and Ω ⊆ Rn be a bounded open set. Let

{uk} be a sequence of functions satisfying uk ⇀ u in L∞(Ω)–weak∗. Suppose that for
any convex function η

∂tη(uk) + ∂xq(uk) ∈ (compact set of H−1(Ω)),(3.8)

where q′ = η′f ′. Then, if no interval exists on which f is affine,

uk −→ u in Lp(Ω)(3.9)

for any p ∈ [1,∞).
LEMMA 3.3 (see [Mu]). Let Ω be a bounded open set of Rn and p ∈ (1,∞). Let

{uk} be any sequence such that {uk} ∈ (bounded set of W−1,p(Ω)) and uk ≥ 0. Then
{uk} ∈ (compact set of W−1,q(Ω)) for all 1 < q < p.

LEMMA 3.4 (see [DCL]). Let Ω be a bounded open set of Rn and 1 < p ≤ q < r <
+∞. Let {uk} be a sequence such that {uk} ∈ (compact set of W−1,p(Ω)∩(bounded
set of W−1,r(Ω). Then {uk} ∈ (compact set of W−1,q(Ω)).

Proof of Theorem 3.1. Let ψ ∈ C∞0 (R), ψ ≥ 0. From the second equation in (1.1)
we have, for all t ≥ 0 and k > 0,

∂t

∫
vk(x, t)ψ(x)dx+ k

∫
ϕ(uk(x, t))vk(x, t)ψ(x)dx = 0 .

Then, for any T > 0,

0 ≤
∫ T

0

∫
ϕ(uk(x, t))vk(x, t)ψ(x)dx dt ≤ ‖v0‖∞‖ψ‖L1

k
.(3.10)

Now let (η, q) be an entropy pair; namely, η is convex and q′ = η′f ′. Then, in view
of Remark 2.2, we have, for all k > 0,

∂tη(uk) + ∂xq(uk) ≤ kη′(uk)ϕ(uk)vk in D′ .

Setting

Ik := kη′(uk)ϕ(uk)vk,

we have, by (3.1) and (3.10),

‖Ikψ‖L1(ΣT ) ≤ C sup
(0,T )×(suppψ)

|η′(uk)| ≤ C ,

where C depends only on ‖v0‖∞, η, ψ, and T .
Then the function Ik is in a bounded set of L1

loc for any k > 0. Hence by the
Sobolev embedding lemma

Ik ∈ (compact set in W−1,p1
loc )(3.11)
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with p1 < 2. Moreover,

Λk := ∂tη(uk) + ∂xq(uk)− Ik ≤ 0,

Λk being in a bounded subset in W−1,p1
loc . In view of Lemma 3.3 we have

Λk ∈ (compact set in W−1,p
loc )(3.12)

for all 1 ≤ p < p1. Hence by (3.11)–(3.12), there holds

∂tη(uk) + ∂xq(uk) ∈ (compact set of W−1,p
loc ) ,(3.13)

which by assumption (3.1) implies

∂tη(uk) + ∂xq(uk) ∈ (bounded set of W−1,∞
loc ) .

Then, using Lemma 3.4, we get

∂tη(uk) + ∂xq(uk) ∈ (compact set of H−1
loc ) .

By Proposition 3.2 there exists u ∈ L∞loc(Σ) and a subsequence (also denoted uk) such
that

uk −→ u in Lploc(Σ) .

Moreover, there exists v ∈ L∞(Ω) and a further subsequence vk such that

vk ⇀ v , ϕ(uk)vk ⇀ ϕ(u)v ,

both convergences being in the L∞-weak∗ sense. On the other hand, using (3.10), we
obtain

ϕ(uk)vk −→ 0 in L1
loc ,

which implies (3.6). The proof of (3.4), (3.5), and (3.7) is now easy. Hence the
conclusion follows.

4. Simple detonations. In this section we establish a uniform bound in the
supremum norm for the solutions of (1.1)–(1.2) in the case where the flow is piecewise
smooth with finitely many noninteracting detonation waves. According to the results
of section 3, this estimate is of fundamental importance to prove the convergence of
the sequence {uk, vk} as k →∞.

For simplicity we concentrate on the case where the solution contains only a single
detonation; the general case easily follows by similar arguments.

Let us make the following definition.
DEFINITION 4.1. An entropy solution (u, v) of problem (1.1)–(1.2) is a simple

detonation if:
(i) the initial data (u0, v0) ∈ L∞(R) ∩ C1(R\{0});
(ii) v ∈ C1(R\{0});
(iii) u is a C1 function away from a shock curve t = θ(x), which has the following

properties: θ is defined for x > 0 and is monotonically increasing; θ(0) = 0,
lim
x→∞

θ(x) = +∞;
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(iv) for x < 0 and any t > 0, u is bounded, uniformly with respect to k. For
x ≥ 0, t ≥ θ(x), u is decreasing in time and is nonnegative. For x > 0,
0 < t < θ(x), u is nonpositive.

Notice that, due to the entropy conditions, the function θ satisfies both the
Rankine–Hugoniot condition and the Oleinik entropy condition.

Examples of simple detonations which exhibit the above structure are given in
[TY1, Theorem 3] (see also [Le]); there the function ϕ is increasing such that ϕ(u) ≡ 1
if u ≥ β > 0.

Let us assume the following:
(H1) the function f is C2 and convex, with f(0) = f ′(0) = 0. Moreover, there

exist δ ∈ (1/2, 1) and M > 0 such that

uf ′(δu)
f(u)

≥M + 1 for all u > 0 .(4.1)

If f(u) = Auβ for u > 0 (A > 0, β > 1), assumption (H1) is satisfied with δβ−1 ≥
M+1
β ;

(H2) the function ϕ is Lipschitz continuous, satisfies (1.4), and there holds ϕ(u) >
0 for u > 0. Moreover, there exists α ≥ 0 such that

ϕ(u) = 0(uα) as u→ +∞ .

Among the above assumptions the convexity of f is important, as the following
example shows.

Example 4.2. Consider the following semilinear problem (f(u) ≡ u in (1.1)):{
∂tu+ ∂xu = kϕ(u)v ,
∂tv = −kϕ(u)v ,

with u0(x) = H(−x) and v0(x) = H(x), where H is the Heaviside function. It is
easily seen that

v(x, t) = v0(x)e−k
∫ t
0 ϕ(u(x,τ))dτ ;

in particular,

v(x, t) ≡ 1 for 0 ≤ t ≤ x.

On the other hand, on the characteristic x = t the function u verifies

u(t−, t) = k

∫ t

0
ϕ(u(τ−, τ))v dτ + 1 ≥ kϕ(1)t+ 1 .

It is clear from the above inequality that condition (3.1) is not satisfied in the present
case.

Let us prove the following result.
THEOREM 4.3. Let (uk, vk) be a simple detonation; let assumptions (H1)–(H2)

be satisfied. Then there exists a constant C > 0 (only depending on f , ϕ, ‖u0‖∞,
‖v0‖∞) such that

uk(x, t) ≤ C

for all x > 0, t > θk(x).
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Proof. By the change of variable x̃ = x
k , t̃ = t

k it suffices to consider the case
k = 1, since all the involved quantities do not depend on the scaling; hence we omit
the index k in the following. Assume x ≥ 0, t ≥ θ(x). Fix x0 > 0 and t0 = θ(x0); also
set

u = max
x∈[0,x0]

u(x−, θ(x)) .

Let x be such that u = u(x−, θ(x)); set t = θ(x).
Observe that by Definition 4.1 (iv) we have

u = max
θ(x) ≤ t ≤ t0
0 ≤ x ≤ x0

u(x, t) .

Consider now the backward characteristic (X(t), U(t)) issued from the point (x, t).
There holds {

Ẋ = f ′(U) ,
U̇ = v0(X(t))ϕ(U)e−

∫ t
θ(X(t)) ϕ(u(X(t),τ))dτ ,

(4.2)

with x(t) = x, U(t) = u. Let γ ∈ [0, t] be such that x(γ) = 0, α := u(0, γ); set

I(t) :=
∫ t

t

v0(x(s))ϕ(u(s))e−
∫ s
θ(x(s)) ϕ(u(x(s),τ))dτds(4.3)

for all t ∈ [γ, t]. Then

U(t) + I(t) = u(4.4)

for all t ∈ [γ, t]. In particular,

α+ I(γ) = u .(4.5)

If I(γ) ≤ 1
2u, then u ≤ 2α. Otherwise we have u > 2u(0, γ). For any fixed δ ∈

( 1
2 , 1
)

there exists tδ ∈ (γ, t) such that U(tδ) = δu, from which I(tδ) = (1− δ)u. Therefore
the following estimate holds:

u ≤ 1
1− δ ‖v0‖∞ϕ(u)

∫ t

tδ

e−
∫ s
θ(x(s)) ϕ(u(x(s),τ))dτds .(4.6)

To estimate the integral on the right-hand side we observe that, since ut ≤ 0 for
t ≥ θ(x), there holds

ϕ(u(x(s), τ)) ≥ ϕ(U(s)) ≥ ϕ(U(tδ)) = ϕ(δu) .

Then

−
∫ s

θ(x(s))
ϕ(u(x(s), τ))dτ ≤ −ϕ(δu)(s− θ(x(s)))(4.7)

for s ∈ [tδ, t].
Due to the mean value theorem, there exists ξ ∈ (x(s), x) and τ ∈ (s, t) such that

s− θ(x(s)) = (s− t)
(

1− dθ

dx
(ξ)f ′(U(τ))

)
.(4.8)
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On the other hand, by the Rankine–Hugoniot condition we have

dθ

dx
(ξ) =

u(ξ−, θ(ξ))− u(ξ+, θ(ξ))
f(u(ξ−, θ(ξ)))− f(u(ξ+, θ(ξ)))

,

where u(ξ−, θ(ξ)) and u(ξ+, θ(ξ)) are the left, respectively, the right, limit of u on the
shock curve. Since θ is monotone increasing, we have dθ

dx ≥ 0. Moreover, the function
f is convex, f(0) = f ′(0) = 0, and

u(ξ+, θ(ξ)) ≤ 0 ≤ u(ξ−, θ(ξ)) ≤ u .

It follows that

dθ

dx
(ξ) ≥ u

f(u)

for all ξ ≥ 0.
On the other hand U(τ) ≥ δu. Combined with (4.8), this gives

s− θ(x(s)) ≥ (t− s)
(

u

f(u)
f ′(δu)− 1

)
(4.9)

≥ (t− s)M

by assumption (H1). Now the inequality (4.6) yields

u ≤ 1
1− δ ‖v0‖∞ϕ(u)

∫ t

tδ

e−ϕ(δu)M(t−s)ds(4.10)

≤ 1
1− δ ‖v0‖∞

ϕ(u)
ϕ(δu)M

.

Then by assumption (H2) there exist α ≥ 0, C̃ > 0 such that

u ≤ C̃ δ−α

1− δ ‖v0‖∞ ,

where C̃ depends only on ϕ, f . Hence the conclusion follows choosing

C ≥ max
(

2α, C̃
δ−α

1− δ ‖v0‖∞
)
.

5. Deflagrations. Deflagration waves are analogous to the rarefaction waves
of the nonreactive case. This section is devoted to a detailed investigation of their
structure.

Let (u, v) be a solution of problem (1.1)–(1.3) with initial data

(u0(x), v0(x)) =
{

(α1, 0) if x < 0 ,
(α2, β2) if x > 0 .(5.1)

As usual the function ϕ satisfies condition (1.4), while concerning the function f
we make the following assumption:

(H3) f(0) = f ′(0) = 0; there exists a constant ν > 0 such that f ′′(u) ≥ ν > 0 for
all u ≥ 0.
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Due to the convexity of f , we say that a deflagration wave is generated if

0 < α1 < α2 , β2 > 0 .(5.2)

Even in this case it is enough to consider the case k = 1. The main result of
this section is given in the following theorem, which provides a (global) uniform L∞

bound for the solution (u, v), as required by Theorem 3.1.
THEOREM 5.1. Let the assumption (H3) hold and the initial data satisfy (5.1)–

(5.2). Then the problem (1.1)–(1.3) has a unique global entropy solution (u, v) such
that

α1 ≤ u(x, t) ≤ α2 + β2 ,(5.3)

0 ≤ v(x, t) ≤ β2(5.4)

for almost every (x, t) ∈ R× (0,∞).
Observe that, by contrast with Theorem 2.4, no growth assumption is made here

on the function ϕ. In fact, we shall assume, without loss of generality,

(H4) ϕ(u) = ϕ(α2 + β2) for u ≥ α2 + β2 .

Let us introduce for any α, β ≥ 0 the solution (ũ, ṽ) = (ũ, ṽ)(α, β) of the ordinary
differential system {

˙̃u = ϕ(ũ)ṽ,
˙̃v = −ϕ(ũ)ṽ,

(5.5)

with Cauchy data ũ(0) = α, ṽ(0) = β. It is easily seen that

ũ+ ṽ = α+ β, 0 ≤ ṽ ≤ β, α ≤ ũ ≤ α+ β .

Set

x̃(t) =
∫ t

0
f ′(ũ(τ))dτ (t > 0) ;(5.6)

then the half-plane Σ is the union of the following regions:

I := {(x, t) |x ≤ 0 , t > 0} ;
II := {(x, t) | 0 < x ≤ x̃(t) , t > 0} ;
III := {(x, t) |x > x̃(t) , t > 0} .

Since ˙̃x = f ′(ũ) ≥ 0 and ¨̃x = f ′′(ũ) ˙̃u = f ′′(ũ)ϕ(ũ)ṽ ≥ 0, the curve x = x̃(t) is
strictly increasing and convex for t > 0.

Now we can state the following result, which completely describes the structure
of deflagration waves.

THEOREM 5.2. Let the assumption (H3)–(H4) hold and the initial data satisfy
(5.1)–(5.2). Then there exists a unique global entropy solution (u, v) to problem (1.1)–
(1.3) such that u ∈ Liploc(Σr (0, 0)). Moreover,

(u, v) = (α1, 0) in region I ,(5.7)

(u, v) = (ũ, ṽ)(α2, β2) in region III(5.8)
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and there exists M > 0 such that

0 ≤ ∂xu ≤M max
(

1
t
, 1
)
,(5.9)

−M
t
≤ ∂tu ≤ 0 in region II .(5.10)

It is easily seen that Theorem 5.1 follows from the above result; hence the re-
mainder of the paper is devoted to the proof of the latter.

For this purpose, observe that (1.2)–(1.3) (with k = 1) entail

v(x, t) = v0(x)e−
∫ t
0 ϕ(u(x,s))ds .(5.11)

Then it is natural to investigate the integro-differential problem

∂tu+ ∂xf(u) = ϕ(u)v0(x)e−
∫ t
0 ϕ(u(x,s))ds ,(5.12)

u(x, 0) = u0(x) .(5.13)

Let us introduce the space AM (Σ), as the space of w ∈ Liploc(Σr (0, 0)) such that

(P1) α1 ≤ w ≤ α2 + β2;

(P2) w = α1 in region I;

(P3) w = ũ(α2, β2) in region III;

(P4) there exists M > 0 such that

0 ≤ ∂xw ≤M max
(

1
t
, 1
)

in Σ;

(P5) there exists M > 0 such that

−M
t
≤ ∂tw ≤ 0 in region II .

For any w ∈ AM (Σ) we define a map u = Λ(w) by considering the (unique) entropy
solution of the problem

∂tu+ ∂x f(u) = ϕ(u)v0(x)e−
∫ t
0 ϕ(w(x,s))ds ,(5.14)

u(x, 0) = u0(x) .(5.15)

This solution exists by classical results (see section 2), in view of the assumption (H4).
The first step in the proof of Theorem 5.2 is given in the following proposition.
PROPOSITION 5.3. There exists M > 0 such that, for any w ∈ AM (Σ), there

holds Λ(w) ∈ AM (Σ).
The proof of Proposition 5.3 will be given after two preliminary lemmas (see

Lemmas 5.4–5.5 below). Set

v(x, t) = v0(x)e−
∫ t
0 ϕ(w(x,s))ds ,(5.16)
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where v0 ≡ 0 for x ≤ 0, v0 ≡ β2 for x > 0. Then u ≡ α1 for x ≤ 0. To deal with the
case x > 0 we solve the system for the characteristics of equation (5.14), namely,

Ẋ = f ′(U), U̇ = ϕ(U)V ,(5.17)

where X = X(t), U = U(t), V (t) = v(X(t), t). Since Ẋ > 0, the function X is
invertible; denote by T = T (x) its inverse function for x > 0. Then the system (5.17)
is equivalent to

dT

dx
=

1
f ′(U)

,
dU

dx
=
ϕ(U)
f ′(U)

V ,(5.18)

where U(x) = U(T (x)) and V (x) = V (T (x)).
We supplement (5.18) with two different sets of initial data, namely,

(T (0), U(0)) = (γ, α1) for γ ≥ 0,(5.19)

or, respectively,

(T (0), U(0)) = (0, α) for α ∈ [α1, α2] .(5.20)

Due to the above assumptions (in particular (H4)), it is easily seen that the
solutions of system (5.18) with initial conditions (5.19) or (5.20) are globally defined
for x > 0. The following holds.

LEMMA 5.4. Characteristic curves (T,U) corresponding to different values of the
parameter γ or α do not intersect themselves for x > 0. The following inequalities
hold:

(i) ∂U
∂γ (x, γ) < 0, ∂T

∂γ (x, γ) ≥ 1 (x > 0, γ ≥ 0);
(ii) ∂U

∂α (x, α) > 0, ∂T
∂α (x, α) < 0 (x > 0, α ∈ [α1, α2]).

Moreover, the families {T (x, γ), γ ≥ 0} and {T (x, α), α ∈ [α1, α2]} cover the
entire region II.

Proof. Let us only consider (5.18)–(5.19), since problem (5.18), (5.20) can be
dealt with by similar arguments. Let 0 ≤ γ1 < γ2; set

T̃ (x) = T2(x)− T1(x) , Ũ(x) = U2(x)− U1(x) ,

with obvious meaning of the symbols. An elementary calculation shows that

T̃ (0) > 0 ,
dT̃

dx
(0) = 0 ,

d2T̃

dx2 (0) > 0 ,(5.21)

dT̃

dx
= −

(
∫ 1

0 f
′′(θU1 + (1− θ)U2)dθ)Ũ

f ′(U1)f ′(U2)
(x > 0) ,(5.22)

dŨ

dx
=
ϕ(U2)V (x, γ2)

f ′(U2)
− ϕ(U1)V (x, γ1)

f ′(U1)
(x > 0).(5.23)

By (5.22) there is a right neighborhood of x = 0 where T̃ > 0, dT̃
dx > 0. Let x1 > 0

exist such that T̃ (x) > 0 for x ∈ (0, x1), T̃ (x1) = 0. Then there is x0 ∈ (0, x1) such
that dT̃

dx > 0 in (0, x0) and dT̃
dx (x0) = 0. Hence by (5.22), Ũ < 0 in (0, x0), Ũ(x0) = 0,

which gives dŨ
dx (x0) ≥ 0. On the other hand, since T̃ (x0) > 0 we have

V (x0, γ2)− V (x0, γ1)

= β2

{
e−

∫ T (x,γ2)
0 ϕ(w(x0,s))ds − e−

∫ T (x,γ1)
0 ϕ(w(x0,s))ds

}
< 0 .
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It follows from (5.23) that dŨ
dx (x0) < 0; the contradiction proves the claim.

Inequalities (i) and (ii) are proved by similar arguments. To prove the last claim
it suffices to show that T (x, α2) = t̃(x) (x ≥ 0), where t̃(·) denotes the inverse function
of x̃(·). Observe first that (X(t, α2), U(t, α2)) satisfies the equations

Ẋ = U, U̇ = ϕ(U)V ,

with X(0) = 0, U(0) = α2, and V (t) = β2 e
−
∫ t
0 ϕ(w(X(t),s))ds. On the other hand,

setting X(t) = x̃(t) in the expression for V (t) gives V (t) = ṽ(t). Since the couple
(ũ, ṽ) = (ũ, ṽ)(α2, β2) verifies

˙̃x = ũ, ˙̃u = ϕ(ũ)ṽ = ϕ(ũ)V ,

and x̃(0) = 0, ũ(0) = α2, the conclusion follows by the uniqueness theorem for
ordinary differential equations.

Set

IIa = {(x, t) ∈ II | t > T (x, α1)} ;
IIb = {(x, t) ∈ II |T (x, α2) < t ≤ T (x, α1)} .

For any (x, t) ∈ IIa, there exists a unique value γ = γ(x, t) > 0 such that t = T (x, γ).
In the same way, for any (x, t) ∈ IIb, there exists a unique α = α(x, t) ∈ [α1, α2) such
that t = T (x, α). Hence we can define, in region II,

λ(x, t) =
{
γ(x, t) if (x, t) ∈ IIa,
α(x, t) if (x, t) ∈ IIb .(5.24)

The function λ is invertible and differentiable. Define a function u : Σ → [α1,∞) as
follows:

u(x, t) =

α1 in region I r (0, 0),
U(x, λ, (x, t)) in region II,
ũ(t) in region III .

(5.25)

The elementary proof of the following result is omitted.
LEMMA 5.5. The function u given by (5.25) is in C1(Σ r {(0, 0)}) and solves

problem (5.12)–(5.13).
Proof of Proposition 5.3. Let u = Λw as defined by (5.25). First let us show that

∂xu ≥ 0 in Σ, ∂tu < 0 in region II .

In region I or region III, ∂xu ≡ 0. On the other hand u(x, t) = U(x, λ(x, t)) in
region II; hence ∂tu < 0 by Lemma 5.4. Also, f ′(u)∂xu = −∂tu + ϕ(u)v > 0. Since
ũ(t) ≤ α2 + β2 in region III and ∂tu < 0 in region II, we have

u(x, t) ≤ α2 + β2 in region II .

Hence properties (P1), (P2 ), (P3) of the space AM (Σ) are satisfied. We must check
that there exists M > 0 such that, if w ∈ AM (Σ), (P4) and (P5) are verified for u.
Set p = ∂xu and differentiate equation (5.12). We have

∂tp+ f ′(u)∂xp+ p2 = ϕ′(u)vp+ ϕ(u)∂xv .(5.26)
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For x = 0, it follows from the equation that

p(0, γ) = (∂xu)(0, γ) =
ϕ(α1)
α1

β2e
−ϕ(α1)γ .(5.27)

Let M1 = β2 max(supu∈(α1,α2+β2) ϕ
′(u), ϕ(α1)

α1
). Then p := M1 is a supersolution

for problem (5.26)–(5.27) in region IIa. By standard comparison arguments on the
characteristic curves we have

0 ≤ ∂xu ≤M1(5.28)

and

0 ≤ −∂tu = u∂xu− ϕ(u)v(5.29)
≤ (α2 + β2)M1 for all (x, t) ∈ IIa .

To estimate the derivatives of u in region IIb we set

P (t, α) = p(X(t, α), t) = (∂xu)(X(t, α), t) .

Using (5.18), (5.20), this yields

P (t, α) =
ϕ(U)
f ′(U)

V − 1
f ′(U)

∂U/∂α

∂T/∂α
.

Then

lim
t→0+

t P (t, α) = − lim
t→0+

1
f ′(U)

∂U

∂α

t
∂T
∂α (X(t, α), α)

.

By elementary arguments it easy to show that

lim
t→0+

t P (t, α) =
1

f ′′(α)
.(5.30)

Observe now that P is a solution of the ordinary differential equation

Ṗ = P 2 + ϕ′(U)V P + ϕ(U)vx(X(t, α), t).(5.31)

Then

P (t, α) ≤ M2

t
,

where

M2 = max

(
1

f ′′(α)
, 1 +

[
sup

α1≤u≤α2+β2

ϕ′(U)

]
β2

ϕ(α1)

)
,

since P = M2
t is a supersolution of (5.31)–(5.30). Choosing M = max(M1,M2), the

conclusion follows easily.
The second step in the proof of Theorem 5.2 is given by the following fixed point

result.
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PROPOSITION 5.6. Let M be given by Proposition 5.3. Then the map Λ :
AM (Σ)→ AM (Σ) has a fixed point.

Proof. We shall use the Schauder theorem in the space

A(Q) = AM (Σ)|Q ,

where Q = [0, T ]× [−R,R] (T > 0, R > 0). Set also

B(Σ) = tAM (Σ), B(Q) = tA(Q) .

Step 1. For any fixed R, T , the set B(Q) is obviously a convex, bounded subset of
L1(Q). Moreover, due to the properties (P4)–(P5) of the space AM , for any z ∈ B(Q),
∂tz, ∂xz ∈ L∞(Q). Next we claim that B(Q) is a closed subset of L1(Q). In fact, let
{zn} ⊂ B(Q) such that

zn −→ z in L1(Q) .

Then for any multi-index α = (α1, α2),

Dαzn ⇀ Dαx in D(Q) ,

where Dα denotes any partial derivative with respect to the (x, t)-variables. Since
Dαzn is in a bounded set of L∞(Q) for any α with |α| = 1, there exist ξα ∈ L∞(Q)
and a subsequence of {zn}, say {znk}, such that

Dαznk ⇀ ξα in L∞ − weak∗ .

Hence Dαz = ξα ∈ L∞(Q) and the claim follows. Then the compact embedding
of B(Q) in L1(Q) follows, since B(Q) ⊆W 1,∞(Q).

Step 2. To define a continuous map from B(Q) in itself, fix t ≤ T and R > x̃(T ).
For w1, w2 ∈ A(Q), let u1 = Λw1 and u2 = Λw2. By the Gauss–Green formula
applied to equation (5.12) we have∫ R

−R
|u2(x, t)− u1(x, t)|dx

= −
∫ t

0
[f(u2)− f(u1)](τ,R)dτ +

∫ t

0
[f(u2)− f(u1)](τ,−R)dτ

+
∫ t

0

∫ R

−R
|ϕ(u2)v2 − ϕ(u1)v1|dτ dx

≤
∫ t

0

∫ R

−R
|ϕ(u2)v2 − ϕ(u1)v1|dτ dx.

(5.32)

Since vi is bounded, ϕ is Lipschitz continuous and by (5.16)∫ t

0
|v2(x, τ)− v1(x, τ)|dτ

= β2

∫ t

0

∣∣∣e− ∫ τ0 ϕ(w2(x,s))ds − e−
∫ τ
0 ϕ(w1(x,s))ds

∣∣∣ dτ
≤ C1

∫ t

0
|w2(x, τ)− w1(x, τ)|dτ ,
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there exists a constant C > 0 (depending only on T , ϕ, α1, α2, β2, M) such that∫ t

0

∫ R

−R
|ϕ(u1)v1 − ϕ(u2)v2|dx dτ

≤ C
∫ t

0

∫ R

−R
[ |u1(x, τ)− u2(x, τ)|

+|w1(x, τ)− w2(x, τ)| ]dx dτ .

(5.33)

Due to (5.32)–(5.33), by the Gronwall inequality there exists a constant C > 0
(which depends on T , ϕ, α1, α2, β2, M) such that∫ R

−R
|u2(x, t)− u1(x, t)|dx ≤ C

∫ t

0

∫ R

−R
|w2(x, τ)− w1(x, τ)|dx dτ .(5.34)

Now define a map T : B(Q)→ B(Q) setting

T (z) = tΛ
(

1
t
z

)
for all z ∈ B(Q) .(5.35)

Step 3. Let us prove that the map T defined in (5.35) is continuous in the L1

topology. Set zi = twi (i = 1, 2). Then (5.34) yields

‖T z1 − T z2‖L1(Q) =
∫ T

0

∫ R

−R
t|u1(x, τ)− u2(x, τ)dx dτ

≤ T
∫ T

0

∫ R

−R
|u1(x, τ)− u2(x, τ)|dx dτ

≤ CT
∫ T

0
dt

∫ t

0

∫ R

−R

1
τ
|z1(x, τ)− z2(x, τ)|dx dτ

≤ C ′
∫ T

0

∫ R

−R

1
τ
|z1(x, τ)− z1(x, τ)|dx dτ .

Fix ε > 0. Since zi = twi and α1 ≤ wi ≤ α2 + β2 (1 = 1, 2), there exists tε > 0 such
that ∫ tε

0

∫ R

−R

1
τ
|z1(x, τ)− z2(x, τ)|dx dτ ≤ ε .

On the other hand,∫ T

tε

∫ R

−R

1
τ
|z1(x, τ)− z2(x, τ)|dx dτ ≤ 1

tε
‖z1 − z2‖L1(Q) .

Therefore, for any ε > 0 there is δ > 0 such that if ‖z1 − z2‖L1(Q) < δ, then ‖T z1 −
T z2‖L1(Q) < ε. Hence the continuity of the map T is proved.

Due to Steps 1–3 above, for any fixed rectangle Q there is a fixed point of the
map T in B(Q). Let z be this fixed point. Then, the function u = 1

z z is a fixed point
of Λ in B(Q) and the conclusion follows.

Proof of Theorem 5.2. It follows by Propositions 5.3 and 5.6.
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Abstract. This paper deals with Maxwell’s equations coupled with a nonlinear heat equation.
The system models an induction heating process for a conductive material in which the electrical
conductivity strongly depends on the temperature. It is shown that the evolution system has a
global weak solution if the electrical conductivity is bounded. For the case of one space dimension,
the existence of a global classical solution is established. Moreover, for a quasi-stationary state field
it is proved that the temperature will blow up in finite time if the electric conductivity satisfies
certain growth conditions.

Key words. macrowave heating, Maxwell’s system with thermal effect

AMS subject classifications. 35K55, 35L40, 35Q20
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1. Introduction. Induction heating is commonly used in industrial operations
such as metal hardening and preheating for forging operations (see [5, 14]). The inves-
tigation of an induction heating system usually relies upon a series of expensive, long,
and complicated experiments. The mathematical analysis and numerical simulation
for induction heating play an important role in the designing process. In this paper
we shall investigate how a conductive material is heated up by using electromagnetic
waves.

The mathematical model of induction heating consists of Maxwell’s equations
coupled with a nonlinear heat equation (see section 2). The analysis of this full system
is quite complicated. The common method in the previous study of induction heating
is to assume that the electric field E is given by certain special time-harmonic form.
With this assumption for E, one can decouple Maxwell’s equations from the nonlinear
heat equation and then study the heat equation alone (see [4, 5, 8, 9, 10, 14, 16] for
example). This method is a good approximation of the full system when the electrical
conductivity of the targeted material is not sensitive with respect to the change of the
temperature. The microwave cooking is partly based on this approximation (see [14]),
since the electric conductivity of most water-like foodstuffs has only a small change
with respect to the change of temperature. However, the electric field E is much
more complicated than the guessed form if the electric conductivity strongly depends
on the temperature. One must take into account the effect of the temperature and
investigate the full Maxwell equations along with the nonlinear heat equation.

This paper is devoted to the investigation of the full Maxwell equations coupled
with a nonlinear heat equation. We show that the full evolution system has a global
solution in some weak sense. The existence proof is based on a standard fixed point
argument. The technical difficulty is to show that the mapping is continuous in
applying Schauder’s fixed point theorem. This difficulty is resolved from the help of
the boundedness assumption on the electric conductivity. For a special case where
an electrical field depends only one space variable, Maxwell’s equation becomes a
wave equation with a nonlinear damping which depends on the temperature. For the
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†Department of Mathematics, University of Notre Dame, Notre Dame, IN 46656 (hong-ming.yin.
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damped wave equation, we are able to derive the a priori L∞-bound of the electric
field. With this a priori bound, we establish the existence of a global solution in the
classical sense.

The paper is organized as follows. In section 2, we formulate the mathematical
model for completeness. The existence of a global weak solution is established in
section 3. In section 4, we consider a special case where the electrical field depends
only on one space variable and show that the full system has a unique global solution
in the classical sense. In section 5, we present a blowup result for temperature in a
quasi-stationary field.

2. The mathematical model. For completeness, we shall formulate the math-
ematical model of an induction heating process. Let a certain conductive material
occupy a bounded domain Ω ⊂ R3. Let E(x, t) and H(x, t) denote the electric and
magnetic fields in Ω (hereafter, a bold letter means a vector in R3). Let D(x, t) and
B(x, t) be the electric displacement and magnetic induction in Ω, respectively.

Then the classical Maxwell equations hold in Ω (see [11]):

∇×E + Bt = 0 (Faraday’s law),
∇×H = J + Dt (generalized Ampere’s law),

where J represents the electric current and ∇ = ( ∂
∂x ,

∂
∂y ,

∂
∂z ).

Moreover, we will assume the following constitutive relations [11]:

D = εE, B = µH, J = σE (Omh’s law),

where ε, µ, and σ are electric permittivity, the magnetic permeability, and the electric
conductivity of the medium, respectively.

Let u(x, t) denote the temperature in Ω. Due to the complexity of the dynamical
process, we shall only study how the temperature through the electric conductivity,
σ = σ(u), affects the electromagnetic field in the conductive material. Therefore, we
shall normalize the physical constants ε and µ and set ε = µ = 1.

Note that the local Joule heat generated by the current equals

E · J = E · [σ(u)E] = σ(u)|E|2.

Eliminating D and B and applying Fourier’s law and the conservation of en-
ergy for the temperature u(x, t), we obtain the following evolution system for E(x,t),
H(x, t), and u(x, t):

Et + σ(u)E = ∇×H, (x, t) ∈ QT ,(2.1)
Ht +∇×E = 0, (x, t) ∈ QT ,(2.2)
ut −∇[k(u)∇u] = σ(u)|E|2, (x, t) ∈ QT ,(2.3)

where QT = Ω×(0, T ] with T > 0, σ(u) and k(u) denote the electrical and the thermal
conductivity, respectively, and other physical parameters have been normalized.

When a conductive material is heated up by using induction heating, the mecha-
nism in the material for the electric field E, the magnetic field H, and the temperature
u will be determined by the coupled system (2.1)–(2.3) subject to appropriate initial
and boundary values.

The system (2.1)–(2.3) has certain similarity to the well-known Maxwell–Vlasov
system which has been studied by many authors (see [6, 7] and the references therein).
However, to the best of the author’s knowledge, little is known about the evolution
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system (2.1)–(2.3). This paper is the first attempt to answer some mathematical
questions such as the well-posedness of the system (2.1)–(2.3) subject to appropriate
initial and boundary conditions. We shall prescribe the following initial-boundary
conditions:

ν ×E = 0, u = 0, (x, t) ∈ ∂Ω, t > 0,(2.4)
E(x, 0) = E0(x), H(x, 0) = H0(x), u(x, 0) = u0(x), x ∈ Ω.(2.5)

In some industrial applications (see [3] for example), the electrical displacement
D is negligible. This field is often referred to as quasi-stationary in physics. Since
D = εE, we see that Et = 0. In this case, Maxwell’s equations (2.1)–(2.2) reduce to

Ht +∇× [r(u)∇×H] = 0,

where r(u) = 1
σ(u) is the resistivity of the material. This system was studied in [19].

A global weak solution was obtained in [19], and regularity of the weak solution was
studied in [20]. In this paper we shall show that the certain growth condition r(u) is
necessary in order to avoid the thermal runaway phenomenon.

3. Global existence of weak solutions. For the reader’s convenience, we
recall some standard notation.

Let B be a Banach space and 1 ≤ p <∞, and let

Lp(0, T ;B) =
{
f |f : [0, T ]→ B with the norm ||f ||Lp(0,T ;B) <∞

}
,

where

||f ||Lp(0,T ;B) =

[∫ T

0
||f ||pBdt

] 1
p

.

The spaces Wm,p(Ω), H1
0 (Ω),W 2,1

p (QT ), and C1+α, 1+α
2 (Q̄T ), C2+α,1+α

2 (Q̄T ), etc. are
the usual Sobolev and classical spaces.

Let

C∞curl(Ω̄, R
3) =

{
F(x) : Ω→ R3 is smooth, ν × F = 0 on ∂Ω

}
,

H∗(Ω) =
{
F(x) ∈ H1(Ω;R3) : ∇× F ∈ L2(Ω;R3), ν × F = 0 a.e. on ∂Ω

}
.

DEFINITION 3.1. A bounded domain Ω ⊂ R3 is said to be cylindrical if Ω =
(l1, l2)× Ω1 for some l1, l2 and a bounded domain Ω1 in R2.

PROPOSITION 3.2 (see [13]). Let Ω be a cylinder-type domain in R3; then H∗(Ω)
is a separable Hilbert space. Moreover, C∞curl(Ω̄;R3) is dense in H∗(Ω). Hence, the
trace operator

Tr : F(x) ∈ H∗(Ω)→ H1/2(∂Ω)

is well defined.
From now on, we shall always assume that the domain Ω is a cylinder-type one

in R3.
Consider the following linear Maxwell’s equations:

Et + σ(x, t)E = ∇×H, (x, t) ∈ QT ,(3.1)
Ht +∇×E = 0, (x, t) ∈ QT ,(3.2)
ν ×E = 0, (x, t) ∈ ∂Ω× (0, T ],(3.3)
E(x, 0) = E0(x), H(x, 0) = H0(x), x ∈ Ω.(3.4)
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H(3.1). Assume that E0(x) and H0(x) are in L2(Ω;R3).
LEMMA 3.3. Let the assumption (3.1) hold and let the function σ(x, t) be mea-

surable, nonnegative, and bounded. Then the problem (3.1)–(3.4) has a unique weak
solution (E,H) ∈ L∞(0, T ;L2(Ω;R3))2 in the following sense:∫ T

0

∫
Ω

[−E ·Φt + σE ·Φ−H · (∇×Φ)] dxdt =
∫

Ω
E0(x) ·Φ(x, 0)dx;(3.5) ∫ T

0

∫
Ω

[−H ·Ψt + H · (∇×Ψ)] dxdt =
∫

Ω
H0(x) ·Ψ(x, 0)dx(3.6)

for any vector test functions Φ,Ψ ∈ H1(0, T ;H1
∗ (Ω;R3)).

Moreover, the following energy estimate holds:∫
Ω

[
|E|2 + |H|2

]
dx+

∫ t

0

∫
Ω
σ|E|2dxdt =

∫
Ω

[
|E0|2 + |H0|2

]
dx.(3.7)

Proof. Since the domain Ω is a cylinder-type one in R3, the Hilbert space H∗(Ω)
is separable. We can use the finite element method to prove the existence when σ(x, t)
is only a function of the space variables and belongs to W 1,∞(Ω); this was done in [13,
Theorem 3.1]. For the current case, one can follow the same argument to establish
the existence. However, we must clarify how a weak solution takes the initial and
boundary value since (E,H) only belongs to L∞(0, T ;L2(Ω;R3))2. Introduce a new
function

W(x, t) =
∫ t

0
E(x, τ)dτ.

Then the system (3.1)–(3.2) becomes

Wtt + σ(x, t)Wt = ∇× [H0 −∇×W], (x, t) ∈ QT ,(3.8)
ν ×Wt = 0, (x, t) ∈ ∂Ω× (0, T ],(3.9)
W(x, 0) = 0, Wt(x, 0) = E0(x), x ∈ Ω.(3.10)

Now we can easily show that W ∈ H1(0, T ;L2(Ω;R3))
⋂
L2(0;T ;H∗(Ω)) by using

the energy method. Moreover, by Lemma 4.1 in Chapter 3 of [12] Wt is strongly
continuous in t in the norm of L2(Ω;R3). It follows that the initial condition (3.10)
for W makes sense. On the other hand, by Proposition 2.1 of [12], the trace of W
on ∂Ω makes sense. Consequently we can uniquely define the value of Wt on the
boundary ∂Ω as follows:

ν ×Wt = 0 if and only if ν ×W = 0 on ∂Ω× (0, T ].

To derive the energy estimate, we note that, for any smooth vector fields E(x, t)
and H(x, t) with ν ×E = 0 on ∂Ω× (0, T ],∫

Ω
(∇×H) ·Edx =

∫
Ω

H · (∇×E)dx.

By taking the inner production to (2.1) with E and to (2.2) with H, respectively, we
obtain

d

dt

∫
Ω

1
2
[
|E|2 + |H|2

]
dx+

∫
Ω
σ|E|2dx = 0.
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Integration over [0, t] yields the desired identity (3.7). The uniqueness of the solution
is obvious from the identity (3.7).

The following lemma is elementary, but important, in the proof of the main result.
LEMMA 3.4. Assume that a uniformly bounded sequence {σn(x, t)} converges to

σ(x, t) in L2(QT ). Let (En,Hn) and (E,H) be the corresponding solutions to the
system (3.1)–(3.4). Then En and Hn converge to E and H, respectively, in L2(QT )
as n→∞.

Proof. To prove the convergence, we define

Ên = En −E, Ĥn = Hn −H.

Then, we have∫ T

0

∫
Ω

[
−Ên ·Φt − Ĥn · (∇×Φ)

]
dxdt =

∫ ∫
QT

[σnEn − σE] ·Φdxdt,∫ T

0

∫
Ω

[
−Ĥn ·Ψt + Ên · (∇×Ψ)

]
dxdt = 0.

By using Steklov averaging and standard approximation if necessary, we may choose
Φ = Ên(x, t), Ψ = Ĥn(x, t) as test functions to obtain

sup
0≤t≤T

∫
Ω

[|Ên|2 + |Ĥn|2]dx

≤
∫ ∫

QT

[
σn|Ên|2 + |σn − σ| · |E| · |Ên|

]
dxdt

≤ C
∫ ∫

QT

|Ên|2dxdt+
∫ ∫

QT

|σn − σ|2 · |E|2dxdt

since 0 ≤ σ(s) ≤ σ0.
Gronwall’s inequality implies

sup
0≤t≤T

∫
Ω

[|Ên|2 + |Ĥn|2]dx ≤ C
∫ ∫

QT

|σn − σ|2 · |E|2dxdt.

Since σn converges to σ in L2(QT ), there exists a subsequence, say, σnk which con-
verges to σ a.e. on QT . By Lebesgue’s dominated convergence theorem, it follows
that ∫ ∫

QT

|σnk − σ|2 · |E|2dxdt→ 0

as nk →∞. Consequently, we have

sup
0≤t≤T

∫
Ω

[|Ênk |2 + |Ĥnk |2]dx→ 0

as nk →∞.
On the other hand, since the solution to the problem (3.1)–(3.4) is unique, the

whole sequence (En,Hn) must converge to (E,H) in L2(QT ).
Without essential difference, we shall assume that k(u) = 1 in (2.3) for simplicity.
DEFINITION 3.5. We say a triple of functions E(x, t),H(x, t), and u(x, t) is a

weak solution of the system (2.1)–(2.5) if

E,H ∈ L∞(0, T ;L2(QT )) and u(x, t) ∈ Lq(0, T ;W 1,q
0 (Ω)) for some q ∈ (1, 5

4 ),
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which satisfy∫ T

0

∫
Ω

[−E ·Φt + σE ·Φ−H · (∇×Φ)] dxdt =
∫

Ω
E0(x) ·Φ(x, 0)dx,∫ T

0

∫
Ω

[−H ·Ψt + H · (∇×Ψ)] dxdt =
∫

Ω
H0(x) ·Ψ(x, 0)dx,∫ T

0

∫
Ω
u[φt + ∆φ]dxdt =

∫ T

0

∫
Ω
σ(u)|E|2φdxdt

for any vector functions Φ,Ψ ∈ H1(0, T ;H∗(Ω, R3)) and for any φ(x, t) ∈ C∞0 (QT ).
Moreover, the limit of u(x, t) as t tends to 0 is u0(x) in the sense of Lebesgue measure.

Now we study the full evolution system (2.1)–(2.5).
H(3.2). (a) Let σ(s) be bounded and uniformly Lipschitz continuous in [0,∞).
(b) u0(x) ∈ L2(Ω) with u0(x) ≥ 0.
THEOREM 3.6. Under the assumptions H(3.1)–H(3.2), the problem (2.1)–(2.5)

has a global weak solution.
Proof. We shall use Schauder’s fixed point theorem to prove the desired result.

Let T be an arbitrary fixed number. Let

K = {u(x, t) ∈ L1+ε0(QT ) : ||u||L1+ε0 (QT ) ≤ K0},

where ε0 ∈ (0, 1
4 ) is a fixed number and K0 will be determined later.

For any v(x, t) ∈ K, we solve Maxwell’s equations:

Et + σ(v)E = ∇×H, (x, t) ∈ QT ,(3.11)
Ht +∇×E = 0, (x, t) ∈ QT ,(3.12)
ν ×E = 0, (x, t) ∈ ∂Ω× (0, T ],(3.13)
E(x, 0) = E0(x),H(x, 0) = H0(x), x ∈ Ω.(3.14)

By Lemma 3.3, the system (3.11)–(3.14) has a unique weak solution (E,H) ∈
L∞(0, T ;L2(Ω;R3))2 with

sup
0≤t≤T

∫
Ω

[
|E|2 + |H|2

]
dx+

∫ T

0

∫
Ω
σ(v)|E|2dxdt ≤ C0,

where C0 depends only on known data and the bound of σ(s), but not on K0.
Now we define a mapping M : v ∈ K → u(x, t) = M [v] ∈ L1+ε0(QT ) as follows.

For any v(x, t) ∈ K, we defineM[v] = u(x, t) to be the weak solution of the parabolic
problem

ut −∆u = σ(v)|E|2, (x, t) ∈ QT ,(3.15)
u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ],(3.16)
u(x, 0) = u0(x), x ∈ Ω,(3.17)

where E(x, t) is the solution of the system (3.11)–(3.14).
Since σ(v)|E|2 ∈ L1(QT ), the result of Theorem 4 in [2] implies that the parabolic

problem (3.15)–(3.17) has a weak solution:

u(x, t) ∈ L∞(0, T ;L1(Ω))
⋂
Lq(0, T ;W 1,q

0 (Ω))
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for any q ∈ (0, 5
4 ) (recall the space dimension of Ω is 3). Moreover, there exists a

constant C1 such that for any q ∈ (1, 5
4 )

sup
0≤t≤T

∫
Ω
|u|dxdt+

∫ ∫
QT

|∇u|qdxdt ≤ C1,

where C1 depends only on known data and the bound of σ(s), but not on K0.
Hence, the mappingM is well defined if we choose q ∈ (1 + ε0,

5
4 ) and from K to

itself if we choose K0 = C1.
Next we show that M is continuous. Let {vn(x, t)} ⊂ K ⊂ L1+ε0(QT ) be a

sequence which converges to v(x, t) in L1+ε0(QT ). Let (En,Hn) and (E,H) be the
weak solutions of the system (3.11)–(3.14) corresponding to vn(x, t) and v(x, t), re-
spectively. It is clear by using the same argument that the following energy estimates
hold:

sup
0≤t≤T

∫
Ω

[
|En|2 + |Hn|2

]
dx+

∫ T

0

∫
Ω
σ(vn)|En|2dxdt ≤ C0,

sup
0≤t≤T

∫
Ω

[
|E|2 + |H|2

]
dx+

∫ T

0

∫
Ω
σ(v)|E|2dxdt ≤ C0.

We claim that En → E and Hn(x, t)→ H in L2(QT ) as n→∞. Indeed, since vn → v
in L1+ε0(QT ) and σ(s) is bounded and uniformly Lipschitz continuous, then∫
QT

|σ(vn)−σ(v)|2dx ≤ C
∫
QT

|σ(vn)−σ(v)|1+ε0dxdt ≤ C
∫
QT

|vn− v|1+ε0dxdt→ 0,

as n→∞. The claim follows from Lemma 3.3.
Since the L1-bound of σ(un)|E|2 is independent of n, we have by [2] that, for any

q ∈ (1, 5
4 ),

||un||Lq(0,T ;W 1,q
0 (Ω)) ≤ C1,

where C1 depends only on C0 and known data, but not on n.
From a compactness result of [15], we see that there exists a subsequence of un

(still denoted by un(x, t)) such that, for any q ∈ (1 + ε0,
5
4 ),

un → u(x, t), weakly in Lq(0, T ;W 1,q
0 (Ω)) ;

un → u(x, t), strongly in Lq(QT ).

Now we show that u(x, t) is the only limit point of the sequence {un(x, t)} in
Lq(QT ). Assume that u∗(x, t) is a limit point of {un(x, t)} in Lq(QT ). Then we can
extract a subsequence, denoted by vnk(x, t), of {vn(x, t)} such that vnk(x, t)→ v(x, t)
a.e. in QT .

Now, by Green’s representation,

unk(x, t) =
∫

Ω
G(x, y, t, 0)u0(y)dy +

∫ t

0

∫
Ω
G(x, y; t, τ)fnk(y, τ)dydτ,

where

fnk(x, t) = σ(vnk)|Enk |2

and G(x, y; t, τ) is Green’s function of the heat operator with homogeneous Dirichlet
boundary conditions. It follows (see [19]) that

sup
0≤t≤T

∫
Ω
|unk − u|dx+

∫ T

0

∫
Ω
|∇unk −∇u|dxdt ≤ C||fnk − f ||L1(QT ).(3.18)
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Since Enk converges to E in L2(QT ), it follows that |Enk |2 converges to |E|2 in
L1(QT ). On the other hand, since σ(s) is bounded and vnk converges to v a.e. in QT ,
it follows that fnk(x, t) converges to f(x, t) in L1(QT ).

Consequently, taking the limit in (3.18), we obtain

sup
0≤t≤T

∫
Ω
|u∗ − u|dx+

∫ T

0

∫
Ω
|∇u∗ −∇u|dxdt ≤ 0,

i.e., u∗(x, t) = u(x, t) a.e. in QT . Therefore, the mapping M is continuous.
In order to apply Schauder’s fixed point theorem, we need to show that the

mapping M is compact. It is clear that W 1,1(Ω) ⊂ BV (Ω), where BV (Ω) denotes
the space of functions with bounded total variations in Ω. On the other hand, the
embedding from BV (Ω) to Lq(Ω) with q ∈ (1, 3

2 ) (recall the space dimension of Ω is 3)
is compact. Moreover, since∇u ∈ Lq(QT ) for any q ∈ (1, 5/4) and σ(v)|E|2 ∈ L1(QT ),
it follows that from the equation (3.15),

ut ∈ L1(QT ) + L1(0, T ;W−1,q′(Ω)),

where q′ = q
q−1 .

It follows by [15] that the mappingM is also compact. Finally, by Schauder’s fixed
point theorem, we know that the mapping M has a fixed point, denoted by u(x, t).
This fixed point u(x, t) along with the solution (E,H) of (3.11)–(3.14) consists of a
weak solution of (2.1)–(2.5).

The temperature u(x, t) satisfied (2.3) only in the sense of distribution. However,
we can improve the regularity of u(x, t) if some additional condition is imposed on
σ(u).

COROLLARY 3.7. In addition to the assumptions H(3.1)–H(3.2), assume that
there exists a constant σ1 such that

spσ(s) ≤ σ1 for s ≥ 0 and some p > 0;

then v(x, t) = u(x, t)
p
2 ∈ L∞(0, T ;L2(Ω))

⋂
L2(0, T ;H1

0 (Ω)).
Proof. By choosing ψ = up as a test function,∫ ∫

QT

upσ(u)|E|2dxdt ≤ C0

∫ ∫
QT

|E|2dxdt ≤ C,

where C is a constant depending only upon the known constants.
Set v(x, t) = up/2(x, t). Then from (2.3) we easily derive∫

Ω
v2dx+

∫ ∫
QT

|∇v|2dxdt ≤ C,

where C depends only on the known data and p. We can choose the set K as a subset
of the space such that

u(x, t)
p
2 ∈ L∞(0, T ;L2(Ω))

⋂
L2(0, T ;H1

0 (Ω)).

By the same argument as in the proof of Theorem 3.6, we can obtain the desired
result.
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4. One-dimension problem. In this section we consider a special case where
the electrical field is parallel to the y-axis; that is, E(x, t) = {0, g(x, t), 0}. Then H
must have the form H = {0, 0, h(x, t)}. For this special case, the system (2.1)–(2.5)
becomes

gt + σ(u)g = −hx, 0 < x < 1, t > 0,(4.1)
ht + gx = 0, 0 < x < 1, t > 0,(4.2)
ut − (k(u)ux)x = σ(u)g2, 0 < x < 1, t > 0,(4.3)
g(i, t) = u(i, t) = 0, t > 0, i = 0, 1,(4.4)
g(x, 0) = g0(x), h(x, 0) = h0(x), u(x, 0) = u0(x) ≥ 0, 0 ≤ x ≤ 1.(4.5)

H(4.1). (a) Let σ(s) and k(s) be C2 functions and

0 ≤ σ(s) ≤ σ0, 0 < k0 ≤ k(s) ≤ k1 <∞.

(b) Let g0(x) and h0(x) be C3[0, 1]. Moreover, g0(x) and h0x(x) can be extended
as odd functions about x = 0 and x = 1, and the extended functions are in C2(R).
Furthermore, the following consistency conditions hold:

σ(0)g0(0) = h
′

0(0), σ(0)g0(1) = h
′

0(1), g
′′

0 (0) = g
′′

0 (1) = 0,
u0(0) = u0(1) = 0,

−[k(0)u
′′

0 (0) + k′(0)u
′

0(0)2] = σ(0)g0(0)2,

−[k(0)u
′′

0 (1) + k′(0)u
′

0(1)2] = σ(0)g0(1)2.

THEOREM 4.1. Under the assumption H(4.1), the problem (4.1)–(4.5) has a
unique global solution in the classical sense: g, h ∈ C1+1,1+1(QT ) and u(x, t) ∈
C2+α,1+α

2 (Q̄T ).
Proof. Introduce

w(x, t) =
∫ t

0
g(x, τ)dτ, (x, t) ∈ QT .

Then it is easy to see that w(x, t) satisfies

wtt − wxx + σ(u)wt = h0x, (x, t) ∈ QT ,(4.6)
ut − (k(u)ux)x = σ(u)w2

t , 0 < x < 1, t > 0,(4.7)
w(i, t) = u(i, t) = 0, 0 ≤ t ≤ T, i = 0, 1,(4.8)
w(x, 0) = 0, wt(x, 0) = g0(x), u(x, 0) = u0(x), 0 ≤ x ≤ 1.(4.9)

By the assumption H(4.1), we see that a classical solution g(x, t), h(x, t), and u(x, t)
exists in QT0 for a small T0 > 0, which can be done by a standard argument (see [17]
for example). To extend the local solution to an arbitrary interval [0, T ], we only need
to derive an a priori estimate in the classical space.

Since we are deriving a priori estimates, we can always assume that h, g, and u
are smooth. We will use C to denote a generic constant which depends only on known
data.

By the assumption, we extend the function g0(x) as an odd function about x = 0
and x = 1 and the extended function g0(x) ∈ C2(R). By considering F (x, t) =
h0x(x) − σ(u)wt as an inhomogeneous term in (4.6), the solution w(x, t) will be an
odd function as long as the inhomogeneous term h0x(x)− σ(u)wt is an odd function.
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Note that σ(u(x, t)) ≥ 0 is an even function if u(x, t) is an even function about x = 0
and x = 1. If we extend u0(x) as an even function about x = 0 or x = 1, then u(x, t)
will be an even function since σ(u)w2

t ≥ 0. Now it is clear that w(x, t) and wt(x, t)
have the same sign when the space variable x is replaced by −x or 1 − x; it follows
that the solution w(x, t) can be represented by the following formula (see [18]):

w(x, t) =
1
2

∫ x+t

x−t
g0(ξ)dξ +

1
2

∫ t

0

∫ x+(t−τ)

x−(t−τ)
[h0y(y)− σ(u(y, τ))wτ (y, τ)]dydτ

=
1
2

∫ x+t

x−t
g0(ξ)dξ +

1
2

∫ t

0
[h0(x+ t− τ)− h0(x− t+ τ)]dτ

−1
2

∫ t

0

∫ x+t−τ

x−(t−τ)
σ(u(y, τ))wτ (y, τ)dydτ.(4.10)

Then

wt(x, t) =
1
2

[g0(x+ t)− g0(x− t)] +
1
2

∫ t

0
h
′

0(x+ t− τ) + h
′

0(x− t+ τ)]dτ

−1
2

∫ t

0
σ(u(y, τ))wτ (y, τ)

∣∣y=x+t−τ
y=x−t+τ dτ.(4.11)

Since σ(s) is bounded by σ0, we have

||wt(·, t)||L∞(0,1) ≤ ||g0||L∞(0,1) + T ||h′0||L∞(0,1) + σ0

∫ t

0
||wτ ||L∞(0,1)dτ.

Gronwall’s inequality yields

||wt||L∞(0,1) ≤ C,

where C depends only on σ0, T , and ||g0||L∞(0,1) + ||h0||L∞(0,1).
From the classical theory of parabolic equations, we know from (4.7) that for any

p > 1,

||u||W 2,1
p (QT ) ≤ C||σ(u)w2

t ||Lp(QT ) ≤ C,

where C depends only on p, σ0, and known data.
Sobolev’s embedding implies that for any α ∈ (0, 1),

||u||
C1+α, 1+α

2 (Q̄T )
≤ C.

Note that

d

dx

∫ t

0
σ(u(x+ t− τ, τ)wτ (x+ t− τ, τ))dτ

=
∫ t

0
[σ′(u(y, τ))ux(y, τ)wτ (y, τ) + σ(u(y, τ))wτy(y, τ)]y=x+t−τ dτ.

We can differentiate (4.11) with respect to x and use the boundedness of ux and wt
to obtain

||wtx||L∞(0,1) ≤ C + C

∫ t

0
||wτx||L∞(0,1)dτ,
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which gives the L∞(0, 1)-bound of wtx by Gronwall’s inequality. Moreover, the
L∞(0, 1)-bound of wtx depends only on known data.

Next, we differentiate (4.11) with respect to t again, after some routine calcula-
tions, to obtain

||wtt||L∞(0,1) ≤ C + C

∫ t

0
||wtx||L∞(0,1)dτ ≤ C.

Set v(x, t) = ut(x, t). Then it is easy to see that v(x, t) solves the following
initial-boundary value problem:

vt − k(u)vxx − k′′(u)u2
xv − 2k′(u)vxux − k′(u)uxxv

= σ′(u)vw2
t + 2σ(u)wtwtt, (x, t) ∈ QT ,(4.12)

v(0, t) = v(1, t) = 0, 0 ≤ t ≤ T,(4.13)
v(x, 0) = v0(x), 0 ≤ x ≤ 1,(4.14)

where

v0(x) = k(u0)u
′′

0 (x) + k′(u0)u
′

0(x)2 + σ(u0)g0(x)2.

By the W 2,1
p (QT )-estimate for parabolic equations, we see

||v||W 2,1
p (QT ) ≤ C + ||v||L2p(QT ) + ||uxx||L2p(QT ) + C||wtt||Lp(QT ) ≤ C,

where C depends only on known data.
Again, Sobolev’s embedding theorem implies that for any α ∈ (0, 1)

||ut||
C1+α, 1+α

2 (Q̄T )
≤ C.

Similarly, by differentiating the equation (4.7) with respect to x we can easily derive
that

||ux||
C1+α, 1+α

2 (Q̄T )
≤ C.

Now we take the derivative with respect to x twice in (4.11) and then use the bound-
edness of uxx and wt to deduce

||wtxx||L∞(0,1) ≤ C + C

∫ t

0
||wτxx||L∞(0,1)dτ,

which yields an a priori bound of ||wtxx||L∞(0,1). Finally, from the definition of w and
the system (4.1)–(4.2) we see

g(x, t), h(x, t) ∈ C1+1,1+1(Q̄T ), u(x, t) ∈ C2+α,1+α
2 (Q̄T ),

and

||g||C1+1,1+1(Q̄T ) + ||h||C1+1,1+1(Q̄T ) + ||u||
C2+α,1+α

2 (Q̄T ) ≤ C,

where α ∈ (0, 1) is arbitrary and C depends only on known data.
With the above a priori estimate, we can use the method of continuity to extend

a local solution to an arbitrary interval [0, T ].
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5. Maxwell’s equations in quasi-stationary fields. In this section we study
an electromagnetic field with a negligible electric displacement D. When Dt = 0,
then Et = 0. It follows that the system (2.1)–(2.3) becomes

Ht +∇× [r(u)∇×H] = 0, (x, t) ∈ QT ,(5.1)
ut −∇[k(u)∇u] = r(u)|∇ ×H|2, (x, t) ∈ QT ,(5.2)

where r(u) = 1
σ(u) .

We shall prescribe the following initial-boundary conditions for H and u(x, t):

H(x, t) = F(x, t), uν(x, t) = 0, (x, t) ∈ ST = ∂Ω× (0, T ],(5.3)
H(x, 0) = H0(x), u(x, 0) = u0(x), x ∈ Ω,(5.4)

where uν denotes the outward normal derivative to ∂Ω.
H(5.1). (a) Let r(u) and k(u) be C1+α(R) functions. There exists a constant

a0 > 0 such that

r(u) ≥ a0, k(u) ≥ a0.

(b) Let u0(x) ≥ 0, u0(x) ∈ C2+α(Ω̄), and H0 ∈ C2+α(Ω̄)3,F(x, t) ∈ C2+α,1+α
2 (Q̄T )3.

The following consistency conditions hold:

∇ ·H0(x) = 0, x ∈ Ω,
u0ν(x) = 0,F(x, 0) = H0(x), on ∂Ω,
Ft(x, 0) +∇× [r(u0(x))∇×H0] = 0, on ∂Ω.

LEMMA 5.1. Under the assumption H(5.1) the evolution system (5.1)–(5.4) has
a classical solution H(x, t) ∈ C2+α,1+α

2 (Q̄T )3, u(x, t) ∈ C2+α,1+α
2 (Q̄T ) for some

T > 0.
Proof. The proof is quite standard. We shall only outline the main steps. For

simplicity, we take k(u) = 1. It will be seen that the general case can be handled
similarly. We also assume that T ≤ 1 since we are only concerned with the local
existence.

Let

K = {u(x, t) ∈ Cα,α2 (Q̄T ) : u(x, t) ≥ 0, ||u||
C1+α, 1+α

2 (Q̄T )
≤ K0},

where K0 is a constant to be specified later. It is clear that K is a bounded convex
subset of C2,1(Q̄T ). Given u∗(x, t) ∈ K, we consider the following evolution system:

Ht +∇× [r(u∗)∇×H] = 0, (x, t) ∈ QT ,(5.5)
H(x, t) = F(x, t), (x, t) ∈ ∂Ω× (0, T ];(5.6)
H(x, 0) = H0(x), x ∈ Ω.(5.7)

Observe that

∇× [r(u∗)∇×H] = −r(u∗)∆H + r′(u∗)∇u∗ × (∇×H).

By the results of parabolic systems (see [12]), there exists a unique classical solution
H(x, t) for some T > 0. Moreover, there exists a constant C(K0) such that

||H||
C2+α,1+α

2 (Q̄T ) ≤ C(K0),
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where C(K0) depends only on K0 and the known data but is independent of the lower
bound of T .

Now we define a mapping as follows:

M : u∗(x, t) ∈ K → u(x, t) = M [u∗],

where u(x, t) is the solution to the following problem:

ut −∆u = r(u∗)|∇ ×H|2, (x, t) ∈ QT ,(5.8)
uν = 0, (x, t) ∈ ∂Ω× (0, T ],(5.9)
u(x, 0) = u0(x), x ∈ Ω,(5.10)

where H is the solution to the system (5.5)–(5.7).
The classical theory of parabolic equations ensures that the above parabolic prob-

lem has a unique classical solution on [0, T ]. Moreover,

||u||
C2+α,1+α

2 (Q̄T ) ≤ C(K0),

where C(K0) depends on known data and K0, but not on the lower bound of T . We
know that the mapping M is well defined. The continuity of the mapping M is quite
standard since u∗ ∈ C1+α, 1+α

2 (Q̄T ). The compactness of the mapping M is clear since
u(x, t) = M [u∗] ∈ C2+α,1+α

2 (Q̄T ) and the embedding operator from C2+α,1+α
2 (Q̄T )

to C2,1(Q̄T ) is compact.
Now we show that the mapping M is from K into K. Indeed,

||u||
C1+α, 1+α

2 (Q̄T )
≤
∑
|k|≤2

sup
QT

|Dku|+ sup
QT

|ut|

≤ [Tα + Tα/2]C(K0) + ||u0||C2(Ω̄)

≤ 1 + ||u0||C2(Ω̄),

provided that we restrict T such that TC(K0) ≤ 1.
By Schauder’s fixed point theorem, the mapping M has a fixed point. This fixed

point u(x, t) along H obtained from (5.5)–(5.8) consists of a solution to the system
(5.1)–(5.4). The uniqueness is clear since the solution is classical.

H(5.2). (a) The function r(s) satisfies∫ ∞
a0

1
r(s)

ds <∞

for some constant a0 > 0.
(b) The initial and boundary data u0(x) and F = (F1, F2, F3) satisfy the following

inequality:

u0(x) ≥ a0,

∫
Ω

∫ ∞
u0(x)

1
r(s)

dsdx <
1
C0

3∑
i=1

∫ ∞
0

∫
S

|Fi − (Fi)s|2dsdt,

where C0 is the best constant from the trace inequality

3∑
i=1

∫
S

|Fi − (Fi)s|2ds ≤ C0

3∑
i,j=1

∫
Ω
|Hixj |2dx,

H = (H1, H2, H3), (Fi)s =
1
|S|

∫
S

Fids, i = 1, 2, 3,
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while ds represents the surface element and |S| denotes the (n−1)-dimension Lebesgue
measure.

Now we can state the following blowup result.
THEOREM 5.2. Let the assumptions H(5.1)–H(5.2) hold. Then u(x, t) will blow

up in finite time.
Proof. The argument below follows the idea from [1]. It is clear from the as-

sumption and the maximum principle that u(x, t) ≥ a0 whenever the solution exists.
Suppose the problem (5.1)–(5.4) has a smooth solution for any T > 0. Define

A(t) =
∫

Ω

∫ ∞
u(x,t)

1
r(s)

dsdx.

Then A(t) is well defined for all t <∞. By using (5.2) and performing the integration
by parts, we see

A′(t) = −
∫

Ω

ut
r(u)

dx

= −
∫

Ω

∇[k(u)∇u]
r(u)

dx−
∫

Ω
|∇ ×H|2dx

= −
∫

Ω

r′(u)k(u)|∇u|2
r(u)2 dx−

∫
Ω
|∇ ×H|2dx

≤ −
∫

Ω
|∇ ×H|2dx.

It follows that

0 ≤ A(t) ≤ A(0)−
∫ t

0

∫
Ω
|∇ ×H|2dxdt.

Since ∇ ·Ht(x, t) = 0 from (5.1), it follows that

∇ ·H(x, t) = ∇ ·H0(x) = 0.

Performing integration by parts, we obtain∫
Ω
|∇ ×H|2dx ≡

∫
Ω

[|∇ ·H|2 + |∇ ×H|2]dx

=
3∑

i,j=1

∫
Ω
|Hixj |2dx.

It follows that

0 ≤ A(t) ≤ A(0)−
3∑

i,j=1

∫ t

0

∫
Ω
|Hixj |2dxdt.

Now the trace inequality implies
3∑
i=1

∫
S

|Fi − (Fi)s|2ds ≤ C0

3∑
i,j=1

∫
Ω
|Hixj |2dx,

where C0 is a constant depending only upon the space dimension n and the boundary
S = ∂Ω. In particular, C0 does not depend on t. Consequently,

0 ≤ A(t) ≤ A(0)− 1
C0

∫ t

0

∫
S

|F − (F )s|2ds

will become negative for large t by the assumption H(5.2), a contradiction.
It follows that u(x, t) will become unbounded in finite time.
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Abstract. In two space dimensions and under periodic boundary conditions, the solution of
the incompressible Navier–Stokes equations is known to remain smooth for all time. In this paper
we consider the system of equations describing isentropic, compressible flow and show a similar
result if the Mach number is sufficiently small and the initial data are almost incompressible. It
is not assumed that the initial data are small. To the leading order, the solution consists of the
corresponding incompressible flow plus a highly oscillatory part describing sound waves.

Key words. Navier–Stokes equations, compressible flows, all-time existence, multiple scales
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1. Introduction. In this paper we consider the Navier–Stokes equations for
isentropic, compressible flows of a polytropic gas:

ut + (u · ∇)u+ (1 + ε2ρ)γ−2∇ρ

= (1 + ε2ρ)−1 (ν∆u+ η∇∇ · u) , ν > 0, η + ν > 0,
(1.1)

ε2 (ρt + (u · ∇)ρ) + (1 + ε2ρ)∇ · u = 0 .(1.2)

The scalings and assumptions leading to these equations are given in the Appendix,
where it also is explained that ρ describes the scaled fluctuations of the density. If the
parameter ε, which represents the Mach number, is formally set to zero, we obtain
the equations for incompressible flow,

Ut + (U · ∇)U +∇P = ν∆U, ν > 0,(1.3)
∇ · U = 0 .(1.4)

We restrict the discussion to two space variables

(x, y) ∈ (Rmod2π)2 =: T 2;

i.e., we assume that the functions

u(x, y, t), ρ(x, y, t), U(x, y, t), P (x, y, t)

are 2π-periodic in x and in y. (We comment below on the three-dimensional case.)
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For ε > 0, the equations (1.1), (1.2) form a coupled parabolic–hyperbolic system,
for which we give initial conditions

u = u0(x, y), ρ = ρ0(x, y) at t = 0 .(1.5)

For simplicity,1 we assume that u0, ρ0 ∈ C∞(T 2) and that they have mean zero:∫
T 2
u0dxdy ,

∫
T 2
ρ0dxdy = 0.(1.6)

(Note that these assumptions on the mean are without essential loss of generality,
as they may be imposed by a Galilean transformation and by choosing the reference
density to be the mean initial density.) For the incompressible equations (1.3), (1.4),
one can only prescribe an initial velocity field U0(x, y), which must be divergence-free,
to obtain a classical solution,

U = U0(x, y) at t = 0 .(1.7)

Here we assume U0 ∈ C∞,
∫
T 2 U0 = 0, ∇ · U0 = 0. To eliminate the free (time-

dependent) constant in the incompressible pressure, we impose the side condition∫
T 2
P (x, y, t)dxdy = 0, t ≥ 0 .(1.8)

It is well known that the incompressible problem (1.3), (1.4), (1.7), (1.8) has a unique
classical solution (U,P ) ∈ C∞(T 2 × [0,∞)), and this solution—together with all its
derivatives—tends to zero at an exponential rate as t → ∞. (See, e.g., [5, Chap. 9]
and extensions of the arguments therein.)

The aim of this paper is to show all-time existence also for the compressible
problem (1.1), (1.2), (1.5) provided that ε > 0 is sufficiently small and the initial data
u0, ρ0 are almost incompressible. A precise statement is given in the next section.

Under the assumptions of our theorem, the compressible solution u = uε, ρ = ρε

consists of leading order of the incompressible flow U,P , and it is essential for our
proof that U,P decays to zero as t→∞. Thus, at present it is not clear if our result
generalizes to Euler flow (ν = η = 0) or to the forced equation

ut + (u · ∇)u+ (1 + ε2ρ)γ−2∇ρ = (1 + ε2ρ)−1 (ν∆u+ η∇∇ · u+ F (x, y, t)) ,

ε2 (ρt + (u · ∇)ρ) + (1 + ε2ρ)∇ · u = 0

with F ∈ C∞. In both cases, the solution U,P is C∞ for 0 ≤ t < ∞, but generally
does not tend to zero.

A generalization of our result to three-dimensional flow is straightforward, how-
ever, if we assume that the initial incompressible velocity field U0(x, y, z) leads to a
classical solution U,P for 0 ≤ t <∞, which—together with all its derivatives—tends
to zero as t→∞.

Our approach can also be used to establish an asymptotic expansion result for
uε, ρε. Leading order corrections to U,P consist of fast oscillations of the pressure and
the dilatation, ∇ · uε. These corrections are solutions of the damped wave equation

wtt =
1
ε2 ∆w + (ν + η)∆wt .

1Only a finite number of derivatives will be used. We work with C∞-functions so that we do not
have to keep track of the exact number of derivatives required at every step.
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We will not elaborate on this here, however, since corresponding asymptotic expan-
sions in finite time intervals have already been derived in [3, 4, 6].

There has been much recent work on weak solutions of the equations of compress-
ible flow. Hoff (see [2] and references therein) has considered discontinuous initial data
in one space dimension. Lions [7, 8, 9] has developed a multidimensional theory of
weak solutions for the isentropic system we consider and has established connections
with the theory of weak solutions for the incompressible case. Results on classical
solutions for small data are also known. See [1] for a proof using the techniques of
this paper and for references to earlier work.

2. Notations and statement of main theorem. The Euclidean inner product
and norm on Cn (and Rn) are denoted by

〈u, v〉 =
n∑
j=1

ūjvj , |u| = 〈u, u〉1/2 .

Also, if A ∈ Cn×n is an n×n matrix, then |A| denotes the corresponding matrix norm.
If H1, H2 ∈ Cn×n are Hermitian matrices, then we write H1 ≤ H2 iff u∗H1u ≤ u∗H2u
for all u ∈ Cn. For functions u, v ∈ L2 = L2(T 2,Rn), the L2-inner product and norm
are defined by

(u, v) =
∫
T 2
〈u(x, y), v(x, y)〉dxdy, ‖u‖ = (u, u)1/2 .

We recall Parseval’s relation,

(u, v) =
∑
k∈Z2

〈û(k), v̂(k)〉,

where

û(k) =
1

2π

∫
T 2
e−i(k1x+k2y)u(x, y)dxdy .

For spatial differential expressions we use multi-index notation,

Dα =
∂|α|

∂xα1∂yα2
, |α| = α1 + α2 .

We partially order multi-indices by

β < α ⇐⇒ β1 ≤ α1, β2 ≤ α2, β 6= α.

The Sobolev inner products and norms, based on L2, are

(u, v)j =
∑
|α|≤j

(Dαu,Dαv) , ‖u‖j = (u, u)1/2
j , j = 1, 2, . . . .

We write Hj = Hj(T 2,Rn) for the corresponding Sobolev space. The sup-norm of
any bounded function u is denoted by |u|∞.

In our main theorem formulated next, let U0 ∈ C∞(T 2) denote an incompressible
velocity field and let P0 = P0(x, y) denote the corresponding pressure at t = 0; i.e., if
U,P is the solution of (1.3), (1.4), (1.7), (1.8), then P0(x, y) = P (x, y, 0).
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THEOREM 2.1. Consider the compressible problem, (1.1), (1.2), (1.5), (1.6), with
u0, ρ0 ∈ C∞(T 2), ν > 0, ε > 0, η + ν > 0. There is ε0 = ε0(U0, ν, η) > 0 and
δ0 = δ0(U0, ν, η) > 0 so that the following holds. If 0 < ε ≤ ε0 and

‖u0 − U0‖23 + ε2‖ρ0 − P0‖23 ≤ δ2
0 ,(2.1)

then the solution u, ρ is in C∞(T 2 × [0,∞)) and approaches a uniform state (ū′∞, 0)
as t→∞.

A main point of the theorem is that the radius, given by δ0, of the ball about in-
compressible data can be chosen independently of the singular perturbation parameter
0 < ε < ε0. We note that the bounded derivative principle (in finite time intervals) is
valid for the system (1.1), (1.2); see [6]. Thus, a highly oscillatory part of the solution
could be suppressed by proper initialization. We emphasize that our theorem does not
require such an initialization; i.e., a highly oscillatory part (sound waves) is generally
present in the solution. The amplitude of the sound waves is initially controlled by δ0.

An outline of the proof follows. If we subtract the incompressible solution U,P
from u, ρ, then we obtain equations for the differences u′ = u− U, ρ′ = ρ− P with a
forcing term of order O(ε2). The details are carried out in section 3. The 3-vector

w = (u′, ερ′)T

satisfies a coupled parabolic–hyperbolic system, where the large hyperbolic part is
symmetrized. This symmetrization is the reason for multiplying ρ′ by ε. The system
satisfied by w is central for our discussion.

General results on coupled parabolic–hyperbolic systems (see, for example, [1])
imply that w is C∞ in some maximal interval 0 ≤ t < tε, and if tε is finite, then

sup
0≤t<tε

‖w(·, t)‖3 =∞ .

(In N space dimensions, the crucial degree of smoothness is given by the smallest
integer s > N

2 + 1. For N = 2 we have s = 3.) Thus it suffices to show that ‖w(·, t)‖3
remains bounded in order to obtain all-time existence and C∞ smoothness.

Standard L2-estimates for w and its space derivatives are not good enough to
imply all-time existence. A crucial step is the construction of a new norm ‖ · ‖H , in
which the solution of the linearized constant coefficient problem decays exponentially.
The construction of this new norm is carried out in section 4. A main technical
difficulty is to obtain ε-independent bounds for the related symmetrizer.

3. Equations for the perturbed variables. The solution u, ρ of (1.1), (1.2),
(1.5) consists of a slow part and a part which is highly oscillatory in time. Following
[6], we first subtract the slow part of the solution in order to obtain an equation with
small initial data for the remainder.

If U,P denotes the solution of the incompressible problem (1.3), (1.4), (1.7), (1.8),
then we define new variables u′, ρ′ by

u = U + u′, ρ = P + ρ′ .

A lengthy but straightforward computation yields

u′t + (U · ∇)u′ + (u′ · ∇)U + (u′ · ∇)u′ +∇ρ′ + ε2(P + ρ′)Π(0, ε2(P + ρ′))∇ρ′

+ε2ρ′F (P,U, ρ′, ε) = (1 + ε2P + ε2ρ′)−1 (ν∆u′ + η∇∇ · u′) + ε2g1 ,(3.1)

ε2 (ρ′t + (U · ∇)ρ′ + (u′ · ∇)P + (u′ · ∇)ρ′) + (1 + ε2P + ε2ρ′)∇ · u′ = ε2g2(3.2)
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with

Π(a, b) = (γ − 2)
∫ 1

0
(1 + a+ bz)γ−3dz,

F = Π(ε2P, ε2ρ′)∇P + ν(1 + ε2P )−1(1 + ε2P + ε2ρ′)−1∆U,

g1 = −PΠ(0, ε2P )∇P − νP (1 + ε2P )−1∆U,

g2 = −(Pt + (U · ∇)P ).

The variables u′, ρ′ satisfy initial conditions

u′ = u′0(x, y), ρ′ = ρ′0(x, y) at t = 0 ,(3.3)

where u′0 = u0 − U0, ρ
′
0 = ρ0 − P0, and therefore

‖u′0‖23 + ε2‖ρ′0‖23 ≤ δ2
0(3.4)

by assumption (2.1). We note that the incompressible solution satisfies estimates

‖U(·, t)‖j + ‖P (·, t)‖j ≤ Cje−cjt, t ≥ 0, j = 0, 1, . . .(3.5)

with Cj > 0 and cj > 0 independent of t. Corresponding estimates for time derivatives
follow from the differential equation. (We will use the following convention: C,Cj , etc.
denote sufficiently large constants which may depend on U0 and the viscosities ν, η.
Similarly, c, cj , etc. denote sufficiently small positive constants which may depend on
U0 and ν, η. All constants are independent of u0, ρ0, t, ε, and the wave vector k used
below. At different appearances, the constants may have different meanings.)

The inhomogeneous terms ε2g1, ε2g2 in (3.1), (3.2) can be reduced to higher order
by constructing additional terms in the expansion of the “slow” part of the solution
[6], but this is unnecessary for our purposes.

We also note that the nonlinearities in (3.1), (3.2) are smooth only under some
restrictions on the arguments. To be specific, we must have (1 + ε2P ), (1 + ε2ρ′), (1 +
ε2P + ε2ρ′) > 0. As we derive time-uniform bounds on the solution valid for all ε
sufficiently small, we can guarantee that the arguments remain in the appropriate
domains by further restricting ε0 if necessary.

To motivate a scaling that we use below, we first consider the linear constant
coefficient system obtained from (3.1), (3.2) by setting the incompressible solution,
(U,P ) to zero and ignoring nonlinearities:

u′t +∇ρ′ = ν∆u′ + η∇∇ · u′,(3.6)

ε2ρ′t +∇ · u′ = 0 .(3.7)

For ν = η = 0 this system is hyperbolic, but unsymmetric, and in fact strongly
unbalanced for 0 < ε� 1. To symmetrize this underlying hyperbolic system, we use
the variable ερ′ instead of ρ′. Thus we introduce the 3-vector

w =
(

u′

ερ′

)
.

Returning to the full system (3.1), (3.2) and dividing (3.2) by ε, we obtain the fol-
lowing system for w:

wt + ((U + u′) · ∇)w = Aεw + εG+Q.(3.8)
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Here Aε is the constant coefficient operator (compare with (3.6), (3.7))

Aε = −1
ε

 0 0 ∂x
0 0 ∂y
∂x ∂y 0

+

 ν∆ + η ∂2

∂x2 η ∂2

∂x∂y 0
η ∂2

∂x∂y ν∆ + η ∂2

∂y2 0
0 0 0

 ,(3.9)

G is the inhomogeneous term

G =
(
εg1
g2

)
,(3.10)

and the remaining terms Q are given by

Q = Q1 +Q2,(3.11)

Q1 =

(
(εw(3)+ε2P )

(1+εw(3)+ε2P ) (ν∆u′ + η∇∇ · u′)− (w(3) + εP )Π(0, εw(3) + ε2P )∇w(3)

0

)
,

(3.12)

Q2 =
(

−(u′ · ∇)U − εw(3)F
−ε(u′ · ∇)P − (w(3) + εP )∇ · u′

)
.(3.13)

The initial condition for w is

w = w0(x, y) :=
(

u′0
ερ′0

)
at t = 0;

thus

‖w0‖3 ≤ δ0.(3.14)

In the next section we consider the constant coefficient system wt = Aεw.

4. Decay estimates for wt = Aεw. Let w = w(x, y, t) denote a solution of
the linear constant coefficient system wt = Aεw with Aε given by (3.9). The standard
L2-estimate reads

d

dt
‖w‖2 = 2(w,wt)

= −2ν
2∑
j=1

‖Dw(j)‖2 − 2η‖∇ · u′‖2 ≤ 0 .

Here, ‖Dv‖2 = ‖vx‖2 + ‖vy‖2. Clearly, the third component of w does not appear
on the right side (since the third component of (3.9) does not contain the viscosity
terms), and therefore we cannot obtain exponential decay of w in the L2-norm. This
is the fundamental reason for the difficulty in proving our main theorem. We will,
however, construct a new norm, which is equivalent to the L2 norm, in which we have
exponential decay, except for the spatial averages of w. (The spatial averages of the
solutions of wt = Aεw remain constant in time. For the full system (3.8), they will
require a separate consideration, with bounds following from the conservation of mass
and momentum.)
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To construct the new norm, we use Fourier expansion in space. The Fourier
representation of w is

w(x, y, t) =
1

2π

∑
k∈Z2

eik1x+ik2yŵ(k, t)

with

ŵ(k, t) =
1

2π

∫
T 2
e−ik1x−ik2yw(x, y, t)dxdy ,

and the system wt = Aεw transforms to

ŵt(k, t) = Âε(k)ŵ(k, t), k ∈ Z2 .(4.1)

Here

Âε(k) = − i
ε

 0 0 k1
0 0 k2
k1 k2 0

−
 ν|k|2 + ηk2

1 ηk1k2 0
ηk1k2 ν|k|2 + ηk2

2 0
0 0 0

(4.2)

is the symbol of Aε; see (3.9). We first show that the eigenvalues of Âε(k) have
negative real parts for all k 6= 0.

LEMMA 4.1. Let λj = λj(ν, η, ε, k) denote the eigenvalues of Âε(k). Then we
have

Reλj ≤ max
{
−ν,−ν + η

2
,− 1

(ν + η)ε2

}
< 0, j = 1, 2, 3

for all ν > 0, ν + η > 0, ε > 0, k ∈ Z2, k 6= 0.
Proof. For

φ1 =
1
|k|

 −k2
k1
0


we have

Âε(k)φ1 = −ν|k|2φ1;

thus λ1 = −ν|k|2. Next let φ2, φ3, which span the subspace of R3 orthogonal to φ1,
be given by

φ2 =
1
|k|

 k1
k2
0

 , φ3 =

 0
0
1

 .

Then we have

Âε(k)φ2 = −(ν + η)|k|2φ2 −
i

ε
|k|φ3,

Âε(k)φ3 = − i
ε
|k|φ2.

This implies that the eigenvalues λ2,3 of Âε(k) are the eigenvalues of

B =
(
−(ν + η)|k|2 − i

ε |k|
− i
ε |k| 0

)
,(4.3)
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and we obtain that

λ2,3 = − (ν + η)|k|2
2

{
1±

√
1− 4

(ν + η)2ε2|k|2

}
.(4.4)

If 4 > (ν + η)2ε2|k|2, then the root is purely imaginary; thus

Reλ2,3 = − (ν + η)|k|2
2

≤ −ν + η

2
.

If (ν + η)2ε2|k|2 ≥ 4, then λ2,3 are real, and we have

λ2 ≤ λ3 = −r
2

+
r

2

√
1− 4

(ν + η)ε2r
(4.5)

with r = (ν + η)|k|2. Clearly, λ3 → − 1
(ν+η)ε2 as r → ∞. Furthermore, the function

of r on the right side of (4.5) is monotonically increasing. Therefore,

λ2 ≤ λ3 ≤ −
1

(ν + η)ε2 ,

and the lemma is proved.
Remarks. 1. Let S denote the orthogonal matrix containing as columns the

vectors φj defined in the proof of the previous lemma,

S =
1
|k|

 −k2 k1 0
k1 k2 0
0 0 |k|

 .(4.6)

Then the proof shows that

Âε(k)S = S

 −ν|k|2 0 0
0 b11 b12
0 b21 b22

 ,(4.7)

where B is given in (4.3).
2. In the three-dimensional case, let ψ1, ψ2 ∈ R3 denote vectors so that ψ1, ψ2,

k/|k| form an orthonormal system of R3. Setting φj = (ψj , 0)T , we obtain

Âε(k)φj = −ν|k|2φj , j = 1, 2 .

Furthermore, let

φ3 =
1
|k| (k1, k2, k3, 0)T , φ4 = (0, 0, 0, 1)T .

Computation of Âε(k)φj , j = 3, 4, shows that the same matrix B as given in (4.3)
determines the eigenvalues λ3,4 of Âε(k). Thus, Lemma 4.1 generalizes directly to the
three-dimensional case.

Since the matrices Âε(k) in (4.1) all have their eigenvalues in the left half-plane,
all solutions ŵ(k, t), k 6= 0, tend to zero as t → ∞. We need to quantify this decay.
For clarity, consider first any ODE system

dy

dt
= Ay, y(t) ∈ Cn,(4.8)
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where A is a constant n×n matrix with eigenvalues λ1, . . . , λn,Reλj ≤ −c0 < 0. One
can construct a norm, based on an inner product, in which all solutions of (4.8) decay
exponentially. In particular, we can construct a positive definite Hermitian matrix H
satisfying

HA+A∗H ≤ −c0H.(4.9)

The positive definite Hermitian matrix H defines an inner product and a norm on
Cn,

〈u, v〉H = u∗Hv, |u|H = 〈u, u〉1/2H .

For any solution y(t) of (4.8) we have

d

dt
|y|2H = 〈y, y′〉H + 〈y′, y〉H

= 〈y,Ay〉H + 〈Ay, y〉H
= 〈y,HAy〉+ 〈y,A∗Hy〉
≤ −c0|y|2H .

The last inequality follows from the crucial property HA + A∗H ≤ −c0H of the
matrix H. Therefore, for all solutions y(t) of (4.8), the expression |y(t)|H decays
exponentially. The matrix H = H∗ > 0 is called a symmetrizer for the system (4.8)
since—in | · |H—A acts like a matrix with negative definite symmetric part.

For the family of systems (4.1) we need additional properties of the symmetrizer
H = H(ν, η, ε, k), namely some uniform estimates. As we will see, it suffices to
consider the matrices B given in (4.3). Recall that, by Lemma 4.1, the eigenvalues
λ2,3 of B satisfy

Reλ2,3 ≤ −c0 < 0 , c0 = c0(ν + η)(4.10)

for all 0 < ε ≤ 1, k ∈ Z2, k 6= 0, and any fixed ν + η > 0.
LEMMA 4.2. For fixed ν + η > 0, consider the family of matrices B given in (4.3)

for k ∈ Z2, k 6= 0. There are positive constants c0, c1, C1, C2, ε0, depending only on
ν + η, and there are Hermitian matrices H = H(ν + η, ε, k) ∈ C2×2 for 0 < ε ≤ ε0
with the following properties:

0 < (1− C1ε)I ≤ H ≤ (1 + C1ε)I(4.11)

q∗(HB +B∗H)q ≤ −c0q∗Hq − c1|k|2|q1|2 ∀q ∈ C2,(4.12)

|H − I| ≤ C2
ε

|k| .(4.13)

Proof. We seek H in the form

H =

(
1 i εµ|k|

−i εµ|k| 1

)
,(4.14)

which, for fixed µ > 0, clearly satisfies (4.11) and (4.13). To check (4.12) we directly
compute HB +B∗H and obtain

HB +B∗H =
(
−2(ν + η)|k|2 + 2µ −iµε(ν + η)|k|

iµε(ν + η)|k| −2µ

)
=
(
−c1|k|2 0

0 0

)
+R,

(4.15)



EXISTENCE OF SLIGHTLY COMPRESSIBLE FLOWS 661

where we choose c1 = ν + η. We must only show that R is negative definite and
that its largest eigenvalue is bounded above by −c̄0 < 0 independent of |k| and ε
sufficiently small. Then (4.15) combined with (4.11) will imply (4.12). To that end
we compute

det(R) = µ(ν + η)|k|2
(

2− µ(ν + η)ε2 − 4
µ

(ν + η)|k|2

)
,(4.16)

tr(R) = −(ν + η)|k|2.(4.17)

Clearly, the trace is negative and the determinant positive for ε, µ sufficiently small.
For 2×2 Hermitian matrices this implies negative definiteness. Choosing, for example,

µ =
ν + η

8
, ε0 <

2
ν + η

,(4.18)

we also have the bound

c̄0 ≥ −
det(R)
tr(R)

>
ν + η

8
.(4.19)

This completes the proof.
Combining this lemma with Remark 1 above we obtain the following result for

the systems (4.1).
LEMMA 4.3. For fixed ν > 0, ν + η > 0, and ε0 sufficiently small consider

the family of matrices Âε(k) given by (4.2) for 0 < ε ≤ ε0, k ∈ Z2, k 6= 0. There
are positive constants c0, c1, C1, C2, depending only on ν, η, and there are Hermitian
matrices H = H(ν, η, ε, k) ∈ C3×3 with the following properties:

0 < (1− C1ε)I ≤ H ≤ (1 + C1ε)I,(4.20)

q∗(HÂε + Â∗εH)q ≤ −c0q∗Hq − c1|k|2(|q1|2 + |q2|2) ∀q ∈ C3,(4.21)

|H − I| ≤ C2ε

|k| .(4.22)

Proof. Let H̃ ∈ C2×2 denote the symmetrizer constructed in the proof of Lemma
4.2 for the matrices B. We set

H = S

(
1 0
0 H̃

)
S∗,

where the orthogonal matrix S is given in (4.6). Then H clearly satisfies (4.20) and
(4.22). Setting p = S∗q we find

q∗(HÂε+ Â∗εH)q = p∗
(
−ν|k|2 0

0 H̃B +B∗H̃

)
p ≤ −c0p∗Hp− c1|k|2(|p1|2 + |p2|2).

Inequality (4.21) follows from the orthogonality of S and its block structure, complet-
ing the proof.

By the previous lemma, the symmetrizer H = H(ν, η, ε, k) of (4.1) is constructed
for ν > 0, ν + η > 0, 0 < ε ≤ ε0, k ∈ Z2, k 6= 0. For k = 0 we set H = I. Then we
define a new inner product on L2 = L2(T 2,R3) by

(w1, w2)H =
∑
k∈Z2

ŵ1(k)∗H(ν, η, ε, k)ŵ2(k) .
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The corresponding norm is denoted by ‖ · ‖H , where the dependency on ν, η, and ε
is suppressed in our notation. The following result is an easy consequence of Lemma
4.3 and Parseval’s relation.

LEMMA 4.4.
(a) For all w = (u′, w(3))T ∈ L2,

(1− C1ε)‖w‖2 ≤ ‖w‖2H ≤ (1 + C1ε)‖w‖2 ,

i.e., the norms ‖ · ‖H are equivalent to the L2-norm, and in fact are ε-close to it.
(b) If w = w(x, y) is sufficiently regular (e.g., w ∈ H2) and ŵ(0) = 0 (i.e., the

spatial averages of the components of w are zero), then

(w,Aεw)H + (Aεw,w)H ≤ −c0‖w‖2H − c1‖Du′‖2 .

In this sense, Aε is negative definite, uniformly in ε, with “parabolic” estimates on
the velocities.

(c) If w1 ∈ L2, w2 ∈ H1, then

|(w1, Dw2)H − (w1, Dw2)| ≤ εC2‖w1‖‖w2‖ .

Here D = ∂x or D = ∂y. In this sense, we “gain” one derivative when comparing
the H-inner product and the L2-inner product, and the constant in the estimate is
proportional to ε.

(d) If w1, w2 ∈ H1 then

(w1, Dw2)H = −(Dw1, w2)H for D = ∂x or D = ∂y ,

i.e., the rule of integration by parts, (w1, Dw2) = −(Dw1, w2), is valid in the H-inner
product.

As a consequence of (b) we note the following: if w = w(x, y, t) solves

wt = Aεw, w = w0(x, y) at t = 0,

and ŵ0(0) = 0, then

d

dt
‖w‖2H = (w,Aεw)H + (Aεw,w)H

≤ −c0‖w‖2H − c1‖Du′‖2H .

Therefore, ‖w(·, t)‖H decays exponentially in time. The rate of decay is independent
of 0 < ε ≤ ε0.

The following result will be useful when we estimate derivative terms in the sec-
tions below. We first show the result for the L2-inner product, then for the H-inner
product.

LEMMA 4.5. Let w ∈ H1(T 2,R3) and let v ∈ C1(T 2) be a real valued function.
Then we have

|(w, vDw)| ≤ 1
2
|Dv|∞‖w‖2(4.23)

for D = ∂x or D = ∂y. The crucial point is that no derivative of w appears on the
right side.
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Proof. Integration by parts yields

(w, vDw) = (vw,Dw)(4.24)
= −((Dv)w,w)− (vDw,w) .

Therefore,

(w, vDw) = −1
2

((Dv)w,w)

and (4.23) follows.
Equation (4.24) is valid if v takes Hermitian matrices as values; the estimate

corresponding to (4.23) is a standard tool for symmetric hyperbolic systems; see, e.g.,
[5]. Equation (4.24) is not valid, however, if the L2-inner product is replaced by the
H-inner product. For this case, we obtain the following slightly weaker result.

LEMMA 4.6. Under the assumptions of Lemma 4.5 we have

|(w, vDw)H | ≤ C(ε|v|∞ + |Dv|∞)‖w‖2 .(4.25)

Proof. We have

(w, vDw)H = (w,D(vw))H − T1

with T1 = (w, (Dv)w)H ; thus |T1| ≤ C|Dv|∞‖w‖2. By Lemma 4.4 it follows that

(w,D(vw))H = (w,D(vw)) + T2

with

|T2| ≤ εC‖w‖‖vw‖ ≤ εC|v|∞‖w‖2.

Finally,

(w,D(vw)) = (w, vDw) + T3

with T3 = (w, (Dv)w); thus |T3| ≤ |Dv|∞‖w‖2. Using the estimate of the previous
lemma for (w, vDw), estimate (4.25) follows.

5. Conservation laws and estimates of the mean. The results of the preced-
ing section cannot be used directly to estimate the spatial averages of the perturbed
quantities, ŵ(0, t), as these are invariant for the linearized evolution. However, we
can bound them using the basic conservation laws of mass and linear momentum.

First recall that u′ = u− U , ρ′ = ρ− P , w = (u′, ερ′)T , and that total mass

s =
∫
T 2

(1 + ε2ρ)dxdy

and total momentum

m =
∫
T 2

(1 + ε2ρ)udxdy

are constant in time, as follows directly from (1.2) and (1.1). Moreover, we have
assumed (see (1.6), (1.8)) that∫

T 2
u0dxdy =

∫
T 2
U0dxdy = 0,

∫
T 2
ρ0dxdy =

∫
T 2
Pdxdy = 0,(5.1)
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where u0, U0, and ρ0 are the initial data for u, U , and ρ, respectively. Combining
these we have the following lemma.

LEMMA 5.1. If the initial data satisfy (5.1) and w is a solution of (3.8), we have,
∀t ≥ 0,

ŵ(3)(0, t) = ερ̂′(0, t) = 0.(5.2)

Proof. By conservation of mass and (5.1),

0 =
∫
T 2

(ρ′ + P )dxdy,

which implies, using (1.8), ∫
T 2
ρ′dxdy = −

∫
T 2
Pdxdy = 0,

completing the proof.
We now consider conservation of momentum. Note that by (1.6) the momentum

satisfies

m =
∫
T 2

(1 + ε2ρ0)u0dxdy = ε2
∫
T 2
ρ0u0dxdy.(5.3)

We then have the following lemma.
LEMMA 5.2. Suppose the initial data satisfy (5.1) and that w is a solution of

(3.8). Let

ū′ = (2π)−2
∫
T 2
u′dxdy,

and let2

wc = w − (ū′, 0)T .

Then, for some constants C, c depending on U0 and ν but independent of u0, ρ0, ε,
and ∀t ≥ 0 we have

|ū′| ≤ εC
(
δ0 + ε+ ‖wc‖H(e−ct + ‖wc‖H)

)
.(5.4)

Proof. We have

m =
∫
T 2

(1 + ε2ρ′ + ε2P )(u′ + U)dxdy = ε2
∫
T 2
ρ0u0dxdy.

Recalling that ρ′, U , and P all have mean zero and solving for ū′, we obtain

ū′ = ε2(2π)−2
∫
T 2

(ρ0u0 − PU)dxdy − ε(2π)−2
∫
T 2

(ε(ρ′ + P )(u′ − ū′) + ερ′U) dxdy.

From (3.14) we conclude

ε

∫
T 2
|ρ0u0−PU |dxdy ≤ ε

∫
T 2
|ρ0u0−P0U0|dxdy+ε

∫
T 2
|P0U0−PU |dxdy ≤ Cδ0+Cε.

2Here ū′ is the spatial average of u′. Also wc is centered in the sense that its spatial mean is
zero.
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Using the Cauchy–Schwarz inequality on the remaining terms, the estimate readily
follows.

Noting that the decomposition into spatially constant and spatially centered com-
ponents is orthogonal with respect to the H inner product we have, as an immediate
corollary of these lemmas,

‖wc‖2H ≥ ‖w‖2H − ε2C(ε2 + δ2
0 + ‖wc‖2H(e−ct + ‖wc‖2H)).(5.5)

6. Proof of Theorem 2.1. We begin by estimating time derivatives of the
H-norm of the solution, w, to (3.8) along with its first three space derivatives. Set

φ2(t) =
1
2

∑
|α|≤3

‖Dαw(·, t)‖2H , h2(t) =
∑
|α|=4

‖Dαu′(·, t)‖2.(6.1)

Note that short-time existence of a solution is guaranteed by the standard theory of
parabolic–hyperbolic systems [5]. Moreover, we assume a bound on φ, φ(t) ≤ 1, so
that the various nonlinear functions appearing in the equations remain smooth and so
that higher powers of φ can be bounded by lower ones. We then have the fundamental
estimate.

LEMMA 6.1. Under the assumptions of Theorem 2.1 and in an interval 0 ≤ t < tε
of existence of a smooth solution, w, with φ(t) ≤ 1, the function φ2(t) satisfies

d

dt
φ2(t) ≤

(
Ce−ct − 2c̃0

)
φ2(t) +

(
ε2Ce−ct − 1

2
c1

)
h2(t)

+ε2Ce−ct + ε4C + ε2δ2
0C + Cφ3(t) + εCφ(t)h2(t),(6.2)

φ2(0) ≤ 1
2

(1 + C1ε)δ2
0 .(6.3)

(Here and throughout constants depend on ν, η, U0 but are independent of ε for
0 < ε ≤ ε0(ν, η, U0).)

Proof. We have

d

dt
φ2(t) = Re

∑
|α|≤3

(Dαw,Dαwt)H ,(6.4)

where

Dαwt = −Dα(((U + u′) · ∇)w) +AεD
αw + εDαG+DαQ1 +DαQ2.(6.5)

We bound the right-hand side of (6.4) term-by-term in a sequence of lemmas. We recall
first some standard general results, specialized here to two space dimensions. Proofs
of some can be found in the Appendix of [1]. See also [3]. We assume throughout
that f , g are (possibly vector-valued) functions in the Sobolev space indicated, and
for the chain rule we assume that Φ is in C3. All constants are independent of f ,
g but may depend on Φ. The multi-index, α, satisfies 1 ≤ |α| ≤ 3.

Sobolev’s inequality:

|f |∞ ≤ C‖f‖3, |Df |∞ ≤ C‖f‖3, |D2f |∞ ≤ C‖f‖4.(6.6)

Estimate based on the chain rule:

‖Dα(Φ ◦ f)‖ ≤ C(1 + |f |∞)|α|−1‖f‖|α|.(6.7)
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Estimates based on Leibniz’ rule:

‖Dα(fg)‖ ≤ C(|f |∞‖g‖|α| + |g|∞‖f‖|α|),(6.8)

‖Dα(fg)− fDαg‖ ≤ C(|Df |∞‖g‖|α|−1 + |g|∞‖f‖|α|).(6.9)

We remark that by Lemma 4.4(a) the L2-norms in the inequalities above can be
replaced by H-norms.

LEMMA 6.2. Under the assumptions of Lemma 6.1 and for |α| ≤ 3 we have

|(Dαw,Dα(((U + u′) · ∇)w))H | ≤ Ce−ctφ2(t) + Cφ3(t).(6.10)

Proof. We have

(Dαw,Dα(((U + u′) · ∇)w))H = (Dαw, ((U + u′) · ∇)Dαw)H + T,

T =
∑
β<α

cαβ(Dαw, (((Dα−β(U + u′)) · ∇)Dβw))H .

We estimate the first term using (4.25), (3.5), and Sobolev’s inequality to conclude

|(Dαw, ((U + u′) · ∇)Dαw)H | ≤ C(ε|U + u′|∞ + |D(U + u′)|∞)φ2 ≤ Ce−ctφ2 + Cφ3.

To estimate T , we use the Cauchy–Schwarz inequality, (3.5), and (6.9) to conclude

|T | ≤ Cφ (|D(U + u′)|∞‖w‖3 + |Dw|∞‖U + u′‖3)
≤ Ce−ctφ2 + Cφ3,

completing the proof.
LEMMA 6.3. Under the assumptions of Lemma 6.1 we have

Re
∑
|α|≤3

(Dαw,AεD
αw)H

≤ −2c̃0φ2(t)− c1h2(t) + ε4C + ε2δ2
0C + ε2Ce−ctφ2(t) + Cε2φ4(t).

(6.11)

Proof. Since Âε(0) = 0, Lemma 4.4(b) implies

Re
∑
|α|≤3

(Dαw,AεD
αw)H ≤ −2c̃0

‖wc‖2H +
∑

1≤|α|≤3

‖Dαw‖2H

− c1h2.

Using (5.5) to replace ‖wc‖2H by ‖w‖2H , we obtain the desired estimate.
LEMMA 6.4. Under the assumptions of Lemma 6.1 we have

|(Dαw, εDαG)H | ≤ Ce−ctφ2(t) + ε2Ce−ct.(6.12)

Proof. The lemma follows directly from the Cauchy–Schwarz and Cauchy inequal-
ities combined with (3.5).

LEMMA 6.5. Under the assumptions of Lemma 6.1 we have∑
|α|≤3

|(Dαw,DαQ1)H | ≤ Ce−ct(φ2(t)+ε2h2(t))+Cφ3(t)+Cφ2(t)h(t)+εCφ(t)h2(t).

(6.13)
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Proof. Recall that

Q1 =
(
Q̃1
0

)
,

Q̃1 =
εw(3) + ε2P

1 + εw(3) + ε2P
(ν∆u′ + η∇∇ · u′)− (w(3) + εP )Π(0, εw(3) + ε2P )∇w(3).

We split the quantity to be estimated into three parts:∑
|α|≤3

(Dαw,DαQ1)H = T1 + T2 + T3,

T1 =
∑
|α|=3

(Dαu′, DαQ̃1),

T2 =
∑
|α|≤2

(Dαu′, DαQ̃1),

T3 =
∑
|α|≤3

(Dαw,DαQ1)H − (Dαw,DαQ1).

Integrating once by parts and applying the Cauchy–Schwarz inequality, we find

|T1| ≤ Ch‖Q̃1‖2.

Estimating directly by Cauchy–Schwarz, we obtain

|T2| ≤ Cφ‖Q̃1‖2.

Finally, from Lemma 4.4(c) we conclude

|T3| ≤ εCφ‖Q̃1‖2.

It remains then to estimate ‖Q̃1‖2. By first applying (6.8) we have

‖Q̃1‖2 ≤ C|εw(3) + ε2P |∞h+ C|D2u′|∞
∥∥∥∥ εw(3) + ε2P

1 + εw(3) + ε2P

∥∥∥∥
2

+C|(w(3) + εP )Π|∞φ+ C|Dw(3)|∞‖(w(3) + εP )Π‖2.

By Sobolev’s inequality and (3.5) we may bound the maximum norm terms:

|εw(3) + ε2P |∞ ≤ εCφ+ ε2Ce−ct,

|(w(3) + εP )Π|∞ ≤ Cφ+ εCe−ct,

|D2u′|∞ ≤ Ch, |Dw(3)|∞ ≤ φ.

Using (6.7) in combination with Sobolev’s inequality and (3.5) we obtain∥∥∥∥ εw(3) + ε2P

1 + εw(3) + ε2P

∥∥∥∥
2
≤ εC(φ+ εe−ct),

‖(w(3) + εP )Π(0, εw(3) + ε2P )‖2 ≤ C(φ+ εe−ct).
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Combining these, we have

‖Q̃1‖2 ≤ C(φ+ εh)(φ+ εe−ct).

According to the bounds on the Tj , the final estimate follows from multiplying the
right-hand side by C(φ+ h), yielding

|Tj | ≤ C(φ+ h)(φ+ εh)(φ+ εe−ct).

Application of Cauchy’s inequality completes the proof.
LEMMA 6.6. Under the assumptions of Lemma 6.1 we have∑

|α|≤3

|(Dαw,DαQ2)H | ≤ Ce−ctφ2(t) + ε2Ce−cth2(t) + Cφ2(t)h(t).(6.14)

Proof. We directly estimate ‖Q2‖3 and then use the equivalence of the H-norm
to the L2-norm in conjunction with the Cauchy–Schwarz inequality to obtain the
estimate. We recall

Q2 =
(

−(u′ · ∇)U − εw(3)F
−ε(u′ · ∇)P − (w(3) + εP )∇ · u′

)
.

Using (6.8), (6.6), and (3.5) we obtain

‖Q2‖3 ≤ Ce−ctφ+ (εCe−ct + Cφ)(φ+ h) + εCφ‖F‖3.

Now F is given by

F = Π(ε2P, εw(3))∇P + ν(1 + ε2P )−1(1 + εw(3) + ε2P )−1∆U.

Therefore, by (6.8), the chain rule estimate, (6.7), (6.6), and (3.5) we have

‖F‖3 ≤ Ce−ct(‖Π(ε2P, εw(3))‖3 + ‖ν(1 + ε2P )−1(1 + εw(3) + ε2P )−1‖3)
≤ Ce−ct(1 + εφ+ ε2Ce−ct)3 ≤ Ce−ct.

Combining these terms and multiplying by φ (by applying Cauchy–Schwarz) the
bound becomes

Ce−ctφ2 + εCe−ctφh+ Cφ2h.

Applying the Cauchy inequality to the second term yields the desired result.
Substituting the estimates of Lemmas 6.2–6.6 into the right-hand side of (6.4)

almost yields (6.2), with −c1 multiplying h2 (rather than −(1/2)c1), and an additional
term Cφ2h. The latter is approximated using Cauchy’s inequality and the assumed
bound on φ:

Cφ2h ≤ Cφ3 +
1
2
c1h

2,

finally producing (6.2). Equation (6.3) follows from (3.14) and Lemma 4.4(a), thus
completing the proof of Lemma 6.1.

We are now in a position to prove Theorem 2.1. Assume that δ0 and ε0 are chosen
so that φ(0) < 1. Recall that the short-time existence theory of hyperbolic–parabolic
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systems guarantees a maximal interval of existence, 0 ≤ t < T , with φ(t) < 1 and, if
T <∞,

lim sup
t→T−

φ2(t) = 1.(6.15)

Therefore, all-time existence is proved if we can bound φ2(t) < 1 in arbitrary intervals
of existence. To that end, consider the scalar ordinary differential inequality

dy

dt
≤
(
Ce−ct − c̃0

)
y + ε2C

(
e−ct + ε2 + δ2

0
)
,(6.16)

y(0) ≤ 1
2

(1 + C1ε)δ2
0 .(6.17)

(For clarity, we now fix the constants C, c̃0, c, C1 to values appearing in Lemma 6.1.)
We then have the following lemma.

LEMMA 6.7. There exists K depending only on C, c̃0, c, C1 such that any solution,
y(t), of (6.16)–(6.17) satisfies

y(t) < K2(ε2 + δ2
0), 0 ≤ t <∞,(6.18)

lim sup
t→∞

y(t) ≤ ε2K2(1 + ε2 + δ2
0).(6.19)

Proof. Set

ψ(t) =
∫ t

0

(
Ce−cs − c̃0

)
ds = c−1C(1− e−ct)− c̃0t ≤ c−1C − c̃0t,

z(t) = e−ψ(t)y(t), z(0) = y(0).

Then

dz

dt
(t) = e−ψ(t)

(
dy

dt
− (Ce−ct − c̃0)y

)
≤ ε2Ce−ψ(t) (e−ct + ε2 + δ2

0
)
.

Integrating, we obtain

y(t) = eψ(t)z(t) ≤ 1
2

(1 + C1ε)δ2
0e
ψ(t) + ε2C

∫ t

0
eψ(t)−ψ(s) (e−cs + ε2 + δ2

0
)
ds.

Note that eψ(t) is uniformly bounded and decays exponentially to zero as t → ∞.
Moreover, ∫ t

0
eψ(t)−ψ(s)ds ≤ c̃−1

0 ec
−1C .

The inequalities (6.18) and (6.19) then follow, completing the proof.
Now choose ε0(ν, η, U0) and δ0(ν, η, U0) sufficiently small such that all previous

lemmas hold and that

K
√
ε2

0 + δ2
0 ≤ 1,(6.20)

2
(
ε2

0C + ε0CK
√
ε2

0 + δ2
0

)
≤ c1,(6.21)

CK
√
ε2

0 + δ2
0 ≤ c̃0.(6.22)
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Our claim is that, given (6.20), (6.21), (6.22),

φ2(t) < K2(ε2 + δ2
0)(6.23)

holds in any interval of existence. Suppose the contrary. Then for some time T we
have (6.23) for 0 ≤ t < T and

φ2(T ) = K2(ε2
0 + δ2

0).

However, inequalities (6.21), (6.22) combined with (6.2) imply, for 0 ≤ t ≤ T ,

d

dt
φ2(t) ≤

(
Ce−ct − c̃0

)
φ2(t) + ε2C

(
e−ct + ε2 + δ2

0
)
.

Therefore (see (6.3)), φ2 satisfies (6.16) and (6.17), so by (6.18)

φ2(T ) < K2(ε2 + δ2
0).

We have thus reached a contradiction. Hence, (6.23) must hold and, by the remarks
at the start of the proof, all-time existence is proved.

From (6.19) we may now conclude

lim sup
t→∞

φ2(t) ≤ ε2K2(1 + ε2 + δ2
0).(6.24)

To prove that a uniform state is attained, we derive an inequality analogous to (6.2)
for

d

dt

∑
|α|≤3

‖Dαwc‖2H ≡ φ2
c

by essentially repeating the estimates in Lemmas 6.2–6.6, while being careful to keep
track of terms which are bounded independent of the mean. (See, e.g., [1].) We thus
obtain

d

dt
φ2
c(t) ≤

(
Ce−ct − 2c̄0

)
φ2
c(t) + Cφ(t)φc(t)

(
φc(t) + e−ct

)
+ ε2Ce−ct.(6.25)

Using (5.5), we find that

φ ≤ φc + εC(ε+ δ0 + φ2
c + φce

−ct).(6.26)

Applying Cauchy’s inequality and further restricting ε0 and δ0 if necessary, we find

d

dt
φ2
c(t) ≤

(
Ce−ct − c̄0

)
φ2
c(t) + Cφ3

c(t) + ε2Ce−ct.(6.27)

Choosing T sufficiently large and using (6.24), we finally conclude

d

dt
φ2
c(t) ≤ −

1
2
c̄0φ

2
c(t) + ε2Ce−ct, t ≥ T.(6.28)

Integrating (6.28), we find

lim
t→∞

φc = 0,
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at an exponential rate. This, in combination with the conservation of mass and
momentum, implies

lim
t→∞

w = (ū′∞, 0)T ,(6.29)

where

ū′∞ = (2π)−2ε2
∫
T 2
ρ0u0dxdy = (2π)−2m.(6.30)

That is, we approach the unique uniform flow field with mass and momentum equal
to the initial mass and momentum. This completes the proof.

Appendix. If entropy variations are neglected and the viscosity coefficients are
assumed constant, the equations for compressible flow read

ρ (ut + (u · ∇)u) +∇p = µ∆u+ ξ∇(∇ · u),
ρt +∇ · (ρu) = 0,

p/p∗ = (ρ/ρ∗)γ , γ ≥ 1 .

Here we have assumed a γ-gas law as equation of state for simplicity.
Let x∗, t∗, u∗, p∗, ρ∗ denote units of length, time, velocity, pressure, and density,

respectively. We assume

u∗ =
x∗
t∗

.

The sound speed a∗ corresponding to the state ρ∗, p∗ satisfies

dp

dρ
(ρ∗) =

γp∗
ρ∗

= a2
∗ ,

and

ε =
u∗
a∗

is the Mach number. If we introduce dimensionless variables x̃, t̃, ũ, p̃, ρ̃ by x = x∗x̃,
etc., the equations become

ρ (ut + (u · ∇)u) +
1
γε2∇p = ν∆u+ η∇(∇ · u),

ρt +∇ · (ρu) = 0,
p = ργ ,

where ˜ is dropped in the notation. Here

ν =
µ

x∗ρ∗u∗
, η =

ξ

x∗ρ∗u∗
.

Eliminating p and dividing the momentum equations by ρ, the system reads

ut + (u · ∇)u+
1
ε2 ρ

γ−2∇ρ =
ν

ρ
∆u+

η

ρ
∇(∇ · u),

ρt + (u · ∇)ρ+ ρ∇ · u = 0.
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Introduce a new variable r = r(x, t) by

ρ = 1 + ε2r .

Then we obtain

ut + (u · ∇)u+ (1 + ε2r)γ−2∇r =
ν

1 + ε2r
∆u+

η

1 + ε2r
∇(∇ · u),

ε2(rt + (u · ∇)r) + (1 + ε2r)∇ · u = 0.

We obtain the equations (1.1), (1.2) if we write ρ instead of r.
The introduction of r can be motivated as follows. Assuming that u, ρ, and

their derivatives are O(1), the first equation implies that ρ is constant in space, to
leading order in ε. Then, if we assume ρ = ρ0(t) +O(ε2), the second equation implies
ρ0(t) = constant. We take ρ0 = 1. This is an assumption on the initial data and our
choice of ρ∗.
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Abstract. A functional with both bulk and interfacial surface energy is considered. It corre-
sponds to the energy dissipated inside a two-phase electrical conductor in the presence of an electrical
contact resistance at the two-phase interface. The effect of embedding a highly conducting particle
into a matrix of lesser conductivity is investigated. We find the criterion that determines when the
increase in surface energy matches or exceeds the reduction in bulk energy associated with the par-
ticle. This criterion is general and applies to any particle with Lipschitz continuous boundary. It is
given in terms of the of the second Stekloff eigenvalue of the particle. This result provides the means
for selecting energy-minimizing configurations.

Key words. Stekloff eigenvalue, heat conduction, size effects, isoperimetric inequalities
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1. Introduction. We consider a suspension of electrically conducting particles
embedded in a matrix with a lower electrical conductivity. The two-phase conductor
fills out a domain Ω ⊂ R3 with Lipschitz continuous boundary ∂Ω. The electric
conductivity tensor associated with the particle is denoted by σr and that of the
matrix by σm. Here, both conductors are assumed anisotropic, and σr, σm are given
by 3 × 3 symmetric, positive definite matrices. The tensors satisfy the inequality
σr > σm in the sense of quadratic forms. We suppose that there is an interfacial
contact resistance between the two phases. The contact resistance is characterized by
a scalar β with dimensions of conductivity per unit length.

The region occupied by the better conductor is denoted by Ar, and the region
occupied by the matrix is denoted by Am. The interface separating them is assumed
Lipschitz continuous and is denoted by Γ and Ω = Ar ∪ Am ∪ Γ. The resistivity
tensor inside the composite is described by σ−1(x) = σ−1

r χAr + σ−1
m (1− χAr ), where

χAr equals one in Ar and zero otherwise. For a prescribed current g ∈ H−1/2(∂Ω),
such that

∫
∂Ω gds = 0, the thermal energy dissipated inside the composite is given by

E(Ar, g), where

E(Ar, g) = min{C(Ar, j) : j ∈ L2(Ω)3,divj = 0, j · n = g on ∂Ω}(1.1)

and

C(Ar, j) =
∫

Ω
σ−1(x) j · jdx+ β−1

∫
Γ
(j · n)2ds.(1.2)
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Here div j = 0 holds in the sense of distributions, ds is the element of surface area, and
the vector n is the unit normal pointing into the matrix phase. The first term of the
functional C(Ar, j) is associated with bulk energy dissipation, while the second term
gives the energy dissipation at the two-phase interface. The minimizer jAr is precisely
the current in the composite and is related to the potential uAr by the constituitive
law: jAr = σ(x)∇uAr and

div(σ(x)∇uAr ) = 0 in Ar ∪Am.(1.3)

Across the interface one has

[jAr · n] = 0 on Γ,(1.4)

and

jAr · n|2 = −β[uAr ] on Γ, σm∇uAr · n = g on ∂Ω.(1.5)

Here uAr ∈ H1(Ω\Γ) and [uAr ] = uAr |2 − uAr |1 , where the subscripts indicate the
side of the interface where the trace is taken. The requirement

∫
∂Ω gds = 0 is the

solvability condition for the equation of state, and the potential uAr is determined
uniquely up to a constant. To expedite the presentation we denote the subspace of
all elements g ∈ H−1/2(∂Ω) such that

∫
∂Ω gds = 0 by H−1/2(∂Ω) \R.

The replacement of a region of matrix denoted by “Σ” with material of better
conductivity amounts to a nonlocal perturbation of the functional C(Ar, j). The
region Σ is assumed to be compactly contained within the matrix (i.e., Σ ⊂ Am and
∂Σ ∩ ∂Am = ∅). The perturbed functional is written as

C(Ar ∪ Σ, j) =
∫

Ω
σ̃−1(x) j · jdx+ β−1

∫
Γ∪∂Σ

(j · n)2ds,(1.6)

where ∂Σ is the reinforcement (or particle) boundary and

σ̃−1(x) = σ−1
r χAr∪Σ + σ−1

m (1− χAr∪Σ).(1.7)

In this article we present the geometric criterion that determines when effects due
to surface energy overcome the benefits of a highly conducting particle. This criterion
is general and applies to any particle with Lipschitz continuous boundary. In order
to give the criterion, we introduce the 3× 3 symmetric matrix Rcr given by

Rcr = β−1(σ−1
m − σ−1

r )
−1
.(1.8)

Here each element of Rcr has dimensions of length. This tensor provides a mea-
sure of the relative magnitude of the interfacial barrier resistance with respect to the
mismatch between the resistivity tensors of the matrix and particle. For a given par-
ticle occupying the set “Σ,” the geometric parameter of interest is its second Stekloff
eigenvalue ρ2. The second Stekloff eigenvalue has dimensions of conductivity per unit
length and we write ρ2(Σ, σr) to indicate its dependence on the conductivity and ge-
ometry of the particle. When Σ has Lipschitz continuous boundary the variational
formulation for the second Stekloff eigenvalue is given by

ρ2(Σ, σr) = min
div(σr∇ϕ)=0

∫
∂Σ(σr∇ϕ · n)2ds∫
Σ σr∇ϕ · ∇ϕdx

;(1.9)
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cf. Kuttler and Sigillito [9] and Alessandrini and Magnanini [1]. Equality in (1.9) holds
for the second Stekloff eigenfunction ϕ2, where div (σr∇ϕ2) = 0 in Σ,

∫
∂Σ ϕ2ds = 0,

and

σr∇ϕ2 · n = ρ2(Σ, σr)ϕ2 on ∂Σ.(1.10)

The study of this eigenvalue problem was initiated in the work of Stekloff [17]. It is
evident that the second Stekloff eigenvalue and boundary traces of the Stekloff eigen-
function correspond to the first nonzero eigenvalue and eigenfunction of the Dirichlet
to Neumann map on ∂Σ.

Let E(Ar ∪ Σ, g) denote the associated energy dissipation obtained by replacing
a region Σ compactly contained inside Am with the better conductor. It is given by

E(Ar ∪ Σ, g) = min{C(Ar ∪ Σ, j) : j ∈ L2(Ω)3,div j = 0, j · n = g on ∂Ω}(1.11)

We state the following theorem.
THEOREM 1.1 (energy dissipation inequality). Let Σ be a set with Lipschitz con-

tinuous boundary that is compactly contained in Am. If ρ2(Σ, σr) satisfies

R−1
cr ≤ σ−1

r ρ2(Σ, σr),(1.12)

then

E(Ar ∪ Σ, g) ≥ E(Ar, g)(1.13)

for all g ∈ H−1/2(∂Ω) \R.
Here (1.12) holds in the sense of quadratic forms. No assumptions on the topo-

logical nature of the particle domain Σ is made. Indeed it can be a disjoint union of
multiply-connected components. The proof of this theorem is provided in section 2.
We emphasize that (1.13) holds for every current g ∈ H−1/2(∂Ω) \R.

When the particle is made from an isotropic conductor, one can readily compute
ρ2 for spheres and rectangular fibers; cf. Kuttler and Sigillito [9]. For starlike domains
and domains with smooth boundary, isoperimetric inequalities bounding ρ2 from be-
low have been obtained in the work of Payne [15], Bramble and Payne [2]: see also
the review article of Payne [16]. These observations are applied in section 3, where
heat dissipation inequalities are given in terms of the physical dimensions of the re-
inforcement. Such size effect inequalities predict the existence of a critical particle
dimension below which the particle will no longer reduce the total heat dissipated
inside the composite. These results show that the size of the domain Ω must be taken
into consideration. Indeed, if the domain is “too thin,” then the particle will have to
have dimensions below the critical value in order to fit inside it. For such domains,
the addition of highly conducting particles will not reduce the energy.

Theorem 1.1 can be applied to problems of energy minimization over various
classes of configurations. We consider mixtures of two isotropically conducting mate-
rials. For this case, the particle and matrix phases have scalar conductivities and we
continue to denote them as σr and σm, respectively, where σr > σm. The admissible
class is chosen to be all suspensions of spheres of conductivity σr suspended in a ma-
trix of σm. Here we allow the suspension to contain spheres of different radii. This
class of suspensions is referred to as the class of polydisperse suspensions of spheres.
We assume that each suspension consists of a finite number of spheres and that the
spheres do not intersect. It is emphasized that no lower bound is placed on the size
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of the spheres appearing in the suspension. We suppose that the total amount of
good conductor occupies no more than a prescribed volume fraction θr of the domain
denoted by Ω. Theorem 4.1 shows that one needs only to consider suspensions of
spheres with radii greater than or equal to Rcr = β−1(σ−1

m − σ−1
r )−1 when looking

for energy-minimizing configurations. This result rules out the appearance of fine
scale mixtures of spheres (i.e., minimizing sequences of suspensions made with pro-
gressively smaller spheres). An existence proof of optimal designs within this class
follows from a suitable Poincaré inequality together with the theory of Chenais [3],
[4] for shape optimization problems over a restricted class of Lipschitz domains. This
topic is pursued elsewhere and will appear in [10]. These results are in striking con-
trast to what is seen when there is perfect bonding between the two conductors. For
this situation it is often the case that no optimal design exists. Instead, minimizing
sequences of designs exhibit regions consisting of progressively finer mixtures of the
two conductors; see Lurie and Cherkaev [13] and Murat and Tartar [14].

More generally, we consider Lipschitz domains Ar of good conductor compactly
contained within the design domain Ω. As before, we place no constraints on the
topological nature of the reinforcing set Ar. We show, subject to the resource con-
straint meas(Ar) ≤ θr meas(Ω), that all energy minimizing configurations lie within
a subclass of domains determined by bounds on ρ2(Ar, σr): see Theorem 4.2.

2. Energy dissipation inequalities. In this section we establish Theorem 1.1.
For any g ∈ H−1/2(∂Ω) \R we write the difference ∆E = E(Ar ∪Σ, g)−E(Ar, g)

as

∆E = C(Ar, j̃)− C(Ar, ĵ) +D(Σ, j̃),(2.14)

where j̃ = argmin{C(Ar ∪ Σ, j)}, ĵ = argmin{C(Ar, j)}, and D(Σ, j̃) is given by

D(Σ, j̃) = β−1
{∫

∂Σ
(j̃ · n)2ds−

∫
Σ
β(σ−1

m − σ−1
r )j̃ · j̃dx

}
.(2.15)

Noting that the field j̃ is an admissible trial for the variational principle (1.1), we
have

C(Ar, j̃)− C(Ar, ĵ) ≥ 0.(2.16)

Thus

∆E ≥ D(Σ, j̃).(2.17)

Now, the equations of state for the potential ũ ∈ H1(Ω\(Γ ∪ ∂Σ)) imply that j̃ =
σr∇ũ in Σ, [σ∇ũ · n] = 0 on ∂Σ, and j̃ · n|2 = σr∇ũ · n|2 on ∂Σ. Thus from (2.15)
and (2.17) we obtain

∆E ≥ β−1
{∫

∂Σ
(σr∇ũ · n)2ds−

∫
Σ
β(σ−1

m − σ−1
r )σr∇ũ · σr∇ũdx

}
.(2.18)

From (1.9), it follows that∫
∂Σ

(σr∇ϕ · n)2ds− ρ2(Σ, σr)
∫

Σ
σr∇ϕ · ∇ϕdx ≥ 0(2.19)

for all ϕ ∈ H3/2(Σ) such that div(σr∇ϕ) = 0 in Σ.
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Comparing the right-hand side of (2.18) with (2.19), we discover that

∆E ≥ 0(2.20)

for

σrβ(σ−1
m − σ−1

r )σr ≤ σrρ2(Σ, σr),(2.21)

and the theorem follows.
We observe that strict inequality in (2.20) follows from strict inequality in (2.21),

provided that ∇ũ is not identically equal to zero on Σ.

3. The second Stekloff eigenvalue for simple shapes and size effects.
The second Stekloff eigenvalue for a sphere of radius a filled with isotropic conductor
σr is given by ρ2 = σr/a. It follows immediately from Theorem 1.1 that if both
conducting phases are isotropic and if Σ is a sphere of radius a, then we have the
following theorem.

THEOREM 3.1 (size effect for spheres). For any current flux g ∈ H−1/2(∂Ω) \R,

E(Ar ∪ Σ, g) ≥ E(Ar, g)(3.22)

if

a ≤ Rcr = β−1(σ−1
m − σ−1

r )−1.(3.23)

Other size-effect theorems have been obtained in the context of effective properties
for isotropic suspensions of isotropically conducting spheres in an isotropic matrix. In
that context the results have focused on critical radii for monodisperse suspensions of
spheres; see Lipton and Vernescu [11]. Here the critical radius is precisely Rcr and is
that for which the conductivity of the composite equals that of the matrix.

Results involving various averages of sphere radii have been found in the context
of isotropic polydisperse suspensions of spheres; see Lipton and Vernescu [12]. There
it is shown that if the harmonic mean of the sphere radii lies above Rcr, then the
effective conductivity is greater than the matrix conductivity. Moreover, the effective
conductivity lies below that of the matrix when the arithmetic mean of the radii lies
below Rcr.

For size effects in the context of isotropic dilute suspensions of spheres, see Chiew
and Glandt [5]. Prediction of size effects for isotropic monodisperse suspensions of
spheres, by way of micromodels such as the effective medium theory and differential
effective medium theory, can be found in the work of Every, Tzou, Hasselman, and
Raj [7], Hasselman and Johnson [8], and Davis and Artz [6].

More generally, we consider starlike inclusions Σ filled with isotropic conductor
σr embedded in an isotropic matrix with conductivity σm. Fixing the origin inside
Σ, we denote by hm the minimum distance from the origin to a tangent plane on ∂Σ.
The maximum and minimum distance from the origin to ∂Σ are denoted by rM and
rm, respectively. For such shapes, Bramble and Payne [2] show

σ−1
r ρ2(Σ, σr) ≥

1
rM

[(
rm
rM

)2
hm
rM

]
.(3.24)

It is evident from (3.24) and Theorem 1.1 that we have the following size effect
theorem for starlike reinforcements.
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THEOREM 3.2 (size effect theorem for starlike particles). If the reinforcement Σ is
starlike with geometric parameters rm, rM , and hm, then for any g ∈ H−1/2(∂Ω) \R,
we have

E(Ar ∪ Σ, g) ≥ E(Ar, g)(3.25)

if (
1
rM

[(
rm
rM

)2
hm
rM

])−1

≤ Rcr.(3.26)

To fix ideas we apply this theorem to an ellipsoidal particle. Here we suppose that
the half-lengths of the major and minor axes are specified by a and c, respectively.
For this case Theorem 3.2 implies the following corollary.

COROLLARY 3.3 (size effect theorem for ellipsoidal particles). Given an ellipsoidal
particle Σ with major and minor axes specified by a and c, respectively, then for any
current flux g ∈ H−1/2(∂Ω) \R

E(Ar ∪ Σ, g) ≥ E(Ar, g)(3.27)

if

a
(a
c

)3
≤ Rcr.(3.28)

We consider an ellipsoidal inclusion such that c = a(1 − λ) for 0 < λ < 1. It
follows from the corollary that the introduction of an ellipsoidal inclusion will not
lower the energy dissipated inside the composite when a lies below Rcr(1− λ)3.

4. Energy minimizing configurations. We consider the problem of minimiz-
ing the thermal energy dissipation over the class of polydisperse suspensions of spheres
of good conductor immersed in a matrix of lesser conductivity. The matrix and spheres
are made from isotropically conducting material with conductivities specified by σm
and σr, respectively. Here the suspensions consist of a finite number of noninter-
secting spheres and we assume no lower bound on the sphere radii. Denoting the
ith sphere by Bi, we write Ar = ∪Bi. We suppose that the suspension takes up no
more than a prescribed volume fraction θr of the total composite; i.e., meas(Ar) ≤ θr
meas(Ω). We denote this class of suspensions by Cθr . We consider the subclass SCθr
of Cθr , defined to be all suspensions with minimum sphere radii greater than or equal
to Rcr. For a prescribed heat flux g ∈ H−1/2(∂Ω) \ R on the boundary, we consider
the problem

min{E(Ar, g) : Ar ∈ Cθr}.(4.29)

Theorem 4.1 follows from Theorem 3.1.
THEOREM 4.1. If a minimizer of problem (4.1) exists, then it can be found in the

class SCθr or Ar = ∅. Moreover, if Ω has dimensions for which SCθr is empty, then
the minimum energy dissipation is given by E(∅, g).

Proof. We consider any suspension in the class Cθr . If there exist spheres of radius
less than Rcr, then Theorem 3.1 shows that there is no advantage to keeping them
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in the suspension. When SCθr is empty, we see that no reinforcement is needed, and
the minimum is attained for Ar = ∅.

Next we consider energy minimization over a wide class of particle configurations.
We suppose that σm and σr are anisotropic and let CLθr be the class of Lipschitz
continuous sets Ar compactly contained inside Ω for which meas(Ar) ≤ θr meas(Ω).
Here we assume that Ar is the union of one or more components and we make no
assumption on the topological nature of each component. For a given reinforcement
set Ar, we denote its ith component by Air. The subclass SCLθr of CLθr is defined to
be all Ar ∈ CLθr for which every component Air satisfies

σ−1
r ρ2(Air, σr) ≤ R−1

cr .(4.30)

For g ∈ H−1/2(∂Ω) \R we consider the problem

min{E(Ar, g) : Ar ∈ CLθr}.(4.31)

Theorem 4.2 follows immediately from Theorem 1.1.
THEOREM 4.2. If a minimizer of problem (4.3) exists, then it can be found in

SCLθr or Ar = ∅. Moreover, if Ω has dimensions for which SCLθr is empty, then the
minimum energy dissipation is given by E(∅, g).

5. Conclusions. The second Stekloff eigenvalue associated with the reinforce-
ment phase is shown to be a basic tool for the study of nonlocal perturbations of
functionals with bulk and surface energies associated with imperfectly bonded com-
posite conductors. The associated energy dissipation inequalities establish a means
for selecting energy minimizing configurations. For the problem treated in section 4,
it is found that fine scale oscillations are rendered superfluous due to the electrical
contact resistance associated with the interface.
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Abstract. We consider a chemostat-type model in which a single species feeds on a limiting
nutrient supplied at a constant rate. The model incorporates a general nutrient uptake function
and two distributed (infinite) delays. The first delay models the fact that the nutrient is partially
recycled after the death of the biomass by bacterial decomposition, and the second delay indicates
that the growth of the species depends on the past concentration of the nutrient. By constructing
appropriate Liapunov-like functionals, we obtain sufficient conditions for local and global stability
of the positive equilibrium of the model. Quantitative estimates on the size of the delays for local
and global stability are also obtained with the help of the Liapunov-like functionals. The technique
we use in this paper may be used as well to study global stability of other types of physical models
with distributed delays.

Key words. chemostat-type equations, distributed delay, Liapunov functionals, local and global
stability, nutrient recycling
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1. Introduction. The effect of material (nutrient) recycling on ecosystem sta-
bility has been previously studied for closed systems (see Nisbet and Gurney [16],
Nisbet, McKinstry, and Gurney [17], and Ulanowicz [22]). Powell and Richerson [18]
and Nisbet and Gurney [16] regarded nutrient recycling as an instantaneous process,
thus neglecting the time required to regenerate the nutrient from the dead biomass
by bacterial decomposition. However, as pointed out in Whittaker [23], a delay in
nutrient recycling is always present in a natural system and it increases when tem-
perature decreases. To simulate the growth of planktonic communities of unicellular
algae in the lakes, Beretta, Bischi, and Solimano [1] proposed an open system in
which a single species feeds on a limiting nutrient supplied at a constant rate. They
assumed that the nutrient is partially recycled after the death of the organisms and
used a distributed delay to model nutrient recycling. Bischi [5] observed that the
delay involved in nutrient recycling alone does not have a destabilizing effect on the
equilibrium.

Evidence of delayed growth response has also been observed from chemostat ex-
periments with microalgae Chlamidomonas Reinhardii even when the limiting nutrient
is at undetectable small concentration (see Caperon [7]). Following Caperon [7], Ruan
[19] introduced a discrete delay to the model of Beretta, Bischi, and Solimano [1] to
describe the delayed growth response of the species to nutrient uptake. It is shown
(see He and Ruan [11]) that the positive equilibrium is globally stable if the delays
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are sufficiently small. However, there is a threshold value of the discrete delay involved
in the growth response; when the discrete delay is increased and passes this critical
value, the equilibrium may lose its stability and a Hopf bifurcation may occur (see
Ruan [19]). Recently, Beretta and Takeuchi [2–4] used an additional distributed
delay to model the delayed growth response. By assuming that the response function
is either a Lotka–Volterra function or a Michaelis–Menten function, they studied the
global stability of the positive equilibrium.

In this paper, we consider a chemostat-type model with (distributedly) delayed
growth response and (distributedly) delayed nutrient recycling, namely, a system of
two retarded functional differential equations with two distributed delays. This model
was first proposed and studied by Beretta and Takeuchi [2]. However, their stability
results are only local. Although global stability was also considered in [2–4] for similar
models with an additional instantaneous negative feedback or without delayed growth
response at all, the problem is more difficult to study when delayed growth response
is introduced. By constructing appropriate Liapunov-like functionals, we study both
local and global stability of the positive equilibrium of the model. It turns out that
the positive equilibrium can be globally asymptotically stable if the mean delays
are sufficiently small, and quantitative estimates on the size of these delays can be
obtained with the help of the Liapunov-like functionals. Moreover, our approach to
the local stability problem is slightly different than that used by Beretta and Takeuchi
[2], and we improve their local stability result.

We remark that distributed (infinite) delay equations have been used in biolog-
ical modeling since the work of Volterra (see Scudo and Ziegler [20]) and they are
regarded to be more realistic than discrete (finite) delay equations (see Caperon [7]).
The fundamental theory and some properties such as stability, existence of periodic
solutions, etc. of distributed delay equations are well understood now and are dis-
cussed in the books of Burton [6], Hale and Verduyn Lunel [10], and Hino, Murakami
and Naito [12]. The monographs of Cushing [8] and MacDonald [15] give excellent
descriptions of distributed delay models and study the local stability, bifurcation,
and periodic solutions of these models. Although global stability of some biologi-
cal models with distributed delays has been studied (see Gopalsamy [9], Kuang [14],
Wolkowicz, Xia, and Ruan [24] and the references cited therein), in general global
results for models involving distributed delays are hard to obtain. The reason prob-
ably is that there are few methods available in investigating the global stability of
infinite delay equations. The most powerful and most important method is perhaps
the Liapunov function(al) method. However, there is no general procedure to follow
in constructing a desirable Liapunov function(al), and completely different forms of
Liapunov function(al)s are used for different kinds of equations. In the present pa-
per, we try to construct the Liapunov-like functionals step by step so that the idea
and technique can be easily followed. We believe that our technique can be used
as well to study global stability of some other types of physical models with infinite
delays.

The paper is organized as follows. In section 2 we describe the model equations.
Local stability is studied in section 3 and global stability is discussed in section 4.
Finally, a brief discussion is carried out in section 5.

2. The model. Let N(t) denote the limiting nutrient concentration and P (t)
denote the plankton concentration at time t. Consider the following integrodifferential
equations model of plankton–nutrient interaction with delayed growth response and
delayed nutrient recycling:
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Ṅ =D(N0 −N)− aU(N)P + bγ

∫ ∞
0

f(s)P (t− s) ds

Ṗ =P
[
− (γ +D) + c

∫ ∞
0

g(s)U(N(t− s)) ds
]
,

(2.1)

with initial value conditions

N(θ) = φ1(θ) ≥ 0, P (θ) = φ2(θ) ≥ 0, θ ∈ (−∞, 0],(2.2)

where φ1(θ), φ2(θ) ∈ BC(−∞, 0], the Banach space of all continuous bounded func-
tions, and all parameters are positive constants. N0 is the input concentration of the
limiting nutrient, a is the maximum uptake rate of nutrient, c (≤ a) is the maximum
specific growth rate of plankton, b (0 < b < 1) is the fraction of the nutrient recycled
by bacterial decomposition of the dead plankton, γ is the death rate of plankton, and
D is the washout rate, so γ +D represents the total loss rate of the plankton.

The function U(N) describes the nutrient uptake rate of plankton. Throughout,
we assume that U(N) is nonnegative, increasing, and vanishes when there is no nu-
trient, and there is a saturation effect when the nutrient is very abundant. That is,
we assume that U(N) is a continuously differentiable function defined on [0,∞) and

U(0) = 0,
dU

dN
> 0, lim

N→∞
U(N) = 1.(2.3)

These general hypotheses are satisfied by the Michaelis–Menten function (see [21])

U(N) =
N

L+N
,

where L > 0 is the half-saturation constant or Michaelis–Menten constant.
The delay kernels f(s) and g(s) are nonnegative bounded functions defined on

[0,∞). f(s) describes the contribution of the plankton population dead in the past
to the nutrient recycled and g(s) describes the delayed growth response of plankton
to nutrient uptake. The presence of the distributed time delays must not affect the
equilibrium values, so we normalize the kernels such that∫ ∞

0
f(s)ds =

∫ ∞
0

g(s)ds = 1.

As in MacDonald [15], we define the average time delays as

Tf =
∫ ∞

0
sf(s)ds, Tg =

∫ ∞
0

sg(s)ds.

Note that E0 = (N0, 0) is always an equilibrium for system (2.1), and if

γ +D < c and U−1
(
γ +D

c

)
< N0,(2.4)

system (2.1) has a positive interior equilibrium E∗ = (N∗, P ∗) with

N∗ = U−1
(
γ +D

c

)
, P ∗ =

D(N0 −N∗)
aU(N∗)− bγ .(2.5)

Throughout, we always assume that (2.4) is satisfied and Tf and Tg are finite.
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Denote by X(t, φ) = (N(t, φ), P (t, φ)) the solution of system (2.1) satisfying the
initial value conditions (2.2), where φ = (φ1, φ2). We say that the positive equilibrium
E∗ = (N∗, P ∗) of (2.1) is (locally) stable if for any ε > 0 there exists δ = δ(ε)
such that |X(t, φ) − E∗| < ε for t ≥ 0 and φ ∈ B(E∗, δ), where B(E∗, δ) is an
open δ-ball of E∗. E∗ is said to be (locally) asymptotically stable if it is (locally)
stable and there is a δo > 0 such that φ ∈ B(E∗, δo) implies X(t, φ) → E∗ as
t→∞. E∗ is said to be globally asymptotically stable if it is (locally) asymptotically
stable, and for any positive solution X(t, φ) of (2.1) and (2.2), we have X(t, φ)→ E∗

as t→∞.
System (2.1) was introduced and studied by Beretta and Takeuchi [2, 4]. It

was shown there that all solutions of system (2.1) are nonnegative if the initial data
chosen from BC(−∞, 0] are nonnegative. They also discussed stability of the positive
equilibrium E∗. However, their stability results about system (2.1) are only local,
and global stability results hold only for systems (similar to (2.1)) with an additional
instantaneous negative feedback or without delayed growth response at all. The object
of this paper is to improve their local stability result and investigate as well the global
stability of the positive equilibrium.

3. Local asymptotic stability. We first study the local stability of the positive
equilibrium E∗ = (N∗, P ∗). Let

x1 = N −N∗, x2 = P − P ∗,

where −N∗ ≤ x1 <∞, −P ∗ ≤ x2 <∞, and define

ξ(x1) = U(N)− U(N∗)(3.1)

so that −U(N∗) ≤ ξ(x1) < 1 − U(N∗) by assumption (2.3). Then the linearized
equations about E∗ are

ẋ1 = −
(
D + aP ∗U ′(N∗)

)
x1 − aU(N∗)x2 + bγ

∫ ∞
0

f(s)x2(t− s)ds,

ẋ2 = cP ∗U ′(N∗)
∫ ∞

0
g(s)x1(t− s)ds.

(3.2)

Note that the asymptotic stability of the trivial equilibrium x1 = x2 = 0 of (3.2)
implies the local asymptotic stability of the positive equilibrium E∗ of (2.1). For
convenience, we define

A = D + aP ∗U ′(N∗), B = acP ∗U(N∗)U ′(N∗), C = bγcP ∗U ′(N∗).(3.3)

Then B > C, and system (3.2) becomes

ẋ1 = −Ax1 −
B

C
bγx2 + bγ

∫ ∞
0

f(s)x2(t− s)ds,

ẋ2 =
C

bγ

∫ ∞
0

g(s)x1(t− s)ds.
(3.4)

Let (x1(t), x2(t)) be an arbitrary solution of system (3.4). We first consider the
function V11(t) = x2

1(t). It follows from (3.4) that
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V̇11(t) = 2x1(t)ẋ1(t)

= −2Ax2
1(t)− 2bγBC x1(t)x2(t) + 2bγx1(t)x2(t)

− 2bγx1(t)
∫ t

0
f(s)

∫ t

t−s
ẋ2(u)duds+ I(t)

= −2Ax2
1(t)− 2bγ

(
B
C − 1

)
x1(t)x2(t) + I(t)

− 2Cx1(t)
∫ t

0
f(s)

∫ t

t−s

∫ ∞
0

g(v)x1(u− v)dvduds

≤ −2Ax2
1(t)− 2bγ

(
B
C − 1

)
x1(t)x2(t) + I(t)

+ C

∫ ∞
0

f(s)
∫ t

t−s

∫ ∞
0

g(v)[x2
1(t) + x2

1(u− v)]dvduds

= −2Ax2
1(t)− 2bγ

(
B
C − 1

)
x1(t)x2(t) + CTfx

2
1(t)

+ C

∫ ∞
0

f(s)
∫ t

t−s

∫ ∞
0

g(v)x2
1(u− v)dvduds+ I(t),(3.5)

where

I(t) = −2bγx1(t)
∫ ∞
t

f(s)
(
x2(t)− x2(t− s)

)
ds.(3.6)

For technical reasons, we assume that
∫∞

0 s2f(s) ds <∞. Then the function

V12(t) = C

∫ ∞
0

f(s)
∫ t

t−s

∫ t

r

∫ ∞
0

g(v)x2
1(u− v)dvdudrds

is well defined, and by (3.5), we have

V̇11(t) + V̇12(t) ≤ −2Ax2
1(t)− 2bγ

(
B
C − 1

)
x1(t)x2(t) + CTfx

2
1(t)

+ C

∫ ∞
0

f(s)
∫ t

t−s

∫ ∞
0

g(v)x2
1(t− v)dvduds+ I(t)

= −2Ax2
1(t)− 2bγ

(
B
C − 1

)
x1(t)x2(t) + CTfx

2
1(t)

+ CTf

∫ ∞
0

g(s)x2
1(t− s) ds+ I(t).(3.7)

We now consider the function

V1(t) = V11(t) + V12(t) + CTf

∫ ∞
0

g(s)
∫ t

t−s
x2

1(u)duds.

It follows from (3.7) that

V̇1(t) ≤ −2
(
A− CTf

)
x2

1(t)− 2bγ
(
B
C − 1

)
x1(t)x2(t) + I(t).(3.8)

On the other hand, by the second equation of (3.4), we have

d

dt

[
x2 +

C

bγ

∫ ∞
0

g(s)
∫ t

t−s
x1(u)duds

]
=
C

bγ
x1(t).
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Assume
∫∞

0 s2g(s)ds <∞ and define

V2(t) =
[
x2 +

C

bγ

∫ ∞
0

∫ t

t−s
g(s)x1(u)du

]2

+
(
C

bγ

)2 ∫ ∞
0

g(s)
∫ t

t−s

∫ t

v

x2
1(u)dudvds.

We find that

V̇2(t) ≤ 2C
bγ
x1(t)x2(t) + 2

(
C

bγ

)2

Tgx
2
1(t).(3.9)

Therefore, for the function

V (t) = V1(t) +
(bγ)2

C

(∫ ∞
t

f(s) ds+
B

C
− 1
)
V2(t),

we have from (3.6), (3.8), and (3.9) that

V̇ (t) ≤− 2
[
A− CTf −

(
C

∫ ∞
t

f(s) ds+B − C
)
Tg

]
x2

1(t)

+ 2bγx1(t)x2(t)
∫ ∞
t

f(s) ds+ I(t)

=− 2
[
A− CTf −

(
C

∫ ∞
t

f(s) ds+B − C
)
Tg

]
x2

1(t)

+ 2bγx1(t)
∫ ∞
t

f(s)x2(t− s) ds

≤− 2
[
A− CTf −

(
C

∫ ∞
t

f(s) ds+B − C
)
Tg

]
x2

1(t)

+ 2bγ|x1(t)|‖φ2‖
∫ ∞
t

f(s) ds

≤− 2
[
A− CTf −

(
C

∫ ∞
t

f(s) ds+B − C
)
Tg

]
x2

1(t)

+ bγx2
1(t)

∫ ∞
t

f(s) ds+ bγ‖φ2‖2
∫ ∞
t

f(s) ds

=− 2
[
A− CTf −

(
B − C

)
Tg
]
x2

1(t)

+
(
2CTg + bγ

)
x2

1(t)
∫ ∞
t

f(s) ds+ bγ‖φ2‖2
∫ ∞
t

f(s) ds,(3.10)

where φ2 ∈ BC(−∞, 0] is the initial data of x2(t). By using (3.10), we now can prove
the following local stability result.

THEOREM 3.1. Assume that
∫∞

0 s2f(s) ds <∞ and
∫∞

0 s2g(s)ds <∞. If

CTf + (B − C)Tg < A,(3.11)

then the positive equilibrium E∗ of system (2.1) is locally asymptotically stable.
Proof. Let (x1(t), x2(t)) be an arbitrary solution of (3.4) with φ2 ∈ BC(−∞, 0]

being the initial data for x2(t). By (3.11), we can find ε > 0 such that

Q(ε) , CTf + (B − C)Tg +
(
CTg +

1
2
bγ

)
ε < A.
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Let T = T (ε) > 0 be such that
∫∞
t
f(s) ds < ε for all t ≥ T. It then follows from

(3.10) that for all t ≥ T,

V̇ (t) ≤ −2
(
A−Q(ε)

)
x2

1(t) + bγ‖φ‖2
∫ ∞
t

f(s) ds.

Integrating V̇ (t) from T to t ≥ T gives

x2
1(t) +

(bγ)2

C2

(
B − C

)
V2(t) + 2

(
A−Q(ε)

) ∫ t

T

x2
1(s) ds

≤ V (t) + 2
(
A−Q(ε)

) ∫ t

T

x2
1(s) ds

≤ V (T ) + bγ‖φ2‖2
∫ t

T

∫ ∞
s

f(u) duds

≤ V (T ) + bγ‖φ2‖2
∫ ∞

0
sf(s) ds

= V (T ) + bγ‖φ2‖2Tf <∞.

Therefore, x1(t) and x2(t) are bounded, and x2
1(t) ∈ L1[0,∞). By the mean value

theorem and the equations in (3.4), x1(t), x2(t), and their derivative functions are
thus uniformly continuous on [0,∞). Applying the Barbǎlat lemma (see Lemmas 1.2.2
and 1.2.3 in Gopalsamy [9]), we conclude that

(
x1(t), ẋ1(t)

)
→ 0 as t→∞. Therefore,

from the first equation of (3.4), we must have

lim
t→∞

[
− B

C
x2(t) +

∫ ∞
0

f(s)x2(t− s) ds
]

= 0.(3.12)

Let α = lim inft→∞ x2(t), β = lim supt→∞ x2(t), and {tm} ↑ ∞ be a sequence such
that x2(tm)→ β as m→∞. Then β <∞, and from (3.12) we obtain

B

C
β = lim

m→∞

∫ ∞
0

f(s)x2(tm − s) ds ≤ β.

Since B > C, this implies that β ≤ 0. A similar argument shows that α ≥ 0. Therefore
α = β = 0, and

(
x1(t), x2(t)

)
→ (0, 0) as t → ∞ for every solution

(
x1(t), x2(t)

)
of

system (3.4).
Note that the characteristic equation of (3.4) is

∆(λ) = λ2 +Aλ+G(λ)
(
B − CF (λ)

)
= 0,

where

F (λ) =
∫ ∞

0
f(s)e−λsds, G(λ) =

∫ ∞
0

g(s)e−λsds.

Since B > C and every solution of (3.4) approaches zero as t→∞, ∆(λ) has no roots
with Re(λ) ≥ 0. Therefore, all roots of ∆(λ) have negative real parts and E∗ is thus
locally asymptotically stable. This completes the proof.

Remark 3.2. Beretta and Takeuchi [2, 4] observed that system (3.4) has the same
characteristic equation as the following system:

ẏ1 = y2,

ẏ2 = −Ay2 −
∫ ∞

0
Bg(s)y1(t− s)ds+ C

∫ ∞
0

∫ ∞
0

g(s− v)f(v)y1(t− s)dvds.
(3.13)
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They then constructed a Liapunov functional for (3.13) and showed that the sufficient
condition for the local stability of E∗ is (Theorem 2 in [4])

CTf + (B + C)Tg < A.

Our condition (3.11) improves the above condition.

4. Global asymptotic stability. To study the global stability of E∗, we con-
sider any positive solution X(t, φ) = (N(t, φ), P (t, φ)) of (2.1) and (2.2). We make
the change of variables

x1 = N −N∗, x2 = ln(P/P ∗),(4.1)

and define ξ(x1) as in (3.1). Then

N = x1 +N∗, P = P ∗ exp(x2),(4.2)

and x1ξ(x1) > 0 for any x1 ∈ [−N∗,+∞); x1ξ(x1) = 0 if and only if x1 = 0. Using
(4.1), we rewrite system (2.1) as follows:

ẋ1(t) =−Dx1(t)− aP ∗ exp(x2(t))ξ(x1(t))− P ∗G
(
exp(x2(t))− 1

)
− bγP ∗

∫ t

0

∫ t

t−s
f(s) exp(x2(u))ẋ2(u)du ds+ J(t),

ẋ2(t) =c
∫ ∞

0
g(s)ξ(x1(t− s))ds,

(4.3)

where G = aU(N∗)− bγ > 0 and

J(t) = −bγP ∗
∫ ∞
t

f(s)
[
exp(x2(t))− exp(x2(t− s))

]
ds.(4.4)

Let (x1(t), x2(t)) be an arbitrary solution of system (4.3). We consider the func-
tion

V11(t) =
∫ x1(t)

0
ξ(s) ds.

Then upon using (4.3), we obtain

V̇11(t) = −Dx1(t)ξ(x1(t))− aP (t)ξ2(x1(t))− P ∗G
(
exp(x2(t))− 1

)
ξ(x1(t))

− bγP ∗ξ(x1(t))
∫ t

0

∫ t

t−s
f(s) exp(x2(u))ẋ2(u)duds+ ξ(x1(t))J(t)

= −Dx1(t)ξ(x1(t))− aP (t)ξ2(x1(t))

− P ∗G
(
exp(x2(t))− 1

)
ξ(x1(t)) + ξ(x1(t))J(t)

− bcγP ∗ξ(x1(t))
∫ t

0

∫ t

t−s
f(s) exp(x2(u))

∫ ∞
0

g(v)ξ(x1(u− v))dvduds

≤ −Dx1(t)ξ(x1(t))− aP (t)ξ2(x1(t))− P ∗G
(
exp(x2(t))− 1

)
ξ(x1(t))

+
1
2
bcγ

(∫ ∞
0

∫ t

t−s
f(s)P (u)duds

)
ξ2(x1(t)) + ξ(x1(t))J(t)

+
1
2
bcγ

∫ ∞
0

∫ t

t−s
f(s)P (u)

∫ ∞
0

g(v)ξ2(x1(u− v))dvduds.(4.5)
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Let us now consider the following two functions:

V12(t) =
1
2
bcγ

∫ ∞
0

f(s)
∫ t

t−s

∫ t

w

P (u)
∫ ∞

0
g(v)ξ2(x1(u− v))dvdudwds,

V13(t) =
1
2
bcγTf

∫ ∞
0

g(s)
∫ t

t−s
P (u+ s)ξ2(x1(u))duds.

We now assume that
∫∞

0 s2f(s) ds < ∞ so that V12 is well defined. To see the
existence of V13, we note from (2.1) that

Ṗ (t) ≤ P (t)[c− (γ +D)] = kP (t)(4.6)

with k = c− (γ +D) > 0. This implies

P (s) ≤ P (t)ek(s−t) for s ≥ t ≥ 0.(4.7)

Since |ξ(x)| ≤ 1, using (4.7), we have from the definition of V13 that

V13(t) ≤ 1
2
bcγTfP (t)

∫ ∞
0

g(s)
∫ t

t−s
ek(u+s−t)duds

=
1
2k
bcγTfP (t)

∫ ∞
0

g(s)[eks − 1]ds.(4.8)

It follows that if
∫∞

0 g(s)[eks − 1] ds < ∞, then V13(t) exists. Thus, for V1(t) =
V11(t) + V12(t) + V13(t), we obtain from (4.5) that

V̇1(t) ≤ −Dx1(t)ξ(x1(t))− aP (t)ξ2(x1(t))− P ∗G
(
exp(x2(t))− 1

)
ξ(x1(t))

+
1
2
bcγξ2(x1(t))

∫ ∞
0

∫ t

t−s
f(s)P (u)duds

+
1
2
bcγTfξ

2(x1(t))
∫ ∞

0
g(s)P (t+ s) ds+ ξ(x1(t))J(t).(4.9)

Notice that from the second equation of system (2.1), we have Ṗ (t) ≥ −(γ +D)P (t)
for all t > 0. Thus

P (s) ≤ P (t) exp
[
(γ +D)(t− s)

]
for t ≥ s ≥ 0.(4.10)

This implies that∫ ∞
0

∫ t

t−s
f(s)P (u) duds =

∫ t

0

∫ t

t−s
f(s)P (u) duds+

∫ ∞
t

∫ t

0
f(s)P (u) duds+K(t)

≤ P (t)
∫ t

0

∫ t

t−s
f(s) exp

[
(γ +D)(t− u)

]
duds

+ P (t)
∫ ∞
t

∫ t

0
f(s) exp

[
(γ +D)(t− u)

]
duds+K(t)

≤ P (t)
γ +D

∫ ∞
0

f(s)
(
exp[(γ +D)s]− 1

)
ds+K(t)

= T ∗f P (t) +K(t),(4.11)
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where

K(t) =
∫ ∞
t

f(s)
∫ 0

t−s
P (u) duds,(4.12)

T ∗f =
1

γ +D

∫ ∞
0

f(s)
(
exp
[
(γ +D)s

]
− 1
)
ds.(4.13)

Similarly, using (4.10), we have∫ ∞
0

g(s)P (t+ s)ds ≤ P (t)
∫ ∞

0
g(s) exp

[
ks
]
ds =

(
1 + kT ∗g

)
P (t),(4.14)

where

T ∗g =
1
k

∫ ∞
0

g(s)[eks − 1]ds <∞.(4.15)

Then (4.9), together with (4.11) and (4.14), implies that

V̇1(t) ≤ −Dx1(t)ξ(x1(t))− aP (t)ξ2(x1(t))

− P ∗G
(
exp(x2(t))− 1

)
ξ(x1(t))

+
1
2
bcγ
(
T ∗f + Tf + kTfT

∗
g

)
P (t)ξ2(x1(t))

+ ξ(x1(t))J(t) +
1
2
bcγξ2(x1(t))K(t).(4.16)

On the other hand, from the second equation of system (4.3), we have

d

dt

[
x2(t) + c

∫ ∞
0

g(s)
∫ t

t−s
ξ(x1(u))duds

]
= cξ(x1(t)).

Let

y(t) = x2(t) + c

∫ ∞
0

g(s)
∫ t

t−s
ξ(x1(u))duds.

We define

V21(t) =
∫ y(t)

0

[
exp(s)− 1

]
ds.

Then it follows that

V̇21(t) = cξ(x1(t))
{

exp
[
x2(t) + c

∫ ∞
0

g(s)
∫ t

t−s
ξ(x1(u))duds

]
− 1
}

= cξ(x1(t))
[

exp(x2(t))− 1
]

+ cξ(x1(t))
{

exp
[
x2(t) + c

∫ ∞
0

g(s)
∫ t

t−s
ξ(x1(u))duds

]
− exp(x2(t))

}
= cξ(x1(t))

[
exp(x2(t))− 1

]
+ c exp(x2(t))ξ(x1(t))

{
exp

[
c

∫ ∞
0

g(s)
∫ t

t−s
ξ(x1(u))duds

]
− 1
}

= cξ(x1(t))
[

exp(x2(t))− 1
]

+ c2 exp(x2(t))ξ(x1(t)) exp(α(t))
∫ ∞

0
g(s)

∫ t

t−s
ξ(x1(u))duds
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for some function α(t) between 0 and c
∫∞

0 g(s)
∫ t
t−s ξ(x1(u))duds. Since |ξ(x1)| ≤ 1,

we have

|α(t)| ≤ c
∫ ∞

0
g(s)

∫ t

t−s
|ξ(x1(u))|duds ≤ cTg.

Therefore,

V̇21(t) ≤ cξ(x1(t))
[

exp(x2(t))− 1
]

+
1
2
c2 exp(x2(t)) exp(α(t))

∫ ∞
0

∫ t

t−s
g(s)

[
ξ2(x1(t)) + ξ2(x1(u))

]
duds

= cξ(x1(t))
[

exp(x2(t))− 1
]

+
1
2
c2 exp(x2(t)) exp(α(t))

[
Tgξ

2(x1(t)) +
∫ ∞

0

∫ t

t−s
g(s)ξ2(x1(u))duds

]
≤ cξ(x1(t))

[
exp(x2(t))− 1

]
+

1
2
c2Tg exp(x2(t)) exp(cTg)ξ2(x1(t))

+
1
2
c2 exp(x2(t)) exp(cTg)

∫ ∞
0

∫ t

t−s
g(s)ξ2(x1(u))duds.(4.17)

We now define

V22(t) =
1
2
c2 exp(cTg)

∫ ∞
0

g(s)
∫ t

t−s
exp(x2(v + s))

∫ t

v

ξ2(x1(u)dudvds.

Then, by using (4.7) and∫ ∞
0

g(s)
∫ t

t−s
P (v + s)

∫ t

v

du dv ds

≤
∫ ∞

0
sg(s)

∫ t

t−s
P (v + s) dv ds

≤ P (t)
∫ ∞

0
sg(s)

∫ t

t−s
ek(v+s−t) dv ds =

1
k
P (t)

∫ ∞
0

sg(s)[eks − 1]ds,

we can see that, under the assumption that
∫∞

0 sg(s)[eks − 1]ds < ∞, V22(t) exists.
Let V2(t) = V21(t) + V22(t); we have from (4.17) that

V̇2(t) ≤ cξ(x1(t))
[

exp(x2(t))− 1
]

+
1
2
c2Tg exp(cTg) exp(x2(t))ξ2(x1(t))

+
1
2
c2 exp(cTg)ξ2(x1(t))

∫ ∞
0

g(s)
∫ t

t−s
exp(x2(u+ s))duds.

Note that from (4.7) we have∫ t

t−s
exp(x2(u+ s))du ≤ 1

k
[eks − 1] exp(x2(t)).
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Therefore,

V̇2(t) ≤ cξ(x1(t))
[

exp(x2(t))− 1
]

+
1
2
c2 exp(cTg)

(
Tg + T ∗g

)
exp(x2(t))ξ2(x1(t)).(4.18)

We finally define the following function:

V (t) = V1(t) +
P ∗

c

(
bγ

∫ ∞
t

f(s) ds+G

)
V2(t).

It then follows from (4.16) and (4.18) that

V̇ (t) ≤ −Dx1(t)ξ(x1(t))− 1
2
(
2a− L

)
P (t)ξ2(x1(t))

+
1
2
bcγP ∗ exp(cTg)

(
Tg + T ∗g

)
exp(x2(t))ξ2(x1(t))

∫ ∞
t

f(s) ds

+ bγP ∗ξ(x1(t))
∫ ∞
t

f(s)
[
exp(x2(t− s))− 1

]
ds

+
1
2
bcγξ2(x1(t))K(t),(4.19)

where

L = bcγ
(
T ∗f + Tf + kTfT

∗
g

)
+ cG exp(cTg)

(
Tg + T ∗g

)
.

Notice that from (4.2), P (u) = P ∗ exp(φ2(u)) for u ≤ 0 and exp(x2(t − s)) =
exp(φ2(t − s)) for t ≤ s, where φ2 ∈ BC(−∞, 0] is the initial data for x2(t). By
(4.12), we have

|K(t)| ≤ P ∗ exp
(
‖φ2‖

) ∫ ∞
t

sf(s) ds,∣∣∣∣∫ ∞
t

f(s)
[
exp(x2(t− s))− 1

]
ds

∣∣∣∣ ≤ [exp
(
‖φ2‖

)
− 1
] ∫ ∞

t

f(s) ds.

Since |ξ(x1)| ≤ 1, using the above inequalities, we obtain from (4.19) that

V̇ (t) ≤−Dx1(t)ξ(x1(t))− 1
2
(
2a− L

)
P (t)ξ2(x1(t))

+
1
2
bcγ exp(cTg)

(
Tg + T ∗g

)
P (t)ξ2(x1(t))

∫ ∞
t

f(s) ds

+ bγP ∗
[
exp
(
‖φ2‖

)
− 1
] ∫ ∞

t

f(s) ds

+
1
2
bcγP ∗ exp

(
‖φ2‖

) ∫ ∞
t

sf(s) ds.(4.20)

The above analysis now leads to the following global stability result.
THEOREM 4.1. Let G = aU(N∗)− bγ and T ∗f and T ∗g be the constants defined in

(4.13) and (4.15), respectively. Assume that
∫∞

0 sg(s)[eks − 1]ds <∞ and

L , bcγ
(
T ∗f + Tf + kTfT

∗
g

)
+ cG exp(cTg)

(
Tg + T ∗g

)
< 2a(4.21)
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with k = c− (γ +D) > 0. Then the positive equilibrium E∗ is globally asymptotically
stable.

Proof. Let (x1(t), x2(t)) be an arbitrary solution of system (4.3) with φ2 ∈
BC(−∞, 0] being the initial data of x2(t). We choose ε > 0 such that

L(ε) , L+
1
2
bcγ exp(cTg)

(
Tg + T ∗g

)
ε < 2a

and find T = T (ε) > 1 such that
∫∞
t
f(s) ds < ε for all t ≥ T. Notice that L < 2a

and
∫∞

0 s2g(s)[eks − 1]ds <∞, thus V (t) is well defined and (4.20) holds. Therefore,
for all t ≥ T, we have

V̇ (t) ≤−Dx1(t)ξ(x1(t))− 1
2
(
2a− L(ε)

)
P (t)ξ2(x1(t))

+
1
2
bγP ∗

[
(c+ 2) exp

(
‖φ1‖

)
− 2
] ∫ ∞

t

sf(s) ds

≤−Dx1(t)ξ(x1(t)) +M

∫ ∞
t

sf(s) ds,

where M = 1
2bγP

∗[(c+ 2) exp
(
‖φ1‖

)
− 2
]
> 0. Integrating V̇ (t) from T to t ≥ T now

gives

V11(t) +
P ∗G

C
V2(t) +D

∫ t

T

x1(s)ξ(x1(s)) ds

≤ V (t) +D

∫ t

T

x1(s)ξ(x1(s)) ds

≤ V (T ) +M

∫ t

T

∫ ∞
s

uf(u) duds

≤ V (T ) +M

∫ ∞
0

s2f(s) ds

≤ V (T ) + 2(γ +D)MT ∗f <∞.

This implies that x1(t) and x2(t) are bounded, and x1(t)ξ(x1(t)) ∈ L1[0,∞). Since ξ is
uniformly continuous on [0,∞), it follows from the equations in system (4.3) and the
boundedness of x1(t) and x2(t) that x1(t)ξ(x1(t)) is also uniformly continuous. Thus,
by the Barbǎlat lemma (see Lemma 1.2.2 in [9]), x1(t)ξ(x1(t)) → 0 as t → ∞. This
leads to limt→∞ x1(t) = 0, so limt→∞N(t) = N∗ by (4.2). Note further that ẋ1(t) is
also uniformly continuous on [0,∞) by the equations in (4.3). Applying the Barbǎlat
lemma (see Lemma 1.2.3 in [9]) once again gives limt→∞ ẋ1(t) = limt→∞ Ṅ(t) = 0.
Now taking the limit (t→∞) on both sides of (2.1), we obtain

lim
t→∞

(
aU(N∗)P (t)− bγ

∫ ∞
0

f(s)P (t− s) ds
)

= D
(
N0 −N∗

)
.(4.22)

Let α = lim inft→∞ P (t), β = lim supt→∞ P (t), and {tm} ↑ ∞ be a sequence such
that limm→∞ P (tm) = β. Since β <∞, it follows from (4.22) that

aU(N∗)β = D
(
N0 −N∗

)
+ lim
m→∞

bγ

∫ ∞
0

f(s)P (tm − s) ds

≤ D
(
N0 −N∗

)
+ bγβ.
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Thus,

β ≤
D
(
N0 −N∗

)
aU(N∗)− bγ = P ∗.

Similarly, we can show that α ≥ P ∗. Therefore, limt→∞ P (t) = P ∗. This proves the
global attractivity of E∗.

On the other hand, we claim that L < 2a implies (3.11). In fact,

CTf + (B − C)Tg = cP ∗U ′(N∗)[bγTf +GTg](4.23)

with G = aU(N∗) − bγ > 0. It is noticed that Tf ≤ T ∗f and Tg ≤ T ∗g . Then, from
L < 2a, we have

2a > bcγ(T ∗f + Tf ) + cG(Tg + T ∗g ) ≥ 2c[bγTf +GTg]

and hence

CTf + (B − C)Tg ≤ P ∗U ′(N∗)a < A,

which shows that (3.11) holds. By Theorem 3.1, E∗ is locally asymptotically stable.
This, together with global attractivity, implies that E∗ is globally asymptotically
stable.

5. Discussion. In this paper, we have considered a chemostat-type plankton
model with nutrient recycling. We assumed that there are a (distributed) delay in the
growth response of plankton to nutrient uptake and a (distributed) delay in nutrient
recycling. We have obtained some sufficient conditions for both local and global stabil-
ity of the positive equilibrium by constructing appropriate Liapunov-like functionals.
It is known that the delay in the growth response of the populations to nutrient up-
take can cause oscillations in population density (see Caperon [7] and Ruan [19]); our
results indicate that one can still have global stability of the positive equilibrium if
the delays are sufficiently small, and explicit estimates (see (3.11), (4.18), and (4.19))
on the size of these delays for local and global stability can also be obtained.

We should point out that model (2.1) and other related models have been studied
by Beretta and Takeuchi [2–4], He and Ruan [11], and Kolmanovskii, Torelli, and
Vermiglio [13]. For local stability, following the arguments of Kolmanovskii, Torelli,
and Vermiglio [13], Beretta and Takeuchi [2, 4] chose a Liapunov functional for the
equivalent system (3.13) and obtained some sufficient conditions. Our local stability
conditions improve their conditions. For global stability, Beretta and Takeuchi [2, 4]
considered the special cases of model (2.1) when the second delay does not appear, that
is, the system (2.1) with Dirac delta function g(s) = δ(s). In [2], they assumed that
the interaction between nutrient and biotic species is described by (no-delayed) Lotka–
Volterra coupling (i.e., U(N) = N). In [4], they adopted a (no-delayed) Michaelis–
Menten law (i.e., U(N) = N/(L+K)), which is better than the former to describe the
interaction from the biological point of view. With this choice, they proved (Theorem
7 in [4]) that the positive equilibrium E∗ is attractive if

γTf < min
{

1
b
,

2
b

√
aDN∗

c2U(N∗)K

}
≤ 1
b
,(5.1)

where K = max{β,No/(1− bγTf )}, β = (1 + bγTf )H, and H is the bound for initial
functions. Hence, the attractivity of N∗ is indeed for all the solutions whose initial
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functions are bounded by H. Obviously, γTf → 0 as H →∞. If we consider Beretta
and Takeuchi’s model in [4] as a special case of our system (2.1), then we have Tg =
T ∗g = 0 and our global asymptotic stability condition in Theorem 4.1 becomes

bcγ[T ∗f + Tf ] < 2a.(5.2)

Condition (5.2) was also obtained in He and Ruan [11, Theorem 2.1] for the system
(2.1) with g(s) = δ(s) and the general growth response U(N). Rewrite (5.2) as

γTf +
1
2
γ[T ∗f − Tf ] <

a

bc
.(5.3)

Note that c ≤ a, so a/bc ≥ 1/b. Compared with (5.1), we can see that (5.3) is more
restrictive on the delay kernel function f but less restrictive on the initial functions.
Since condition (5.1) depends on the bound of the initial values, basically it is not
a global stability condition. Thus, our condition (5.3) complements Beretta and
Takeuchi’s results in [4] by providing really global stability results with a little more
restriction on the delay. Furthermore, our global stability results hold for the general
case when both distributed delays are present and the growth response function is a
general function satisfying (2.3).

Acknowledgments. Conditions in Theorem 4.1 were improved by following the
referees’ suggestions. We thank both referees for their comments. We are also grateful
to Wanbiao Ma for his careful reading of the original version of the paper and for his
helpful comments and suggestions.
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Abstract. We prove that in multidimensional potential scattering the leading order singulari-
ties of the unknown potential are obtained exactly from the scattering amplitude by the linearized
inversion method. The proof is based on the appropriate mapping properties of the fundamental
solution in weighted Lp-spaces and on a homogeneity argument concerning the bilinear term.
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Introduction. A widely applied approximate method of estimating the poten-
tial from the scattering amplitude is to use the Born approximation for the scattering
solution. The obvious advantage of this is that within the Born approximation, the
scattering amplitude is simply the Fourier transform of the unknown potential. The
weaker the potential, the better is this approximation. But even when the potential
is not weak the Fourier transform of a scattering amplitude contains essential infor-
mation of the potential as was shown in [PS] and [PSS] in two and three dimensions.

The purpose of this work is to generalize the results of the articles [PS], [PSS] to
arbitrary dimensions. The assumptions on the potential for the Schrödinger operator
are also reduced to allow stronger singularities. We recall that in the case of less
singular potentials Sun and Uhlmann [SU1], [SU2] considered related problems in two
dimensions with fixed energy data, while Greenleaf and Uhlmann [GU] considered
related problems in Rn with backscattering data. The main result of this work is that
the leading order singularity of the potential is obtained exactly from the scattering
amplitude by the linearized inversion method (Born approximation). For a similar
result in the one-dimensional case see [So], [No], and [ST].

1. Outline and results. Let q(x) be a real valued potential in Rn(n ≥ 3)
appearing in the Schrödinger operator

(1.1) H ≡ −∆ + q(x).

Our basic assumption is that the potential q(x) belongs to the weighted space
Lsσ(Rn) defined by the norm

‖q‖s,σ =

∫
Rn

(1 + |x|)σs|q(x)|sdx

1/s

<∞,

where

(1.2) s > 2n, σ > 1 +
n

s
.
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Below we also use the following notation. The space Ht, t ∈ R, denotes the usual
L2-based and W t

s the Ls-based Sobolev space in Rn.
Under the above assumptions on the potential q(x), the operator H is a self-

adjoint operator in L2(Rn). The spectrum of this operator consists of an absolutely
continuous spectrum, filling out the positive real axis, and a negative discrete spectrum
of finite multiplicity with zero as the only possible accumulation point. In this case,
for arbitrary k ∈ R, k 6= 0, we define the scattering solutions of the homogeneous
Schrödinger equation

(1.3) (H − k2)u(x, k) = 0

to be the unique solutions of the Lippmann–Schwinger equation

(1.4) u(x, k, θ) = eik(x,θ) −
∫
Rn

G+
k (|x− y|)q(y)u(y, k, θ)dy,

where θ ∈ Sn−1 and the outgoing fundamental solution of the Helmholtz equation
G+
k is defined as

(1.5) G+
k (|x|) =

i

4

(
|k|

2π|x|

)n−2
2

H
(1)
n−2

2
(|k||x|),

where H(1)
n−2

2
is the Hankel function of the first kind and of order n−2

2 . The function

G+
k (x− y) is the kernel of the integral operator (−∆− k2)−1.

The solution u(x, k, θ) for k > 0 of the equation (1.3) admits asymptotically as
|x| → +∞ the representation

(1.6) u(x, k, θ) = eik(x,θ) + Cn
eik|x|k

n−3
2

|x|n−1
2

A(k, θ′, θ) + o

(
1

|x|n−1
2

)
.

Here θ ∈ Sn−1, θ′ = x
|x| ∈ Sn−1, Cn is a constant depending only on the dimension

n, and the scattering amplitude A(k, θ′, θ) is defined by

(1.7) A(k, θ′, θ) =
∫
Rn

e−ik(θ′,y)q(y)u(y, k, θ)dy.

For k < 0 we set

(k, θ′, θ) = A(−k, θ′, θ)

to obtain a well-defined scattering amplitude A(k, θ′, θ) for all k ∈ R, k 6= 0, θ′, θ ∈
Sn−1. The inverse scattering problem is to recover the potential from the knowledge
of A(k, θ′, θ).

To introduce the Born inversion scheme we proceed as in [PS] and define the
manifolds M0 and M by M0 = R × Sn−1, M = M0 × Sn−1 and the measures
dµθ(k, θ′) and dµ(k, θ′, θ) over M0 and M , correspondingly, as

dµθ(k, θ′) =
1
4
|k|n−1dk|θ − θ′|n−1dθ′,

(1.8) dµ(k, θ′, θ) =
1

|Sn−1|dθdµθ(k, θ
′),
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where |Sn−1| = 2π
n
2 /Γ(n/2) is the area of the unit sphere Sn−1 and dθ and dθ′ denote

the usual Lebesgue measures on Sn−1. We shall define the equivalent of the usual
inverse Fourier transform on M0 and M as(

F−1
M0
φ1
)

(x) =
1

(2π)n

∫
M0

e−ik(θ−θ′,x)φ1(k, θ′)dµθ(k, θ′),

(1.9)
(
F−1
M φ2

)
(x) =

1
(2π)n

∫
M

e−ik(θ−θ′,x)φ2(k, θ′, θ)dµ(k, θ′, θ).

If we write ξ = k(θ − θ′) then k and θ are obtained by

k =
|ξ|

2(θ, ξ̂)
, θ′ = θ − 2(θ, ξ̂)ξ̂,

(1.10) ξ̂ =
ξ

|ξ| , (θ, ξ̂) 6= 0.

These formulas are found useful later on.
From (1.6), Proposition 1.4, and (1.7), it follows that

(1.11) (Fq) (ξ) = lim
k→∞

A(k, θ′, θ), ξ = k(θ′ − θ),

where F is the usual Fourier transform in Rn. This fact justifies the following defini-
tion.

DEFINITION. The inverse Born approximation qθB(x) and qB(x) of the potential
q(x) are defined as follows:

(1.12) qθB(x) =
(
F−1
M0
A
)

(x), qB(x) =
(
F−1
M A

)
(x).

In this work we will prove the following three theorems.
THEOREM 1.1. Assume that the potential q(x) belongs to Lsσ(Rn) (n ≥ 3) with

conditions (1.2) fulfilled. Then the knowledge of qθB(x) with θ restricted to an (n− 2)-
dimensional semisphere defines q(x) uniquely.

THEOREM 1.2. Under the same assumptions for q(x) as in Theorem 1.1, there
exists ε > 0 such that

(1.13) q(x)− qB(x) ∈ Ls+εloc (Rn).

THEOREM 1.3. Under the same assumptions for q(x) as in Theorem 1.1,

(1.14) lim
k→+∞

kn−1
∫

Sn−1

∫
Sn−1

e−ik(θ−θ′,x)A(k, θ′, θ)dθdθ′ =
(2π)n

π

∫
Rn

q(y)dy
|x− y|n−1 .

The following new estimates for the resolvent of the operator H (cf. [S]) on the
continuous spectrum play the key role in the proofs of these theorems.

PROPOSITION 1.4. Assume that the potential q(x) is in L
p
p−2
σ (Rn) (n ≥ 3) for

2 ≤ p < 2n
n−1/2 ,

1
p + 1

p′ = 1, and σ > 1 + n(1 − 2
p ). Then for all k ∈ R, k 6= 0, the

limit

(1.15) Gq := lim
ε→+0

(H − k2 − iε)−1

exists in the uniform operator topology from Lp
′

σ/2(Rn) to Lp−σ/2(Rn).
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Moreover, for large |k|

(1.16) ‖Gqf‖Lp−σ/2(Rn) ≤
C

|k|α ‖f‖Lp
′
σ/2(Rn),

where 0 < α < 1− n(1− 2
p ).

The following well-known resolvent equation for the integral kernel Gq(x, y, k) of
the operator Gq in (1.15) will be useful in several points of the paper:

(1.17) Gq(x, y, k) = G+
k (|x− y|)−

∫
Rn

G+
k (|x− z|)q(z)Gq(z, y, k)dz.

Finally, by K we denote the integral operator having the kernel

(1.18) K(x, y) = |q(x)|1/2G+
k (|x− y|)q1/2(y)

with q1/2 = |q|1/2 sgn q. From Proposition 1.4 it follows that K is a bounded operator
in L2(Rn) with the norm estimate

(1.19) ‖K‖ ≤ C

|k|α

with α as in (1.16).

2. Reconstruction of Lp-singularities. This section is devoted to the proofs
of Theorems 1.1 and 1.2.

Proof of Theorem 1.1. The beginning of the proof proceeds as in [PS]. For the
readers’ convenience we repeat the reasoning. The rest of the proof is concentrated
on the right Lp-estimates.

The definition (1.9) of qθB(x) together with formula (1.7) for the scattering am-
plitude A(k, θ′, θ) yields

qθB(x) =
1

(2π)n

∫
M0

e−ik(θ−θ′,x)A(k, θ′, θ)dµθ(k, θ′)

(2.1) =
1

(2π)n

∫
M0

dµθ(k, θ′)
∫
Rn

e−ik(θ−θ′,x−y)q(y)v(y, k, θ)dy,

where v(y, k, θ) = e−ik(y,θ)u(y, k, θ). After making the change of variables (1.10) in
(2.1) we have

qθB(x) =
1

(2π)n

∫
Rn

dξ

∫
Rn

e−i(ξ,x−y)q(y)v

(
y,
|ξ|

2(θ, ξ̂)
, θ

)
dy.

Hence the usual Fourier transform of qθB(x) is simply

(
FqθB

)
(ξ) = (F(q)) (ξ) +

∫
Rn

ei(ξ,y)q(y)

[
v

(
y,
|ξ|

2(θ, ξ̂)
, θ

)
− 1

]
dy.



RECOVERY OF SINGULARITIES 701

This allows us to get the next inequality,

(2.2)
∣∣F(qθB − q)(ξ)

∣∣ ≤ ∫
Rn

|q(y)|
∣∣∣∣∣v
(
y,
|ξ|

2(θ, ξ̂)
, θ

)
− 1

∣∣∣∣∣ dy.
Further, from the Lippmann–Schwinger equation (1.4) and the kernel equation (1.17)
we have

(2.3) v(y, k, θ)− 1 = G̃q(q),

where G̃q is the integral operator with the kernel G̃q(x, y, k) = e−ik(x−y,θ)Gq(x, y, k).
Because the potential q(x) satisfies the conditions (1.2), it is easy to check that q(x)

is in L
2s
s+1

σ/2 (Rn), where s and σ satisfy (1.2). Thus, by (2.3) and Proposition 1.4 we
get

(2.4) ‖v(y, k, θ)− 1‖
L

2s
s−1
−σ/2(Rn)

≤ C

|k|α ‖q‖L
2s
s+1
σ/2 (Rn)

,

where 0 < α < 1− n/s. Finally, from (2.2) and (2.4) we get

∣∣F(qθB − q)(ξ)
∣∣ ≤ C ( |(ξ̂, θ)||ξ|

)α
‖q‖2

L
2s
s+1
σ/2 (Rn)

.

Clearly this implies

F(qθB − q)(ξ) = 0 for (ξ̂, θ) = 0.

But the data {(Ff)(ξ)|(ξ̂, θ) = 0} when θ runs through an (n− 2)-dimensional semi-
sphere is enough for the complete recovery of f .

For the proof of Theorem 1.2, we need some new definitions and lemmas.
For f in the Schwarz space S let v be the outgoing solution of the inhomogeneous

Schrödinger equation

(2.5) (H − k2)v = f.

Then from (1.15) and (1.17) it follows that for v we have the following representation:

(2.6) v(x) = G+
k (f − q ·Gq(f))(x),

where G+
k and Gq are the integral operators with kernels G+

k (|x−y|) and Gq(x, y, k),
correspondingly. This representation allows us to get the following asymptotic for
|x| → +∞ behavior (k > 0):

(2.7) v(x, k) = Cn
eik|x|k

n−3
2

|x|n−1
2

Af (k, θ′) + o(|x|
1−n

2 ),

where θ′ = x
|x| and

Af (k, θ′) =
∫
Rn

e−i(θ
′,y)(f(y)− q(y)Gq(f)(y))dy.
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Below we will employ the following useful lemma.
LEMMA 2.1 (optical lemma). For the function Af (k, θ′) the L2-norm can be

calculated by

(2.8)
∫

Sn−1

|Af (k, θ′)|2dθ′ = − 1
C2
nk

n−2 Im
∫
Rn

f(x)v(x, k)dx,

where Cn is the constant from (2.7).
The proof is the same as in [PS] with obvious modifications.
The function Af (k, θ′) is often called the “far field” of the equation (2.7). It

satisfies the following equality:

(2.9) Af (k, θ′) = ((I − qGq)f, eik(θ′,y))L2(Rn) =
∫
Rn

f(y)u(y, k, θ′)dy,

where u(y, k, θ′) is the solution of the Lippmann–Schwinger equation.
If a function f : Rn → C is decaying fast enough so that its Fourier transform

has a trace on a unit sphere, then we can define the operator A0(k) as

(A0(k)f)(θ′) =
∫
Rn

e−ik(θ′,y)f(y)dy.

Similarly we define Aq(k) as the trace of a generalized Fourier transform

(2.10) (Aq(k)f)(θ′) =
∫
Rn

f(y)u(y, k, θ′)dy,

whenever it exists.
The following lemma yields sufficient estimate for the existence of the above traces

as well as k-dependent norm inequalities.
LEMMA 2.2. Let the potential q(x) satisfy the conditions (1.2). Then Aq(k) and

A0(k) are well defined bounded operators from L
2s
s+1

σ/2 (Rn) to L2(Sn−1) with the operator
norm estimates

(2.11) ‖A0(k)‖, ‖Aq(k)‖ ≤ C

|k|n−2
2 +α

2

,

where s and σ are as in (1.2) and 0 < α < 1− n
s .

Proof. By Lemma 2.1, we have

‖Aq(k)f‖2L2(Sn−1) =
∫

Sn−1

|Af (k, θ′)|2dθ′ ≤ C

|k|n−2 ‖v‖
L

2s
s−1
−σ/2(Rn)

‖f‖
L

2s
s+1
σ/2 (Rn)

.

Further, because v = Gqf , from Proposition 1.4 and (1.16) we can get the estimate

‖Aq(k)f‖2L2(Sn−1) ≤
C

|k|n−2+α ‖f‖
L

2s
s+1
σ/2 (Rn)

,

which proves the lemma.
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Now let Φ0(k) and Φ(k) be the operators, defined for f ∈ L2(Sn−1) as

(2.12)

Φ0(k)f(x) = |q(x)|1/2
∫

Sn−1

eik(θ,x)f(θ)dθ,

Φ(k)f(x) = |q(x)|1/2
∫

Sn−1

u(x, k, θ)f(θ)dθ.

It is readily seen that

(2.13)
Φ0(k)f(x) = |q(x)|1/2(A∗0(k)f)(x),

Φ(k)f(x) = |q(x)|1/2(A∗q(k)f)(x),

where A∗q and A∗0 are the adjoint operators for Aq and A0.
By Lemma 2.2 and (2.13) the operators Φ0(k) and Φ(k) are bounded from L2(Sn−1)

to L2(Rn) with the norm estimates

(2.14) ‖Φ0(k)‖, ‖Φ(k)‖ ≤ C

|k|n−2+α
2

.

A repeated use of the Lippmann–Schwinger equation yields the following representa-
tion for the scattering amplitude A(k, θ′, θ):

A(k, θ′, θ) =
m∑
j=0

∫
Rn

e−ik(θ′,y)q1/2(y)Kj(|q|1/2eik(x,θ))(y)dy

(2.15) +
∫
Rn

e−ik(θ′,y)q1/2(y)Km+1(|q|1/2u(x, k, θ))(y)dy,

where K is the integral operator with kernel (1.18). This equality can be formulated
in the sense of the integral operator in L2(Sn−1):

(2.16) Â =
m∑
j=0

Φ∗0(k) sgn qKjΦ0(k) + Φ∗0(k) sgn qKm+1Φ(k),

where Φ∗0(k) is the adjoint operator for Φ0(k). Further, if we apply these formulas to
the definition (1.12) of the Born approximation qB(x), we get

(2.17) qB(x) =
m∑
j=0

F−1
M [Φ∗0(k) sgn qKjΦ0(k)] + F−1

M [Φ∗0(k) sgn qKm+1Φ(k)],

where the inverse Fourier transform is applied on the integral kernel of the corre-
sponding integral operator. Let’s rewrite the formula (2.17) as

(2.18) qB(x) =
m∑
j=0

qj(x) + q̃m+1(x).

By using this notation we have the following lemma.
LEMMA 2.3. For any j ≥ 1, qj(x) and q̃jx belong to the Sobolev space Ht(Rn) for

any t < α(j + 1) + n
2 − 2, where 0 < α < 1− n

s .
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Proof. By the definition of the norm in the Sobolev space Ht and after the change
of variables (1.10) we obtain

‖qj‖2Ht = ‖(1 + |ξ|2)t/2F(qj)(ξ)‖2L2(Rn)

=
1

|Sn−1|

∫
Rn

(1 + |ξ|2)tdξ

∣∣∣∣∣∣
∫

Sn−1

[Φ∗0 sgn qKjΦ0]

(
|ξ|

2(θ, ξ̂)
, θ − 2(ξ̂, θ)ξ̂, θ

)
dθ

∣∣∣∣∣∣
2

(2.19) ≤ C
∞∫

0

|k|n−1(1 + k2)t‖(Φ∗0 sgn qKjΦ0)(1)‖2L2(Sn−1)dk,

where [Φ∗0 sgn qKjΦ0] denote the kernel of the integral operator inside and the integral
operator applied to the function f ≡ 1 on Sn−1 is denoted by (Φ∗0 sgn qKjΦ0)(1).
From estimates (1.18) and (2.14) we have, for |k| > 1,

‖(Φ∗0 sgn qKjΦ0)(1)‖2L2(Sn−1) ≤ C‖Φ∗0‖2‖Φ0‖2‖K‖2j ≤
C

|k|2α(j+1)+2(n−2) .

Hence, for qj(x) we obtain the following estimate:

‖qj‖Ht ≤ C

1 +
∫
|k|>1

|k|n−1+2td|k|
|k|2α(j+1)+2(n−2)


1/2

.

We leave it for the readers to check that the proof goes through for q̃j with obvious
changes. Lemma 2.3 is thus proved.

It is also easy to check that q0(x) in (2.18) is simply the potential q(x) and hence
we can rewrite (2.18) as

qB(x)− q(x) = q1(x) +
m∑
j=2

qj(x) + q̃m+1(x).

Here the first bilinear term q1(x) has the form

q1(x) =
∫
Rn

∫
Rn

F (y − x, z − x)q(y)q(z)dydz = (F ∗Q)(x, x),

where Q = q ⊗ q and F is a tempered distribution in R2n, given by

(2.20) F (y, z) =
∫
R

∫
Sn−1

∫
Sn−1

eik(θ,y)−ik(θ′,z)(|k||θ − θ′|)n−1G+
k (|y − z|)dθdθ′dk.

LEMMA 2.4. The Fourier transform F̂ of the function F from (2.20) is homo-
geneous of degree −2 and the first nonlinear term q1(x) belongs to the Sobolev space
W 1
s , where s satisfies the condition (1.2).

Proof. See the Appendix.
Now we are ready to give the proof of Theorem 2.2.
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Proof of Theorem 1.2. By Lemma 2.3 and (2.19), we obtain that

(2.21) qB(x)− q(x)− q1(x) ∈W t
2(Rn) = Ht

for any t < 1 + n
2 −

3n
s , where s > 2n. From the Sobolev embedding theorem we have

Ht ⊂W t−n(1/2−1/s)
s (Rn).

But the number t− n/2 + n/s can be chosen strictly positive since 1 + n/2− 3n/s−
n/2 + n/s = 1− 2n/s > 0 and s > 2n. This implies the existence of ε > 0 such that

(2.22) qB(x)− q(x)− q1(x) ∈ Ls+εloc (Rn).

By Lemma 2.4 we are through.

3. Proof of Theorem 1.3. Theorem 1.3 generalizes the Saito formula to the
case of singular potentials (cf. [Sa]). Again, Proposition 1.4 plays the main role for
proving this theorem.

Proof of Theorem 1.3. By definition (1.7) of the scattering amplitude we have

kn−1
∫

Sn−1

∫
Sn−1

A(k, θ′, θ)e−ik(θ−θ′,x)dθdθ′

= kn−1
∫
Rn

q(y)dy
∫

Sn−1

∫
Sn−1

eik(θ−θ′,y−x)dθdθ′

(3.1) +kn−1
∫
Rn

q(y)dy
∫

Sn−1

∫
Sn−1

e−ik(θ′,y)R(y, k, θ)e−ik(θ−θ′,x)dθdθ′,

where the function R(y, k, θ) is given by

(3.2) R(y, k, θ) = −
∫
Rn

G+
k (|y − z|)q(z)u(z, k, θ)dz.

Denote the right side of (3.1) as I1 + I2. Since

∫
Sn−1

∫
Sn−1

eik(θ−θ′,y−x)dθdθ′ =

∣∣∣∣∣∣
∫

Sn−1

eik(θ,y−x)dθ

∣∣∣∣∣∣
2

the integral I1 from (3.1) rewrites as

(3.3) I1 = kn−1
∫
Rn

q(y)dy

∣∣∣∣∣∣
∫

Sn−1

eik|y−x|(θ,ω)dθ

∣∣∣∣∣∣
2

,

where w = (y − x)/|y − x|.
By the equality (cf. [W])∫

Sn−1

eik|y−x|(θ,ω)dθ =
2π

n−1
2

Γ
(
n−1

2

) π∫
0

eik|y−x| cosφ(sinφ)n−2dφ,
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we obtain

(3.4) I1 = (2π)nk
∫
Rn

q(y)
|x− y|n−2 J

2
n−2

2
(k|x− y|)dy.

We consider the cases k|x− y| < 1 and k|x− y| > 1 separately. In the first case
we see by using Hölder’s inequality that the integral over {y : k|x − y| < 1} can be
estimated by

(3.5) Cnk

∫
|x−y|< 1

k

|q(y)|(k|x− y|)n−2

|x− y|n−2 dy ≤ Cnk
n
s−1

 ∫
|x−y|< 1

k

|q(y)|sdy


1
s

,

where s > 2n. This means that for every fixed x the integral over {y : k|x− y| < 1}
approaches zero as k → +∞. Hence we need only to estimate the integral (3.3) over
{y : k|x− y| > 1}. Here we have

(2π)nk
∫

|x−y|> 1
k

|q(y)|
|x− y|n−2

[√
2

πk|x− y| cos
(
k|x− y| − πn

4
+
π

4

)

+O

(
1

(k|x− y|) 3
2

)]2

dy

= (2π)nk
∫

|x−y|> 1
k

|q(y)|
|x− y|n−2

[
2

πk|x− y| cos2(k|x− y|+ φn) +O

(
1

(k|x− y|)2

)]
dy

= 2nπn−1
∫

|x−y|> 1
k

|q(y)|
|x− y|n−1 + 2nπn−1

∫
|x−y|> 1

k

|q(y)|
|x− y|n−1 cos(2k|x− y|+ 2φn)dy

(3.6) +
O(1)
k1−δ

∫
|x−y|> 1

k

|q(y)|
|x− y|N−δ ,

with 0 < δ < 1. By Sobolev’s inequality we have that the L1-norm of the function
q(y)|x − y|n−1 is uniformly bounded with respect to x. Hence, it follows from the
Riemann–Lebesque lemma that the second summand in the right-hand side of (3.6)
approaches zero uniformly with respect to x. The same is true for the third term and
thus we have

(3.7) lim
k→+∞

I1 = 2nπn−1
∫
Rn

q(y)dy
|x− y|n−1 .

Further, for the function R(y, k, θ) defined by (3.2) we have

(3.8) R(y, k, θ) = Gq

(
qeik(θ,z)

)
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and hence for the integral I2 we obtain the following presentation:

I2 = −kn−1
∫
Rn

q(y)dy
∫

Sn−1

eik(θ′,x−y)dθGq

q(z) ∫
Sn−1

eik(θ,z−x)dθ


= −kn−1(2π)n−1

∫
Rn

q(y)
Jn−2

2
(k|x− y|)

(k|x− y|)n−2
2

Gq

(
q(z)

Jn−2
2

(k|z − x|)

(k|x− z|)n−2
2

)
dy

(3.9) = (2π)nk
∫
Rn

q1/2(y)
Jn−2

2
(k|x− y|)

(k|x− y|)n−2
2

|q(y)|1/2K
(
|q(z)|1/2

Jn−2
2

(k|z − x|)

(|z − x|)n−2
2

dy

)
,

where K is the integral operator with the kernel (cf. (1.18)):

K(x, y) = −|q(x)|1/2Gq(x, y, k)q1/2(y).

From Proposition 1.4 and Hölder’s inequality it follows that

|I2| ≤ (2π)nk
∫
Rn

|q(y)|
J2
n−2

2
(k|x− y|)

|x− y|n−2 dy‖K‖L2→L2 ≤ C

|k|α .

This proves the theorem.
Remark. It is easy to see that the result of Theorem 1.3 in the three-dimensional

case can be applied to any potential q(x) which satisfies the following conditions:
1. q ∈ Lploc(R3) for some p > 3/2;
2. |q(x)| ≤ C

|x|2+δ for |x| → +∞, where δ > 0 and fixed.
COROLLARY 3.1. Assume that the potential q(x) satisfies the same assumptions

as in Theorem 1.3. Then the following formula is true:

(3.10) q(x) = lim
k→+∞

Γ
(
n−1

2

)
kn

2n+1π
3n−1

2

∫
Sn−1

∫
Sn−1

A(k, θ′, θ)|θ − θ′|e−ik(θ−θ′,x)dθdθ′.

Proof. Denote the left-hand side of (1.14) by f(x). Then the Fourier transform of
f is given by

(3.11) f̂(ξ) = 2nπn−1q̂(ξ)
∫
Rn
|x|1−neixξdx.

Thus

(3.12) q(x) =
Γ
(
n−1

2

)
2n+1π

3n−1
2

F−1(|ξ|f̂(ξ))(x)

with F−1 the inverse Fourier transform. Further from (3.12) and (1.14) we get

q(x) =
Γ
(
n−1

2

)
2n+1π

3n−1
2

lim
k→+∞

kn−1
∫

Sn−1

∫
Sn−1

A(k, θ′, θ)k|θ−θ′|F−1 (δ(ξ − k(θ − θ′))) (x)dθdθ′

=
Γ
(
n−1

2

)
2n+1π

3n−1
2

lim
k→+∞

kn
∫

Sn−1

∫
Sn−1

A(k, θ′, θ)|θ − θ′|e−ik(θ−θ′,x)dθdθ′.

Remark. A related theorem for measure potentials is proved in [F].
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4. Appendix.
Proof of Lemma 2.4. From (2.20) it follows that the function F (y, z) has the

representation

(4.1) F (y, z) = Cn

∫
k

∫
θ′

∫
θ

eik(θ,z)−ik(θ′,y)G+
k (|z − y|) (|k||θ − θ′|)n−1

dkdθ′dθ.

For the 2n-dimensional Fourier transform of the function F (y, z) we obtain

(4.2)
F̂ (ξ1, ξ2)

=
∫
R

∫
Sn−1

∫
Sn−1

(|k||θ − θ′|)n−1
dkdθ′dθ

∫
Rn

e−i(k(θ′−θ)+ξ1+ξ2,y)dy

∫
Rn

G+
k (|s|)e−i(ξ2−kθ,s)ds.

We approximate F̂ by F̂ε given by

(4.3)

F̂ε(ξ1, ξ2) =
∫
k

∫
θ′

∫
θ

(|k||θ − θ′|)n−1
dkdθ′dθ

∫
Rn

e−i(k(θ′−θ)+ξ1+ξ2,y) 1
ξ2
2 − 2k(θ, ξ2)− iεdy.

Here we used the fact that

Ĝ+
k (η) = lim

ε→+0

1
|η|2 − k2 − iε .

By (4.3) we have

(4.4) F̂ε(ξ1, ξ2) = Cn

∫
Sn−1

gθ′

fθ′ − iεgθ′ dθ
′,

where g = ξ1 +ξ2 and f = ξ2
1(ξ1 +ξ2)−ξ1|ξ1 +ξ2|2. Suppose T is the two-dimensional

plane spanned by f and g (for ξ1 and ξ2 fixed):

T = span{f, g}.

We denote by S1 the circle

S1 = T ∩ Sn−1.

Then we claim

(4.5) F̂ε(ξ1, ξ2) = Cn

∫
S1

gω

fω − iεgωdω,

where the constant Cn depends only on n and not on ξ1 and ξ2. To prove (4.5) we
introduce the usual n-dimensional polar coordinates (n ≥ 3) :

x1 = ρ cosφ1,
x2 = ρ sinφ1 cosφ2,
. . .
xn = ρ sinφ1 sinφ2 · · · sinφn−1,∣∣∣∣∂x∂φ
∣∣∣∣ = ρn−1 sinn−2 φ1 · · · sinφn−2,
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where we have chosen the coordinate system so that x1 and x2 span the plane T. Of
course, this is not the original coordinate system but we use it only to prove (4.5)
from (4.4).

Clearly, from (4.4) we get for any Φ

(4.6)
∫

Sn−1

Φ(x1, x2)dθ = C

π∫
0

2π∫
0

Φ(cosφ1, sinφ1 cosφ2) sinn−2 φ1 sinn−3 φ2dφ2dφ1,

where again n ≥ 3. From x1 = cosφ1, x2 = sinφ1 cosφ2 we get∣∣∣∣∂x∂φ
∣∣∣∣ =

∣∣∣∣ − sinφ1 0
cosφ1 cosφ2 − sinφ1 sinφ2

∣∣∣∣ = sin2 φ1 sinφ2.

Further, note that

x2
1 = 1− sin2 φ1, x

2
2 = sin2 φ1(1− sin2 φ2)

or

sin2 φ1 sin2 φ2 = −x2
2 + sin2 φ1 = 1− x2

1 − x2
2 = 1− |x|2.

This together with (4.4) and (4.6) yield

(4.7) F̂ε(ξ1, ξ2) = C

∫
D

gx

fx− iεgx (1− |x|2)
n−4

2 dx,

where D is the unit disc on T. Introducing polar coordinates on D, we get

(4.8) F̂ε(ξ1, ξ2) = C

1∫
0

∫
S1

gω

fω − iεgω r(1− r
2)

n−4
2 drdω,

which proves (4.5).
As in the proof of Lemma 3.5 in [PSS] we obtain, after a straightforward calcula-

tion,

(4.9) F̂ (ξ1, ξ2) = Cn
φ(ξ̂1, ξ̂2)
|ξ1||ξ2|

,

where ξ̂i = |ξi|/|ξi|, i = 1, 2 and

(4.10) φ(θ, θ′) = (θ, θ′) + i
√

1− (θ, θ′) = eiα.

Here α is the angle between θ and θ′.
We introduce Riesz potential I−1 and Riesz transform R [St] defined as

I−1f(x) = F−1
(

1
|ξ| f̂(ξ)

)
(x)

and

Rf(x) = F−1(ξ̂f̂(ξ))(x).
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Next we claim that

(4.11) I−1 : Lsσ(Rn)→W 1
s (Rn)

for σ > 1 +n/s and s > 2n. To see this we first observe that DjI
−1 = Rj is bounded

in Ls for every 1 < s <∞ [St]. Hence we only need to show

(4.12) I−1 : Lsσ(Rn)→ Ls(Rn)

for 2 ≤ s ≤ ∞. But f belongs to L2
σ if and only if f̂ belongs to Hσ. Thus f̂(ξ)/|ξ| is

integrable at the origin and (4.12) holds for s = 2. Since for f ∈ L∞σ , σ > 1,

|I−1f(x)| =
∣∣∣∣Cn ∫ 1

|x− y|n−1 f(y)dy
∣∣∣∣ ≤ Cn ∫ 1

|x− y|n−1 (1 + |y|)−σdy,

the claim holds for s = ∞, too. The case of a general 2 ≤ s ≤ ∞ follows now by
interpolation [T].

We write

(4.13) q1(x) = Cn

∫
ei(x,ξ1+ξ2)φ(ξ̂1, ξ̂2)ĥ(ξ1)ĥ(ξ2)dξ1dξ2,

where h = I−1q. By using binomial series for the square root in (4.10) we obtain

q1(x) = Cn

(
(Rh)2 + i

∞∑
k=0

(
1/2
k

)∫
ei(x,ξ1+ξ2)(ξ̂1, ξ̂2)2kĥ(ξ1)ĥ(ξ2)dξ1dξ2

)
.

Since the components Rj of R are bounded also in W 1
s [St] and W 1

s is a multiplication
algebra, i.e., W 1

s ·W 1
s ⊂W 1

s for s > n [T], we obtain for ‖h‖W 1
s
< 1/2n that q1 belongs

to W 1
s and that

(4.14) ‖q1(x)‖W 1
s
≤ Cn

(
‖h‖2W 1

s
+
∞∑
k=0

(
1/2
k

)
n2k‖h‖2W 1

s

)
≤ Cn‖h‖2W 1

s
.

By the bilinearity of (4.13) the inequality (4.14) holds also without assuming that
‖h‖W 1

s
is small. The lemma is thus proved.

As a corollary we obtain for less singular potentials that q− qB is, indeed, Hölder
continuous.

COROLLARY 4.1. Assume that q(x) belongs to Lsσ(Rn) for s > 3n and σ > 1 + n
s .

Then q − qB ∈ Cα for 0 < α < 1− 3n/s.
Proof. By Sobolev embedding W 1 ↪→ Cα for 1− n/s > α. As shown in the proof

of Theorem 1.2, q − qB − q1 ∈ Ht, t < 1 + n/2 − 3n/s. On the other hand, q1 ∈ W 1
s

and Ht ↪→ Cα for t > α+ n/2.
Finally we remark that the statement in Theorem 2.2 in [PSS] is not correct and

should be replaced by Lemma 2.4 of the present article.
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Abstract. P.-L. Lions raised the question whether variational ground state solutions of the
semilinear Dirichlet problem

−∆w = f(w) in Rn,
w(x)→ 0 as |x| → ∞

are radial with constant sign. We consider the zero mass case f(0) = f ′(0) = 0 without regularity
assumptions for the nonlinearity. The celebrated symmetry result of Gidas, Ni, and Nirenberg
and its refinements do not apply. Nevertheless we give an affirmative answer to the question of
Lions. We prove that every variational ground state is either strictly positive or strictly negative.
For positive nonlinearities positive solutions are radially symmetric with respect to some point and
strictly decreasing in radial direction. For general nonlinearities we show that the same is true outside
a compact set. This is a consequence of our main result, the second-order decay estimate

w(r) = c r2−n(1 +O(r−2)) in the C1-sense.

In addition we obtain an integral representation for the constant c.

Key words. elliptic boundary value problem, ground state, symmetry, decay rate
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1. Introduction. In this paper we derive exact decay estimates for variational
ground state solutions of the semilinear Dirichlet problem

−∆w = λf(w) in Rn,(1.1)
w(x)→ 0 as |x| → ∞.

We restrict our attention to the zero mass case f(0) = 0, f ′(0) = 0. Variational
ground state solutions are obtained by solving the variational problem for the gener-
alized Sobolev constant

SF := sup
{∫

Rn
F (u) : u ∈ D1,2(Rn), ‖∇u‖2 ≤ 1

}
with F ′ = f . A variational ground state thus satisfies

‖∇w‖2 = 1,
∫
Rn
F (w) = SF .

Lions [11, Remark II.6] raised the question whether for nonsymmetric integrands
variational ground states are radial with constant sign. For f ∈ C1,α with f(0) = 0
and f ′(0) < 0, symmetry of positive solutions follows from the result of Gidas, Ni,
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and Nirenberg [7]. Symmetry for Lipschitz continuous nonlinearities is due to Kaper,
Kwong, and Li [8]. In section 2 (Lemma 2) we answer Lions’ question for the zero
mass case. Our symmetry result is obtained as a consequence of the second-order
decay estimates of section 4 in combination with a result of Brothers and Ziemer [1].
Due to our variational technique no regularity is needed for the nonlinearity besides
a mild growth condition for its antiderivative. The precise hypotheses are as follows:

(F) The integrand F satisfies the growth condition 0 ≤ F (t) ≤ c |t|2
∗

for some
constant c. It is upper semicontinuous and F 6≡ 0 in the L1 sense.

For smooth integrands every variational ground state is a solution of the Euler–
Lagrange equation (1.1). The value of the Lagrange multiplier can be obtained as

follows. The scaling us(x) := u(x/s) with s := ‖∇u‖−
2

n−2
2 leads to ‖∇us‖2 = 1 and∫

Rn
F (us) = ‖∇us‖−2∗

2

∫
Rn
F (u).(1.2)

Thus variational ground states are critical points of the functional

J(u) :=

∫
Rn F (u)
‖∇u‖2∗2

(1.3)

defined on D1,2(Rn) \ {0}. The gradient of this functional is

J ′(w)φ =
d

dt
J(w + tφ)

∣∣∣∣
t=0

=
d

dt

(∫
Rn
F (w + tφ)− SF 2∗

2

∫
Rn
|∇(w + tφ)|2

)∣∣∣∣
t=0

=
∫
Rn
f(w)φ− 2∗SF

∫
Rn
∇w · ∇φ

by normalization of w and
∫
Rn F (w) = SF . Hence

λ =
1

2∗SF
.(1.4)

Existence of variational ground states has been discussed in [4]. Uniqueness of radial
ground states is an unsolved problem. Most results available deal with the positive
mass case f ′(0) < 0 or require a similar condition leading to exponential decay at
infinity. Results of this type have been obtained by many authors including Kwong [9],
Kwong and Zhang [10], Chen and Lin [2], and Yanagida [13]. The most general
uniqueness results (together with an up-to-date survey of the literature) are due to
Franchi, Lanconelli, and Serrin [5]. They consider general divergence operators of the
form div (A(|∇u|)∇u) including the p-Laplacian and the mean curvature operator.

2. Symmetry. In the following u∗ denotes the Schwarz symmetrization or de-
creasing rearrangement of a positive function u. It is well known that ‖∇u∗‖2 ≤
‖∇u‖2 and

∫
Rn F (u∗) =

∫
Rn F (u). If w is a variational ground state then so is w∗ as

follows from (1.2). This reduces the computation of the generalized Sobolev constant
to a one-dimensional problem. Our symmetry result is based on the following lemma
of Brothers and Ziemer and the strict decay property of radial extremals (Theorem 5).
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LEMMA 1 (Brothers and Ziemer [1]). If a positive function u ∈ D1,2(Rn) satisfies
‖∇u∗‖2 = ‖∇u‖2 then u = u∗ up to translation or u has a plateau of positive volume
which is below the top level.

LEMMA 2 (basic properties of variational ground states). Assume (F) and let w
be an extremal for SF . Then:

1. Either w ≥ 0 or w ≤ 0.
2. There is a ball Br0x0

(we assume x0 = 0) such that w = w∗ outside this ball.
If we suppose for normalization that w ≥ 0 then the function r 7→ w(r) is
strictly decreasing on (r0,∞). In particular w > 0 in Rn.

Proof.
1. If w changes sign we split w = w+ + w− and we have ‖∇w±‖2 < 1, S± :=∫

Rn F (w±) < SF . Both functions belong to D1,2(Rn). Normalization by
means of (1.2) leads to the contradiction

SF = S+ + S− = ‖∇w+‖2
∗

2

∫
Rn
F (ws++ ) + ‖∇w−‖2

∗

2

∫
Rn
F (ws−− )

≤ SF
((∫

Rn
|∇w+|2

) n
n−2

+
(∫

Rn
|∇w−|2

) n
n−2
)

< SF

by definition of the generalized Sobolev constant and strict convexity of the
function t 7→ t

n
n−2 on R+. Thus w ≥ 0 or w ≤ 0.

2. By Theorem 5 below the symmetrized function w∗ is strictly decreasing out-
side some ball Br00 . We show that after translation w = w∗ in Rn \ Br00 .
Assume the contrary. Then by Lemma 1 the function w∗ has a doubly con-
nected plateau BR0 \ Br0 with r > r0 in contradiction to the fact that w∗ is
strictly decreasing outside Br00 .

3. Euler–Lagrange equation corresponding to variations of the inde-
pendent variable. Our integrands may be discontinuous. Hence we cannot use (1.1).
Instead we use the Euler–Lagrange equation corresponding to variations of the inde-
pendent variable.

If w is a radial function we write r := |x| and w(r) := w(|x|). The jump [g(r)]
denotes the difference of right and left limit of a function g at the point r. Moreover,
w′(r) denotes an arbitrary element of the subdifferential of w at r. The tensor product
of two 1 × n-matrices a ⊗ b = aT b is an n × n-matrix. The scalar product of n × n-
matrices is defined by A : B = Tr(ATB).

LEMMA 3. Every extremal for SF satisfies∫
Rn

(
2∇w ⊗∇w − |∇w|2 Id+ 2λF (w)Id

)
: Dη = 0(3.1)

for every test function η ∈ C∞c (Rn,Rn) with λ as in (1.4). If w is a radial extremal
for SF then∫ ∞

0
rn
(
|w′|2 + 2λF (w)

)
ψ′ − rn−1

(
(n− 2) |w′|2 − 2nλF (w)

)
ψ = 0(3.2)

for every ψ ∈ C∞c (R+). In particular the jump condition [|w′|2] = −2λ[F (w)] holds
at the discontinuities of F .

Proof. Consider the variations

φt(x) := x+ tη(x), wt := w ◦ φ−1
t
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of the independent variable. Then

d

dt

∫
Rn
F (wt)

∣∣∣∣
t=0

=
d

dt

∫
Rn
F (w) detDφt

∣∣∣∣
t=0

=
∫
Rn
F (w) div η =

∫
Rn
F (w) Id : Dη.

Similarly ∫
Rn
|∇wt|2 =

∫
Rn

∣∣∇w(Dφt)−1
∣∣2 detDφt,

d

dt

∫
Rn
|∇wt|2

∣∣∣∣
t=0

=
∫
Rn
|∇w|2 Id : Dη − 2

∫
Rn
∇w ⊗∇w : Dη.

Since w is a maximizer of the functional J defined in (1.3) we have

0 =
d

dt
J(wt)

∣∣∣∣
t=0

=
d

dt

(∫
Rn
F (wt)−

n

n− 2
SF
∫
Rn
|∇wt|2

)∣∣∣∣
t=0

.

Inserting the above expressions for the variation of the individual terms yields (3.1).
In the radial case set η(x) = ψ(r)x.

For smooth integrands (3.2) is equivalent to

w′′ +
n− 1
r

w′ + λf(w) = 0,

i.e., to (1.1) at all points where w′ is defined and nonzero. A similar identity leading
to the same jump condition has been proposed by Franchi, Lanconelli, and Serrin [5,
p. 179]. In our terms it assumes the form(

r
(
|w′|2 + 2λF (w)

) 1
2(n−1)

)′
= 2

(
|w′|2 + 2λF (w)

)− 2n−3
2(n−1)

F (w).

Equation (3.2) is the radial component of

div
(
|∇w|2 x+ 2λF (w)x

)
+ (n− 2) |w′|2 − 2nλF (w) = 0

in the sense of distributions. Integration over Rn yields a special case of the Pohozaev
identity, namely ∫

Rn
|∇w|2 = 2∗λ

∫
Rn
F (w).

This is the same as (1.4).

4. Decay estimates. Every radial D1,2 function decays at least like r−
n−2

2

(Strauss [12]). We will see that variational ground states decay faster. In most
applications F is nondecreasing on R+ and nonincreasing on R− corresponding to
f ≥ 0 on R+ and f ≤ 0 on R−, respectively. In this case every positive extremal is
superharmonic in the sense of distributions. This can be seen as follows. For every
positive test function φ and t ≥ 0 we have

∫
Rn F (w + tφ) ≥

∫
Rn F (w) and therefore∫

Rn |∇(w + tφ)|2 ≥
∫
Rn |∇w|

2 by definition of the generalized Sobolev constant. This
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implies
∫
Rn ∇w · ∇φ ≥ 0. On every subdomain a superharmonic function is point-

wise bigger or equal to the harmonic function with the same boundary values. The
properties listed below are consequences of this fact. Let

K(r) :=
1

(n− 2) |Sn−1| rn−2

denote the fundamental singularity of the Laplacian.
LEMMA 4 (monotone integrands). Assume (F) and let w be a positive extremal

for SF . If F is nondecreasing on R+ then:
1. After translation w = w∗. We can assume that w is radial with respect to the

origin.
2. The function r 7→ w(r) is strictly decreasing on {w < w(0)}.
3. The function r 7→ w(r)/K(r) is nondecreasing on R+.
4. The function r 7→ w′(r)/K ′(r) is nondecreasing on R+. In particular every

kink satisfies [w′] ≤ 0.
5. The limit

w∞ := lim
r→∞

w(r)
K(r)

= lim
r→∞

w′(r)
K ′(r)

exists and w∞ > 0. In particular w(r) ≤ w∞r2−n and F (w(r)) ≤ c r−2n.
Proof. The symmetrized function w∗ is also extremal. By weak superharmonicity

of w∗ outside the ball Br0 we have

w∗(R) ≥ w∗(r)
K(r)

K(R)

for every R ≥ r. In particular w∗ is strictly decreasing below the top level and strictly
positive. Lemma 1 implies w = w∗ up to translation. The above inequality also shows
w′/K ′ ≥ w/K. Weak superharmonicity of w implies that for every triple r ≤ s ≤ R
we have

w(s) ≥ w(R) +
K(s)−K(R)
K(r)−K(R)

(w(r)− w(R)).

Therefore

w′(r) ≥ K ′(r) w(r)− w(R)
K(r)−K(R)

, w′(R) ≤ K ′(R)
w(r)− w(R)
K(r)−K(R)

,

which implies w′(r)/K ′(r) ≤ w′(R)/K ′(R). Thus the limit w∞ exists in (0,∞]. We
are left to show that it is finite. This is trivial if F = 0 near 0. For general integrands
we refer to Theorem 5. Also the last claim follows from weak superharmonicity of w.
For every triple r ≤ s ≤ R we have

w(s) ≥ w(R) +
K(s)−K(R)
K(r)−K(R)

(w(r)− w(R)).

Therefore

w′(r) ≥ K ′(r) w(r)− w(R)
K(r)−K(R)

, w′(R) ≤ K ′(R)
w(r)− w(R)
K(r)−K(R)

.

Thus w′(r)/K ′(r) ≤ w′(R)/K ′(R).
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The proof of our decay estimates involves an iteration technique that is common
in elliptic regularity theory (see, e.g., Giaquinta [6, Chapter III, Lemma 2.1]).

THEOREM 5 (decay rate of variational ground states). Assume (F) and let w = w∗

be a positive radial extremal for SF . Then

w∞K(r)
(
1−O(r−2)

)
≤ w(r) ≤ w∞K(r),

w∞K
′(r) ≤ w′(r) ≤ w∞K

′(r)
(
1−O(r−2)

)
for r →∞, where

w2
∞ =

2(n− 1)
nSF

∫
Rn

F (w)
K(|·|) .

In particular w′(r) < 0 for r > r0 with some r0 ≥ 0, w(r) ≤ c r2−n, F (w(r)) ≤ c r−2n,
and ∫

Rn\BR0
|∇w|2 ≤ cR2−n,

∫
Rn\BR0

F (w) ≤ cR−n

for every R > 0. The error terms depend only on the constant in the growth condition
(F).

Proof. With ψ(r) = rn−2η(r) equation (3.2) assumes the form∫ ∞
0

r2(n−1)
(
|w′|2 + 2λF (w)

)
η′ + 2(n− 1)r2n−32λF (w)η = 0.

In terms of the auxiliary functions

a(r) := rn
(
|w′(r)|2 + 2λF (w(r))

)
,

b(r) := rn2λF (w(r)),

this can be written as (
rn−2a(r)

)′
= 2(n− 1)rn−3b(r)(4.1)

or

a′(r) = rn−1
(

2nλF (w)− (n− 2) |w′|2
)

in the sense of distributions. The right-hand side is in L1(R+). Thus limr→∞ a(r)
exists. Together with∫ ∞

0

a(r)
r

=
∫ ∞

0
rn−1

(
|w′|2 + 2λF (w)

)
< ∞,

this shows that limr→∞ a(R) = 0. Also the decreasing envelope of a,

A(r) := sup
R≥r

a(R),

tends to 0. In terms of this function we can estimate

w(r) =
∫ r

∞
w′ ≤

∫ ∞
r

(
a(R)
Rn

) 1
2

≤ cA
1
2 (r)r−

n−2
2 ,
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and therefore

b(r) ≤ c rnw2∗ ≤ cA
n
n−2 (r)(4.2)

by (F). Integration of (4.1) over the interval (r,R) yields

a(R)−
( r
R

)n−2
a(r) ≤ c

(
1−

( r
R

)n−2
)
A

n
n−2 (r) ≤ cA

n
n−2 (r).

Since the larger radius appears in the denominator we can take the supremum over
all R′ ≥ R to obtain

A(R) ≤
(( r

R

)n−2
+A

2
n−2 (r)

)
A(r) for every R > r > 0.(4.3)

Fix β ∈
(
n−2
n (n− 2), n− 2

)
and choose r such that

A(r)
2

n−2 ≤ 2−β − 2−(n−2).

This is possible because A(r) → 0 as r → ∞. Iterated application of (4.3) with
R = 2r and monotonicity of A yields

A(r) ≤ cr−β , b(r) ≤ cr−
βn
n−2

for every r by (4.2). Since βn
n−2 > n− 2, the right-hand side of (4.1) is integrable. In

particular a(r) ≤ c r2−n. Another application of (4.2) yields

b(r) ≤ c r−n, F (w(r)) ≤ c r−2n,

and rn−3b(r)→ 0 as r →∞. Integration of (4.1) together with a(0) = 0 yields

r2(n−1)
(
|w′|2 + 2λF (w)

)
≤ c21 with

c21 := 2(n− 1)
∫ ∞

0
r2n−32λF (w(r)) =

4(n− 1)λ
|Sn−1|

∫
Rn
|x|n−2

F (w)

for every r with equality at infinity. Thus, in view of (1.4),

|w′(r)| ≤ c1 r1−n = w∞ |K ′(r)| ,

w(r) ≤
∫ ∞
r

|w′| ≤ c1
(n− 2)rn−2 = w∞K(r)

by integration. Again by (4.1)

R2(n−1)
(
|w′|2 + 2λF (w)

)
= c21 − 2(n− 1)

∫ ∞
R

rn−3b(r)

= c21 −O(R−2)

since b(r) ≤ c r−n. Together with F (w(r)) ≤ c r−2n we obtain

w′(r) = w∞K
′(r)

(
1 +O(r−2)

)
and the lower bound for w.
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The approximation formulas of Theorem 5 are second-order accurate. This is best
possible as can be seen from the variational ground state

w(r) =
c

(1 + r2)
n−2

2

= w∞K(r)
(
1 +O(r−2)

)
for the critical power F (t) = |t|2

∗
. For 0 ≤ f(t) ≤ tp with p > n+2

n−2 , Egnell [3,
Proposition C] found

w∞ = λ

∫
Rn
f(w).

Formally this follows by integration of (1.1) over a large ball.
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Abstract. This paper considers explicit upper bounds in L∞ on the solution operator of a class
of second-order parabolic Dirichlet problems defined in (−1, 1)N . The elliptic part of the operator
L is given by

Lu = −
N∑
i=1

ai(x, t)
∂2u

∂x2
i

+
N∑
i=1

bi(x, t)
∂u

∂xi
,

where ai ≥ di > 0, |bi| ≤Mi, i = 1, . . . , N , uniformly across the domain.
Symmetry and the maximum principle are used to identify those coefficients, obeying these

bounds, which result in the largest possible value for the norm of the solution operator in L∞. The
norm of this optimal case is found in terms of (di) and (Mi) and a family of constant coefficient
problems in one space dimension. This representation is made quantitatively explicit by Laplace
transform evaluation of the one-dimensional problems.

Similar sharp quantitative estimates on the resolvent ‖(λI + L)−1‖∞, λ ≥ 0, are obtained in
(−1, 1)N as a corollary of the parabolic results. For comparison, a related, but direct, technique is
used to derive optimal bounds on the resolvent of a slightly more general class of elliptic operators
defined on the unit ball in RN .

Key words. heat kernels, nonselfadjoint operators

AMS subject classifications. 35B45, 35K05

PII. S0036141096310156

1. Introduction. Our objective in this paper is to obtain explicit sharp L∞
estimates for a class of elliptic and parabolic operators, defined on a bounded subdo-
main of RN with Dirichlet boundary conditions. Elsewhere, we consider L1 bounds in
bounded domains and in RN [8, 9]. Such quantitative estimates are of use in the ap-
plied analysis of numerical algorithms, control systems, and biological models. Thus,
our motivation differs from that of Agmon, Douglis, and Nirenberg [2] and Stewart
[13], whose far more general estimates are of a qualitative nature.

On the domain Ω = (−1, 1)N , we investigate the parabolic equation

∂u

∂t
+ Lu ≡ ∂u

∂t
−

N∑
i=1

ai(x, t)
∂2u

∂x2
i

+
N∑
i=1

bi(x, t)
∂u

∂xi
, (x, t) ∈ Ω× (0, ∞),(1.1)

subject to the Dirichlet boundary conditions

u(x, t) = 0 for (x, t) ∈ ∂Ω× (0, ∞),

with initial data u0 taken to be in L∞(Ω).
It is assumed that ai ∈ C(Ω× [0, ∞)) satisfies

inf
(x, t)∈Ω×[0,∞)

ai(x, t) ≥ di > 0;(1.2)
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also that b(·, t) = (bi(·, t)) ∈ L∞(Ω) for t ≥ 0, and

ess. sup(x, t)∈Ω×[0,∞)|bi(x, t)| ≤Mi, i = 1, . . . , N.(1.3)

Our objective is to derive sharp estimates for ‖u(t)‖∞/‖u0‖∞, for nonnull u0, in
terms of the bounds d = (di) and M = (Mi). This is rather similar to the work of
Pucci [11] for elliptic equations, though we work with somewhat different assumptions
on the coefficients. As in [11], we identify a maximizing operator, which here is given
by

Ld,Mu = −
N∑
i=1

di
∂2u

∂x2
i

+
N∑
i=1

Misign[xi]
∂u

∂xi
.(1.4)

V (d, M ; x, t), the solution of (1.1) when L = Ld,M and u0(x) ≡ 1, is symmetric
about xi = 0 and is therefore the solution of a constant coefficient equation in the
octant [0, 1]N with Neumann boundary conditions at xi = 0, i = 1, . . . , N . As a
result, we show that V (d, M ; x, t) may be written as the product of the solutions,
v(Mi/di; xi, dit), of constant coefficient equations in one space dimension.

By analyzing the behavior of v(M ; x, t), for M ≥ 0, x ∈ [0, 1], we find that
V (d, M ; x, t) also satisfies

ut −
N∑
i=1

di
∂2u

∂x2
i

−
N∑
i=1

Mi

∣∣∣∣ ∂u∂xi
∣∣∣∣ = 0, (x, t) ∈ Ω× (0, ∞),(1.5)

and is therefore an upper solution for any equation of the form (1.1), with initial data
such that ‖u0‖∞ ≤ 1. Consequently, for nonnull u0 ∈ L∞,

‖u(t)‖∞
‖u0‖∞

≤ ‖V (d, M ; ·, t)‖∞ = V (d, M ; 0, t) =
N∏
i=1

v(Mi/di; 0, dit).(1.6)

The right-hand side is now explicitly computable via the Laplace transform.
In section 2, we establish the qualitative properties of v and V , leading to the

proof of (1.6). As a corollary, we also deduce sharp upper bounds for the elliptic case
in (−1, 1)N , in terms of v. More quantitative properties of v(M ; 0, t) are obtained
in section 3, following small and large time expansions of the Laplace transform. Ex-
plicitly computable estimates for both the parabolic and elliptic cases are derived as
a consequence. In section 4, we consider elliptic boundary value problems defined
on the unit ball in RN , under less restrictive assumptions on the form of the diffu-
sion coefficients, and sharp estimates are obtained in L∞ using a related, but direct,
method.

We remark that our bounds are not confined exclusively to the special geometries
we study here. Scaling easily extends all of our results on the cube to rectangular
domains. More generally, it is known that the L∞ norm of the parabolic solution
operator and of the resolvent (λI+L)−1 are monotonically increasing with respect to
domain inclusion; see Sattinger [12]. Thus, our bounds still hold, though less sharply,
for operators defined on Ω′ ⊂ Ω whose coefficients can be extended to satisfy (1.2),
(1.3) on Ω.

2. Qualitative bounds on the cube. In this section, we find bounds for the
solutions of (1.1)–(1.3) in terms of the solution of a constant coefficient parabolic
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problem in one space dimension. Subsequently, we extend our results to the elliptic
case.

We begin with a detailed study of the properties of the solution of the following
problem. For M ∈ [0, ∞), we consider the initial boundary value problem

ut + LMu ≡ ut − uxx +Mux = 0, (x, t) ∈ (0, 1)× (0, ∞),(2.1)
ux(0, t) = u(1, t) = 0, t ∈ (0, ∞),

u(x, 0) = 1, x ∈ (0, 1).

Standard results imply that (2.1) possesses a solution v(M), which is unique in
C[[0, ∞); L2(0, 1)], and belongs to C[[0, ∞)× [0, 1)] ∩C∞[(0, ∞); C∞[0, 1]]. There
is a finite discontinuity of v(M ;x, t) at (x, t) = (1, 0).

LEMMA 2.1. For all M ≥ 0, v satisfies

vt(M ; x, t) < 0, (x, t) ∈ [0, 1)× (0, ∞),(2.2)
vx(M ; x, t), vxx(M ; x, t) < 0, (x, t) ∈ (0, 1]× (0, ∞),(2.3)

and ‖v(M ; ·, t)‖∞ = v(M ; t) for t ≥ 0, where

v(M ; t) ≡ v(M ; 0, t).(2.4)

Proof. The initial data u0(x) ≡ 1 is a strict upper solution for the elliptic bound-
ary value problem corresponding to (2.1). Consequently, a monotonicity result of
Sattinger [12, Lemma 3.5] now implies that (2.2) holds. Integrating e−Mx times (2.1)
with respect to x leads to the identity

vx(M ; x, t) =
∫ x

0
eM(x−y)vt(M ; y, t) dy < 0, (x, t) ∈ (0, 1]× (0, ∞).(2.5)

This implies that, for all t > 0, v(M ; ·, t) has its maximum at x = 0. From (2.1),

vxx = Mvx + vt < 0, (x, t) ∈ (0, 1]× (0, ∞).

(Here, vx(M ; 1, t) and vxx(M ; 1, t) are continuous limits as x→ 1.)
The following theorem collects further results describing the qualitative behavior

of v(M ; t), which is of use in studying the behavior of the upper bound (1.6). However,
the remaining results of this section do not depend upon it.

THEOREM 2.2. v(M ; t) increases strictly with M . For fixed M ≥ 0, v(M ; t)
satisfies

−λ1 <
1

v(M ; t)
dv

dt
(M ; t) < 0, t > 0,(2.6)

d

dt

(
1

v(M ; t)
dv

dt
(M ; t)

)
≤ 0, t > 0,(2.7)

where λ1 is the principal eigenvalue of the elliptic operator LM , subject to the boundary
conditions of (2.1).

Proof. For M > 0, (2.3) implies that, for any ε ∈ (0, 1], v(M ; x, t) is a strict upper
solution for (2.1) when M(1 − ε) replaces M , and thus v(M ; t) is strictly increasing
with M by parabolic monotonicity.

We now consider

p(M ; x, t) =
vx(M ; x, t)
v(M ; x, t)

, (x, t) ∈ [0, 1)× (0, ∞).
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Since vx and v satisfy equation (2.1), p obeys

ut − uxx + (M − 2u)ux = 0, (x, t) ∈ (0, 1)× (0, ∞).

(2.3) states that vx(M ; 1, t) < 0 for t > 0. Since vt(M ; 1, t) = 0, vxx(M ; 1, t) =
Mvx(M ; 1, t) for t > 0. Hence, p satisfies the boundary conditions

u(0, t) = 0, lim
x→1

u(x, t) +
1

1− x =
M

2
.

We define qh(M ; x, t) = (p(M ; x, t+ h)− p(M ; x, t))/h, h > 0. From the above
considerations for p, we see that qh satisfies

ut − uxx + (M − p)ux − pxu = 0, (x, t) ∈ (0, 1)× (0, ∞),
u(0, t) = u(1, t) = 0, t > 0,

where p(x, t) = (p(M ; x, t + h) + p(M ; x, t))/2. For x ∈ [0, 1), (2.3) implies that
p(M ; x, h) ≤ 0, and so qh(M ; x, 0) ≤ 0. We note that p and px are unbounded as
x tends to 1. However, one may argue by contradiction, using the usual maximum
principle arguments and considering e−Ktqh for sufficiently large positive values of K,
to show that qh(M ; x, t) ≤ 0 for (x, t) ∈ (0, 1)× (0, ∞). Thus,

∂

∂x

(vt
v

)
=
∂2 log v
∂x∂t

=
∂

∂t

(vx
v

)
= lim
h→0

qh ≤ 0, (x, t) ∈ (0, 1)× (0, ∞).(2.8)

Hence, for all t > 0,

−vt(M ; t)
v(M ; t)

= inf
x∈[0, 1)

−vt
v

(M ; x, t) = inf
x∈[0, 1)

−vxx +Mvx
v

(M ; x, t) < λ1,

where the last inequality is a consequence of a result of Protter and Weinberger [10],
and hence (2.6) holds.

(2.8) also implies that for (x, t) ∈ [0, 1)× (0, ∞),

d

dt

(
v(M ; x, t)
v(M ; t)

)
=
[
vt(M ; x, t)
v(M ; x, t)

− vt(M ; t)
v(M ; t)

]
v(M ; x, t)
v(M ; t)

≤ 0.

Thus for any h > 0,

0 ≤ v(M ; t+ h)
v(M ; t)

v(M ; x, t)− v(M ; x, t+ h), (x, t) ∈ [0, 1)× (0, ∞).

Considering the right-hand side as initial data for (2.1), over the time interval [0, h],
the maximum principle implies that

0 ≤ v(M ; t+ h)
v(M ; t)

v(M ; x, t+ h)− v(M ; x, t+ 2h), (x, t) ∈ [0, 1)× (0, ∞).

Hence, letting x = 0, we conclude that

0 ≥ lim
h→0

1
h2

[
v(M ; t+ 2h)− v(M ; t+ h)

v(M ; t+ h)
− v(M ; t+ h)− v(M ; t)

v(M ; t)

]
=

d

dt

(
1

v(M ; t)
dv

dt
(M ; t)

)
, t > 0,

which implies (2.7).



724 ADRIAN T. HILL

We now extend the definition of v(M ; x, t) to x ∈ [−1, 0) by reflection:

v(M ; x, t) ≡ v(M ; −x, t), (x, t) ∈ [−1, 0)× [0, ∞).(2.9)

Since vx(M ; 0, t) = 0 and v is even in x, v(M ; ·, t) ∈ C2[−1, 1], and v satisfies the
equation

ut − uxx +Msign[x]ux = 0, (x, t) ∈ (−1, 1)× (0, ∞),(2.10)

(with the convention that sign[0] = 0).
For d = (di), M = (Mi), and Ω = (−1, 1)N , we define

V (d, M ; x, t) =
N∏
i=1

v(Mi/di; xi, dit), (x, t) ∈ Ω× [0, ∞).(2.11)

From the foregoing analysis, we conclude that the following lemma is true.
LEMMA 2.3. The function V (d, M ; ·, ·) ∈ C1[(0, ∞); C(Ω)]∩ C

[
(0, ∞); C2(Ω)

]
∩ C[[0, ∞)× Ω] is the solution of the problem

ut + Ld,Mu = 0, (x, t) ∈ Ω× (0, ∞),
u(x, t) = 0, (x, t) ∈ ∂Ω× (0, ∞),
u(x, 0) = 1, x ∈ Ω.

Furthermore,

sign
[
∂V

∂xi

]
= − sign[xi],

∂2V

∂x2
i

≤ 0, (x, t) ∈ [−1, 1]× (0, ∞),

V (d, M) satisfies (1.5), and ‖V (d, M ; ·, t)‖∞ = V (d, M ; 0, t).
THEOREM 2.4. Suppose that u(x, t) is the solution of an initial boundary value

problem of the form (1.1)–(1.3), for some d, M ∈ RN , and nonnull initial data u0 ∈
L∞(Ω). Then,

‖u(t)‖∞
‖u0‖∞

≤ V (d, M ; 0, t) =
N∏
i=1

v(Mi/di; dit).(2.12)

This upper bound is attained when ai(x, t) = di, bi = Mi sign[xi], and u0(x) is a
nonzero constant.

Proof. By linearity, we may assume without loss that ‖u0‖∞ = 1. Now, Lemma
2.3 implies that for each t > 0, almost everywhere in Ω,

Vt + LV = Vt −
N∑
i=1

ai
∂2V

∂x2
i

+
N∑
i=1

bi
∂V

∂xi

= −
N∑
i=1

(ai − di)
∂2V

∂x2
i

+
N∑
i=1

(bi −Misign[xi])
∂V

∂xi

≥ 0.

Since V satisfies the boundary conditions and V (d, M ; x, 0) ≥ u0(x), V is an upper
solution for the problem (1.1)–(1.3); similarly, −V is a lower solution. The maximum
principle now implies that

−V (d, M ; x, t) ≤ u(x, t) ≤ V (d, M ; x, t), (x, t) ∈ Ω× [0, ∞).
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Thus ‖u(t)‖∞ ≤ ‖V (d, M ; ·, t)‖∞. Lemma 2.3 implies that ‖V (d, M ; ·, t)‖∞ =
V (d, M ; 0, t).

Since Laplace transform techniques will be used later to establish further proper-
ties of V , it is convenient to consider properties of the elliptic problem corresponding
to the operator Ld,M . The boundary value problem

Ld,Mu+ λu = 1, x ∈ Ω; u(x) = 0, x ∈ ∂Ω,(2.13)

has a unique solution in H1
0 (Ω) for λ ≥ 0 (see, e.g., Gilbarg and Trudinger [7, Chapter

8]), which we define as W (d, M ; x, λ).
LEMMA 2.5.

V (d, M ; x, λ) ≡
∫ ∞

0
e−λtV (d, M ; x, t) dt

= W (d, M ; x, λ), (x, λ) ∈ [−1, 1]N × [0, ∞).(2.14)

Furthermore, sign[∂W/∂xi] = −sign[xi] and

‖W (d, M ; λ, ·)‖∞ = W (d, M ; λ, 0) =
∫ ∞

0
e−λtV (d, M ; 0, t), dt.(2.15)

Proof. Standard parabolic regularity implies that we may differentiate each term
in (2.1) with respect to t for t ≥ 1, say, so that vt(M ; x, t) also satisfies (2.1), including
the boundary conditions, for t ≥ 1. We may now deduce from a result of Friedman
[6, Chapter 6] that there are constants C, µ > 0 such that

‖vt(t)‖∞ ≤ Ce−µt, t ≥ 1.

For fixed t, one may use (2.5) to express v, vx, and vxx in terms of vt. Now, using
the definition of V (d, M ; x, t) in terms of v, we conclude that, for each x ∈ Ω, V
and its first and second partial derivatives are absolutely integrable over the time
interval (0, ∞). Thus, by a standard result of calculus, x-differentiation commutes
with Laplace transformation for x ∈ Ω. Hence, V (d, M ; ·, λ) ∈ H1

0 (Ω) and satisfies
(2.13) and so is equal to W (d, M ; ·, λ) by uniqueness.

Since V (d, M ; x, t) is nonnegative, with a maximum at x = 0 for each t ≥ 0,
V (d, M ; x, λ) and therefore W (d, M ; x, λ) must also be nonnegative with a maxi-
mum at x = 0. Lastly, since the sign of ∂V/∂xi is invariant for fixed x, ∂W/∂xi takes
the same sign, by the commutativity of x-differentiation and t-integration.

3. Calculations of v(M ; t). In order to obtain practical bounds as a conse-
quence of Theorem 2.4, it remains to explicitly compute the function v(M ; t) for
M, t ≥ 0. By a simple calculation one finds that the solution w(M ; x, λ) of the
problem

(LM + λI)[u] = 1; x ∈ (0, 1); ux(0) = u(1) = 0,(3.1)

takes the following values at x = 0:

eM −M − 1
M2 , λ = 0,

1
λ
− 2γe−(M/2+γ)

λ(γ −M/2 + (γ +M/2)e−2γ)
,
[
γ = (λ+M2/4)1/2

]
, λ > 0.

(3.2)

Since Lemma 2.5 implies that v(M ; 0, λ) = w(M ; 0, λ), we calculate v(M ; t) by
finding two expansions for the inverse Laplace transform of (3.2), one of which is
rapidly convergent for large t and the other for small t.
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3.1. Eigenmode expansion. Here, we apply the Mellin inversion and residue
theorems directly to (3.2) to obtain an expansion suitable for small t, which is equiv-
alent to an expansion in terms of the eigenfunctions of LM . Extending the definition
of v(M ; λ) to complex λ, one sees that the function is single valued because it is even
in γ. The singularity at λ = 0 is removable, and thus poles occur only when γ = 0 or
tanh γ/γ = M/2. The imaginary part of this last equation yields

b sinh 2a = a sin 2b for γ = a+ bi, a, b ∈ R,

but this can only be satisfied when either a = 0 or b = 0 since

sinhx/x > 1 > sinx/x for x ∈ R \ {0}.

Hence poles only occur when γ is real or pure imaginary.
Negative γ is excluded, so when b = 0 we require solutions of

a cosh a = M/2 sinh a, a ≥ 0.(3.3)

The solution a = 0 does not yield a pole, except when M = 2. For M ∈ [0, 2), (3.3)
has no other solutions. When M ∈ [2, ∞) there is exactly one solution, yielding a
pole λ = −λ1, where λ1 = M2/4− a2. λ1 is the principal eigenvalue of the operator
LM , previously considered in Theorem 2.2.

The remaining poles occur when γ = ib, where b is a solution of

b cos b = M/2 sin b, b > 0.(3.4)

For all M ≥ 0 there is exactly one solution bn of (3.4) in every interval ((n−1)π, (n−
1/2)π] for n = 2, 3, 4, . . .. When M ∈ [0, 2) there is a further solution b1 ∈ (0, π/2].
These solutions yield poles λ = −λn, where λn = M2/4 + b2n. Hence, all poles are
simple, real, and strictly negative.

An analysis similar to that of Carslaw and Jaeger [3, p. 96] demonstrates that
v(M ; λ) satisfies a version of Jordan’s lemma on the sequence of contours Γn = ∂ωn,
where

ωn =
{
z ∈ C |z +M2/4| < n2π2, Re[z] ≤ 0

}
.

Thus,

v(M ; t) =
1

2πi

∫ i∞

−i∞
v(M ; λ)eλt dλ =

∑
Res[v(M ; λ)eλt].

A calculation shows that, for all t ≥ 0,

v(M ; t) =
∞∑
n=1

cn(M) exp(−λn(M)t),(3.5)

where

c1(M) =

{
2e−M/2(λ1−M2/4)
λ

1/2
1 (λ1−M/2)

M ∈ [0, ∞) \ {2},
3e−(1+t) M = 2,

cn(M) =
2(−1)n+1e−M/2(λn −M2/4)

λ
1/2
n (λn −M/2)

, n ≥ 2.

We state some of the conclusions from the calculation as a theorem.
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THEOREM 3.1. The terms in the series (3.5) are alternating and decreasing,

e−λ1t ≤ v(M ; t) ≤ min
[
1, c1(M)e−λ1t

]
,(3.6)

and v(M ; t) ∼ c1(M)e−λ1t for large t. λ1(M) decreases with M ; λ1(0) = π2/4,
λ1(2) = 1, and

λ1(M) = M2e−M + 2M2(M − 1)e−2M + o
(
e−(3−ε)M

)
for any ε > 0,(3.7)

for large M . c1(M) also decreases with M ; c1(0) = 4/π, c1(2) = 3/e, and, for large
M ,

c1(M) = 1 + (M − 3)e−M + o
(
e−(2−ε)M

)
for any ε > 0.(3.8)

Proof. Since λn(M) ≥ max[M/2, M2/4], except when n = 1 and M > 2,
(−1)n+1cn decreases with λn, and thus with n. Hence the sequence (cne−λnt) is
alternating and decreasing for t ≥ 0. This implies v(M ; t) ≤ c1(M) exp(−λ1(M)t).
On the other hand, the maximum principle implies that v(M ; t) ≤ 1. For the lower
bound, we observe that if φ1(x) is the first eigenmode of LM , u(x, t) = e−λ1tφ1(x) is a
solution of (2.1) such that u0 = φ1. Thus, the last part of (3.6) follows from Theorem
2.4. Since 0 < λ1 < λn for n > 1, (3.5) implies that v(M ; t) ∼ c1(M)e−λ1t. The
values of λ1(M) and c1(M), and the asymptotic estimates for large M , are obtained
by solving (3.3) and (3.4).

A simple consequence of Theorems 2.4 and 3.1 is that the first eigenvalue of the
operator Ld,M attains the minimum possible value for an eigenvalue of an elliptic
operator L (independent of t), of the form indicated by (1.1)–(1.3). As regards the
behavior of v(M ; t) and the series (3.6), we postpone further comment until the end
of the section.

3.2. Complementary error function expansion. We now consider expan-
sions of v(M ; t) suitable for small t in terms of iterated complementary error func-
tions. v(M ; λ), given by (3.2), may be re-expressed as a convergent geometric series,
provided λ is sufficiently small. Considering the nth partial sum of this series, we
define

vn(M ; λ) =
1
λ
− 2γe−(M/2+γ)

λ(γ −M/2)

n∑
r=0

(−1)r
[

(γ +M/2)e−2γ

γ −M/2

]r
(3.9)

and set vn(M ; t) ≡ L−1{vn(M ; λ)}(t), where L is the Laplace transform operator.
To obtain an explicit expression for vn(M ; t), we apply the following theorem stated
by Carslaw and Jaeger [3, Theorem XII, p. 259].

THEOREM 3.2. If the transform of f(t) is F (λ), λ ≥ λ0, and that of K(t, u) is
φ(λ)e−uψ(λ), where φ(λ) and ψ(λ) are independent of u, and ψ(λ) ≥ λ0 for λ ≥ λ1,
then

L−1 {φ(λ)F (ψ(λ))} (t) =
∫ ∞

0
K(t, u)f(u) du.(3.10)

Here, we note that for φ(λ) = 1/γ(λ) and ψ(λ) = γ(λ)−M/2,

1
λ
− vn(M ; λ) = φ(λ)Fn(ψ(λ)),
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where

Fn(λ) =
2(λ+M/2)2e−(M+λ)

λ2(λ+M)

n∑
r=0

(−1)r
(

1 +
M

λ

)r
e−r(M+2λ).(3.11)

Henceforth, for standard transform results we quote the tables of Erdélyi et al.
[5], from where we deduce that

K(t, u) =
1√
πt

exp

(
−
(

u

2
√
t
− M

√
t

2

)2)
.

On the other hand, expanding (3.11),

Fn(λ) =
(

2
λ

+
M2

2λ2(λ+M)

) n∑
r=0

(−1)r
r∑
s=0

(
r
s

)
Mse−(r+1)Me−(2r+1)λ

λs
.

Using the tables [5], fn(t), the inverse of Fn(λ), is given by

n∑
r=0

(−1)r
r∑
s=0

2
(
r
s

)
Mse−(r+1)M (t− (2r + 1))s

s!
H(t− (2r + 1))

+
1
2

(e−Mt − e−M +Me−M (t− 1))H(t− 1)

+
n∑
r=1

(−1)r

2

r−1∑
s=0

(
r − 1
s

)
Ms+2e−(r+1)M (t− (2r + 1))s+2

(s+ 2)!
H(t− (2r + 1)),

where H(t) is the Heaviside function. Evaluating (3.10), we find that

vn(M ; t)

= 1−
n∑
r=0

(−1)r
r∑
s=0

2
(
r
s

)
e−(r+1)M (2M

√
t)siserfc

(
2r + 1
2
√
t
− M

√
t

2

)
− 1

2

(
erfc

(
1

2
√
t

+
M
√
t

2

)
− e−Merfc

(
1

2
√
t
− M

√
t

2

))
−Me−M

√
ti1erfc

(
1

2
√
t
− M

√
t

2

)
−

n∑
r=1

(−1)r
r−1∑
s=0

(
r − 1
s

)
e−(r+1)M

2
(2M
√
t)s+2is+2erfc

(
2r + 1
2
√
t
− M

√
t

2

)
,

(3.12)

where (see [1, Chapter 7]),

inerfc(x) =
∫ ∞
x

(t− x)n

n!
e−t

2
dt, n = 0, 1, 2, . . . ; erfc(x) ≡ i0erfc(x), x ∈ R

and inerfc(x) satisfies the recurrence relation

inerfc(x) = −x
n

in−1erfc(x) +
1

2n
in−2erfc(x), n ≥ 1,(3.13)

where i−1erfc(x) = (2/
√
π) exp(−x2).
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THEOREM 3.3. The sequence (vn(M ; t)) is such that, for n ≥ 0,

v2n(M ; t) ≤ v(M ; t) ≤ v2n+1(M ; t), (M, t) ∈ [0, ∞)× (0, ∞),(3.14)

and for fixed (M, t) ∈ [0, ∞) × (0, ∞), limn→∞ vn(M ; t) = v(M ; t). Furthermore,
for small t,

v(M ; t) = 1− 2e−M/2
√
t√

π
exp

(
− 1

4t

)
[1 + 2M

√
t+O(t)].(3.15)

Proof. Subtracting (3.9) from (3.2), we obtain

v(M ; λ)− vn(M ; λ) = (−1)n
[

(γ +M/2)e−2γ

γ −M/2

](n+1)( 1
λ
− v(M ; λ)

)
.

Applying the iterated product formula for inverse Laplace transforms and using the
positivity of L−1{1/λ − v(M ; λ)}(t) and L−1{(γ + M/2)e−2γ/(γ − M/2)}(t), we
conclude that (−1)n(v(M ; t)− vn(M ; t)) is nonnegative, and (3.14) follows.

Consequently,

|v(M ; t)− vn(M ; t)|
≤ |vn+1(M ; t)− vn(M ; t)|

≤
n+1∑
s=0

2
(
n+ 1
s

)
e−(n+2)M (2M

√
t)siserfc

(
2n+ 3

2
√
t
− M

√
t

2

)

+
n∑
s=0

(
n
s

)
e−(n+2)M

2
(2M
√
t)s+2is+2erfc

(
2n+ 3

2
√
t
− M

√
t

2

)
,(3.16)

where we have used (3.12).
When 2n+ 3 ≥Mt+ 2

√
t, the estimate

inerfc(x) <
2√
π

e−x
2

(2x)n+1 , x > 0, n ≥ 0,

implies that the right-hand side of (3.16) is bounded above by

2e−M/2
√
π

(1 +M
√
t)n+2 exp

(
−
(

(2n+ 3)2

4t
+
M2t

4

))
.(3.17)

Hence, limn→∞ vn(M ; t) = v(M ; t).
When Mt + 2

√
t ≤ 3, (3.17) implies that v(M ; t) = v0(M ; t) + O

(
e−9/(4t)

)
.

Expanding the five terms comprising v0(M ; t) and using the recurrence relation (3.13)
and the asymptotic formula [1, p. 298],

√
πxex

2
erfc(x) ∼ 1 +

∞∑
m=1

(−1)m
1 · 3 · · · (2m− 1)

(2x2)m
, as z →∞,(3.18)

one obtains (3.15).
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3.3. The behavior of v(M ; t) and numerical analysis. Qualitatively, we
know (Theorem 3.3) that limt→0 vt(M ; t) = 0, and (Theorems 2.2 and 3.1) that
vt(M ; t)/v(M ; t) is a decreasing function of t, tending to −λ1 as t → ∞. The
asymptotic behavior of v(M ; t) in t-neighborhoods of 0 and ∞ is given by Theorems
3.3 and 3.1, respectively. The nonpolynomially slow initial decay given by (3.15) is
well known in the case M = 0; see, e.g., Carslaw and Jaeger [3]. For M > 0, we
see that this is modified by the constant e−M/2. For large times, Theorem 3.1 states
that v(M ; t) ∼ c1(M)e−λ1(M)t, which is also a familiar type of result for eigenmode
expansions in the selfadjoint case. However, for large M , λ1(M) ∼ M2e−M . This
is so small for large M that, even for M = 50, it is on the limit of double precision
(16-digit decimal) arithmetic to detect the decay of v(M ; t) over any interval of the
form [t, t+ 10]. We also remark that the value of 1/λ1 is highly sensitive to changes
in M .

In the t-range between these asymptotic estimates, the behavior of v(M ; t) is not
so immediately apparent from either (3.5) or (3.12), and a numerical summation of
a truncation of one of these expansions is required. Considering small t initially, we
note that Theorems 2.2 and 3.3 imply

v(M ; t) ≥ v(0, t) ≥ v0(0; t) = 1− 2 erfc(1/(2
√
t)), (M, t) ∈ [0, ∞)2.

We deduce that the decay of v(M ; t) is undetectable by double precision arithmetic for
t ≤ 0.007. So, there is no point in summing (3.5) on a computer for such t. However,
in the case of (3.12), because 1 is the first term in the expansion, 1− v(M ; t) may be
well approximated by 1− v0(M ; t) over this t-range.

Without descending into too detailed an analysis, for t ∈ (0.007, 0.1] and M ∈
[0, 10], the decay in v(M ; t) becomes detectable, although obviously the precise values
of t depend upon M . Loosely speaking, expansion (3.12) is at an advantage over (3.5)
in this range, since the latter requires many terms for accuracy. The appropriate
number of terms to take in (3.12) is indicated by the error estimate (3.16), since
3 > Mt+ 2

√
t for this parameter range. We note that instructions on the numerical

calculation of inerfc(x) for x > 0 are given in [1, Chapter 7]. Essentially, this is cheap
to evaluate, using a backward iteration of (3.13) (to avoid cancellation errors), once
the values of erfc(x) and (2/

√
π) exp(−x2) are known. However, a recalculation must

be performed for each value of t.
For M > 10, 1 − v(M ; t) is much smaller for t ∈ [0, 1], and (3.12) remains

appropriate over this range. Considering (3.16) again, in the case where 2n + 3 ≤
Mt+ 2

√
t, the crude estimate

inerfc(x) ≤ 2 exp(x−), x ∈ R, n = 0, 1, . . .

implies that

|v(M ; t)− vn(M ; t)| ≤ 4(1 + 2M
√
t)n+2e−(n+2)MeM

√
t/2.(3.19)

Thus for t ∈ [0, 1], v3(M ; t) suffices for M = 10, while for M ≥ 40, v0(M ; t) is good
enough. We remark that inerfc(x) should be evaluated by forward iteration of (3.13)
when x < 0.

For t > 0.1 and M ∈ [0, 10], a truncation to m terms of (3.5) becomes more
competitive. We remark that λn and the coefficients of e−λnt may be quite cheaply
calculated from (3.3) and (3.4) using a Newton–Raphson iteration and that, for fixed
M , the same coefficients serve for all t. As stated in Theorem 3.1, the series (3.5) is
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alternating and decreasing. Thus, the error in the truncation after m terms is less in
magnitude than the (m+ 1)st term. For n > 1 and θ(M, n) ∈ (0, 1/2),

cn(M)e−λnt = (−1)n+1 2e−M/2(n− θ)2π2 exp(−((n− θ)2π2 +M2/4)t)
((n− θ)2π2 +M2/4−M/2)((n− θ)2π2 +M2/4)1/2 .

Hence, to achieve an error of less than ε, it is sufficient that m satisfy√
[log(mπε/2) +M/2]−

π2t
< m, where [x]− ≡ (|x| − x)/2.

So, m = 7 suffices for all t > 0.1 if ε = 10−16. As t increases, successively fewer terms
are needed.

Lastly, we note that for large M and t ∈ [0, 1],

1− c1(M) exp(−λ1t) ≈ e−M (M2t− (M − 3)),

|c2(M)| exp(−λ2t) ≈
2π2e−M/2√

(π2 +M2/4)(π2 +M2/4−M/2)
e−(M2/4+π2)t.

Thus, when t ≥ 3/M , the second and subsequent terms in (3.5) are entirely negligible,
and the behavior of v(M ; t) is essentially exponential decay. This indicates that
increasing M has a more pronounced effect on the large time behavior than it does
on the initial decay.

4. Elliptic bounds. Here, we initially consider means of calculating the L∞
bound given by Lemma 2.5 for a cubical domain. Subsequently, we consider bounds
in a spherical geometry for somewhat more general elliptic operators, under slightly
different assumptions on the advection.

4.1. Problems on the unit cube. Here, in the domain Ω = (−1, 1)N , we
consider the problem

Lu+ λu ≡ −
N∑
i=1

ai(x)
∂2u

∂x2
i

+
N∑
i=1

bi
∂u

∂xi
+ λu = f, x ∈ Ω,(4.1)

u(x) = 0, x ∈ ∂Ω.

It is assumed that λ ≥ 0, a ∈ C(Ω), b, f ∈ L∞(Ω),

inf
x∈Ω

ai(x) ≥ di > 0, ‖bi(x)‖∞ ≤Mi,(4.2)

and that f is nonnull.
THEOREM 4.1. Suppose that u(x) is the solution of a boundary value problem of

the form (4.1), for some λ ≥ 0, where the coefficients satisfy the above assumptions.
Then,

‖u‖∞
‖f‖∞

≤W (d, M ; 0, λ) =
∫ ∞

0
e−λt

N∏
i=1

v(Mi/di; dit) dt.(4.3)

This upper bound is attained when ai(x) = di, bi(x) = Mi sign[xi], and f is a nonzero
constant.
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Proof. Lemma 2.5 implies that W (d, M ; x, λ) satisfies the equation

−
N∑
i=1

di
∂2u

∂x2
i

−
N∑
i=1

Mi

∣∣∣∣ ∂u∂xi
∣∣∣∣+ λu = 1.

The rest of the proof resembles that of Theorem 2.4 and is omitted.
When N = 1, we have already found a simple explicit formula, given by (3.2). An

explicit formula is also available for W (d, M ; 0, λ) for N > 1, using the eigenmode
expansion (3.5). We begin by relabelling the coefficients of (3.5) as follows:

v(Mi/di; t) =
∞∑
n=1

cin exp(−λint), λin = λn(Mi/di), cin = cin(Mi/di).(4.4)

From (4.3) we obtain

W (d, M ; λ) =
∞∑

n1=1

∞∑
n2=1

· · ·
∞∑

nN=1

c1n1
· · · cNnN

λ+ d1λ1
n1

+ · · ·+ dnλNnN
.(4.5)

However, (4.5) is a very slowly converging series, unsuitable for computation.
To obtain practical bounds, for N > 1 and λ not too small, probably the most

numerically efficient way of evaluating the integral is to rescale the time variable to
τ = λt and then apply Gauss–Laguerre quadrature—see [1, p. 923], with the values
of v(M ; t) approximated in the way indicated at the end of section 3. However, the
error term for this quadrature method is very difficult to evaluate in practice, so sharp
guaranteed error bounds are not usually available.

Alternatively, setting d0 = min[d1, . . . , dN ], we approximate

v(Mi/di; dit) ≈ 1, d0t ∈ [0, t∗],

v(Mi/di; dit) ≈
m∗∑
ni=1

cini exp(−diλinit), d0t > t∗,

for some t∗ > 0 and m∗ an odd integer. Integrating exactly, one obtains

W (d, M ; 0, λ) ≈ 1− e−λt∗/d0

λ

+
m∗∑
n1=1

· · ·
m∗∑
nN=1

c1n1
· · · cNnN exp(−(λ+ d1λ

1
n1

+ · · ·+ dNλ
N
nN )t∗/d0)

λ+ d1λ1
n1

+ · · ·+ dNλNnN
.(4.6)

Since m∗ is odd, (4.6) is an upper bound for (4.5). The analysis of section 3 may
be used to show that if t∗ = 0.007, m∗ = 23, and N ≤ 10 then the absolute error of
(4.6) is less than 10−16. However, for very large λ, (4.6) is insufficiently accurate to
give a good approximation of 1/λ −W (d, M ; 0, λ), because this corresponds in an
Abelian or Tauberian sense to the subtle behavior of 1− V (d, M ; 0, t) near t = 0.

We note that Nm∗ transcendental equations of the form (3.3) or (3.4) must be
solved for (4.6), which is perfectly feasible for the parameters suggested. The sum on
the right-hand side contains (m∗)N different terms, which when m∗ = 23 is not too
many to compute for the usual physical dimensions, N ≤ 3. However, for N much
bigger than 7 this method becomes impractical.
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4.2. Problems on the unit ball. On B ≡ B(RN ; 0, 1), the unit ball in RN ,
we consider

(L+ λ)u ≡ −
N∑

i, j=1

aij(x)
∂2u

∂xixj
+

N∑
i=1

bi(x)
∂u

∂xi
+ λu = f, |x| < 1,(4.7)

u(x) = 0, |x| = 1.

It is assumed that λ ≥ 0, a ∈ C(B), b, f ∈ L∞(B),

inf
x∈Ω

sup
ξ∈B

aij(x)ξiξj ≥ 1,

∥∥∥∥∥
N∑
i=1

b2i

∥∥∥∥∥
∞

≤ K2,(4.8)

and that f is nonnull.
For K ≥ 0, we define

LKu ≡ −∆u+K
x

|x| .∇u, x 6= 0; LKu ≡ −∆u, x = 0,(4.9)

and set w(K; x, λ) to be the solution of (4.7) when L = LK and f(x) ≡ 1.
LEMMA 4.2. w(K; x, λ) = v(K; |x|, λ), where v, the solution of the problem

−urr − (N − 1)ur +Kur + λu = 1, r ∈ (0, 1); u′(0) = u(1) = 0,(4.10)

satisfies

vr(r) < 0, vrr(r)−
vr(r)
r

< 0, r ∈ (0, 1).(4.11)

Furthermore, for M(·, ·, ·), the confluent hypergeometric Kummer function of the first
kind (see [1, p. 504]), and r ∈ (0, 1),

v(K; r, 0) =
∫ 1

r

∫ s

0
(t/s)N−1eK(s−t) dt ds,

v(K; r, λ) =
1
λ

(
1− e(γ−K/2)(1−r)M((N − 1)δ, N − 1, 2γr)

M((N − 1)δ, N − 1, 2γ)

)
, λ > 0,

γ ≡
√
K2/4 + λ, δ ≡ (1/2− (K/4γ)).(4.12)

Proof. We define the nonnegative sequence (bn) by b1 = 0, b2 = 1,

bn+2 =
K(n+ 1)

(N + n)(n+ 2)
bn+1 +

λbn
(N + n)(n+ 2)

, n ≥ 1.(4.13)

Defining C(N, K, λ) =
∑∞
n=2 bn, we consider the sequence (an), where

a0 =
C(N, K, λ)

λC(N, K, λ) + 2N
, a1 = 0, a2 = − a0

C(N, K, λ)
,(4.14)

and an = a2bn for n ≥ 3. We observe that
∑∞
n=0 anr

n satisfies (4.10).
The relationship between the respective solutions of (4.9) and (4.10) is clear. Since

w(K; x, λ) is unique, so is v(K; r, λ), and thus,

v(r) =
∞∑
n=0

anr
n.(4.15)
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(Coddington and Levinson [4] present a general theory of ODEs, including (4.9).) We
note that an < 0 for n ≥ 2, and therefore

vr(r) =
∞∑
n=2

nanr
n−1 < 0; vrr(r)−

vr(r)
r

=
∞∑
n=2

n(n+ 2)an+2r
n < 0, r ∈ (0, 1).

For λ = 0, (4.13) is elementary. For λ > 0, we define

y(2γr) ≡ e(γ−K/2)r
(

1
λ
− v(r)

)
, r ∈ [0, 1].

y(x) satisfies the following version of Kummer’s equation; see [1, p. 504]:

xyxx + ((N − 1)− x)yx − (N − 1)δy = 0, x ∈ (0, 2γ),(4.16)

yx(0) = δy(0), y(2γ) =
eγ−K/2

λ
.

(4.12) now follows for λ > 0 from the properties of Kummer’s functions.
THEOREM 4.3. Suppose that u(x) is the solution of (4.1), under the accompanying

assumptions, including (4.8) for some K ≥ 0. Then,

‖u‖∞
‖f‖∞

≤
∞∑
n=0

Kn(N − 1)!
(n+ 2)(N + n)!

, λ = 0,(4.17)

‖u‖∞
‖f‖∞

≤ 1
λ

(
1− eγ−K/2

M((N − 1)δ, (N − 1), 2γ)

)
, λ > 0.(4.18)

These bounds are attained when L = LK and f is a nonzero constant.
Proof. Assuming ‖f‖∞ = 1, (4.9) and (4.11) imply that

(L+ λ)w = −
N∑

i, j=1

aij(x)
∂2W

∂xi∂xj
+

N∑
i=1

bi(x)
∂W

∂xi
+ λW

= −
(
vrr(|x|)−

vr(|x|)
|x|

) N∑
i, j=1

aij(x)
xixj
|x|2 −

vr(|x|)
|x|

N∑
1=1

aii(x)

+vr(|x|)
N∑
i=1

bi(x)xi + λv(|x|)

≥ −vrr −
N − 1
|x| vr +Kvr + λv = 1 ≥ f(x)

for almost every x ∈ B. The maximum principle therefore implies that u(x) ≤ w(x);
similarly, u(x) ≥ −w(x). Thus, ‖u‖∞ ≤ ‖w(K; ·, λ)‖∞ = w(K; 0, λ). The right-
hand sides of (4.17) and (4.18) come from evaluations of (4.13), (4.14), and (4.12),
respectively.

We note that, from a computational point of view, the right-hand side is relatively
easily evaluated, using the power series representation of the function M(·, ·, ·); see
[1]. Lastly, we remark that it should be possible to obtain quantitative bounds on a
parabolic version of (4.7) provided that a suitable expansion of the inverse Laplace
transform of (4.18) can be found.
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Abstract. A general theorem characterizing the interaction of concentrations and oscillations
effects associated with sequences of gradients bounded in Lp, p > 1, is proved. The oscillations are
recorded in the Young measure while the concentrations are encoded in the varifold.
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1. Introduction. Oscillatory phenomena and the characterization of limits of
nonlinear quantities of oscillating sequences have been successfully analyzed by means
of Young measures. These measures were first introduced by Young [38] to study non-
convex problems in optimal control theory and to provide the appropriate framework
for the description of generalized minimizers in the calculus of variations. Recently
Young measures have become an important tool in the study of nonlinear partial
differential equations [10], [12], [13], [31], [33], [34], [35], [37] and the analysis of oscil-
latory behavior in nonconvex variational principles that arise in models of solid–solid
phase transitions [7], [8]. Characterizations of Young measures associated with min-
imizing sequences of such functionals as well as with general sequences of gradients
bounded in Lp(Ω; M) have been found in [21] and [22] (see also [29]). Here Ω is an
open, bounded subset of RN and M = Mm×N is the set of m×N matrices.

One of the main drawbacks of Young measures is that they miss completely con-
centration effects. Indeed, sequences may share the same Young measure and yet one
may exhibit concentrations while the other does not. Several ways of understanding
and manipulating concentrations have been proposed. We refer the reader to [14],
[15], [18], [19], [24], [25], [30], [36], and [37] for some of these methods. Another
possibility is using varifolds or indicator measures following the works [3], [4], [17],
[28]. This is the point of view that we will take here, and we will focus on sequences
that are constrained to be gradients. A similar approach has been employed in [2] for
unconstrained sequences that are bounded in L1.

The notion of a varifold has been used to describe certain nonlinear limits of
oscillating measures, and it plays a role complementary to that of the Young measure.
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In fact, the Young measure associated with a sequence {fj}, which is bounded in
Lp(Ω; Rd), describes the effect of oscillations on the limits of {ϕ(fj)} whenever the
nonlinearity ϕ has growth of order strictly less than p, while the varifold describes
the effect of concentrations on the limits of {ψ(fj)} when ψ grows asymptotically as
the pth power. We will be more precise in section 3.

Our goal is to understand the relation between the varifold and the Young measure
that are generated by a sequence of gradients which is bounded in Lp(Ω; M), p > 1.
We hope to address the case p = 1 in a future work. A detailed description of Young
measures generated by sequences of gradients bounded in Lp(Ω; M) was obtained in
[22] (see Theorem 2.3 below).

To describe our main result we consider an open, bounded set Ω ⊂ RN and
a sequence {fj} of functions bounded in Lp(Ω; Rd) for some p > 1. There exists a
subsequence, still denoted {fj}, and a family ν = {νx}x∈Ω (called the Young measure)
of probability measures νx on Rd, as well as a nonnegative Radon measure Λ on
Ω×Sd−1 (called the varifold) with the following properties (see [6], [17], and section 3).
For all continuous functions θ that vanish on ∂Ω, θ ∈ C0(Ω), all continuous functions ϕ
on Rd with growth of order strictly less than p, i.e., |ϕ(ξ)| ≤ C(1 + |ξ|r), 1 ≤ r < p,
and for all continuous functions ψ on Rd that are homogeneous of degree p, we
have ∫

Ω
θ(x)ϕ(fj(x)) dx→

∫
Ω
θ(x)

∫
Rd

ϕ(ξ) dνx(ξ) dx,∫
Ω
θ(x)ψ(fj(x)) dx→

∫
Ω×Sd−1

θ(x)ψ(ξ) dΛ(x, ξ)

=
∫

Ω
θ(x)

∫
Sd−1

ψ(ξ) dλx(ξ) dπ(x).

Here π is the projection of Λ onto Ω, λx are probability measures (for π-a.e. x ∈ Ω),
Λ = λ ⊗ π, λ = {λx}x∈Ω is the slicing decomposition of Λ [15], and S := Sd−1 is
the unit sphere in Rd. In what follows, we will refer to (ν,Λ) as the Young measure-
varifold pair.

If {uj} is a bounded sequence in W 1,p(Ω; Rm), if fj = ∇uj , and if the target
space Rd is identified with the space M := Mm×N of m × N matrices, we say that
(ν,Λ) is a W 1,p(Ω)-Young measure-varifold pair, and we abbreviate it by saying that
(ν,Λ) is a YM-V pair. The Young measures that arise in such pairs (the so-called
W 1,p(Ω) Young measures) were characterized in [22]. The following example shows
that there are also restrictions Λ. Let p = m = N and consider the N -homogeneous
function ψ(A) := detA. Then by the above∫

Ω
θ(x) det∇uj dx→

∫
Ω
θ(x)

∫
S

detAdλx(A) dπ(x).

On the other hand, we know that [5], [28] det∇uj
∗
⇀ det∇u in the sense of measures,

where u is the weak limit of uj in W 1,p(Ω; RN ). We conclude that

(det∇u) dLN =
(∫
S

detAdλx(A)
)
dπ,

where LN denotes the Lebesgue measure in RN . Therefore, if we write π = πa + πs,
where πa and πs are, respectively, absolutely continuous and singular with respect to
LN , we obtain that
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S

detAdλx(A) = 0

for πs a.e. x ∈ Ω.
The main result of this paper is the following characterization theorem for YM-V

pairs.
THEOREM 1.1. Let p > 1. (ν,Λ) is a YM-V pair, where ν = {νx}x∈Ω, and

Λ = {λx}x∈Ω ⊗ π if and only if
1.

∇u(x) =
∫

M
Adνx(A), LN a.e. x ∈ Ω,

for some u ∈W 1,p(Ω; Rm);
2.

ϕ(∇u(x)) ≤
∫

M
ϕ(A) dνx(A), LN a.e. x ∈ Ω,

for every quasiconvex ϕ for which the limit

lim
|A|→∞

ϕ(A)
1 + |A|p

exists;
3. ∫

M
ψ(A) dνx(A) ≤ dπ

dLN
(x)
∫
S
ψ(A) dλx(A), LN a.e. x ∈ Ω,

for every p-homogeneous, continuous function ψ such that Qψ(0) = 0, where Qψ
denotes the quasiconvexification of ψ;

4. ∫
S
ψ(A) dλx(A) ≥ 0, πs a.e. x ∈ Ω,

for every p-homogeneous, continuous function ψ such that Qψ(0) = 0, where πs is the
singular part of π with respect to LN .

We remind the reader (see [5], [11], [26]) that a function ϕ, defined on M, is said
to be quasiconvex if

ϕ(F ) ≤ 1
|Ω|

∫
Ω
ϕ(F +∇u(x)) dLN (x)

for all matrices F and all test functions u ∈ W 1,∞
0 (Ω; Rm). If ϕ is not quasiconvex

then its quasiconvexification, Qϕ, is defined to be

Qϕ(F ) := inf
u

1
|Ω|

∫
Ω
ϕ(F +∇u(x)) dx

for all matrices F . The infimum is taken again over the set of functions u that belong
to W 1,∞

0 (Ω; Rm). In addition, if

|ϕ(ξ)| ≤ C (1 + |ξ|p) ,
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then

Qϕ(F ) = inf
u∈W 1,p

0 (Ω;Rm)

1
|Ω|

∫
Ω
ϕ(F +∇u(x)) dx.

Equivalently, Qϕ can be characterized as the largest quasiconvex function below ϕ
[1], [11].

Parts 1 and 2 of Theorem 1.1, together with the integrability condition∫
Ω

∫
M
|A|p dνx(A) dx < +∞,

correspond to the characterization of the underlying Young measure and were proved
in [21] and [22]. Part 3 provides the interaction between the Young measure and
the absolutely continuous part of the varifold. Part 4 represents the restriction on
the varifold in the set where the singular part πs is concentrated. An interesting
consequence of this result is that there are no restrictions on the singular measure πs.

A key tool in the proof of the above theorem is the following decomposition result
for sequences of gradients that are bounded in Lp(Ω; M) for some p > 1. It states,
in particular, that every such sequence admits a subsequence that can be written as
a sum of a sequence {∇zj} (of gradients!) whose pth power is equi-integrable and
a remainder that converges to zero in measure (and hence almost uniformly). We
may say that {∇zj} carries the oscillations, while the remainder accounts for the
concentration effects.

LEMMA 1.2 (decomposition lemma). Let Ω ⊂ RN be an open, bounded set and
let {wn} be a bounded sequence in W 1,p(Ω; Rm). There exists a subsequence, {wj},
and a sequence {zj} ⊂W 1,p(Ω; Rm) such that

(1.1) LN ({zj 6= wj or ∇zj 6= ∇wj})→ 0,

as j → ∞, and {|∇zj |p} is equi-integrable. If Ω is Lipschitz (or, more generally, an
extension domain), then each zj may be chosen to be a Lipschitz function.

Note that (1.1) implies that both sequences {∇zj} and {∇wj} generate the same
Young measure.

Some remarks are in order. A similar result was derived independently by Kris-
tensen [23]. The characterization of W 1,p-Young measures obtained in [22] (see The-
orem 2.3) does not provide a way of identifying the oscillatory part and the concen-
trations on a given sequence {wn} bounded in W 1,p(Ω; Rm); it asserts that a Young
measure generated by {wn} will be generated also by a sequence {vn} with {|∇vn|p}
equi-integrable, but there is no direct relation between this and the former sequence.
Also, the approach via [22] is rather indirect and implicitly relies on the lower semi-
continuity results of Acerbi and Fusco [1]. In fact, once Lemma 1.2 is proved one can
considerably shorten the arguments in [1] and [22] (see [27] for this point of view).
Our proof of Lemma 1.2 (see section 4) still relies on essentially the same tools as [1],
namely Lp estimates for maximal functions and Lipschitz extensions of W 1,p functions
off small sets, but we think that an approach that uses the decomposition result as
a starting point might be more intuitive. Kristensen’s proof [23], on the other hand,
uses Iwaniec’s estimates for perturbed Hodge decompositions. These estimates, how-
ever, in turn rely on Lp estimates involving the sharp maximal function. Finally, the
result may be viewed as an Lp counterpart of a theorem by Zhang [39] which states
that if {∇wj} is bounded in Lq for some q > 1 and generates a Young measure with
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support contained in a ball B = B(0, R) ⊂ M (i.e., supp (νx) ⊂ B for a.e. x ∈ Ω)
then there exists a sequence zj with

|∇zj | ≤ C(N)R and LN ({zj 6= wj or ∇zj 6= ∇wj})→ 0.

2. Preliminaries. For any number p > 0 consider the class

Hp := {f ∈ C(M) : f is positively homogeneous of degree p} ,

where C(M) is the set of continuous functions on M. If f ∈ Hp then f(tA) = tpf(A)
for all A ∈ M and t > 0. It is easy to show that homogeneity entails Qψ(0) = 0
whenever ψ ∈ Hp and Qψ(0) is finite. Let Xp denote the set of continuous functions
in M with growth of order at most p, i.e.,

Xp := {ϕ ∈ C(M) : |ϕ(A)| ≤ C(1 + |A|p)} .

Xp is a Banach space under the natural norm

‖ϕ‖ :=
∥∥∥∥ ϕ(·)

1 + |·|p
∥∥∥∥
L∞(M)

.

Finally, we consider the class

Ep :=
{
ϕ ∈ C(M) : there exists f ∈ Hp, lim

|A|→∞

ϕ(A)− f(A)
|A|p = 0

}
.

Some properties of Ep are listed in the proposition below.
PROPOSITION 2.1.
1. For every ϕ ∈ Ep there is a unique f ∈ Hp such that

lim
|A|→∞

ϕ(A)− f(A)
|A|p = 0.

The function f is the recession function of ϕ of degree p, ϕ∞p , defined by

ϕ∞p (A) = lim
t→∞

ϕ(tA)
tp

.

2. Ep is a closed, separable subspace of Xp and Hp is a closed subspace of Ep.
3. If f ∈ Hp then

‖f‖ = ‖f‖L∞(S) ,

where S is the unit sphere in M.
The proof of this proposition is elementary. The only fact that requires some

comment is the separability of Ep. Indeed, using the map

C∞
(
B(0, 1)

)
→ Ep,

θ →
(
A 7→ θ

(
A

1 + |A|

)
|A|p

)
,

one can easily verify that Ep is isomorphic to the space of continuous functions on
the unit ball of M, equipped with the sup norm. This space is separable due to the
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compactness of the unit ball. If we compare the space Ep with the space considered
in [22],

Ep :=
{
ϕ ∈ C(M) : lim

|A|→∞

ϕ(A)
1 + |A|p exists

}
,

we see that Ep corresponds to the compactification of M by a sphere at ∞ while Ep
corresponds to the one-point compactification. More general compactifications have
been considered in [14], [29], [30], and [31].

We will use the following lemma, whose proof is elementary and left to the reader.
PROPOSITION 2.2. If ψ is Lipschitz continuous on the unit sphere S and homo-

geneous of degree p, p ≥ 1, then there is a constant C > 0 (depending on ψ) such
that

|ψ(A)− ψ(B)| ≤ C
(
|A|p−1 + |B|p−1

)
|A−B|

for any pair of matrices A, B.
A remark that will be used often in sections 5 and 6 is the following. Given a

family of probability measures ν = {νx}x∈Ω and a sequence of functions {fj} bounded
in Lp(Ω; Rd), it can be shown that if

(2.1) lim
j→∞

∫
Ω
θ(x)ϕ(fj(x)) dx =

∫
Ω
θ(x)

∫
Rd

ϕ(ξ) dνx(ξ) dx

for all θ ∈ C0(Ω), ϕ ∈ C∞0 (Rd), then (2.1) still holds for all ϕ ∈ C(Rd) such that
{ϕ(fj)} is equi-integrable and, in particular, for all ϕ on Rd which grow slower than
1 + |ξ|p. Therefore ν = {νx}x∈Ω is the Young measure associated with {fj}. We
conclude that in order to identify the Young measure generated by {fj}, it suffices to
study the limits (2.1) for θ ∈ C0(Ω) and ϕ ∈ C∞0 (Rd). Also, it can be shown that

(2.2)
∫

Ω

∫
Rd

|ξ|p dνx(ξ) dx <∞.

The main result in [22] is a characterization of W 1,p-Young measures in terms of
Jensen’s inequality for quasiconvex functions.

THEOREM 2.3. Let p > 1. Then ν = {νx}x∈Ω is a W 1,p-Young measure if and
only if

1.

∇u(x) =
∫

M
Adνx(A), LN a.e. x ∈ Ω,

for some u ∈W 1,p(Ω; Rm);
2.

ϕ(∇u(x)) ≤
∫

M
ϕ(A) dνx(A), LN a.e. x ∈ Ω,

for every quasiconvex ϕ for which the limit

lim
|A|→∞

ϕ(A)
1 + |A|p

exists;
3. ∫

Ω

∫
M
|A|p dνx(A) dx <∞.
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3. The representation formula. We introduced the space Ep in order to re-
cover weak limits associated with sequences {ϕ(∇uj)} for ϕ ∈ Ep and any sequence
{uj} that is bounded in W 1,p(Ω; Rm). The representation of weak limits for such
functions in terms of Young measures is only valid if one can rule out concentration
effects (see [9]). To account for possible development of concentrations, we associate
with {∇uj} a measure Λ on Ω × S called the varifold associated with {∇uj}. We
first recall that for an M-valued Radon measure µ on an open set Ω the polar de-
composition (see [17]) is given by dµ = αdλ, where λ is the total variation of µ and
α : Ω → S is the density of µ, i.e., the Radon–Nikodym derivative of µ with respect
to its total variation λ (see [16]). A varifold is a nonnegative measure on Ω × S.
By slicing arguments (see [15]), every such measure Λ can be written in the form
Λ = {λx}x∈Ω ⊗ π, where π is a measure on Ω and λx are probability measures on
S. By the Radon–Nikodym theorem we may further write π = πaLN + πs, where
πa := dπ

dLN and πs is singular with respect to LN . We first recall that every bounded
sequence of M-valued Radon measures has (up to a subsequence) a varifold limit (see
[17]).

THEOREM 3.1. Let {µj} be a sequence of M-valued measures on Ω with polar
decomposition αjdλj. Assume that µj

∗
⇀ µ in the sense of measures. There exists

a subsequence, still denoted {µj}, and a nonnegative, finite, Radon measure Λ =
{λx}x∈Ω ⊗ π on Ω× S such that for every f ∈ C0(Ω×Rd)

lim
j→∞

∫
Ω
f(x, αj(x)) dλj(x) =

∫
Ω×S

f(x, y) dΛ(x, y)

=
∫

Ω

∫
S
f(x, y) dλx(y) dπ(x).

Given a sequence {un}, bounded in W 1,p(Ω; Rm), we consider the bounded se-
quence of M-valued Radon measures {|∇un|p−1∇unLN}. According to Theorem 3.1,
associated with a subsequence there exists a varifold, and this suggests the following
definition.

DEFINITION 3.2. A finite, Radon measure Λ supported on Ω × S is a W 1,p-
varifold if there exists a bounded sequence in W 1,p(Ω; Rm), {un}, such that for every
f ∈ C0(Ω×M)

lim
n→∞

∫
Ω
f

(
x,
∇un
|∇un|

)
|∇un|p dx =

∫
Ω×S

f(x,A) dΛ(x,A).

In particular, if ψ is homogeneous of degree p and θ ∈ C0(Ω) then

lim
n→∞

∫
Ω
θ(x)ψ(∇un) dx =

∫
Ω×S

θ(x)ψ(A) dΛ(x,A)

=
∫

Ω
θ(x)

∫
S
ψ(A) dλx(A) dπ(x).

In order to see how the YM-V pair determines the limits of {ϕ(∇un)} for sequences
{un} bounded in W 1,p(Ω; Rm) and having oscillatory and concentrating features,
consider ϕ ∈ Ep. By definition,

lim
|A|→∞

ϕ(A)− ϕ∞p (A)
|A|p = 0,
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which implies that
{
ϕ(∇un)− ϕ∞p (∇un)

}
is weakly relatively compact in L1(Ω). For

this sequence, the representation in terms of the Young measure is valid. On the
other hand, ϕ∞p ∈ Hp, and the limit for

{
ϕ∞p (∇un)

}
is therefore given by the varifold.

Hence, we have the representation formula

lim
n→∞

∫
Ω
θ(x)ϕ(∇un(x)) dx =

∫
Ω
θ(x)

∫
M

(
ϕ(A)− ϕ∞p (A)

)
dνx(A) dx

+
∫

Ω
θ(x)

∫
S
ϕ∞p (A) dλx(A) dπ(x).

It is this formula that motivated our study of YM-V pairs.
Examples.
1. Oscillations.
Let Ω ⊂ RN be an open, bounded set, and let p > 1. Given f ∈ W 1,p

0 (Q; Rm),
we extend f to RN periodically, with period Q := (−1/2, 1/2)N . Fix A ∈ M and
define

un(x) := Ax+
1
n
f(nx).

It is easy to check that un ⇀ Ax in W 1,p(Ω; Rm), and the YM-V pair generated by
this sequence is (ν,Λ), where

〈νx, ϕ〉 :=
∫
Q

ϕ(A+∇f(y)) dy

for LN a.e. x ∈ Ω and for all ϕ ∈ C0(M), and Λ = {λx}x∈Ω ⊗ π with π := ||A +
∇f ||pLp(Q;M) LN and

〈λx, ψ〉 :=
1

||A+∇f ||pLp(Q;M)

∫
Q

ψ

(
A+∇f(y)
|A+∇f(y)|

)
|A+∇f(y)|p dy

for π a.e. x ∈ Ω and all ψ ∈ C(S).
2. Concentrations.
We consider f ∈W 1,p

0 (Q; Rm) extended to RN by zero, whereQ := (−1/2, 1/2)N .
Fix p > 1, choose x0 ∈ Ω, and set

un(x) := n−1+N/p f(n(x− x0)).

Then un ⇀ 0 in W 1,p(Ω; Rm), and the YM-V pair generated by this sequence is (ν,Λ),
where νx := δ0 for LN a.e. x ∈ Ω, Λ = {λx}x∈Ω ⊗ π, with π := ||∇f ||pLp(Q;M) δx0 and

〈λx, ψ〉 :=
1

||∇f ||pLp(Q;M)

∫
Q

ψ

(
∇f(y)
|∇f(y)|

)
|∇f(y)|p dy

for π a.e. x ∈ Ω and all ψ ∈ C(S).
Indeed, we claim that if ϕ ∈ C0(M) is such that ϕ(0) = 0 then

lim
n→∞

∫
Ω
θ(x)ϕ(∇un(x)) dx = 0
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for all θ ∈ C0(Ω). Fix ε > 0 and 1 < q < p. We may find C(ε) > 0 such that
|ϕ(A)| ≤ ε+ C(ε)|A|q for all A ∈M. Therefore,∣∣∣∣∫

Ω
θ(x)ϕ(∇un(x)) dx

∣∣∣∣ ≤ ε||θ||L∞ + C(ε)||θ||L∞ nNq/p
∫

Ω
|∇f(n(x− x0))|q dx

≤ ε||θ||L∞ + C(ε)||θ||L∞ nN(q/p−1)||∇f ||qLq(Q;M),

and we conclude by letting n→∞ and then ε→ 0. Also, given ψ ∈ C(S) and for n
large enough we have∫

Ω
θ(x)ψ

(
∇un(x)
|∇un(x)|

)
|∇un(x)|pdx

=
∫

Ω
θ(x)ψ

(
∇f(n(x− x0))
|∇f(n(x− x0))|

)
nN |∇f(n(x− x0))|p dx

=
∫
Q

θ

(
x0 +

1
n
y

)
ψ

(
∇f(y)
|∇f(y)|

)
|∇f(y)|p dy.

Letting n→∞, we deduce that∫
Ω

∫
S
θ(x)ψ(A) dλx(A) dπ(x) = θ(x0)

∫
Q

ψ

(
∇f(y)
|∇f(y)|

)
|∇f(y)|p dy.

3. Generalized Solutions to PDEs.
In the previous example it was clear that the behavior of the sequence was cap-

tured by the varifold, and little information was available through the Young measure
νx = δ0. Other cases where the varifold plays an important role include situations
where one seeks the effective energy

lim inf
∫

Ω
f(∇un) dx

associated with a sequence {un} bounded in W 1,p(Ω; Rm), with f nonconvex and
behaving asymptotically at infinity as C(1 + |A|p).

The first applications of Young measures to evolution equations, precisely to con-
servation laws where oscillations may be present, were provided by Tartar (see [33],
[34], [35]). Later, the need to introduce a measure accounting for the development of
concentrations (when L∞ bounds are not available), possibly with conjunction with
propagation of oscillations, was pointed out by Diperna and Majda (see [14]). They
introduced the notion of generalized Young measure triplets (µ, ν1, ν2) associated with
a (subsequence of a) sequence {vn} bounded in L2. To establish the parallel between
the YM-V (ν,Λ) and (µ, ν1, ν2), it suffices to set

µ := π, ν1 :=
1 + | · |2

1 + dπ
dLN

νx, ν2 := λx.

Diperna and Majda [14] proved that the generalized Young measure generated by a
sequence of classical solutions of the two-dimensional Euler equation with uniformly
bounded local kinetic energy is a measure-valued solution of the incompressible Euler
equation.
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4. Proof of the decomposition lemma. In this section we will prove Lemma
1.2. As mentioned in the introduction, our argument uses maximal functions and
their properties, and we recall some well-known facts (see [32]).

Given a Borel measurable function u : RN → Rd, the maximal function of u is
defined by

M(u)(x) := sup
r>0

1
|B(x, r)|

∫
B(x,r)

|u(y)| dy.

If u ∈W 1,p(RN ; Rm) then we set

M∗(u)(x) := M(u)(x) +M (∇u) (x),

and if p > 1, then

(4.1) ‖M∗(u)‖Lp(RN ) ≤ C(N, p) ‖u‖W 1,p(RN ;Rm) .

LEMMA 4.1. Let p > 1 and let w ∈ W 1,p(RN ; Rm). Given λ > 0 there exists
a Lipschitz function z in RN such that w = z on {M(∇w) < λ} and the Lipschitz
constant for z is bounded by C(N)λ, where C(N) is a constant depending only upon
dimension.

For the proof see, e.g., [16].
The proof of Lemma 1.2 will be divided into two steps. In the first step we

consider an extension domain Ω, i.e., an open, bounded set Ω for which there exists
an extension operator T : W 1,p(Ω; Rm)→W 1,p(RN ; Rm) such that

Tu(x) = u(x), x ∈ Ω, ‖Tu‖W 1,p(RN ;Rm) ≤ C ‖u‖W 1,p(Ω;Rm) .

In the second step we remove this restriction on Ω, generalizing the result for arbitrary
open sets.

Proof of Lemma 1.2.
Step 1. Assume that Ω is an extension domain. Let {wn} be a bounded se-

quence in W 1,p(Ω; Rm). In what follows, we identify wn with its extension Twn ∈
W 1,p(RN ; Rm).

By (4.1) the sequence {M(∇wn)} is bounded in Lp(Rn), so (see [6] and (2.2))
there exists a subsequence (not relabeled) and a parametrized measure µ = {µx}x∈Ω
such that

(4.2)
∫

Ω

∫
R
|s|p dµx(s) dx <∞,

and whenever {f(M(∇wn))} converges weakly in L1(Ω), its weak limit is given by

f(x) := 〈µx, f〉, LNa.e. x ∈ Ω.

Let k ∈ N and consider the truncation map Tk : R→ R given by

Tk(x) :=

{
x, |x| ≤ k,
k x|x| , |x| > k.

Clearly {Tk(M(∇wn))} is a bounded sequence in L∞(Ω), therefore equi-integrable,
and so given a ∈ L∞(Ω) we have

(4.3)
lim
k→∞

lim
n→∞

∫
Ω
a(x) |Tk(M(∇wn))(x)|p dx = lim

k→∞

∫
Ω
a(x)

∫
R
|Tk(s)|p dµx(s) dx

=
∫

Ω

∫
R
a(x) |s|p dµx(s) dx,
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where we have used (4.2) and the dominated convergence theorem. For every k ∈ N,
choose n(k) with n(k) > n(k − 1) such that∣∣∣∣ lim

n→∞

∫
Ω
|Tk(M(∇wn))(x)|p dx−

∫
Ω
|Tk(M(∇wm))(x)|p dx

∣∣∣∣ < 1
k

whenever m ≥ n(k). Setting a ≡ 1, (4.3) reduces to

(4.4) lim
k→∞

∫
Ω

∣∣Tk(M(∇wn(k)))(x)
∣∣p dx =

∫
Ω

∫
R
|s|p dµx(s) dx.

We claim that

(4.5)
∣∣Tk(M(∇wn(k)))

∣∣p ⇀ f in L1(Ω),

where

f(x) :=
∫

R
|s|p dµx(s).

Indeed, fix b ∈ L∞(Ω), l ∈ N, and let k > l. Clearly∫
Ω
b(x)

∣∣Tk(M(∇wn(k)))(x)
∣∣p dx ≤‖b‖L∞(Ω)

∫
Ω

∣∣Tk(M(∇wn(k)))(x)
∣∣p dx

−
∫

Ω

(
‖b‖L∞(Ω) − b(x)

) ∣∣Tl(M(∇wn(k)))(x)
∣∣p dx,

and so, taking first the limit as k →∞, followed by the limit as l→∞, and by virtue
of (4.3) and (4.4), we conclude that

(4.6) lim sup
k→∞

∫
Ω
b(x)

∣∣Tk(M(∇wn(k)))(x)
∣∣p dx ≤ ∫

Ω

∫
R
b(x) |s|p dµx(s) dx.

Similarly, (4.6) holds for −b in place of b; hence

lim
k→∞

∫
Ω
b(x)

∣∣Tk(M(∇wn(k)))(x)
∣∣p dx =

∫
Ω
b(x)f(x) dx,

proving (4.5). Set

Rk :=
{
x ∈ RN : M(∇wn(k))(x) ≥ k

}
.

By Lemma 4.1 there exist Lipschitz functions zk such that

zk = wn(k) a.e. on RN \Rk, |∇zk(x)| ≤ C(N)k, a.e. x ∈ RN .

Therefore, by (4.1) and because Ω is bounded,

LN
(
Ω ∩

{
zk 6= wn(k) or ∇zk 6= ∇wn(k)

})
≤ LN (Rk ∩ Ω)

≤ 1
kp

∫
Ω

∣∣M(∇wn(k))
∣∣p dx,

and this term tends to zero as k → ∞. In addition, for LN a.e. x ∈ Ω \ Rk we have
(see [16, Theorem 3 in section 6.1] and [20, Lemma 7.7])

|∇zk(x)| =
∣∣∇wn(k)(x)

∣∣ ≤ ∣∣M(∇wn(k))(x)
∣∣ =

∣∣Tk(M(∇wn(k))(x))
∣∣ ,
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while if x ∈ Rk then

|∇zk(x)| ≤ C(N)k = C(N)
∣∣Tk(M(∇wn(k))(x))

∣∣ .
We conclude that

|∇zk(x)|p ≤ C
∣∣Tk(M(∇wn(k))(x))

∣∣p a.e. x ∈ Ω,

which, together with (4.5), yields equi-integrability of {|∇zk|p}.
Step 2. Let Ω be an open, bounded domain of RN , and let {wj} be a bounded

sequence in W 1,p(Ω; Rm). Without loss of generality we may assume that there exists
w0 ∈W 1,p(Ω; Rm) such that

wj ⇀ w0 in W 1,p(Ω; Rm), wj → w0 in Lploc(Ω; Rm);

i.e., if wj := w0 + w̃j ,

w̃j ⇀ 0 in W 1,p(Ω; Rm), w̃j → 0 in Lploc(Ω; Rm).

Let {Ωn} be an increasing sequence of compactly contained subdomains of Ω, with
LN (Ω \ Ωn) → 0, and choose cut-off functions ηn ∈ C∞0 (Ω; [0, 1]) such that ηn = 1 if
x ∈ Ωn. We have

lim sup
n→∞

lim sup
j→∞

‖ηnw̃j‖Lp(Ω;Rm) = 0

and

lim sup
n→∞

lim sup
j→∞

‖∇(ηnw̃j)‖Lp(Ω;M) = lim sup
n→∞

lim sup
j→∞

‖w̃j ⊗∇ηn + ηn∇w̃j‖Lp(Ω;M)

≤ lim sup
j→∞

‖∇w̃j‖Lp(Ω;M) <∞.

A standard diagonalization procedure yields a bounded subsequence in W 1,p
0 (Ω; Rm),{

ηnw̃j(n)
}

, which we extend by zero to RN . Now the argument used in Step 1 applies
to this sequence, so we obtain a sequence {zk} of Lipschitz functions such that

αk := LN
(
Ω ∩

{
zk 6= ηn(k)w̃j(n(k)) or ∇zk 6= ∇

(
ηn(k)w̃j(n(k))

)})
→ 0,

as k → ∞, and {|∇zk|p} is equi-integrable. We conclude that {|∇(w0 + zk)|p} is
equi-integrable and

LN
(
Ω ∩

{
wj(n(k)) 6= w0 + zk or ∇wj(n(k)) 6= ∇(w0 + zk)

})
≤ αk + LN

(
Ω \ Ωn(k)

)
and this term converges to zero as k →∞.

5. Characterization of YM-V: Necessary conditions. We devote this sec-
tion to the proof of the necessity part of Theorem 1.1. We may assume that Ω is
smooth as otherwise we can first consider smooth subsets of Ω and then exhaust Ω by
such sets. Conditions 1 and 2 were established in [21] and [22]. To prove 3 and 4 we
split Λ into a part, Pν, that is determined by the Young measure and a remainder,
Λ̃, that is related to pure concentration effects.

For ψ ∈ C(S) (with p-homogeneous extension ψ̃) and θ ∈ C0(Ω), let

〈Pνx, ψ〉 := 〈νx, ψ̃〉 =
∫

M
ψ̃(A) dνx(A)
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and Pν := {Pνx}x∈Ω ⊗ LN , i.e.,

〈Pν, θ ⊗ ψ〉 :=
∫

Ω
θ(x)

∫
M
ψ̃(A) dνx(A) dx.

Let Λ̃ := Λ − Pν. Suppose that {∇uj} generates the YM-V pair (ν,Λ). In Steps 2
and 3 below we will show that uj can be decomposed as uj = zj + vj where {|∇zj |p}
is equi-integrable, {∇zj} generates the YM-V pair (ν, Pν), and {∇vj} generates the
YM-V pair (δ0 ⊗ LN , Λ̃).

Step 1. Reformulation of conditions 3 and 4.
We claim that 3 and 4 are equivalent to requiring that
(i) Λ̃ is a nonnegative, finite Radon measure on Ω× S;
(ii) if Λ̃ = {λ̃x}x∈Ω⊗ π̃ is the slicing decomposition of Λ̃, where λ̃x are probability

measures on M, then for π̃ a.e. x ∈ Ω

(5.1) 〈λ̃x, ψ〉 ≥ 0

for all ψ ∈ Hp such that Qψ(0) = 0.
Assume first that 3 and 4 hold. Since Λ and Pν are finite, nonnegative Radon

measures, it follows that Λ̃ is a finite Radon measure. In addition, if θ ∈ C0(Ω), θ ≥ 0,
and if ψ ∈ C(S), ψ ≥ 0, then Qψ̃(0) = 0 and we have, by 3 and 4,

(5.2)

〈Λ̃, θ ⊗ ψ〉 =
∫

Ω
θ(x)

∫
S
ψ(A) dλx(A) dπs(x)

+
∫

Ω
θ(x)

[
dπ

dLN
(x)
∫
S
ψ(A) dλx(A)−

∫
M
ψ̃(A) dνx(A)

]
dx

≥0.

Hence Λ̃ ≥ 0, proving (i).
In order to prove (ii), fix θ ∈ C0(Ω), θ ≥ 0, ψ ∈ Hp, Qψ(0) = 0; using the slicing

decomposition of Λ̃ and (5.2) we deduce that

(5.3)
∫

Ω
θ(x)〈λ̃x, ψ〉 dπ̃(x) = 〈Λ̃, θ ⊗ ψ〉 ≥ 0.

The arbitrariness of θ yields the existence of a π̃-null set Eψ such that if x ∈ Ω \ Eψ
then

〈λ̃x, ψ〉 ≥ 0.

Let {ψk} be a countable, dense set in Hp, and define

(5.4) E :=
⋃
k

⋃
{n :Q(ψk+(1/n)|A|p)(0)=0}

Eψk+(1/n)|A|p .

It is clear that π̃(E) = 0. Fix x ∈ Ω\E, ψ ∈ Hp, Qψ(0) = 0, and choose a subsequence
{ψki} such that

ψki → ψ in L∞(S), ‖ψki − ψ‖L∞(S) <
1
ni
,
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where ni →∞. Then

ψki(A) +
1
ni
|A|p ≥ ψki(A) + |A|p ‖ψki − ψ‖L∞(S)

≥ ψki(A) + |ψki(A)− ψ(A)|
≥ ψ(A),

and so

Q

(
ψki +

1
ni
|·|p
)

(0) ≥ Qψ(0) = 0.

By homogeneity

Q

(
ψki +

1
ni
|·|p
)

(0) = 0.

Finally, using the definition of E, x /∈ Eψki+(1/ni)|·|p , therefore

(5.5) 0 ≤ lim
i→∞

〈
λ̃x, ψki +

1
ni
|·|p
〉

= 〈λ̃x, ψ〉,

concluding the proof of (ii).
Conversely, if (i) and (ii) hold, using (5.2), (5.3), and θ := χB(a,ρ), a ∈ Ω, ρ > 0,

we have ∫
B(a,ρ)

〈λx, ψ〉 dπs +
∫
B(a,ρ)

(
dπ

dLN
(x)〈λx, ψ〉 − 〈νx, ψ〉

)
dx ≥ 0

for ψ ∈ Hp, Qψ(0) = 0. Conditions 3 and 4 follow by virtue of the Radon–Nikodym
theorem. Note that a priori the exceptional sets could depend on ψ, but the argument
outlined for the definition of E above would entail the existence of πs- and LN -
negligible sets for which 3 and 4 hold for all ψ ∈ Hp such that Qψ(0) = 0.

In light of Step 1, the rest of this section will be dedicated to proving (5.1).
Step 2. Construction of {zj}.
By the decomposition lemma (Lemma 1.2) there exists a sequence of Lipschitz

functions {zj} such that {|∇zj |p} is equi-integrable in Ω and the set

Rj := {x ∈ Ω : zj(x) 6= uj(x),∇zj(x) 6= ∇uj(x)}

satisfies

(5.6) LN (Rj)→ 0.

In particular, {∇zj} generates the YM-V pair (ν, Pν).
Step 3. Construction of {vj}.
Let vj := uj − zj . We claim that {∇vj} generates the YM-V pair (δ0 ⊗ LN , Λ̃).

In particular, Λ̃ ≥ 0. The assertion regarding the Young measure follows from (5.6).
To study the varifold generated by {∇vj} consider θ ∈ C0(Ω) and ψ ∈ Hp such that
ψ|S is Lipschitz. In view of Proposition 2.2 and Hölder’s inequality we have∣∣∣∣∫

Ω
θ(x)ψ(∇vj) dx−

∫
Ω
θ(x) (ψ(∇uj)− ψ(∇zj)) dx

∣∣∣∣
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=

∣∣∣∣∣
∫
Rj

θ(x) (ψ(∇uj −∇zj)− ψ(∇uj) + ψ(∇zj)) dx
∣∣∣∣∣

≤ C ‖θ‖∞
∫
Rj

[(
|∇uj −∇zj |p−1 + |∇uj |p−1

)
|∇zj |+ |∇zj |p

]
dx

≤ C ‖θ‖∞

(∫
Rj

|∇zj |p dx
)1/p

+
∫
Rj

|∇zj |p dx

 .
Since LN (Rj) → 0 as j → ∞ and {|∇zj |p} is equi-integrable, the last term goes to
zero as j →∞ and thus, using Step 2, we conclude that∫

Ω
θ(x)ψ(∇vj) dx→ 〈Λ− Pν, θ ⊗ ψ〉 = 〈Λ̃, θ ⊗ ψ〉.

By density, the result extends to all ψ ∈ Hp and the claim is proved.
Step 4. We prove that for π̃ a.e. x ∈ Ω

(5.7) 〈λ̃x, ψ〉 ≥ 0

for all ψ ∈ Hp with Qψ(0) = 0.
We first make the additional assumption that ψ is Lipschitz on S. Let θ ∈

C∞0 (B(a, ρ)), 0 ≤ θ ≤ 1. By the definition of Qψ, Proposition 2.2, and Hölder’s
inequality, we have

0 ≤
∫
B(a,ρ)

ψ (∇(θvj))

=
∫
B(a,ρ)

ψ (θ∇vj + vj ⊗∇θ) dx

≤
∫
B(a,ρ)

θpψ(∇vj) dx+ C

∫
B(a,ρ)

(
|θ∇vj |p−1 + |vj ⊗∇θ|p−1

)
|vj ⊗∇θ| dx

≤
∫
B(a,ρ)

θpψ(∇vj) dx+ C(θ)

(∫
B(a,ρ)

|vj |p dx
)1/p

+
∫
B(a,ρ)

|vj |p dx

 .
Now vj ⇀ 0 in W 1,p(B(a, ρ)) as j →∞, and thus vj → 0 in Lp(B(a, ρ)). By Step 3,
the sequence {∇vj} generates the varifold Λ̃. Therefore taking the limit as j →∞ in
the above inequality, we obtain

0 ≤ 〈Λ̃, θp ⊗ ψ〉.

The assertion follows (for ψ ∈ Lip(S)) by taking an increasing sequence θi → χB(a,ρ)
and applying the dominated convergence theorem. Hence∫

B(a,ρ)
〈λ̃x, ψ〉 dπ̃(x) ≥ 0,

and the Radon–Nikodym theorem yields the existence of a set Eψ ⊂ Ω, π̃(Eψ) = 0
such that (5.7) holds if x /∈ Eψ. Defining E as in (5.4) and following the argument
(5.4)–(5.5), we finally remove the restriction that ψ be Lipschitz on S to conclude
that (5.7) holds for ψ ∈ Hp, Qψ(0) = 0, proving (ii).
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6. Characterization of YM-V: Sufficient conditions. Suppose that the pair
(ν,Λ) satisfies the conditions of Theorem 1.1. We have to construct a sequence {uj},
bounded in W 1,p(Ω; Rm), such that (ν,Λ) is the YM-V pair generated by {∇uj}.

As in the beginning of section 5, we write Λ := Pν + Λ̃, where

〈Pν, θ ⊗ ψ〉 :=
∫

Ω
θ(x)

∫
M
ψ̃(A) dνx(A) dx

for θ ∈ C0(Ω), ψ ∈ C(S), and with ψ̃ the p-homogeneous extension of ψ. From section
5, Step 1, we know that Λ̃ is a nonnegative, finite Radon measure and

(6.1) 〈λ̃x, ψ〉 ≥ 0

for all ψ ∈ Hp with Qψ(0) = 0, where {λ̃x}x∈Ω⊗ π̃ denotes the slicing decomposition
of Λ̃.

Step 1. We claim that it suffices to find {zj}, {vj} bounded in W 1,p(Ω; Rm) such
that

(6.2) {|∇zj |p} is equi-integrable, {∇zj} generates the YM-V pair (ν, Pν),

and

(6.3) {∇vj} generates the YM-V pair (δ0 ⊗ LN , Λ̃),

setting, as before, uj := zj + vj . Indeed, note that since p > 1 then {|∇vj |} is
equi-integrable, and so given λ > 0 and in view of (2.1)

(6.4) LN ({|∇vj | > λ}) ≤ 1
λ

∫
Ω
|∇vj | dx→

1
λ
〈δ0 ⊗ LN , |·|〉 = 0.

Thus given θ ∈ C0(Ω) and ϕ ∈ C∞0 (M) we have∣∣∣∣∫
Ω
θ(x) [ϕ(∇uj)− ϕ(∇zj)] dx

∣∣∣∣ ≤ ‖θ‖∞ C

∫
Ω
|∇vj | dx→ 0

as j →∞, and this implies that the Young measure associated with {∇uj} is also ν.
Similarly, if θ ∈ C0(Ω), ψ ∈ Hp, ψ|S Lipschitz, by Proposition 2.2 for fixed λ > 0∣∣∣∣∫

Ω
θ(x) (ψ(∇uj)− ψ(∇zj)− ψ(∇vj)) dx

∣∣∣∣
≤ C

∫
{|∇vj |≤λ}

(|ψ(∇uj)− ψ(∇zj)|+ |ψ(∇vj)|) dx

+C
∫
{|∇vj |≥λ}

(|ψ(∇uj)− ψ(∇vj)|+ |ψ(∇zj)|) dx

≤ C
∫
{|∇vj |≤λ}

(
|∇zj |p−1 + |∇vj |p−1

)
|∇vj | dx+ C

∫
{|∇vj |≤λ}

|∇vj |p dx

+C
∫
{|∇vj |≥λ}

(
|∇zj |p−1 + |∇vj |p−1

)
|∇zj | dx+ C

∫
{|∇vj |≥λ}

|∇zj |p dx,

and so, using Hölder’s inequality, (6.4), and the equi-integrability of {|∇zj |p},

lim sup
j→∞

∣∣∣∣∫
Ω
θ(x) [ψ(∇uj)− ψ(∇zj)− ψ(∇vj)] dx

∣∣∣∣ = O(λ).
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Letting λ → 0+ and removing the regularity restrictions imposed on ψ as in (5.4)–
(5.5), we conclude that the varifold associated with {∇uj} is Pν + Λ̃ := Λ.

Step 2. We introduce two sets of measures supported on the unit sphere S of M ,
namely

A := {µ ∈M(S) : µ ≥ 0, 〈µ, ψ〉 ≥ 0 if ψ ∈ Hp, Qψ(0) = 0} ,

H :=
{
δ∇u/|∇u| ⊗ |∇u|p LN : u ∈W 1,p

0 (B; Rm)
}
,

where B is the unit ball in RN , and the average measures of H are defined by

〈δ∇u/|∇u| ⊗ |∇u|p LN , ψ〉 :=
1
|B|

∫
B

ψ

(
∇u
|∇u|

)
|∇u|p dx

for ψ ∈ C(S). We do not distinguish henceforth a continuous function on S from its
p-homogeneous extension. Note that, in view of (6.1), λ̃x ∈ A for π̃ a.e. x ∈ Ω. It is
clear that A is weak *-closed and H ⊂ A.

PROPOSITION 6.1. A is the weak *-closure of H. Moreover, if R > 0 then
A ∩ {‖µ‖ ≤ R} is the weak *-closure of H ∩ {‖µ‖ ≤ R}.

Remark. The second statement will be useful in Step 3 where we will use the fact
that the weak *-topology of M(S) is metrizable on closed balls.

Proof of Proposition 6.1. The proof is a standard application of the Hahn–Banach
theorem. We start by proving that H is convex. Fix θ ∈ (0, 1) and let for i = 1, 2

µi := δ∇ui/|∇ui| ⊗ |∇ui|
p LN , ui ∈W 1,p

0 (B; Rm).

Let x0 ∈ B be such that |x0| = 1/2 and define

ũ1(x) := k−1+N/pu1(kx), ũ2(x) := k−1+N/pu2(k(x− x0)),

where k ≥ 4. Clearly ũi ∈ W 1,p
0 (B; Rm), ũ1 and ũ2 have disjoint supports, and a

change of variables shows that µ̃i = µi for i = 1, 2. It follows that the function

ũ := θ1/pũ1 + (1− θ)1/pũ2 ∈W 1,p
0 (B; Rm)

generates µ := θµ1 + (1− θ)µ2 and so µ ∈ H.
We now show that A cannot be separated from H. Assume that ψ ∈ C(S) is

such that 〈ν, ψ〉 ≥ a for all ν ∈ H and for some a ∈ R. Hence, extending ψ as
p-homogeneous,

Qψ(0) = inf
u∈W 1,p

0 (B;Rm)

1
|B|

∫
B

ψ(∇u) dx ≥ a,

and so 0 ≥ Qψ(0) ≥ a. We conclude that Qψ(0) is finite; thus Qψ(0) = 0 by
homogeneity, and 0 = Qψ(0) ≥ a. By definition of A, we have that 〈µ, ψ〉 ≥ 0 ≥ a for
all µ ∈ A. Hence A cannot be separated from H.

Next, we show that AR := A ∩ {‖µ‖ ≤ R} cannot be separated from HR :=
H ∩ {‖µ‖ ≤ R}. Given ρ > 0 define Hρ := H ∩ {||µ|| = ρ} = H ∩ {〈µ, 1〉 = ρ}. We
claim that

(6.5) Hρ = H ∩ {〈µ, 1〉 = ρ}.
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It is clear that Hρ ⊂ H ∩ {〈µ, 1〉 = ρ}. Suppose that this inclusion is strict. Then
there exists µ ∈ H such that 〈µ, 1〉 = ρ and µ /∈ Hρ. Since Hρ is convex, using the
Hahn–Banach theorem we may find ψ ∈ C(S), a ∈ R, such that

〈µ, ψ〉 < a, 〈ν, ψ〉 ≥ a for all ν ∈ Hρ.

Set ψ̄ := ψ − a/ρ. Clearly,

〈µ, ψ̄〉 = 〈µ, ψ〉 − a

ρ
〈µ, 1〉 < 0,

while 〈ν, ψ̄〉 ≥ 0 for all ν ∈ Hρ. Since H is a cone, we conclude that 〈ν, ψ̄〉 ≥ 0 for all
ν ∈ H; therefore 〈µ, ψ〉 ≥ 0. We have reached a contradiction, thus (6.5) is proved.
Finally, since A = H, it follows that AR ⊃ HR, and by (6.5) we conclude that

HR =
⋃

0<ρ≤R
Hρ ⊃

⋃
0<ρ≤R

Hρ =
⋃

0<ρ≤R
H ∩ {〈µ, 1〉 = ρ} = A ∩ {||µ|| ≤ R}.

Step 3. Construction of {zj}.
Using condition 3 in Theorem 1.1 with ψ(A) := |A|p, we have∫

Ω

∫
M
|A|p dνx(A) dx ≤

∫
Ω

dπ

dLN
(x)
∫
S
dλx(A) dx ≤ π(Ω) <∞,

which, together with conditions 1 and 2 and by Theorem 2.3 (see [22] for the proof),
implies that ν is a W 1,p-Young measure. Using the decomposition lemma (Lemma
1.2) (see also Step 2, Section 5) we find a sequence {zj} bounded in W 1,p(Ω; Rm) and
satisfying (6.2).

Step 4. Construction of {vj} when

Λ̃ :=
I∑
i=1

ciλi ⊗ δxi , xi ∈ Ω, λi ∈ A, ci > 0.

Here we search for a sequence {vj} bounded in W 1,p
0 (Ω; Rm) such that (6.3) holds,

i.e., {∇vj} generates (δ0 ⊗ LN , Λ̃) and, in addition,

lim
j→∞

‖∇vj‖pLp(Ω;M) =
∥∥∥Λ̃
∥∥∥ .

By Proposition 6.1 and the remark after it, there exist bounded sequences {w(i)
j } in

W 1,p
0 (B; Rm) such that

lim
j→∞

1
|B|

∫
B

ψ(∇w(i)
j ) dx = 〈λi, ψ〉

for all ψ ∈ Hp. In particular

‖λi‖ = lim
j→∞

1
|B|

∫
B

∣∣∣∇w(i)
j

∣∣∣p dx.
Now

vj(x) := j−1+N/p 1

|B|1/p
I∑
i=1

c
1/p
i w

(i)
j (j(x− xi))

has the desired properties.
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Step 5. Construction of {vj} in the general case.
To obtain {vj} satisfying (6.3), we will use the following approximation lemma.
LEMMA 6.2. Let Λ̃ be a nonnegative, finite, Radon measure on Ω×S with slicing

decomposition {λ̃x}x∈Ω ⊗ π̃, let A be a convex set of the set of all nonnegative, finite
Radon measures on S, and suppose that

λ̃x ∈ A for π̃ a.e. x ∈ Ω.

Then Λ̃ can be approximated in the weak *-topology by measures of the form

Λ̃(k) :=
Ik∑
i=1

c
(k)
i λ

(k)
i ⊗ δx(k)

i
, x

(k)
i ∈ Ω, λ(k)

i ∈ A, c(k)
i > 0,

such that ∥∥∥Λ̃(k)
∥∥∥ ≤ ∥∥∥Λ̃

∥∥∥ .
Before proving the approximation lemma, we conclude the construction of {vj}.

By Lemma 6.2 we have

Λ̃ = w-*-limit Λ̃(k), Λ̃(k) :=
Ik∑
i=1

c
(k)
i λ

(k)
i ⊗ δx(k)

i
,
∥∥∥Λ̃(k)

∥∥∥ ≤ ∥∥∥Λ̃
∥∥∥ .

Also, Step 4 yields the existence of sequences {v(k)
j } bounded in W 1,p

0 (Ω; Rm) gener-
ating the YM-V pair (δ0 ⊗ LN , Λ̃(k)) and such that

lim
j→∞

∥∥∥∇v(k)
j

∥∥∥p
Lp(Ω;M)

=
∥∥∥Λ̃(k)

∥∥∥ ≤ ∥∥∥Λ̃
∥∥∥

for all k. Separability of C0(Ω), C0(M) and C(S), and a standard diagonalization
argument allow us to extract a diagonal subsequence vk := v

(k)
j(k) satisfying (6.3) and

sup
k
‖∇vk‖pLp(Ω;M) ≤

∥∥∥Λ̃
∥∥∥+ 1.

It remains to prove Lemma 6.2.
Proof of Lemma 6.2. The result is well known to experts. We include a proof

for the convenience of the reader. By Besicovitch’s covering theorem, for each k ∈ N
there exists a finite family of disjoint closed balls B(x(k)

i , r
(k)
i ) such that

(6.6) π̃

(
Ω

∖⋃
i∈Ik

B(x(k)
i , r

(k)
i )

)
<

1
k
, r

(k)
i <

1
k
.

Set

〈λ(k)
i , ψ〉 :=

1

π̃
(
B(x(k)

i , r
(k)
i )
) ∫

B(x(k)
i ,r

(k)
i )
〈λ̃x, ψ〉 dπ̃(x).

Since A is convex we have λ(k)
i ∈ A, and we define

Λ̃(k) :=
Ik∑
i=1

c
(k)
i λ

(k)
i ⊗ δx(k)

i
, c

(k)
i := π̃

(
B(x(k)

i , r
(k)
i )
)
.
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Then

∥∥∥Λ̃(k)
∥∥∥ =

Ik∑
i=1

c
(k)
i

∥∥∥λ(k)
i

∥∥∥ ≤ Ik∑
i=1

π̃
(
B(x(k)

i , r
(k)
i )
)
≤ π̃(Ω) =

∥∥∥Λ̃
∥∥∥ .

For ψ ∈ C(S) and θ ∈W 1,∞
0 (Ω) with Lipschitz constant Lip(θ) one has∣∣∣〈Λ̃(k) − Λ̃, θ ⊗ ψ〉

∣∣∣
=

∣∣∣∣∣
∫

Ω
〈λ̃x, ψ〉θ(x) dπ̃(x)−

Ik∑
i=1

c
(k)
i 〈λ

(k)
i , ψ〉θ(x(k)

i )

∣∣∣∣∣
≤
∣∣∣∣∣
Ik∑
i=1

∫
B(x(k)

i ,r
(k)
i )
〈λ̃x, ψ〉θ(x) dπ̃(x)−

Ik∑
i=1

∫
B(x(k)

i ,r
(k)
i )
〈λ̃x, ψ〉 dπ̃(x)θ(x(k)

i )

∣∣∣∣∣
+
∫

Ω\∪B(x(k)
i ,r

(k)
i )

∣∣∣〈λ̃x, ψ〉∣∣∣ |θ(x)| dπ̃(x)

≤ 1
k

Lip(θ)
∫

Ω

∣∣∣〈λ̃x, ψ〉∣∣∣ dπ̃(x) + ‖ψ‖L∞(S) ‖θ‖L∞(Ω) π̃
(

Ω \ ∪B(x(k)
i , r

(k)
i )
)
,

and this expression tends to zero as k → ∞. We have used (6.6). The assertion
follows since test functions of the above type are dense and {‖Λ̃(k)‖} is bounded.
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Abstract. It is known that existence of a formal power series solution ŷ(x) to a system of
nonlinear ordinary differential equations (ODEs) with analytic or infinitely smooth coefficients at
an irregular singular point implies the existence of an actual solution y(x), which possesses the
asymptotic expansion ŷ(x). In the present paper we extend this result for systems with finitely
smooth coefficients. In this case one cannot speak about a formal power series solution ŷ(x); it
has therefore to be replaced by the requirement of existence of an “approximate” solution y0(x).
The existence of a corresponding actual solution is a subject of certain conditions that link the
smoothness of the system, the “accuracy” of the approximation y0(x), and the “degeneracy” of
the system, linearized with respect to y0(x). As applications, problems of reduction of linear time
dependent systems of ODEs into diagonal and triangular forms, as well as some other problems, are
considered. In particular, the well-known theorem on integration of linear systems with irregular
singularities is extended from analytical to finitely smooth systems. In one of the simplest cases, our
result is simultaneously a consequence of the classical Levinson theorem.

Key words. irregular singularities, finitely smooth nonlinear equations, approximate solutions,
diagonalization, triangularization
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Introduction. In the present paper we study the existence of an actual solution
to the nonlinear system of differential equations (or the vector equation)

(0.1) Ny ≡ x1−ry′(x)− f(x, y) = 0,

where r ∈ N and x ≥ x0 for some x0 ≥ 0. We assume that the entries of the
n-dimensional vector-valued function f(x, y) belong to the space

C[x0,∞)× C2(Bζ)

and that f(x, y) and its derivatives are bounded on [x0,∞). Here Bζ denotes the open
ball of the radius ζ in the Euclidean norm in Cn, centered at the origin.

Similar to the analytic case, we call x = +∞ an irregular singular point of (0.1)
and the number r—the Poincaré rank of (0.1) at x = +∞.

The classical result in the analytic case, i.e., when f(x, y) is analytic at (∞, 0) ∈
C̄× Cn, states that the existence of a formal power series solution

(0.2) ŷ(x) =
∞∑
k=1

ykx
−k

implies the existence of an analytic solution y(x) such that

(0.3) y(x) ∼ ŷ(x), x→∞, x ∈ S,
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where S is some sector of the complex x-plane containing the positive real semiaxis
(see, for example, [Hu], [Wa], [RS], [T2]). This result was extended to the C∞-
equations in [Ku]: suppose

(0.4) f(x, y) =
∞∑
|α|=1

fα(x)yα,

where α is a multi-index, |α| denotes the length of α, all vector-valued functions fα(x)
are infinitely smooth on [x0,∞) (with some positive x0) and admit formal power series
asymptotic expansions as x → +∞, and the series (0.4) is uniformly convergent for
x ∈ [x0,∞), ‖y‖ < ζ. Then the existence of the formal solution (0.2) implies the
existence of a C∞ solution y(x) such that y(x) satisfies (0.3), where the sector S
shrinks to the positive real semiaxis. Naturally, these results are true if (0.2) is a
series in fractional powers of x−1.

We would like to mention here several observations that initiated our research.
The first one is that the requirement of existence of a formal solution (0.2) is too
strong. In fact, it suffices to show the existence of an approximate solution

(0.5) yN (x) =
N∑
k=1

ykx
−k

such that

(0.6) NyN = o(x−N ), x→∞,

provided that N is large enough. The estimate on such N can be found in [T2].
Second, the existence of a formal solution (0.2), as shown by the following ele-

mentary example, is a luxury that sometimes cannot be afforded.
Example 0.1. Consider the Riccati equation

(0.7) y′(x) =
θ

x
+
u(x)
xβ

+ αy(x) + y2(x)

at the singular point x = ∞, where θ, α are complex constants and β > 0. If one
chooses u(x) to be lnx, sinx, or any other function that does not admit a power series
asymptotic expansion at x =∞, then (0.7) cannot have formal power series solutions
in x−1, and so we are beyond the range of validity of the above mentioned results
concerning the existence of an actual solution.

This example considerably restricts the range of validity of analytic methods,
because it is intuitively clear that for large β the asymptotic behavior of solutions of
(0.7) does not depend very much on whether u(x) = x (a formal power series solution
exists) or u(x) = x lnx (a formal power series solution does not exist).

Finally, it seems that a certain “gap” between the methods and results in the
analytic and “nonanalytic” (i.e., finitely smooth or even Lp) theories of singular dif-
ferential equations has become visible recently. This gap could be considered as a
gap between formal algebraic and complex-analytic techniques on one hand, and a
real-analysis technique on the other. (Compare, for example, the approach in [Wa]
versus that in [Es].)

The main objective of this paper is to extend the algebraic methods used in
the analytical and C∞ cases to the finitely smooth case, i.e., to the case when the
coefficients fα(x) in (0.4) are only finitely smooth. Note that in this situation a formal
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solution (0.2) to (0.1) cannot be defined. Therefore, the requirement of existence of
(0.2) has to be replaced by the existence of an approximate solution (see Definition
0.1 below).

If the equation (0.1) is “sufficiently” smooth and if it possesses a “sufficiently”
accurate approximate solution y0(x), then there exists an actual solution y(x) of (0.1)
that is “close” to y0(x). Theorem A below presents a rigorous formulation of this
statement. However, much sharper estimates of the required amount of smoothness
of (0.1) and amount of accuracy of y0(x) can be expressed in terms of “degeneracy” of
the equation (0.1), linearized with respect to y0(x) (Theorem B). Theorem B, applied
to Example 0.1, states that in the cases <α 6= 0, β ≥ 0 or <α = 0, β ≥ 2 the equation
(0.7) possesses a smooth solution y(x) such that limx→∞ y(x) = 0 for any θ ∈ C and
any smooth function u(x) that is bounded at infinity.

In sections 1–3 the proof of Theorem B is given. It is also shown that Theorem
A is a simple consequence of Theorem B. In section 4 these theorems are applied
to problems of triangularization and of diagonalization of the n × n matrix linear
differential equation

(0.8) DAY ≡ x1−rY ′(x)−A(x)Y (x) = 0.

The “amount” of smoothness of A(x), which allows triangularization and diagonal-
ization (under the additional assumption that A(∞) has n distinct eigenvalues) (0.8),
has been estimated in Theorem 4.2 and Corollary 4.2, respectively. Theorems 4.1 and
4.3 contain corresponding statements for block triangularization and block diagonal-
ization. Based on the triangularization theorem (Theorem 4.2), the classical theorem
on asymptotic solution of a system of linear ODEs with irregular singularity (see, for
example, [Wa, Theorem 19.1]) is extended (Corollary 4.1) to finitely smooth systems.
One of the possible applications of the obtained results in the oscillation theory is
discussed in Example 4.1.

DEFINITION 0.1. For a given m ∈ R a function y0(x) is called an m-approximate
solution of (0.1) if y0 ∈ C1[x0,∞) and if there exists some δ > 0 such that

(0.9) Ny0 = O(x−m−δ) as x→∞.

DEFINITION 0.2. For a given k ∈ R we say that a matrix-valued function F (x) ∈
Rk if F (x) is continuous on [x0,∞) and if there exists some δ > 0 such that

(0.10) F (x) = A(x) +O(x−k−δ), x→∞,

where A(x) is a polynomial in 1
x .

We say that F (x) is a Ck+1 matrix-valued function on [x0,∞] if Ψ(ξ) = F ( 1
ξ ),

where ξ = 1
x , is a Ck+1[0, x−1

0 ] matrix-valued function. Then, according to the Taylor
theorem,

Ψ(ξ) =
k∑
j=0

Ψjξ
j +O(ξk+1), ξ → +0,

so F (x) ∈ Rk. Thus, the requirement F (x) ∈ Rk is a requirement on smoothness of
F (x) at x =∞.

THEOREM A. Suppose there exists an m-approximate solution y0(x) of (0.1)
such that y0(∞) = 0 and that F (x) = ∂f

∂y (x, y0(x)) ∈ Rk for some k ∈ N. Then the
conditions

(0.11) m ≥ 2nr, k ≥ nr
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imply the existence of an actual solution y(x) ∈ C1[x̃,∞] for some x̃ ≥ x0, where

(0.12) y(x)− y0(x) = o(x−m+nr), x→∞.

Remark 0.1. Theorem A is also valid in the case when F (x) can be represented
as a polynomial in fractional powers of 1

x plus a term of the order O(x−k−δ).
Remark 0.2. Conditions (0.11) in Theorem A guarantee the existence of an ac-

tual solution to (0.1) without any restriction on the Jacobian F (x). However, these
conditions can be weakened significantly if we make some assumptions about the Ja-
cobian. For example, if all the eigenvalues of F (∞) have nonzero real parts, then the
conditions (0.11) can be replaced by m ≥ 0, k ≥ 0.

In what follows we introduce the notion of the rank of degeneracy ν(A) of the
linear singular differential operator DA defined by (0.8), where r ∈ N and A(x) is an
analytic matrix-valued function at x =∞, and prove the following theorem.

THEOREM B. Conditions (0.11) in Theorem A can be replaced by

(0.13) m ≥ 2ν(A), k ≥ ν(A),

where the polynomial A(x) (in 1
x ) is defined by F (x) according to (0.10). Correspond-

ingly, (0.12) becomes

(0.14) y(x)− y0(x) = o(x−m+ν(A)), x→∞.

This theorem ties ν(A) with the values of m and k. Roughly speaking, it ties the
degeneracy of the Jacobian of (0.1) with the “order” of approximation of y0(x) and
with the amount of smoothness of the Jacobian F (x) at x = ∞ in such a way that
the existence of an actual solution y(x), which is “close” to y0(x), is ensured. The
rank of degeneracy for analytic equations was defined in [T2]. In section 1 we adjust
this definition for equations of a real variable. It will follow immediately from this
definition that Theorem A, as well as Remark 0.2, are particular cases of Theorem B.
The latter case, in fact, coincides with Theorem 33.1 in [Wa].

Remark 0.3. In the case of equation (0.7) the rank of degeneracy ν(A) =
0 if <α 6= 0 and ν(A) = 1 if <α = 0. Correspondingly, we have to require m = 0
and m = 2. In the first case y0 ≡ 0 is a 0-approximate solution provided β > 0 and
u(x) is bounded on [x0,∞). In the second case the required 2-approximate solution is

y0(x) = − θ
αx+ θ

x2α2 (1− θ
α ) if α 6= 0 and y0(x) = i

√
θ
x−

1
4x−

3i
32
√
θx3/2 if α = 0, provided

β > 2 and u(x) is bounded on [x0,∞). It is easy to check that F (x) ≡ α+ 2y0(x), so
the requirement on the Jacobian is satisfied in both cases.

Remark 0.4. The Riccati equation (0.7) appears in many applied problems, for
example, in traveling wave solutions to the Burgers equation. The fundamental role of
the latter equation in nonlinear wave phenomena is well recognized in the literature
(see, for example, [Wh]). It may appear, though, that the Burgers equation is of
limited value for modelling turbulence, since it is an integrable equation. One of the
ways to introduce some chaos in the model is to consider a driven equation. That
was done, for example, in [MK] to study shock-trains in the Burgers model (see
also references there). Assuming that the driving term is time independent in some
reference frame, after one integration we get the Riccati equation y′(x) = y2(x) +
αy(x) + h(x) for a traveling wave solution. Here h(x) and α are determined by the
driving term and speed of the wave, respectively. Assuming further that h(x) is in the
same form as in (0.7), we get conditions guaranteeing existence of a traveling wave,
decaying at infinity, from Remark 0.3.
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A similar question can be considered for driven nonlinear oscillators: under what
conditions on the external force g(x) is the oscillator

(0.15) y′′ + y = f(y) + g(x)

asymptotically stable at the origin? Here f(y) contains only quadratic or higher
order terms. It is easy to show that even in the linear case the decaying forcing
g(x) = O(x−1) does not guarantee stability. Indeed, the general solution of (0.15)
with f(y) ≡ 0, g(x) = cos x

x ,

y(x) = c1 cosx+ c2 sinx+
1
2

sinx lnx+
1
2

∫ x

∞

sin(x− 2t)
t

dt,

is not bounded as x→∞ for any c1, c2. On the other hand, Theorem B guarantees the
existence of a decaying solution if, for example, y0 ≡ 0 is a 2-approximate solution
to (0.15), that is, if g(x) = O(x−2−δ) with any δ > 0. Indeed, as it follows from
Definition 1.1, section 1, in the case of equation (0.15) ν(A) = ρ(A) = 1, so m ≥ 2 in
Theorem B.

The proof of Theorem B is divided into
(1) preliminary normalization of the equation (0.1);
(2) contractibility of the corresponding integral operator;
(3) existence of y(x) by the fixed point method.

1. Preliminary normalization.

1.1. Equation for the remainder term. Let y0(x) be an m-approximate so-
lution of (0.1) with a corresponding δ > 0 satisfying (0.9). Without loss of gener-
ality we assume that F (x) satisfies (0.10) with the same δ. Then the substitution
y(x) = y0(x) + z(x) yields the equation

(1.1) x1−rz′(x) = a(x) + F (x)z + h(x, z)

for the remainder z(x), where

(1.2) a(x) = f(x, y0)− x1−ry′0(x) = O(x−m−δ), x→∞;

(1.3) F (x) =
∂f

∂y
(x, y0) =

k∑
j=0

Ajx
−j +O(x−k−δ), x→∞

(this follows from (0.10));

(1.4) h(x, z) = f(x, y0 + z)− f(x, y0)− ∂f

∂y
(x, y0)z.

Note that there exists some x1 ≥ x0 such that

(1.5) ‖h(x, z)‖ = O(‖z‖)2 as z → 0

uniformly for x ≥ x1. Indeed, y0(∞) = 0 implies the existence of some x1 ≥ x0 such
that ‖y0(x)‖ < ζ if x ≥ x1. Then (1.5) follows from the assumptions on f(x, y) in
(0.1).
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1.2. Triangularization of linear differential operators. The problem of
triangularization of holomorphic and continuous matrix-valued functions by means
of similarity transformations was studied in [Br], [Lv], [Fr], [GH], [KT], [T1], and
others. In the latter two papers it was shown how the triangularization of a matrix-
valued function A(x), analytic at x = ∞, can be extended to singular differential
operators (0.8). We need the following statement.

THEOREM 1.1 (see [T1]). Let the matrix-valued function A(x) in (0.8) be analytic
at x =∞. Then there exists a number p ∈ N and a formal matrix series

(1.6) T (x) = T0 + T1x
−1/p + T2x

−2/p + · · ·

(where Tj are matrices of complex numbers and T0 is an invertible matrix) such that
the transformation Y (x) = T (x)Z(x) reduces the differential operator

(1.7) DAY = x1−r dY (x)
dx

−A(x)Y (x)

into a triangular form (T -form)

(1.8) DBZ = x1−r dZ(x)
dx

−B(x)Z(x),

where B(x) is an upper-triangular formal matrix series in x−
1
p . Moreover, the matrix

diagB(x) of diagonal entries of B(x) is a polynomial in x−1/p of order not larger than
pr. This matrix is invariant modulo O(x−r) over all the T -forms of (0.8).

Remark 1.1. Matrix B(x) in (1.8) can be taken to be lower triangular as well.
Remark 1.2. The series (1.6) with an invertible matrix T0 will be called a formal

matrix series, holomorphic in x−1/p. The series

V (x) =
∞∑
ν=β

Vνx
−ν
p ,

where Vν are matrices of complex numbers, β ∈ Z, and detV (x) 6≡ 0, will be called a
formal matrix series, meromorphic in x−1/p.

Proof. The proof is based on two facts:
(a) There exists a formal matrix series V (x), meromorphic in x−1/p, that reduces

(0.8) to its Jordan form DJ , where

(1.9) J(x) =



λ1(x) δ1 0 · · · 0
0 λ2(x) δ2 · · · 0
...

. . . . . . . . .
...

0 · · · 0 λn−1(x) δn−1

0 · · · · · · 0 λn(x)

 .

Here λj(x) are polynomials in x−1/p of order not larger than pr and the numbers δj
are either 0 or 1 (the latter is possible only when λj(x) ≡ λj+1(x)). The polynomials
λj(x) are defined uniquely modulo O(x−r). The proof of this well-known statement
can be found, in fact, in [Wa, section 19.5] (see also [BJL], [KT], [T1]);

(b) Given V (x), a formal matrix series meromorphic in x−1/p, it is well known
that there exists a unique factorization

V (x) = T (x)P (x)(x1/p)K ,
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where T (x) is a formal matrix series holomorphic in x−1/p, P (x) is an upper-triangular
matrix polynomial in x1/p, P (0) = diagP (x) = I, and K is a diagonal matrix of
integer numbers. This factorization was known to G. Birkhoff and could be found,
for example, in [BJL].

According to (a), the transformation Y (x) = V (x)Z(x) reduces (1.6) to its Jordan
form DJ , where J is given by (1.9). Then

(1.10) J(x) = V −1(x)A(x)V (x)− x1−rV −1(x)V ′(x).

At the same time, according to (b),

(1.11) V (x) = T (x)U(x),

where U(x) = P (x)(x1/p)K is an upper-triangular matrix. It follows now from (1.10)–
(1.11) that

(1.12) U(x)J(x)U−1(x)+x1−rU ′(x)U−1(x) = T−1(x)A(x)T (x)−x1−rT−1(x)T ′(x).

So, the transformation Y (x) = T (x)Z(x), applied to (1.7), yields (1.8) with

B(x) = U(x)J(x)U−1(x) + x1−rU ′(x)U−1(x).

Now one can easily verify that the matrix B(x) satisfies all the assertions of the
theorem.

COROLLARY 1.1. For any N ∈ N the transformation Y (x) = TN (x)Z(x), where

(1.13) TN (x) = T0 + T1x
−1/p + · · ·+ TNpx

−N

is the truncated series (1.6), reduces the operator DA to its N -approximate triangular
form DBN (TN -form), where the matrix-valued function BN (x) is holomorphic in
x−1/p and the first Np Taylor coefficients of BN (x) (in x−1/p) are upper-triangular
matrices.

Proof. The fact that the formal transformation T (x) reduces DA to its triangular
form DB can be represented as an infinite series of equations on the corresponding
coefficients An, Bn, and Tn. Then the corollary follows from the fact that the first
Np equations are satisfied by the coefficients of TN (x).

1.3. Rank of degeneracy of DA and R̃-diagonal forms. Given a T -form
(1.8) of the operator DA, let us define the matrix

(1.14) Λ̃(x) = diag(λ1(x), . . . , λn(x)),

where xrλj(x) consists of several consequent leading terms of the jth diagonal polyno-
mial of xrB(x) (it is a polynomial in x1/p of order not greater than pr) defined as the
following: the smallest term λjx

r+ρj of xrλj(x) satisfies either <λj 6= 0 or ρj = −r;
the coefficients of all the other terms of xrλj(x) are purely imaginary numbers. Ac-
cording to Theorem 1.1, the numbers ρj do not depend on a particular T -form DB .
Let us denote ρ(A) = −min1≤j≤n ρj and

R̃ = diag(ρ1, . . . , ρn).

Our aim is to reduce DB into DÂ with

(1.15) Â(x) = xR̃(Λ(x) + B̃(x)),
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where B̃(x) = o(1), x → ∞, and xR̃Λ(x) = Λ̃(x) modulo O(x−r). This can be
achieved by the transformation Z(x) = S(x)Z̃(x), where

(1.16) S(x) = diag(x−m1 , x−m2−ε, . . . , x−mn−(n−1)ε).

This transformation is called a shearing transformation (see [Wa]) and S(x) is called
a shearing matrix. (For some historical remarks about shearing transformations see
[Va]). The rational numbers mn ≥ mn−1 ≥ · · · ≥ m1 = 0 and the small positive
number ε are to be specified below.

The action of the transformation (1.16) on the entries of B(x) can be roughly
described as follows: it multiplies the (i, j)th entry Bi,j(x) of B(x) by xmi−mj+(i−j)ε.
So, while the diagonal entries remain invariant modulo O(x−r), the degree of each of
the upper-triangular entries decreases and the degree of each of the lower-triangular
entries increases.

Here and henceforth the degree of a scalar or a matrix series a(x) in negative
powers of the variable x means the exponent of the highest power of x occurring in
the series; it is denoted by deg a(x); we set deg a(x) = −∞ if a(x) ≡ 0. It follows from
(1.16) that deg S−1(x) = mn + (n − 1)ε. One can check that the minimal numbers
mj that satisfy (1.15) are recurrently defined by

(1.17) mk = max{mk−1,degB1,k − ρ1 +m1, . . . ,degBk−1,k − ρk−1 +mk−1},

where k = 2, . . . , n. It can be verified directly that

(1.18) deg B̃(x) ≤ −ε and mk ≤ (k − 1)ρ(A).

DEFINITION 1.1. The rank of degeneracy ν(A) of the differential operator DA is
the minimum of

(1.19) ν = ρ(A) + deg S−1(x)

over all T -forms of DA, where ε is put to be zero.
The definition of ν(A) depends on R̃, that is, on the manner to choose ρj . The

choice of ρj could be different if, for example, we consider x varying along the negative
real semiaxis. In order to avoid confusion, ν(A) is called the R̃-rank of degeneracy and
is denoted sometimes by ν(A, R̃). In what follows we assume that (1.16) minimizes
(1.19).

DEFINITION 1.2. The operator DÂ, where Â is given by (1.15), is called the
R̃-diagonal form of DA, and the matrix (1.16) is called its reducing shearing matrix.

The fact that ν(A) = 0 if all the eigenvalues of A(∞) have nonzero real parts
follows immediately. The estimate

(1.20) ν(A) ≤ nρ(A)

is a direct consequence of (1.18). So ν(A) ≤ nr. Thus Theorem B implies the
statement of Remark 0.2 and Theorem A.

1.4. The prenormalized equation. Let A(x) be a polynomial part of the
Jacobian F (x) defined by (1.3), let Tk(x) be a polynomial in x−1/p reducing DA to
its Tk-form (1.8), and let the shearing matrix S(x) be defined by (1.8) according to
(1.16)–(1.17). Then the transformation z(x) = S(x)Tk(x)u(x) reduces (1.1) to

(1.21) u′(x) = xr−1b̃(x) + xR̃+r−1[Λ(x) + B̃(x)]u(x) + xr−1F̃ (x)u+ xr−1g̃(x, u),
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where
(a) b̃(x) = T−1

k (x)S−1(x)a(x);
(b) R̃ is defined above. In the case ρ(A) < r we put Λ(x) = x−R̃Λ̃(x) as in (1.15).

In the opposite case we add (mj + (j − 1)ε) 1
x to the jth entry of the diagonal matrix

x−R̃Λ̃(x) for every j such that ρj = −r;
(c) F̃ (x) = T−1

k (x)S−1(x)[F (x)−A(x)]S(x)Tk(x);
(d) g̃(x, u) = T−1

k (x)S−1(x)h(x, S(x)Tk(x)u(x)).
Let R denote R̃+(r−1)In, where In denotes the n×n identity matrix. Rewriting

(1.21) as

(1.22) u′ = xR(b(x) + [Λ(x) +G(x)]u+ g(x, u))

and using deg x−R̃S−1(x) = ν(A) + (n− 1)ε, we obtain the following:
(a)

(1.23) b(x) = x−R̃b̃(x) = O(x−m−δ+ν(A)+(n−1)ε), x→∞;

according to (1.2) and (1.21)(a),
(b) G(x) = B̃(x) + x−R̃F̃ (x). As it follows from (1.3) and (1.21)(c),

(1.24) x−R̃F̃ (x) = O(x−k−δ+ν(A)+(n−1)ε), x→∞.

The choice ε < δ
n together with (0.13) and (1.18) implies x−R̃F̃ (x) = O(x−ε), x→

∞, and

(1.25) G(x) = O(x−ε), x→∞;

(c) g(x, u) = x−R̃g̃(x, u), so

∂g

∂u
(x, u) = xr−1S−1(x)T−1

k−1(x)
∂h

∂z

(
x, Tk−1(x)S(x)u

)
Tk−1(x)S(x).

According to (1.4),

∂h

∂z
(x, z) =

∂f

∂y
(x, y0 + z)− ∂f

∂y
(x, y0).

Thus, similar to (1.5), we get ‖∂h∂z (x, z)‖ = O(‖z‖), z → 0, uniformly in x ≥ x1.
Then, there exist constants ĝ > 0 and ρ > 0 such that

(1.26)
∥∥∥∥∂g∂u (x, u)

∥∥∥∥ ≤ xν(A)+(n−1)εĝ‖u‖

for all x ≥ x1 and ‖z‖ < ρ.
The equation (1.22) is called the prenormalized form of (0.1) with respect to the

approximate solution y0(x).
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2. Contractiveness of integral operators.

2.1. Integral equation. Consider the equation (1.22) as a perturbation of the
linear equation

(2.1) U ′(x) = xRΛ(x)U(x).

This equation has the fundamental matrix solution

(2.2) U(x) = eQ(x),

where Q′(x) = xRΛ(x). The entries qj(x) of the diagonal matrix Q(x) can be repre-
sented as

(2.3) qj(x) = q̃j(x) + cj lnx,

where cj is a complex constant and q̃j(x) is a polynomial in x1/p of order not more
than pr and q̃j(0) = 0. Note that according to the construction of Λ(x), in the case
ρj > −r all but one coefficient of q̃j(x) are purely imaginary and cj = 0, while in the
case ρj = −r all these coefficients are purely imaginary.

The equation (1.22) can be converted into the integral equation

(2.4) u(x) = eQ(x)
[
C +

∫ x

e−Q(t)tR(b(t) +G(t)u+ g(t, u))dt
]
,

where C ∈ Cn is an arbitrary constant vector. We have a freedom to choose a lower
limit of integration for each entry of the vector integrand in (2.4) independently on
that of other entries.

2.2. The integral operator IQ. Let Φγ , γ ∈ R, denote the linear space of
n-dimensional vector-valued functions v(x) ∈ C[x0,∞), which are majorized by

(2.5) ‖v(x)‖ ≤Mx−γ , x ∈ [x0,∞),

where the constant M depends on v(x).
The lower limits of integration s = {s1, . . . , sn} of the integral operator

(2.6) IQv = eQ(x)
∫ x

s

e−Q(t)tRv(t)dt,

which acts on Φγ , are defined by γ and by the matrix Q(x) as follows:
(a) If <[q̃j(x)]→ +∞ as x→∞, then sj =∞;
(b) If <[q̃j(x)]→ −∞ as x→ +∞, then sj = x0;
(c) If <[q̃j(x)] ≡ 0, then sj = x0 if −γ − <cj > 0 or sj = +∞ if −γ − <cj < 0.

We can always assume that

(2.7) −γ −<cj 6= 0

by making a small variation of γ, if necessary.
THEOREM 2.1. For a given diagonal matrix Q(x) with entries (2.3) and a given

γ ∈ R satisfying (2.7) there exists a constant K > 0 such that for any v(x) ∈ Φγ and
satisfying (2.5),

‖IQv‖ ≤ KMx−γ , x ∈ [x0,∞).
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Proof. Since Q(x) is a diagonal matrix, it is sufficient to consider the scalar case
n = 1. So, let Q(x) = q(x) + c lnx, where q(x) is a polynomial in x1/p.

(a, b) Suppose <q(x) 6≡ 0, so either case (a) or (b) in the definition of lower limit
s holds. Then we need to estimate the integral

(2.8) eq(x)xc
∫ x

s

e−q(t)tr̄−1t−ct−γdt,

where λxr̄ is the only term in q(x) with nonzero real part. Since all other terms of
q(x) have purely imaginary coefficients, we can disregard them while estimating (2.8)
for real positive x. Then (2.8) becomes

(2.9) xc
∫ x

s

eα(xr̄−tr̄)tr̄−1t−c−γdt.

The assertion of the theorem for such integrals is well known (see, for example,
[Wa, section 14]; the desired estimate for integrals (2.9) was derived in the course of
estimating the integral (14.25) in Lemma 14.2 there).

(c) If <q(x) ≡ 0 then |eq(x)| ≡ 1, so

|IQv| =
∣∣∣∣xc ∫ x

s

t−c−1v(t)dt
∣∣∣∣ ≤Mx<c

∣∣∣∣∫ x

s

t−<c−1−γdt

∣∣∣∣ .
Suppose −γ −<c < 0. Then s =∞ and

|IQv| ≤
M

|γ + <c|x
−γ .

Suppose −γ −<c > 0. Then s = x0 and

|IQv| ≤Mx<c
t−γ−<c

−γ −<c

∣∣∣∣x
x0

≤ 2M
|γ + <c|x

−γ ,

since (x0
x )−γ−<c < 1. The statement of the theorem in this case follows from the

estimate of |IQv|.

3. Fixed point method.

3.1. Convergence of iterations. The integral equation (2.4) can now be put
in the operator form

(3.1) u(x) = eQ(x)C + IQ[b(x) +G(x)u(x) + g(x, u(x))],

where C is an arbitrary constant vector. We assume C = 0 and define the iterations
by u0 ≡ 0,

(3.2) uj+1(x) = IQ[b(x) +G(x)uj(x) + g(x, uj(x))],

where j = 0, 1, 2, . . . .
Let us denote ∆uj(x) = uj(x)− uj−1(x) and

(3.3) γ = m− ν(A) + δ − (n− 1)ε.
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LEMMA 3.1. Under the conditions (0.13) there exist some x̃ ≥ x1 and M > 0
such that for every x ∈ [x̃,∞) the series

u(x) =
∞∑
j=1

∆uj(x)

converges absolutely and uniformly and

(3.4) ‖u(x)‖ ≤Mx−γ .

Proof. 1. Introduction. The asymptotics (1.23), (1.25) can be converted into the
inequalities

(3.5) ‖b(x)‖ ≤ 1
2
b̂x−γ

and

(3.6) ‖G(x)‖ ≤ Ĝx−ε

for the appropriate constants b̂, Ĝ > 0, and x ≥ x1. Decreasing slightly, if necessary,
the constant δ defined by (1.2)–(1.3), we can apply Theorem 2.1, with Q defined as
in (3.1) and γ defined by (3.3), to estimate u1 = IQb. Then

(3.7) ‖u1(x)‖ < 1
2
Kb̂x−γ

for x ∈ [x1,∞).
Let us assume

(3.8) ‖∆ul(x)‖ ≤ Kb̂x−γ

2l
, x ∈ [x̃0,∞),

for l = 1, . . . , j and prove (3.8) for l = j + 1. Then the statement of Lemma 3.1,
where M = Kb̂, will follow from (3.8) by induction.

According to (3.2)

(3.9) ∆uj+1(x) = IQG(x)∆uj(x) + IQ∆g(x, uj(x)),

where ∆g(x, uj(x)) = g(x, uj(x))− g(x, uj−1(x)).
2. Estimate of the linear term in (3.9). The constant K, defined in Theorem 2.1,

depends on Q and Φγ . Without loss of generality we may assume that K is the same
for Φγ and Φγ+ε. Let x̃ ≥ (4ĜK)1/ε. Then, taking into account (3.5), (3.7), (3.8),
and Theorem 2.1,

(3.10) ‖IQG(x)∆uj(x)‖ ≤ Kb̂

2j
Ĝ‖IQx−γ−ε‖ ≤

Kb̂Ĝ

2j
Kx−γ−ε ≤ 1

2
Kb̂

2j+1x
−γ .

3. Estimate of the nonlinear term in (3.9). We use the well-known formula

(3.11) g(y2)− g(y1) =
∫ 1

0

∂g

∂y
(x, sy2 + (1− s)y1)ds · (y2 − y1)

to estimate the nonlinear term in (3.9). According to (3.11) we get

(3.12) ‖∆g(x, uj(x))‖ ≤
∥∥∥∥∫ 1

0

∂g

∂y
(x, suj + (1− s)uj−1)ds

∥∥∥∥ ‖∆uj‖.
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Without loss of generality we may assume that x̃ is so large that Kb̂|x̃|−γ < ρ,
where ρ was defined in (1.26). Then

(3.13) ‖suj(x) + (1− s)uj−1(x)‖ ≤ Kb̂x−γ < ρ

for x ∈ [x̃,∞). So, according to (1.26),

(3.14)
∥∥∥∥∂g∂u (x, suj(x) + (1− s)uj−1(x))

∥∥∥∥ ≤ ĝxν(A)+(n−1)εKb̂x−γ .

In order to estimate the right-hand side of (3.14) by ĝKb̂x−ε we need

(3.15) −m− δ + 2ν(A) + 2(n− 1)ε ≤ −ε.

Due to (0.13), this inequality is satisfied if ε < δ
(2n−1) . Then (3.14) yields

‖∆g(x, uj(x))‖ ≤ ĝKb̂x−ε‖∆uj‖.

Now one can repeat the arguments of (3.10) in order to get

‖IQ∆g(x, uj)‖ ≤
1
2
Kb̂

2j+1x
−γ .

This proves (3.8) for l = j + 1.

3.2. Theorem B. The solution y(x) to the equation (0.1) can now be repre-
sented as

(3.16) y(x) = y0(x) + Tk(x)S(x)u(x),

where u(x) is a solution of the differential equation (1.22) (or of the equivalent equa-
tion (3.1)). The asymptotics (0.14) follow from (3.4). The proof of Theorem B is
completed.

Remark 3.1. Suppose the diagonal matrix eQ(x) contains l ≤ n entries that
decrease exponentially as x → ∞. Then the arguments of Lemma 3.1 will keep
valid for an arbitrary constant vector C in (3.1) chosen from the corresponding l-
dimensional subspace of Cn. In this case Theorem B asserts the existence of an
l-parameter family of solutions to (0.1).

Remark 3.2. In the case when the equation (0.1) is a linear nonhomogeneous
equation, conditions m ≥ 2nr and m ≥ 2ν(A) in Theorems A and B can be replaced
by m ≥ nr and by m ≥ ν(A), respectively. Indeed, in this case there is no need to
estimate the nonlinear term in (3.9), so inequality (3.15) for m can be replaced by
the requirement that γ in (3.3) is nonnegative.

4. Simplification of finitely smooth linear systems.

4.1. Block-diagonalization. Setting of the problem. Consider an n × n
matrix differential equation

(4.1) x1−rY ′(x) = A(x)Y (x),

where r ∈ N and the n × n matrix-valued function A(x) ∈ Rk for some k ∈ N and
x0 ∈ R.
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Suppose that the spectrum of A(∞) consists of two nonempty disjoint sets σ1 and
σ2; we can therefore assume A(∞) to be a block-diagonal matrix

(4.2) A(∞) = diag(A1
0, A

2
0), where σ1 ∩ σ2 = ∅.

Let l > 0 denote the dimension of the square matrix A1
0. Then the natural ques-

tion is whether the equation (4.1) can be completely decoupled into two equations
of dimensions l and n− l. These problems are known as block-diagonalization prob-
lems for matrix linear differential equations. Problems of block-diagonalization and of
block-triangularization for finitely smooth equations are discussed below. Recurrent
applications of block simplification transformations can lead eventually to full diag-
onalization or full triangularization of a system. These problems are also considered
below.

4.2. Reduction to nonlinear equation. Let us look for a linear transforma-
tion

(4.3) Y (x) = P (x)Z(x)

that reduces (4.1) to the desired block-diagonal system

(4.4) x1−rZ ′(x) = B(x)Z(x).

Here

(4.5) B(x) = diag(B11(x), B22(x))

and B11(∞) = A1
0, B

22(∞) = A2
0.

One can immediately check that the transformation (4.3) reduces (4.1) to (4.4)
iff

(4.6) x1−rP ′(x) = A(x)P (x)− P (x)B(x).

According to (4.2), we represent

A(x) =
(
A11(x) A12(x)
A21(x) A22(x)

)
,

where A11(∞) = A1
0, A22(∞) = A2

0, A
12(∞) = 0, A21(∞) = 0. If we are looking for

P (x) in the form

(4.7) P (x) =
(

Il P 12(x)
P 21(x) In−l

)
,

then the substitution of (4.7) into (4.6) together with (4.5) yields

(4.8)



0 = A12(x)P 21(x) +A11(x)−B11(x),

x1−r dP
12(x)
dx

= A11(x)P 12(x)− P 12(x)B22(x) +A12(x),

x1−r dP
21(x)
dx

= A22(x)P 21(x)− P 21(x)B11(x) +A21(x),

0 = A21(x)P 12(x) +A22(x)−B22(x)


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(see, for instance, [Wa, section 12]). This system can be split into two decoupled
nonlinear equations

(4.9) x1−r dP
12(x)
dx

= A12(x)+A11(x)P 12(x)−P 12(x)A22(x)−P 12(x)A21(x)P 12(x)

and into a similar equation for P 21.
We say that the transformation (4.3) block-triangularizes (4.1) if instead of a

block-diagonal matrix B(x) in (4.4) we get a block-triangular matrix, say,

(4.10) B(x) =
(
B11(x) 0
B21(x) B22(x)

)
.

One can check directly that the transformation

(4.11) P (x) =
(
Il P 12(x)
0 In−l

)
reduces (4.1) to (4.4), (4.10) if P 12(x) satisfies (4.9).

4.3. Finitely smooth block-triangularization. Let us first consider problems
of block-triangularization. As we will see, we can carry out the block-triangularization
of equation (4.1) regardless of the condition (4.2), so this condition will be abolished
in this section.

In what follows we suppose that, according to Corollary 1.1, the equation (4.1)
is reduced to its k-approximate triangular form. Taking into account Remark 1.1, we
get

(4.12) A12(x) = O(x−k−δ), x→∞,

for some δ > 0, and, consequently, that P 12
0 (x) ≡ 0 is a k-approximate solution of

(4.9). The fact that ∂f
∂y (x, 0) ∈ Rk for (4.9) can be checked directly. Then Theorem

A, applied to (4.9), yields the following statement.
Statement 4.1. If the coefficient A(x) of (4.1) belongs to Rk with

(4.13) k ≥ 2(n− l)lr,

then there exists a transformation (4.3), (4.11), where P 12(x) = o(x−k+(n−l)lr), that
reduces (4.1) to (4.4), (4.10). In the other words, the transformation (4.3), (4.11)
block-triangularizes (4.1).

For a given equation (4.1) the requirement (4.13) is very crude. The more re-
fined statement of Theorem B estimates k via the rank of degeneracy ν(A11, A22) of
the linear operator TrAX = A11(x)X − XA22(x). However, instead of computing
ν(A11, A22) directly, we prefer to improve the estimate (4.13) by studying equation
(4.9) in the integral form and applying to it the same arguments as in the proof of
Theorem B.

Let us denote A(x) = Ã(x) + G̃(x), where Ã(x) is a polynomial in x−1/p of order
not greater than pk and G̃(x) = O(x−k−δ). We call Ã(x) and G̃(x) polynomial and
small parts of A(x), respectively. According to Theorem 1.1, the diagonal entries
λi(x) of Ã(x) are polynomials in x−1/p of order not greater than pr. Let

(4.14) λij(x) = λi(x)− λj(x), 1 ≤ i ≤ l, l + 1 ≤ j ≤ n.
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For polynomials λij(x) we define the numbers ρij in the same manner as the
numbers ρj were defined for polynomials (1.14): ρij is either the order of the maximal
term of λij(x) with a nonpurely imaginary coefficient or ρij = −r if such a term fails
to exist. For i = 1, . . . , l and j = l + 1, . . . , n we denote

(4.15)

ρi = min
l+1≤j≤n

ρij , ρj = min
1≤i≤l

ρij , R̃1 = diag(ρ1, . . . , ρl), R̃2 = diag(ρl+1, . . . , ρn)

and

(4.16) ρ(A11, A22) = − min
1≤i≤l, l+1≤j≤n

ρij .

To study (4.9) we need to introduce differential operators

DT
AY = x1−r dY (x)

dx
+ Y (x)A(x)

that are adjoint to (1.7).
DEFINITION 4.1. The operator DT

ÂT
is called an R̃-diagonal form of DT

A if

ÂT = (Λ(x) + B̃(x))xR̃,

where Λ, B̃ are defined in the same way as in Definition 1.2. The corresponding
reducing shearing transformation is defined similarly.

Let

(4.17) Â1 = xR̃1(Λ1(x) + B̃1(x)) and ÂT2 = (Λ2(x) + B̃2(x))xR̃2

be R̃1-diagonal and R̃2-diagonal forms of the operators DA11 and DT
A22 , respectively.

Let also m1 = deg S−1
1 (x), m2 = deg S−1

2 (x), where S1 and S2 are the corresponding
shearing matrices with ε = 0.

We define

(4.18) ν = 2ρ(A11, A22) +m1 +m2.

Then, similar to (1.20), we get

(4.19) ν ≤ nρ(A11, A22).

THEOREM 4.1. The condition (4.13) in Statement 4.1 can be replaced by

(4.20) k ≥ ν.

Moreover,

(4.21) P 12(x) = o(x−k̃−ρ(A11,A22)), x→∞,

where k̃ = k − ν and

(4.22) B11(x), B22(x) ∈ Rk̃+ρ(A11,A22).
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Proof. The transformation P 12(x) = S1(x)U(x)S2(x) reduces (4.9) to

x1−rU ′(x) = S−1
1 A12S−1

2 + xR̃1 [Λ1 + B̃1]U − U [Λ2 + B̃2]xR̃2 − US2A
21S1U.

It can be rewritten as

(4.23)

U = eQ1

{∫ x

s

e−Q1 [tr−1S−1
1 A12S−1

2 +tR1B̃1U−UB̃2t
R2−tr−1US2A

21S1U ]eQ2dt

}
e−Q2 ,

where Q′1 = xR1Λ1, Q
′
2 = xR2Λ2, R1 = R̃1 + (r − 1)Il, and R2 = R̃2 + (r − 1)In−l.

This equation is an l× (n− l)-dimensional vector equation of the type (2.4). The set
of lower limits of integration s is chosen as in (2.6).

Remark 4.1. The statement of Theorem 2.1 is valid for both integral operators

I1V = eQ1

{∫ x

s

e−Q1tR1V eQ2dt

}
e−Q2 ,

I2V = eQ1

{∫ x

s

e−Q1V tR2eQ2dt

}
e−Q2 ,

where V (x) ∈ Φγ .
Let us rewrite (4.23) again as

(4.24) U = eQ1

{∫ x

s

e−Q1 [tR1(b+ B̃1U − t−R̃1UhU)− UB̃2t
R2 ]eQ2dt

}
e−Q2 ,

where

(4.25) b(x) = x−R̃1S−1
1 A12S−1

2 = O(x−k−δ+ν−ρ(A11,A22)+(n−2)ε), x→∞,

and

(4.26) h(x) = S2A
21S1 = O(1), x→∞.

The rest of the proof follows as in Lemma 3.1 with γ = k+ δ− ν + ρ(A11, A22)−
(n− 2)ε. Note, however, that according to (4.26), the estimate (3.15) is replaced by

(4.27) −k − δ + ν − ρ(A11, A22) + (n− 2)ε+ ρ(A11, A22) ≤ −ε.

This yields (4.20) provided ε < δ
n−1 . The second statement follows then from (4.25).

Finally, the substitution of (4.10)–(4.11) into (4.6) yields

(4.28) B11 = A11 − P 12A21, B22 = A22 +A21P 12,

so (4.22) follows from (4.21).
Theorem 4.1 shows that the required amount of smoothness for block-

triangularization is of the order O(n) instead of O(n2) as could be seen from
Statement 4.1.
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4.4. Complete triangularization. Solutions of k-smooth systems. Let us
define ρ̃(A) by modifying the definition (4.16) of ρ(A11, A22) as

ρ̃(A) = − min
1≤i<j≤n

ρij .

It is clear that

(4.29) ρ̃(A) ≥ ρ(A11, A22).

Then, as a consequence of Theorem 4.1, we obtain the following theorem.
THEOREM 4.2. If the coefficient A(x) of (4.1) belongs to Rk with

(4.30) k ≥ 2(n− 1)ρ̃(A),

then there exists a transformation (4.3), where P (x) is an upper-triangular matrix
and diagP (x) ≡ In, that reduces (4.1) to (4.4), where B(x) ∈ Rk̃+ρ̃(A), k̃ = k− 2(n−
1)ρ̃(A), and B(x) is a lower-triangular matrix. Moreover, P (x) = In + U(x), where

(4.31) U(x) = o(x−k̃−ρ̃(A)), x→∞.

Proof. Let us prove Theorem 4.2 by induction. For n = 2 triangularization and
block-triangularization coincide. Note that in this case the statements of Theorems 4.1
and 4.2 also coincide. Suppose the statement of the theorem is true for any n ≤
2m, m ∈ N. Let us then prove it for any n such that 2m < n ≤ 2m+1.

We start to block-triangularize (4.1) by (4.3), (4.11), choosing l = n
2 if n is even

or l = n+1
2 otherwise. Then, according to (4.22), (4.29), B11, B22 ∈ Rk1 , where

k1 ≥ k−nρ(A11, A22) +ρ(A11, A22) ≥ k− (n−1)ρ̃(A). Note that (4.21), (4.28) imply
ρ̃(A11) = ρ̃(B11), ρ̃(A22) = ρ̃(B22) so that ρ̃(B11), ρ̃(B22) ≤ ρ̃(A). Then using (4.30)
we obtain

k1 ≥ k̃ + 2(n− 1)ρ̃(A)− (n− 1)ρ̃(A) ≥ k̃ + 2(l − 1)ρ̃(A).

Now the assertion of the theorem follows by induction arguments.
In section 1.2 we described reduction of a singular differential operator DA to its

Jordan form. As a consequence of this reduction, one can get the classical Hukuhara–
Turritin theorem (see, for example, [Wa, section 19.5]), stating that if A(x) is a
matrix-valued function, holomorphic at ∞, then (4.1) possesses a formal solution

(4.32) Y (x) = V (x)xHeQ(x),

where V (x) is a matrix-valued function, holomorphic in some sector S in the complex
x-plane for sufficiently large values of |x|, that admits the asymptotic expansion

V̂ =
∞∑
j=0

Vjx
−j/p

in S with some p ∈ N; detV (x) = O(x−m) for some m ∈ N; Q(x) is a diagonal,
polynomial in x1/p matrix with Q(0) = 0; and H is a constant matrix that commutes
with Q(x).

Theorem 4.2 extends this result to the case A(x) ∈ Rk in the following way.
COROLLARY 4.1. Under the assumption (4.30) there exists a solution (4.32) to

(4.1), where V (x) ∈ Rk̃, detV (x) = O(x−m) for some m ∈ N; Q(x) is a diagonal
matrix, x−rQ(x) ∈ Rk̃+ρ̃(A); and H is a constant diagonal matrix.
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Proof. According to Theorem 4.2, we can assume that A(x) is a lower triangular
matrix and A(x) ∈ Rk̃+ρ̃(A) in the notations of the theorem. Next we apply the
shearing transformation S(x) = diag(x−mn , . . . , x−m1), where 0 = m1 ≤ m2 ≤ · · · ≤
mn, that reduces DA to DB , where B is lower triangular and off-diagonal entries of B
are O(x−k̃−ρ̃(A)−δ). The matrix B can be decomposed as B(x) = Λ(x) + B̃(x), where
Λ(x) = diagB(x) and B̃(x) is strictly lower triangular. Then the change of variables

Y (x) = (I + Z(x))eQ(x),

where Z(x) is a strictly lower triangular matrix and x1−rQ′(x) = Λ(x), reduces the
equation DBY = 0 to

x1−rZ ′ = B̃ +BZ − ZΛ.

The latter equation is a linear nonhomogeneous equation with ν(A) = ρ(A) = ρ̃(A),
where the linear operator AZ = BZ − ZΛ. Then, according to Remark 3.2, there
exists a solution Z(x) = O(x−k̃−δ). That completes the proof of the corollary. Note
that H = 0 if ρ̃(A) < r.

4.5. Diagonalization. Let us consider now the problem of block-diagonalization
of (4.1) provided that (4.2) holds. Considering (4.9) as an l× (n− l) vector equation
of the form (0.1), we see that the Jacobian matrix ∂f

∂y (∞, 0) is invertible, because the
matrices A11(∞) and A22(∞) have a disjoint spectrum.

If the matrix-valued function A(x) is analytic at x = ∞, then, according to
Theorem 33.1 in [Wa], the equation (4.9) possesses a solution P 12(x) such that
limx→+∞ P 12(x) = 0 and that P 12(x) is an analytic function in the interval (x̃,∞)
for some x̃ ≥ x0. That implies the block-diagonalization of (4.1).

Suppose, however, that the analyticity of A(x) is replaced by finite smoothness.
Then, according to Remark 0.2, the Jacobian matrix ∂f

∂y (∞, 0) has to have eigenvalues
with nonzero real part in order to guarantee the existence of a solution to (4.9).
Accordingly, the original condition (4.2) of disjointness of the spectrum of A(∞) in
the equation (4.1) should be replaced by the following condition: the eigenvalues
λj , j = 1, . . . , n, of the matrix A(∞) can be separated into two sets σ1,2 so that the
difference λα − λβ between any λα ∈ σ1 and any λβ ∈ σ2 is not purely imaginary.

Under the latter assumption various results on block-diagonalization of the finitely-
smooth equation (4.1) were obtained (see, e.g., [Gi], [Co], and references there). How-
ever, we have not come across any result that guarantees such block-diagonalization
under the weaker condition of disjointedness (4.2). Theorem 4.1 enables us to partially
fill this gap by the following statement.

THEOREM 4.3. Suppose that in the equation (4.1) A(x) ∈ Rk, where

(4.33) k ≥ ν − ρ(A11, A22),

and the matrix A(∞) has a disjoint spectrum (i.e., A(∞) can be represented by (4.2)).
Then there exists a matrix P (x), given by (4.7), such that P (x)− In = o(1), x→∞,
and that the transformation Y (x) = P (x)Z(x) block-diagonalizes (4.1) (i.e., reduces
(4.1) to (4.4)–(4.5)).

Proof. A consequence of the condition (4.2) is that we can block-diagonalize
Ã(x), which is the polynomial part of A(x). Then, in addition to (4.12) we get A21 =
O(x−k−δ), x → ∞. The proof of the theorem coincides with that of Theorem 4.1,
except that instead of (4.26) we now have

h(x) = S2A
21S1 = O(x−k−δ), x→∞.
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This changes (4.27) to

(4.34) −2k − 2δ + ν + (n− 2)ε ≤ −ε.

This inequality is a consequence of (4.33).
The estimate (4.33) follows from the requirement P (x) − In = o(1), x → ∞,

where, as in Theorem 4.1, γ = k + δ − ν + ρ(A11, A22)− (n− 2)ε.
COROLLARY 4.2. Let A(x) ∈ Rk with

(4.35) k ≥ ρ̃(A)

and let all eigenvalues of A(∞) be distinct. Then there exists a matrix P (x) such that
P (x) = o(1), x → ∞, and that the transformation Y (x) = (In + P (x))Z(x) reduces
(4.1) to (4.4), where B(x) is diagonal and B(x) ∈ Rk.

Proof. Let us choose arbitrarily some blocks A1
0, A

2
0 in (4.2). Let Ã(x) denote the

polynomial part of A(x). As is well known, under the assumptions of the corollary,
we can reduce the operator DÃ to DΛ, where the matrix Λ(x) is diagonal modulo
O(x−k−δ). This implies that no shearing is needed to bring Ã11 and Ã22 to their
R̃-diagonal forms. Therefore, (4.18) yields ν = 2ρ(A11, A22).

According to (4.29) and (4.35), assumptions of Theorem 4.3 are satisfied, so
(4.1) can be decoupled into (4.4)–(4.5) by the transformation (4.3), (4.7). Note that
(4.8) implies B11 = A11 + A12P 21, B22 = A22 + A21P 12 and that the off-diagonal
blocks A12, A21 are of the order O(x−k−δ). So B11, B22 ∈ Rk. Each of the matrices
B11(∞), B22(∞) has distinct eigenvalues, so the block-diagonalization process can be
continued. The proof can be completed by induction arguments.

Remark 4.2. In the case r = 1 we have ρ̃(A) = 1. Then Corollary 4.2 is a
particular case of the Levinson theorem [CL, section 3.8].

Potentially, the obtained results on triangularization and diagonalization could
have various applications in such areas as oscillations, control theory, singular pertur-
bations and others. Within the limits of the paper we would like illustrate this with
the following example in oscillation theory.

Example 4.1. Oscillatory properties of solutions of the linear differential equation

(4.36) y(n)(x) = p(x)y(x)

on the interval [x0,∞), where p ∈ C2[x0,∞) and x0 is sufficiently large, were consid-
ered in [EG1], [EG2] (see also references there). By means of certain linear transfor-
mations, this equation was reduced to the system DAY = 0 with r = 0 and

A(x) =
xp

1
n (x)
s(x)


0 s(x) 0 · · · 0
0 1 s(x) · · · 0
...

. . . . . . . . .
...

0 · · · 0 n− 2 s(x)
0 · · · · · · 0 n− 1



+ x[s(x)− s]


0 1 0 · · · 0
0 0 1 · · · 0
...

. . . . . . . . .
...

0 · · · 0 0 1
1 · · · · · · 0 0


= B(x) + B̃(x),
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where B(x), B̃(x) denote the first and second matrix terms, respectively, s(x) =
−np1+1/n(x)

p′(x) , and s = limx→∞ s(x) provided that the limit exists. One of the most
interesting cases when 0 < |s| <∞ and when B(∞) has a multiple eigenvalue λ was
considered in [EG2]. In this case it was demonstrated in [EG1] that the multiplicity
of λ is exactly two. Analysis of [EG2] shows that under the additional assumption

(4.37) xnp(x) is analytic at x =∞,
the equation (4.36) possesses a two-dimensional subspace S of nonoscillatory solutions,
i.e., that y ∈ S and y 6≡ 0 imply existence of some x1 ≥ x0 such that sign y = const.
on [x1,∞).

Direct computations show that assumption (4.37) implies s(x)− s = O(x−2) and
thus the equation DAY = 0 can be considered as a perturbation of DBY = 0 for
large x. The leading term of the last equation can be split into a two-dimensional
block B11 that corresponds to the eigenvalue λ and into the remaining (n − 2)-
dimensional block B22. The proof of the above mentioned statement is based on
the block-diagonalization of DA determined by B11, B22.

Our point is that, based on Theorem 4.3, the assumption (4.37) in [EG2] can
be replaced by the less restrictive assumption xn+1p′(x) ∈ R1. Indeed, under this
assumption s(x) − s = O(x−2) is still valid and A(x) ∈ R0. It remains to note
that equation DAY = 0 with regular singularity at infinity ν = 0; thus Theorem 4.3
guarantees block-diagonalization.
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Abstract. Orthogonal polynomials on the unit sphere in Rd+1 and on the unit ball in Rd are
shown to be closely related to each other for symmetric weight functions. Furthermore, it is shown
that a large class of cubature formulae on the unit sphere can be derived from those on the unit ball
and vice versa. The results provide a new approach to study orthogonal polynomials and cubature
formulae on spheres.
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monics, cubature formulae
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1. Introduction. We are interested in orthogonal polynomials in several vari-
ables with emphasis on those orthogonal with respect to a given measure on the unit
sphere Sd in Rd+1. In contrast to orthogonal polynomials with respect to measures
defined on the unit ball Bd in Rd, there have been relatively few studies on the struc-
ture of orthogonal polynomials on Sd beyond the ordinary spherical harmonics which
are orthogonal with respect to the surface (Lebesgue) measure (cf. [2, 3, 4, 5, 6, 8]).
The classical theory of spherical harmonics is primarily based on the fact that the
ordinary harmonics satisfy the Laplace equation. Recently Dunkl (cf. [2, 3, 4, 5] and
the references therein) opened a way to study orthogonal polynomials on the spheres
with respect to measures invariant under a finite reflection group by developing a
theory of spherical harmonics analogous to the classical one. In this important the-
ory the role of Laplacian operator is replaced by a differential-difference operator in
the commutative algebra generated by a family of commuting first-order differential-
difference operators (Dunkl’s operators). Other than these results, however, we are
not aware of any other method of studying orthogonal polynomials on spheres.

A closely related question is constructing cubature formulae on spheres and on
balls. Cubature formulae with a minimal number of nodes are known to be related
to orthogonal polynomials. Over the years, a lot of effort has been put into the study
of cubature formulae for measures supported on the unit ball, or on other geometric
domains with nonempty interior in Rd. In contrast, the study of cubature formulae on
the unit sphere has been more or less focused on the surface measure on the sphere;
there is little work on the construction of cubature formulae with respect to other
measures. This is partly due to the importance of cubature formulae with respect to
the surface measure, which play a role in several fields in mathematics, and perhaps
partly due to the lack of study of orthogonal polynomials with respect to a general
measure on the sphere.

One main purpose of this paper is to provide an elementary approach towards the
study of orthogonal polynomials on Sd for a large class of measures. This approach is
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based on a close connection between orthogonal polynomials on Sd and those on the
unit ball Bd; a prototype of the connection is the following elementary example.

For d = 1, the spherical harmonics of degree n are given in the standard polar
coordinates by

Y (1)
n (x1, x2) = rn cosnθ and Y (2)

n (x1, x2) = rn sinnθ.(1.1)

Under the transform x = cos θ, the polynomials Tn(x) = cosnθ and Un(x) = sinnθ/ sin θ
are the Chebyshev polynomials of the first and the second kind, orthogonal with re-
spect to 1/

√
1− x2 and

√
1− x2, respectively, on the unit ball [−1, 1] in R. Hence,

the spherical harmonics on S1 can be derived from orthogonal polynomials on B1.
We shall show that for a large class of weight functions on Rd+1 we can con-

struct homogeneous orthogonal polynomials on Sd from the corresponding orthog-
onal polynomials on Bd in a similar way. This allows us to derive properties of
orthogonal polynomials on Sd from those on Bd; the latter have been studied much
more extensively. Although the approach is elementary and there is no differential
or differential-difference operator involved, the result offers a new way to study the
structure of orthogonal polynomials on Sd.

Our approach depends on an elementary formula that links the integration on Bd

to the integration on Sd. The same formula yields an important connection between
cubature formulae on Sd and those on Bd; the result states roughly that a large class
of cubature formulae on Sd is generated by cubature formulae on Bd and vice versa.
In particular, it allows us to shift our attention from the study of cubature formulae
on the unit sphere to the study of cubature formulae on the unit ball; there has been
much more understanding towards the structure of the latter one. Although the result
is simple and elementary, its importance is apparent. It yields, in particular, many
new cubature formulae on spheres and on balls. Because the main focus of this paper
is on the relation between orthogonal polynomials and cubature formulae on spheres
and those on balls, we will present examples of cubature formulae in a separate paper.

The paper is organized as follows. In section 2 we introduce notation and present
the necessary preliminaries, where we also prove the basic lemma. In section 3 we
show how to construct orthogonal polynomials on Sd from those on Bd. In section
4 we discuss the relation between cubature formulae on the unit sphere and those on
the unit ball.

2. Preliminary and basic lemma. For x,y ∈ Rd we let x ·y denote the usual
inner product of Rd and |x| = (x ·x)1/2 the Euclidean norm of x. Let Bd be the unit
ball of Rd and Sd be the unit sphere on Rd+1; that is,

Bd = {x ∈ Rd : |x| ≤ 1} and Sd = {y ∈ Rd+1 : |y| = 1}.

Polynomial spaces. Let N0 be the set of nonnegative integers. For α = (α1, . . . , αd) ∈
Nd0 and x = (x1, . . . , xd) ∈ Rd we write xα = xα1

1 · · ·x
αd
d . The number |α|1 =

α1 + · · ·+αd is called the total degree of xα. We denote by Πd the set of polynomials
in d variables on Rd and by Πd

n the subset of polynomials of total degree at most n.
We also denote by Pdn the space of homogeneous polynomials of degree n on Rd and
we let rdn = dimPdn. It is well known that

dim Πd
n =

(
n+ d
n

)
and rdn =

(
n+ d− 1

n

)
.

Orthogonal polynomials on Bd. Let W be a nonnegative weight function on Bd

and assume
∫
Bd
W (x)dx <∞. It is known that for each n ∈ N0 the set of polynomials
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of degree n that are orthogonal to all polynomials of lower degree forms a vector space
Vn whose dimension is rdn. We denote by {Pnk }, 1 ≤ k ≤ rdn and n ∈ N0, one family of
orthonormal polynomials with respect to W on Bd that forms a basis of Πd

n, where
the superscript n means that Pnk ∈ Πd

n. The orthonormality means that∫
Bd
Pnk (x)Pmj (x)W (x)dx = δj,kδm,n.

A useful notation is Pn = (Pn1 , . . . , P
n
rdn

)T , which is a vector with Pnj as components
(cf. [22, 24]). For each n ∈ N0, the polynomials Pnk , 1 ≤ k ≤ rdn, form an orthonormal
basis of Vn. We note that there are many bases of Vn; if Q is an invertible matrix of
size rdn, then the components of QPn form another basis of Vn which is orthonormal
if Q is an orthogonal matrix. For general results on orthogonal polynomials in several
variables, including some of the recent development, we refer to the survey [24] and
the references therein. One family of weight functions on Bd whose corresponding
orthogonal polynomials have been studied in detail is (1 − |x|2)µ−1/2, µ ≥ 0, which
we will refer to as classical orthogonal polynomials on Bd (cf. [1, 6, 25]).

Ordinary spherical harmonics. The harmonic polynomials on Rd are the homo-
geneous polynomials satisfying the Laplace equation ∆P = 0, where

∆ = ∂2
1 + · · ·+ ∂2

d on Rd

and ∂i is the ordinary partial derivative with respect to the ith coordinate. They
span a subspace Hdn = ker ∆ ∩ Pdn of dimension dimPdn − dimPdn−2. The spherical
harmonics are the restriction of harmonic polynomials on Sd−1. If Yn ∈ Hdn, then Yn
is orthogonal to Q ∈ Pdk , 0 ≤ k < n, with respect to the surface measure dω on Sd−1.

Dunkl’s h-harmonics. For a nonzero vector v ∈ Rd we define the reflection σv by

xσv := x− 2(x · v)v/|v|2, x ∈ Rd.

Suppose that G is a finite reflection group on Rd with the set {vi : i = 1, 2, ...,m} of
positive roots; assume that |vi| = |vj | whenever σi is conjugate to σj in G, where we
write σi = σvi , 1 ≤ i ≤ m. Then G is a subgroup of the orthogonal group generated
by the reflections {σvi : 1 ≤ i ≤ m}.

The h-harmonics yield orthogonal polynomials on Sd−1 with respect to h2
αdω,

where the weight function hα is defined by

hα(x) :=
m∏
i=1

|x · vi|αi , αi ≥ 0,(2.1)

with αi = αj whenever σi is conjugate to σj in G. The function hα is a positively
homogeneous G-invariant function of degree |α|1 = α1 + · · ·+αm. The key ingredient
of the theory is a family of commuting first-order differential-difference operators, Di
(Dunkl’s operators), defined by

Dif(x) := ∂if(x) +
m∑
j=1

αj
f(x)− f(xσj)

x · vj
vj · ei, 1 ≤ i ≤ d,(2.2)

where e1, . . . , ed are the standard unit vectors of Rd. The h-Laplacian is defined by
(see [3])

∆h = D2
1 + · · ·+D2

d,(2.3)
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which plays the role of Laplacian in the theory of the ordinary harmonics. In par-
ticular, the h-harmonics are the homogeneous polynomials satisfying the equation
∆hY = 0; in other words, they are the elements of the polynomial subspaceHdn(h2) :=
Pdn ∩ ker ∆h. The h-spherical harmonics are the restriction of h-harmonics on the
sphere.

Basic lemma. We let dω = dωd denote the surface measure on Sd, and the surface
area

ω = ωd =
∫
Sd
dωd = 2π(d+1)/2/Γ((d+ 1)/2).

The standard change of variables from x ∈ Rd to polar coordinates rx′, x′ ∈ Sd−1,
yields the following useful formula:∫

Bd
f(x)W (x)dx =

∫ 1

0
rd−1

∫
Sd−1

f(rx′)W (rx′)dωd−1dr.(2.4)

This formula connects the integral on Bd to Sd−1 in a natural way. Our basic formula
in the following establishes another relation between integrations over the unit sphere
and over the unit ball.

Lemma 2.1. Let H be defined on Rd+1. Assume that H is symmetric with respect
to xd+1; i.e., H(x, xd+1) = H(x,−xd+1), where x ∈ Rd. Then for any continuous
function f defined on Sd,∫

Sd
f(y)H(y)dωd =

∫
Bd

[
f(x,

√
1− |x|2) + f(x,−

√
1− |x|2)

]
×H(x,

√
1− |x|2)dx

/√
1− |x|2.

(2.5)

Proof. For y ∈ Sd, we write y = (
√

1− t2x, t), where x ∈ Sd−1 and −1 ≤ t ≤ 1.
Then it follows that (cf. [21, p. 436])

dωd = (1− t2)(d−2)/2dt dωd−1.

Starting from the change of variables y = (
√

1− t2x, t) in the integral, we get∫
Sd
f(y)H(y)dωd =

∫ 1

−1

∫
Sd−1

f(
√

1− t2x, t)H(
√

1− t2x, t)dωd−1(1− t2)(d−2)/2dt

=
∫ 1

0

∫
Sd−1

[
f(
√

1− t2x, t) + f(
√

1− t2x,−t)
]
H(
√

1− t2x, t)dωd−1(1− t2)(d−2)/2dt

=
∫ 1

0

∫
Sd−1

[
f(rx,

√
1− r2) + f(rx,−

√
1− r2)

]
H(rx,

√
1− r2)dωd−1r

d−1 dr√
1− r2

=
∫
Bd

[
f(x,

√
1− |x|2) + f(x,−

√
1− |x|2)

]
H(x,

√
1− |x|2)

dx√
1− |x|2

,

where in the second step we have used the symmetry of H with respect to xd+1, in
the third step we have changed the variable t 7→

√
1− r2, and in the last step we have

used (2.4).
As a special case of this theorem, we notice that the Lebesgue measure on Sd is

related to the Chebyshev weight function 1/
√

1− |x|2 over Bd.
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3. Orthogonal polynomials on spheres. Our main result in this section
shows a connection between orthogonal polynomials on Bd and those on Sd, which is
the surface of Bd+1 by definition. To be more precise, we need some notation.

Throughout this section we fix the following notation: for y ∈ Rd+1, we write

y = (y1, . . . , yd, yd+1) = (y′, yd+1) = rx = r(x′, xd+1), x ∈ Sd, x′ ∈ Bd,(3.1)

where r = |y| =
√
y2

1 + · · ·+ y2
d+1 and x′ = (x1, . . . , xd).

Definition 3.1. A weight function H defined on Rd+1 is called S-symmetric if it
is symmetric with respect to yd+1 and centrally symmetric with respect to the variables
y′ = (y1, . . . , yd); i.e.,

H(y′, yd+1) = H(y′,−yd+1) and H(y′, yd+1) = H(−y′, yd+1).(3.2)

For examples of S-symmetric weight functions, we may takeH(y) = W (y′)h(yd+1),
where W is a centrally symmetric function on Rd and h is an even function on R.
There are many other examples of S-symmetric functions, including

H(y) =
∏

1≤i<j≤d+1

|y2
i − y2

j |αij , αij ≥ 0,

which becomes, when αij = α, an example of reflection invariant weight functions
considered by Dunkl (associated with the octahedral group). We note that, however,
the weight function

∏
i<j |yi − yj |α associated with the symmetric group is not an

S-symmetric function, since it is not symmetric with respect to yd+1. Nevertheless,
this function is centrally symmetric in Rd+1. In fact, it is easy to see that S-symmetry
implies central symmetry on Rd+1, which we formally state in the following proposi-
tion.

Proposition 3.2. If H is an S-symmetric weight function on Rd+1, then it is
centrally symmetric on Rd+1; that is, H(y) = H(−y) for all y ∈ Rd+1.

In association with a weight function H on Rd+1, we define a weight function WH

on Bd by

WH(x) = H(x,
√

1− |x|2), x ∈ Bd.(3.3)

If H is S-symmetric, then the assumption that H is centrally symmetric with respect
to the first d variables implies that W is centrally symmetric on Bd. We denote
by {Pnk } and {Qnk} systems of orthonormal polynomials with respect to the weight
functions

W
(1)
H (x) = 2WH(x)/

√
1− |x|2 and W

(2)
H (x) = 2WH(x)

√
1− |x|2,(3.4)

respectively, where we keep the convention that the superscript n means that Pnk and
Qnk are polynomials in Πd

n, and the subindex k has the range 1 ≤ k ≤ rdn. Keeping in
mind the notation (3.1) we define

Y
(1)
k,n (y) = rnPnk (x′) and Y

(2)
j,n (y) = rnxd+1Q

n−1
j (x′),(3.5)

where 1 ≤ k ≤ rdn, 1 ≤ j ≤ rdn−1, and we define Y (2)
j,0 (y) = 0. These functions are, in

fact, homogeneous polynomials in Rd+1.
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Theorem 3.3. Let H be an S-symmetric weight function defined on Rd+1. As-
sume that WH in (3.3) is a nonzero weight function on Bd. Then the functions Y (1)

k,n (y)

and Y (2)
k,n (y) defined in (3.5) are homogeneous polynomials of degree n on Rd+1 and∫

Sd
Y

(i)
k,n(x)Y (j)

l,m(x)H(x)dωd = δk,lδn,mδi,j , i, j = 1, 2.

Proof. From the definition of WH in (3.3), it follows that both W
(1)
H and W

(2)
H

in (3.4) are centrally symmetric weight functions on Bd. As a consequence, the
polynomials Pnk and Qnk are even functions if n is even and odd functions if n is odd.
In fact, recall the notation Pn in section 2; it is known (cf. [22]) that there exist proper
matrices Dn,i and Fn such that

Pn+1 =
d∑
i=1

xiD
T
n,iPn + FnPn−1,

from which this conclusion follows easily from induction (cf. [23, p. 20]). This allows
us to write, for example,

P 2n
k (x′) =

n∑
j=0

∑
|α|1=2j

aα(x′)α, aα ∈ R, x′ ∈ Bd,

where α ∈ Nd0, which implies that

Y
(1)
k,2n(y) = rnP 2n

k (x′) =
n∑
k=0

r2n−2k
∑
|α|1=2k

aα(y′)α.

Since r2 = y2
1 + · · · + y2

d+1 and y′ = (y1, . . . , yd), this shows that Y (1)
k,2n(y) is a ho-

mogeneous polynomial of degree 2n in y. Similar proof can be adopted to show that
Y

(1)
k,2n−1 is homogeneous of degree 2n− 1 and, using the fact rxd+1 = yd+1, that Y (2)

k,n

are homogeneous of degree n.
Since Y (1)

k,n , when restricted to Sd, is independent of xd+1 and Y
(1)
k,2n contains a

single factor xd+1, it follows that∫
Sd
Y

(1)
k,n (x)Y (2)

l,m(x)H(x)dωd =
∫
Sd
xd+1P

n
k (x′)Qml (x′)H(x)dωd = 0

for any (k, n) and (l,m). By the basic formula (2.6),∫
Sd
Y

(1)
k,n (x)Y (1)

l,m(x)H(x)dωd = 2
∫
Bd
Pnk (x′)Pml (x′)H(x′,

√
1− |x′|2)

dx′√
1− |x′|2

=
∫
Bd
Pnk (x′)Pml (x′)W (1)

H (x′)dx′ = δk,lδn,m

and similarly, using the fact that x2
d+1 = 1− |x′|2,∫

Sd
Y

(2)
k,n (x)Y (2)

l,m(x)H(x)dωd = 2
∫
Bd

(1− |x′|2)Qn−1
k (x′)Qm−1

l (x′)H(x′,
√

1− |x′|2)

× dx′√
1− |x′|2

=
∫
Bd
Qn−1
k (x′)Qm−1

l (x′)W (2)
H (x′)dx′ = δk,lδn,m.
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This completes the proof.
The assumption that H is S-symmetry in Theorem 3.3 is necessary; it is used to

show that Y (1)
k,n and Y

(2)
k,n in (3.5) are indeed polynomials in y.

Example 3.4. If H(y) = 1, then Y
(1)
k,n and Y

(2)
k,n are orthonormal with respect

to the surface measure dω; they are the ordinary spherical harmonics. According to
Theorem 3.3, the harmonics are related to the orthogonal polynomials with respect to
the radial weight functions W0(x) = 1/

√
1− |x|2 and W1(x) =

√
1− |x|2 on Bd, both

of which belong to the family of weight functions Wµ(x) = Wµ,d(x) = wµ(1−|x|2)µ−
1
2 ,

µ > −1/2, whose corresponding orthogonal polynomials have been studied in [1, 6,
25]. For d = 1, the spherical harmonics are given in the polar coordinates (y1, y2) =
r(x1, x2) = r(cos θ, sin θ) by the formula (1.1), which can be written as

Y (1)
n (y1, y2) = rnTn(x1) and Y (2)

n (y1, y2) = rnx2Un−1(x1),

where, with t = cos θ, Tn(t) = cosnθ and Un(t) = sinnθ/ sin θ are the Chebyshev
polynomials of the first and the second kind, which are orthogonal with respect to
1/
√

1− x2 and
√

1− x2, respectively. It is this example that motivates our present
consideration.

Definition 3.5. We define a subspace Hd+1
n (H) of Pd+1

n by

Hd+1
n (H) = span{Y (1)

k,n , 1 ≤ k ≤ rdn; and Y
(2)
j,n , 1 ≤ j ≤ rdn−1}.

Theorem 3.6. Let H be an S-symmetric function on Rd+1. For each n ∈ N0,

dimHd+1
n (H) =

(
n+ d
d

)
−
(
n+ d− 2

d

)
= dimPd+1

n − dimPd+1
n−2.

Proof. From the orthogonality in Theorem 3.3, the polynomials in {Y (1)
k,n , Y

(2)
j,n }

are linearly independent. Hence, it follows readily that

dimHd+1
n (H) = rdn + rdn−1 =

(
n+ d− 1

n

)
+
(
n+ d− 2
n− 1

)
,

where we use the convention that
(
k
j

)
= 0 if j < 0. Using the identity

(
n+m
n

)
−(

n+m−1
n

)
=
(
n+m−1
n−1

)
, it is easy to verify that

dimHd+1
n (H) =

(
n+ d
d

)
−
(
n+ d− 2

d

)
,

which is the desired result.
Theorem 3.7. Let H be an S-symmetric function on Rd+1. For n ∈ N0,

Pd+1
n =

[n/2]⊕
k=0

|y|2kHd+1
n−2k(H);

that is, if P ∈ Pd+1
n , then there is a unique decomposition

P (y) =
[n/2]∑
k=0

|y|2kPn−2k(y), Pn−2k ∈ Hd+1
n−2k(H).
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Proof. Since P is homogeneous of degree n, we can write P (y) = rnP (x), where
we use the notation in (3.1) again. According to the power of yd+1 being even or odd
and using x2

d+1 = 1− |x′|2 whenever possible, we can further write

P (y) = rnP (x) = rn[p(x′) + xd+1q(x′)],

where p and q are polynomials of degree at most n and n−1, respectively, in x′ ∈ Bd.
Moreover, if n is even, then p is even and q is odd; if n is odd, then p is odd and q is
even. Since both {Pnk } and {Qnk} form a basis for Πd

n and since the weight functions
W

(1)
H and W

(2)
H in (3.4) are centrally symmetric, we have the unique expansions

p(x′) =
[n/2]∑
k=0

∑
j

aj,kP
n−2k
j (x′) and q(x′) =

[(n−1)/2]∑
k=0

∑
j

bj,kQ
n−2k−1
j (x′),

where 1 ≤ j ≤ rdn−2k. Therefore, by the definition of Y (1)
k,n and Y

(2)
k,n , we have

P (y) =
[n/2]∑
k=0

r2k
∑
j

aj,kY
(1)
j,n−2k(y) +

[(n−1)/2]∑
k=0

r2k−1
∑
j

bj,kY
(2)
j,n−2k+1(y),

which is the desired decomposition. The uniqueness follows from the orthogonality in
Theorem 3.3.

For the spherical harmonics or h-harmonics, the above theorem is usually es-
tablished using the differential or differential-difference operator (cf. [19, 2]). The
importance of the results in this section lies in the fact that they provide an approach
to studying orthogonal polynomials on Sd with respect to a large class of measures.
For example, one of the essential ingredients in the recent work of orthogonal poly-
nomials in several variables (cf. [22, 24]) is a three-term relation in a vector-matrix
form,

xiPn = An,iPn+1 +Bn,iPn +ATn−1,iPn−1,

where An,i and Bn,i are proper matrices, which also plays a decisive role in the study
of common zeros of Pn and cubature formulae; the results in Theorem 3.3 show that
the h-spherical harmonic polynomials that are even (or odd) in xd+1 also satisfy such
a three-term relation.

It is worthwhile to point out that the relation between orthogonal polynomials
on Bd and those on Sd goes both ways. In fact, the following result holds.

Theorem 3.8. Let H be a weight function defined on Rd+1 which is symmetric
with respect to yd+1. Assume that WH in (3.3) is a nonzero weight function on Bd.
Let Y (1)

k,n be the orthonormal polynomials of degree n with respect to H(y)dω on Sd

that are even in yd+1, and write the orthonormal polynomials that are odd in yd+1 as
yd+1Y

(2)
k,n−1. Then

Pnk (x) = Y
(1)
k,n (x,

√
1− |x|2) and Qnk (x) = Y

(2)
k,n (x,

√
1− |x|2)

are orthonormal polynomials of degree n in x ∈ Bd with respect to W
(1)
H and W

(2)
H

defined in (3.4), respectively.
Proof. The orthogonality follows easily from Lemma 2.1 as in the proof of The-

orem 3.3. We show that the assumption on Y
(i)
k,n is justified. Since H is symmetric
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with respect to yd+1, we can pick the orthogonal polynomials with respect to Hdω
on Sd as either even in yd+1 or odd in yd+1 (recall the nonuniqueness of orthonormal
bases). Indeed, if Yn is a polynomial of degree n orthogonal to lower degree polyno-
mials with respect to Hdω, so is the polynomial Yn(y′,−yd+1) by the symmetry of H
with respect to yd+1. Hence, if n is even, then the polynomial Yn(y) + Yn(y′,−yd+1)
is an orthogonal polynomial of degree n which is even in yd+1; if n is odd, then we
consider Yn(y) − Yn(y′,−yd+1) instead. Therefore, the polynomials Pnk and Qnk are
well defined on Bd.

It should be noted that there is no need to assume that H is S-symmetric in the
above theorem; consequently, there is no assurance that Y (i)

k,n are homogeneous.
In an effort to understand Dunkl’s theory of h-harmonics, we study the orthogonal

polynomials on Sd associated to h(y) = |y1|α1 · · · |yd+1|αd+1 in detail in [26]. In
particular, making use of the product structure of the measure, an orthonormal basis
of h-harmonics is given in terms of the orthonormal polynomials of one variable with
respect to the measure (1− t2)λ|t|2µ on [−1, 1] (which in turn can be written in terms
of Jacobi polynomials). By Theorem 3.8, we can then derive an explicit basis of
orthogonal polynomials with respect to WH(x) = |x1|α1 · · · |xd|αd(1− |x|2)αd+1 .

The theory of the h-harmonics developed by Dunkl recently is a rich one; it has
found applications in a number of fields. For numerical work, one essential problem
in dealing with h-harmonics is the construction of a workable orthonormal basis for
Hd+1
n (h2). So far, such a basis has been constructed only in the case of h(y) =
|y1|α1 · · · |yd+1|αd+1 , associated to the reflection group Z2 × · · · × Z2. Theorem 3.3
indicates that an explicit construction of such a basis may be difficult for the reflection
invariant weight functions h associated with most of other reflection groups. We
illustrate by the following example.

Example 3.9. Consider the weight function h on R3 defined by

h(y1, y2, y3) = |(y2
1 − y2

2)(y2
1 − y2

3)(y2
2 − y2

3)|µ,

which is associated to the octahedral group; the group is generated by the reflections
in yi = 0, 1 ≤ i ≤ 3, and yi ± yj = 0, 1 ≤ i, j ≤ 3; it is the Weyl group of type
B3. This weight function is one of the simplest nonproduct weight functions on S2.
According to Theorem 3.1, the h-harmonics associated to the function H(y) = h2(y)
are related to the orthogonal polynomials on the disc B2 ⊂ R2 with respect to the
weight function W

(1)
H and W

(2)
H in (3.4), where the weight function W

(1)
H is given by

W
(1)
H (x1, x2) = 2|(x2

1−x2
2)(1−2x2

1−x2
2)(1−x2

1−2x2
2)|2µ/

√
1− x2

1 − x2
2, (x1, x2) ∈ B2.

An explicit basis for the h-harmonics will mean an explicit basis for orthogonal poly-
nomials with respect to W (1)

H and vice versa. However, the form of W (1)
H given above

indicates that it may be difficult to find a closed formula for such a basis.

4. Cubature formula on spheres and on balls. In this section we discuss the
connection between cubature formulae on spheres and on balls. For a given integral
L(f) :=

∫
fdµ, where dµ is a nonnegative measure with support set on Bd, a cubature

formula of degree M is a linear functional

IM (f) =
N∑
k=1

λkf(xk) , λk > 0, xk ∈ Rd,
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defined on Πd, such that L(f) = IM (f) whenever f ∈ Πd
M , and L(f∗) 6= IM (f∗) for at

least one f∗ ∈ Πd
M+1. When the measure is supported on Sd, we need to replace Πd

M

by
⋃M
k=0 P

d+1
k in the above formulation and require xk ∈ Sd. The points x1, . . . ,xN

are called nodes and the numbers λ1, . . . , λN are called weights. Such a formula is
called minimal if N , the number of nodes, is minimal among all cubature formulae of
degree M .

Cubature formulae on the unit sphere have important applications in numerical
integration and in areas ranging from coding theory to isometric embeddings between
classical Banach spaces (cf. [11, 15, 16] and the references therein). Over years,
construction of cubature formulae on the unit sphere with respect to the surface
measure dω has attracted a lot of attention. For example, starting from the pioneer
work of Sobolev (cf. [17]), the Russian school of mathematicians have constructed
various cubature formulae on Sd that are invariant under finite groups (cf. [14, 10]
and the references therein). There are also important studies on Chebyshev cubature
formulae, which are formulae with equal weights (cf. [9, 11, 15] and the references
therein). Nevertheless, the simple results we present below on the connection between
cubature formula on balls and on spheres do not seem to have been noticed before.

Theorem 4.1. Let H defined on Rd+1 be symmetric with respect to yd+1. Suppose
that there is a cubature formula of degree M on Bd for WH defined in (3.3),∫

Bd
g(x)WH(x)

dx√
1− |x|2

=
N∑
i=1

λig(xi), g ∈ Πd
M ,(4.1)

whose N nodes lie inside the unit ball Bd; that is, |xi| ≤ 1. Then there is a cubature
formula of degree M on the unit sphere Sd,∫

Sd
f(y)H(y)dω

=
N∑
i=1

λi

[
f(xi,

√
1− |xi|2) + f(xi,−

√
1− |xi|2)

]
, f ∈

M⋃
k=0

Pd+1
k .

(4.2)

Proof. Assuming (4.1), to prove (4.2) it suffices to prove, by Lemma 2.1, that

(4.3)
∫
Bd

[
f(x,

√
1− |x|2) +f(x,−

√
1− |x|2)

]
WH(x)

dx√
1− |x|2

=
N∑
i=1

λi

[
f(xi,

√
1− |xi|2) + f(xi,−

√
1− |xi|2)

]
for all polynomials f ∈ Πd

M . We consider the basis of
⋃M
k=0 P

d+1
k consisting of mono-

mial {fα}|α|1≤M , where fα(y) = yα and α ∈ Nd+1. If fα is an odd function in yd+1,
then both the left side and the right side of (4.3) are zero, so the equality holds. If
fα is even in yd+1, |α|1 ≤M , then the function

fα(x,
√

1− |x|2) = xα
′
(1− |x|2)αd+1/2,

where we write α = (α′, αd+1), is a polynomial of degree at most M in x. Hence, it
follows from the cubature formula (4.1) that∫

Bd
f(x,±

√
1− |x|2)WH(x)

dx√
1− |x|2

=
N∑
i=1

λif(xi,±
√

1− |xi|2)
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holds. Adding the above equations for f(x,
√

1− |x|2) and for f(x,−
√

1− |x|2)
together proves (4.3).

The theorem states that each cubature formula on the unit ball Bd leads to a
cubature formula on the unit sphere Sd. The converse of this result is also true.

Theorem 4.2. Let H be a weight function on Rd+1 which is symmetric with
respect to xd+1. Suppose that there is a cubature formula of degree M on the sphere
Sd ∫

Sd
f(y)H(y)dω =

N∑
i=1

λif(yi), f ∈
M⋃
k=0

Pd+1
k(4.4)

whose nodes are all located on Sd. Then there is a cubature formula of degree M on
the unit ball Bd

2
∫
Bd
g(x)WH(x)

dx√
1− |x|2

=
N∑
i=1

λig(xi), g ∈ Πd
M ,(4.5)

where xi ∈ Bd are the first d components of yi; that is, yi = (xi, xd+1,i).
Proof. By Lemma 2.1, the cubature formula (4.4) is equivalent to∫

Bd

[
f(x,

√
1− |x|2) + f(x,−

√
1− |x|2)

]
WH(x)

dx√
1− |x|2

=
N∑
i=1

λif(yi).(4.6)

If we write y = (x, xd+1) ∈ Rd+1, where x ∈ Rd, then for every monomial gα(x) =
xα ∈ Πd

M the function fα defined by fα(y) = gα(x) is a polynomial in Pd+1
k , where

|α|1 = k ≤ M . We can apply cubature formula (4.4) to it. Since f so defined is
apparently even in xd+1, the cubature (4.6) becomes cubature formula (4.5).

Although these theorems are simple to state, they have important implications.
They allow us to fit a large class of cubature formula on spheres into the structure
of cubature formulae on balls, which suggests an alternative approach to study and
construct cubature formulae.

Example 4.3. In the case d = 1, the formula (4.1) under the change of variable
x = cos θ becomes ∫ π

0
g(cos θ)WH(cos θ)dθ =

N∑
i=1

λig(cos θi).

On the other hand, we can write the integral over S1 in the polar coordinates as∫
S1
f(y)H(y)dω =

∫ 2π

0
f(cos θ, sin θ)H(cos θ, sin θ)dθ.

Since H is symmetric with respect to x2, it follows that WH(cos θ) = H(cos θ, sin θ)
in the notation of (3.3). Hence, (4.2) becomes∫ 2π

0
f(cos θ, sin θ)WH(cos θ)dθ =

N∑
i=1

λi

[
f(cos θi, sin θi) + f(cos θi,− sin θi)

]
.

From these formulae the relation between (4.1) and (4.2) is evident.
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In a separate paper we will present a number of examples on S2 that are obtained
using this approach. Here we concentrate on the theoretic side of the matter. What
we are interested in is the minimal cubature formula, or cubature formula whose
number of nodes is close to minimal.

We state the lower bounds on the number of nodes of cubature formulae, which
are used to test whether a given cubature is minimal. Let us denote by NBd the
number of nodes for a cubature formula on Bd, and by NSd the number of nodes for
a cubature formula on Sd. It is well known (cf. [7, 18]) that

NBd ≥ dim Πd
n =

(
n+ d
n

)
, M = 2n or M = 2n+ 1,(4.7)

and

NSd ≥
n∑
k=0

dimHd+1
k =

(
n+ d
n

)
+
(
n+ d− 1
n− 1

)
, M = 2n or M = 2n+ 1,(4.8)

where the equal sign in (4.8) follows from the formula for dimHd+1
k (cf. Theorem

3.6 with H = 1) and simple computation. Moreover, for centrally symmetric weight
functions there are improved lower bounds for cubature formula of odd degree, due
to Möller for NBd and to Mysovskikh for NSd (cf. [13, 14]), which states that

NB2 ≥
(
n+ 2
n

)
+
[n+ 1

2

]
, M = 2n+ 1,(4.9)

and

NSd ≥ 2
(
n+ d
n

)
, M = 2n+ 1,(4.10)

where, for simplicity, we have restricted the lower bound of NBd to the case d = 2.
Several characterizations of cubature formulas on Bd that attain the lower bound

in (4.7), or (4.9), are known. For example, there is a cubature formula that attains
the bound (4.7) for M = 2n+ 1 if, and only if, the corresponding orthogonal polyno-
mials Pn+1

1 , . . . , Pn+1
rdn+1

of degree n+ 1 have dim Πd
n many distinct real common zeros.

The characterization for the case (4.7) with M = 2n and the case (4.9) for centrally
symmetric weight functions will involve common zeros of quasi-orthogonal polynomi-
als. For these characterizations and extensions of them we refer to [12, 14, 23, 24]
and the references therein. In view of the results in section 3, we see that when H is
centrally symmetric, we can relate these characterizations to orthogonal polynomials
on spheres.

Let us consider the number of nodes of the cubature formulae in (4.2) and (4.5).
Remark 4.4. In Theorem 4.1, the number of nodes in the cubature formula (4.2)

may be less than 2N , since if one of the nodes of (4.1), say xi, lies on the boundary
∂Bd = Sd−1, then |xi| = 1 and two nodes (xi,

√
1− |xi|2) and (xi,−

√
1− |xi|2) in

(4.2) become one. That is,

number of nodes of (4.2) = 2N − number of xi on Sd−1.(4.11)

Similarly, in Theorem 4.2, the number of nodes in the cubature formula (4.5) may
be less than N , since different yi ∈ Sd may have the same first d components, which
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happens when yi and yj form a symmetric pair with respect to the last component;
i.e., yi = (xi, xd+1) and yj = (xi,−xd+1) with xd+1 6= 0. We conclude that

number of nodes of (4.5) = N − number of symmetric pairs among yi.(4.12)

Clearly, the number of nodes in (4.5) satisfies a lower bound N/2, which is attained
when the nodes of (4.4) consist of only symmetric pairs.

It is important to remark that even if the cubature formula (4.1) onBd in Theorem
4.1 attains the lower bound (4.7) or (4.9), the cubature formula (4.2) on Sd may not
attain the lower bound (4.8) or (4.10), respectively. For example, when d = 1, the
formula (4.1) for M = 2n+ 1 attains the lower bound (4.7) with NB1 = n+ 1, which
is the classical Gaussian quadrature formula. On the other hand, the corresponding
formula in (4.2) attains the lower bound (4.8) with NS1 = 2n + 1 only when x = 1
or x = −1 is a node of (4.1), which does not hold in general since the nodes of a
Gaussian quadrature formula on [−1, 1] are zeros of orthogonal polynomials and are
located in (−1, 1).

As an immediate consequence of these lower bounds and Theorems 4.1 and 4.2,
we formulate a corollary that seems to be of independent interest.

Corollary 4.5. Let H be an S-symmetric weight function on R3. If there is
a cubature formula of degree 2n + 1 with respect to H on S2 that attains the lower
bound in (4.10), then it contains at least 2[(n+ 1)/2] nodes which are not symmetric
with respect to x3.

Proof. Assume that a cubature formula with respect to H on S2 exists which
attains the lower bound in (4.10). Let E be the number of symmetric pairs among
the nodes of the cubature. By Theorem 4.2 and (4.12), there is a cubature formula on
B2 with NS2−E = 2

(
n+2
n

)
−E many nodes. Moreover, the weight function associated

with the new cubature formula is centrally symmetric on B2. Hence, by (4.9), we have
the inequality that

NS2 − E = 2
(
n+ 2
n

)
− E ≥

(
n+ 2
n

)
+
[n+ 1

2

]
,

from which we get an upper bound for E. Evidently, the number of nodes that do not
contain symmetric pairs is equal to NS2 − 2E. Hence, the upper bound for E leads
to a lower bound on the number of nodes that are not symmetric with respect to x3,
which gives the desired result.

In particular, if the cubature formula on S2 is symmetric with respect to x3,
which means that the node of the cubature always contains the pair (x1, x2, x3) and
(x1, x2,−x3) whenever x3 > 0, then there are at least 2[(n+ 1)/2] many nodes on the
largest circle x2

1 + x2
2 = 1 which is perpendicular to x3 axis. Results as such provide

necessary conditions on the minimal cubature formulae; they may provide insight in
the construction of the minimal formula or can be used to prove that such a formula
does not exist. An analogue of Corollary 4.5 is as follows.

Corollary 4.6. If there is a cubature formula on B2 that attains the lower
bound in (4.9) with all nodes in B2, then it can have no more than 2[(n+ 1)/2] points
on the boundary ∂B2 = S1.

Proof. If a cubature formula on B2 as stated exists which attains the lower bound
(4.9), then by Theorem 4.1 and (4.11) there is a cubature formula on S2 with

NS2 = 2
(
n+ 2
n

)
+ 2
[n+ 1

2

]
− number of nodes on S1.



792 YUAN XU

The desired result then follows from the lower bound (4.10).
We conclude this paper with another simple application dealing with Chebyshev

cubature formulae, which are cubature formulae with equal weights. It is proved in [9]
that the number of nodes of a Chebyshev cubature formula of degree M with respect
to 1/

√
1− |x|2on B2 is of order O(M3). Furthermore, it is conjectured there that

the number of nodes of a Chebyshev cubature formula of degree M with respect to
the surface measure on S2 is of order O(M2).

Corollary 4.7. If there is a Chebyshev cubature formula of degree M with
respect to the surface measure on S2 whose number of nodes is of order O(M2), then
its nodes cannot all be symmetric with respect to a plane that contains one largest
circle of S2 and none of the nodes.

Indeed, if such a cubature formula exists, we may assume that the plane is the
coordinate plane perpendicular to the x3 axis since the integral is invariant under
rotation. Then there are an even number of nodes and all nodes form symmetric
pairs. Therefore, by Theorem 4.2, there would be a Chebyshev cubature formula of
degree M with respect to 1/

√
1− |x|2 on B2 with the number of nodes in the order

of O(M2), which leads to a contradiction.

Acknowledgment. The author thanks a referee for his careful review and help-
ful suggestions.
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d’Hermite, Gauthier-Villars, Paris, 1926.

[2] C. Dunkl, Reflection groups and orthogonal polynomials on the sphere, Math. Z., 197 (1988),
pp. 33–60.

[3] C. Dunkl, Differential-difference operators associated to reflection groups, Trans. Amer. Math.
Soc., 311 (1989), pp. 167–183.

[4] C. Dunkl, Integral kernels with reflection group invariance, Canad. J. Math., 43 (1991), pp.
1213–1227.

[5] C. Dunkl, Intertwining operators associated to the group S3, Trans. Amer. Math. Soc., 347
(1995), pp. 3347–3374.
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[20] H. Szegő, Orthogonal polynomials, 4th ed., Amer. Math. Soc. Colloq. Publ. 23, American
Mathematical Society, Providence, RI, 1975.

[21] N. J. Vilenkin, Special Functions and the Theory of Group Representations, Amer. Math.
Soc. Trans. Math. Monographs 22, American Mathematical Society, Providence, RI, 1968.

[22] Y. Xu, On multivariate orthogonal polynomials, SIAM J. Math. Anal., 24 (1993), pp. 783–794.
[23] Y. Xu, Common Zeros of Polynomials in Several Variables and Higher Dimensional Quadra-

ture, Pitman Research Notes in Mathematics Series, Longman, Essex, 1994.
[24] Y. Xu, On orthogonal polynomials in several variables, in Special Functions, q-series, and

Related Topics, Fields Institute Communications, vol. 14, 1997, pp. 247–270.
[25] Y. Xu, Summability of Fourier orthogonal series for Jacobi polynomials on a ball in Rd, Trans.

Amer. Math. Soc., to appear.
[26] Y. Xu, Orthogonal polynomials for a family of product weight functions on the spheres, Canad.

J. Math., 49 (1997), pp. 175–192.



CONVOLUTIONS FOR ORTHOGONAL POLYNOMIALS FROM LIE
AND QUANTUM ALGEBRA REPRESENTATIONS∗

H. T. KOELINK† AND J. VAN DER JEUGT‡

SIAM J. MATH. ANAL. c© 1998 Society for Industrial and Applied Mathematics
Vol. 29, No. 3, pp. 794–822, May 1998 016

Abstract. The interpretation of the Meixner–Pollaczek, Meixner, and Laguerre polynomials as
overlap coefficients in the positive discrete series representations of the Lie algebra su(1, 1) and the
Clebsch–Gordan decomposition lead to generalizations of the convolution identities for these poly-
nomials. Using the Racah coefficients, convolution identities for continuous Hahn, Hahn, and Jacobi
polynomials are obtained. From the quantized universal enveloping algebra for su(1, 1), convolution
identities for the Al-Salam and Chihara polynomials and the Askey–Wilson polynomials are derived
by using the Clebsch–Gordan and Racah coefficients. For the quantized universal enveloping algebra
for su(2), q-Racah polynomials are interpreted as Clebsch–Gordan coefficients, and the linearization
coefficients for a two-parameter family of Askey–Wilson polynomials are derived.

Key words. orthogonal polynomials, convolution, Lie algebra, quantum algebra

AMS subject classifications. 33C80, 33D80, 33C45, 33D45, 17B20, 17B37

PII. S003614109630673X

1. Introduction. The representation theory of Lie algebras and quantum al-
gebras, or quantized universal enveloping algebras [9], is intimately linked to special
functions of (basic) hypergeometric type; see, e.g., [35], [9]. In this paper we con-
sider especially the Lie algebra su(1, 1) and its quantum analogue Uq(su(1, 1)), and
we derive convolution identities for certain orthogonal polynomials which occur as
overlap coefficients. The idea, which is due to Granovskii and Zhedanov [15], [16],
[17], see also [34], is to consider (generalized) eigenvectors of a suitable element of the
Lie algebra which is a recurrence operator in an irreducible representation of this Lie
algebra. Then there is a relation between these eigenvectors and the eigenvectors of
this Lie algebra element in the n-fold tensor product of irreducible representations
of the Lie algebra. From the tensor product decomposition in irreducible represen-
tations for n = 2, 3, we obtain identities for these eigenvectors involving Clebsch–
Gordan and Racah coefficients. In particular, if the overlap coefficients are known
in terms of special functions, we obtain identities for these special functions in this
way.

For the Lie algebra su(1, 1) and the positive discrete series representations, a spe-
cial case of this approach is contained in Granovskii and Zhedanov [16], but the result
is not worked out in detail. Elaborating the method of Granovskii and Zhedanov,
Van der Jeugt [34] obtains a generalization of the classical convolution identity for
the Laguerre polynomials [13, section 10.12, eq. (41)]. Van der Jeugt [34] also consid-
ers the boson Lie algebra b(1), a central extension of the oscillator algebra, leading
to a generalization of the convolution identity for Hermite polynomials [13, section
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10.13, eq. (38)]. The last identity follows from the previous one by a well-known limit
transition of Laguerre polynomials to Hermite polynomials; see, e.g., [22].

Apart from the Laguerre and the Hermite polynomials, the Meixner–Pollaczek,
Meixner, and Charlier polynomials, which all fit into the Askey scheme of hypergeo-
metric orthogonal polynomials [5], [22], also satisfy a convolution identity of the same
form. This is a straightforward consequence of the existence of a generating func-
tion of a special kind; see Al-Salam [1]. It is also known that the Meixner–Pollaczek
and the Meixner polynomials can be interpreted as overlap coefficients in the positive
discrete series representations of su(1, 1); see Masson and Repka [29]. In section 3
we show how the method of Granovskii and Zhedanov for the two-fold tensor prod-
uct of positive discrete series representations of su(1, 1) leads to a generalization of
the convolution identity for Meixner–Pollaczek polynomials, from which generalized
convolution formulas for Meixner, Laguerre, Charlier, and Hermite polynomials can
be obtained by substitution or by limit transitions. Next, using the three-fold tensor
product representation, we obtain a very general convolution identity for continu-
ous Hahn polynomials, and similarly for the Hahn and Jacobi polynomials. These
identities can also be viewed as yielding connection coefficients between two sets of
orthogonal polynomials in two variables with respect to the same orthogonality mea-
sure. With this point of view, this result coincides with Dunkl’s results [11], [12]. Our
derivation gives an intrinsic explanation for the occurrence of balanced 4F3-series as
connection coefficients; they are Racah coefficients. Actually, the interpretation as
orthogonal polynomials in two variables works in general and is an intrinsic way to
determine the S-functions in [16] and [34] in terms of orthogonal polynomials instead
of reducing a triple sum to a single sum.

In section 4 we apply the same idea to the quantized universal enveloping alge-
bra Uq(su(1, 1)) and its positive discrete series representations. Due to the nonco-
commutativity of the comultiplication, which is needed to define the tensor product
representation, the tensor product of eigenvectors is no longer an eigenvector in the
tensor product representation. This can be solved if we restrict to operators related
to so-called twisted primitive elements in Uq(su(1, 1)); see, e.g., [28], [24]. Then the
whole machinery works and we obtain a generalization of the Al-Salam and Chihara
[2] convolution identity for the Al-Salam and Chihara polynomials by considering the
Clebsch–Gordan coefficients in the two-fold tensor product. Going to the three-fold
tensor product representations yields a very general convolution identity for Askey–
Wilson polynomials also involving q-Racah polynomials, and Theorem 4.10 is the key
result of this paper. Overlap coefficients are also considered in somewhat more gen-
erality in Klimyk and Kachurik [21], but we have to restrict ourselves to the twisted
primitive elements in order to keep the action in the tensor product representations
manageable.

It is interesting to note that in this derivation we have a natural interpretation of
the continuous Hahn, Hahn, and Jacobi polynomials as Clebsch–Gordan coefficients
for the Lie algebra su(1, 1). Similarly, we have an interpretation of the Askey–Wilson
polynomials as Clebsch–Gordan coefficients for the quantized universal enveloping al-
gebra Uq(su(1, 1)). In section 5 we shortly discuss the corresponding result for the
quantized universal enveloping algebra Uq(su(2)), where the q-Racah polynomials then
occur as Clebsch–Gordan coefficients. This case can be obtained formally from the
results for Uq(su(1, 1)). Since in the dual Hopf ∗-algebra the so-called zonal spherical
elements are known in terms of a two-parameter family of Askey–Wilson polynomials,
cf. [28], we obtain the explicit linearization coefficients for this subfamily of the Askey–
Wilson polynomials.
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It should be remarked that there does not seem to be an appropriate q-analogue
of the boson Lie algebra b(1). Either the Hopf ∗-algebra structure is lacking, or, as in
[19], the recurrence in the two-fold tensor product representation seems unmanageable.

Instead of using generalized eigenvectors we use the spectral theory of Jacobi ma-
trices, which we recall briefly in section 2. In particular we use this theory to interpret
certain recurrence operators in `2(Z+)⊗n, n = 1, 2, 3, as multiplication operators in
certain weighted L2-spaces on Rn. This approach exploits the theory of orthogonal
polynomials; cf. Propositions 3.3 and 4.3.

The notation for (basic) hypergeometric series is the standard one as in Gasper
and Rahman [14]. Unexplained notions for quantized universal enveloping algebras
can be found in Chari and Pressley [9].

2. Jacobi matrices and orthogonal polynomials. We recall some of the
results on the spectral theory of Jacobi matrices and the relation with orthogonal
polynomials. For more information we refer to Berezanskĭı [7, Chap. VII, section 1];
see also Masson and Repka [29] and Klimyk and Kachurik [21]. The operator J acting
on the standard orthonormal basis {en | n ∈ Z+} of `2(Z+) by

Jen = an en+1 + bn en + an−1 en−1, an > 0, bn ∈ R,(2.1)

is called a Jacobi matrix. This operator is symmetric, and its deficiency indices
are (0, 0) or (1, 1). In particular, if the coefficients an and bn are bounded, J is
a bounded operator on `2(Z+) and thus self-adjoint. J is a self-adjoint operator,
possibly unbounded, if

∑∞
n=0 a

−1
n = ∞ by Carleman’s condition. Then e0 is a cyclic

vector for J ; i.e., the span of finite linear combinations of the form Jpe0, p ∈ Z+, is
dense in `2(Z+). This is the case for all Jacobi matrices considered in this paper.

Assuming this, we can use the same coefficients an, bn to generate polynomials
pn(x) of degree n in x by the recurrence relation

xpn(x) = an pn+1(x) + bn pn(x) + an−1 pn−1(x), p−1(x) = 0, p0(x) = 1.(2.2)

By Favard’s theorem there exists a positive measure m on the real line such that the
polynomials pn(x) are orthonormal;∫

R
pn(x)pm(x) dm(x) = δn,m.

The measure is obtained by m(B) = 〈E(B)e0, e0〉, B Borel set, where E denotes the
spectral decomposition of the self-adjoint operator J .

We can represent the operator J as a multiplication operator Mx on L2(m), where
Mxf(x) = xf(x). For this we define

Λ: `2(Z+)→ L2(m),
(
Λen

)
(x) = pn(x);

then Λ is a unitary operator, since it maps an orthonormal basis onto an orthonormal
basis. Note that we use here that the polynomials are dense in L2(m), since the
self-adjointness of J implies that the corresponding moment problem is determined.
From (2.1) and (2.2) it follows that Λ◦J = Mx ◦Λ, so Λ intertwines the Jacobi matrix
J on `2(Z+) with the multiplication operator Mx on L2(m).
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3. The case su(1, 1). The Lie algebra su(1, 1) is given by

[H,B] = 2B, [H,C] = −2C, [B,C] = H.

There is a ∗-structure by H∗ = H and B∗ = −C.
The positive discrete series representations πk of su(1, 1) are unitary representa-

tions labelled by k > 0. The representation space is `2(Z+) equipped with orthonormal
basis {ekn}{n∈Z+}. The action is given by

πk(H) ekn = 2(k + n) ekn,

πk(B) ekn =
√

(n+ 1)(2k + n) ekn+1,

πk(C) ekn = −
√
n(2k + n− 1) ekn−1.

(3.1)

The tensor product of two positive discrete series representations decomposes as

πk1 ⊗ πk2 =
∞⊕
j=0

πk1+k2+j .(3.2)

The corresponding intertwining operator can be expressed by means of the Clebsch–
Gordan coefficients

ekn =
∑
n1,n2

Ck1,k2,k
n1,n2,n e

k1
n1
⊗ ek2

n2
.(3.3)

Later we also use the notation e(k1k2)k
n for ekn to stress the fact that this vector arises

from the decomposition πk1 ⊗ πk2 into irreducible representations. The Clebsch–
Gordan coefficients are nonzero only if n1 +n2 = n+j, k = k1 +k2 +j for j, n1, n2, n ∈
Z+ by considering the action of H on both sides. We normalize the Clebsch–Gordan
coefficients by 〈ek0 , ek1

0 ⊗ ek2
j 〉 > 0.

For the above results Vilenkin and Klimyk [35, section 8.7] can be consulted.

3.1. Clebsch–Gordan coefficients and orthogonal polynomials. The Meix-
ner–Pollaczek polynomials are defined by

P (λ)
n (x;φ) =

(2λ)n
n!

einφ 2F1

(
−n, λ+ ix

2λ ; 1− e−2iφ
)
.(3.4)

For λ > 0 and 0 < φ < π, these are orthogonal polynomials with respect to a positive
measure on R; see [22], [33, App.], and references therein. The orthonormal Meixner–
Pollaczek polynomials

pn(x) = p(λ)
n (x;φ) =

√
n!

Γ(n+ 2λ)
P (λ)
n (x;φ)

satisfy the three-term recurrence relation

2x sinφ pn(x) = an pn+1(x)− 2(n+ λ) cosφ pn(x) + an−1 pn−1(x),

an =
√

(n+ 1)(n+ 2λ).

The orthogonality measure for Meixner–Pollaczek polynomials is absolutely continu-
ous. Define

w(λ)(x;φ) =
(2 sinφ)2λ

2π
e(2φ−π)x

∣∣Γ(λ+ ix)
∣∣2;
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then ∫
R
p(λ)
n (x;φ)p(λ)

m (x;φ)w(λ)(x;φ)dx = δnm.

Define the self-adjoint element in su(1, 1);

Xφ = − cosφH +B − C.(3.5)

PROPOSITION 3.1. Λ: `2(Z+)→ L2(R, w(k)(x;φ)dx), ekn 7→ p
(k)
n (·;φ), is a unitary

mapping intertwining πk(Xφ) acting in `2(Z+) with M2x sinφ on L2(R, w(k)(x;φ)dx).
Here, and elsewhere, Mg denotes multiplication by the function g, so Mgf(x) =

g(x)f(x).
Proof. Use (3.1) and (3.5) to see that πk(Xφ) is a Jacobi matrix. Next compare

the coefficients with the three-term recurrence relation for the orthonormal Meixner–
Pollaczek polynomials to find the result as in section 2.

Proposition 3.1 states that vk(x) =
∑∞
n=0 p

(k)
n (x;φ) ekn is a generalized eigenvector

for πk(Xφ) for the eigenvalue 2x sinφ. Next we study the action of Xφ in the tensor
product representation πk1 ⊗ πk2 . Recall that ∆(Xφ) = 1⊗Xφ +Xφ ⊗ 1.

PROPOSITION 3.2. Υ: `2(Z+)⊗`2(Z+)→ L2(R2, w(k1)(x1;φ)w(k2)(x2;φ)dx1dx2),
defined by ek1

n1
⊗ ek2

n2
7→ p

(k1)
n1 (x1;φ)p(k2)

n2 (x2;φ), is a unitary mapping intertwining
πk1 ⊗ πk2(∆(Xφ)) with M2(x1+x2) sinφ.

Proof. This can be seen by using the mapping Λ of Proposition 3.1 in the second
tensor factor and solving the resulting three-term recurrence in the first factor.

Proposition 3.2 states that

vk1,k2(x1, x2) =
∞∑

n1,n2=0

p(k1)
n1

(x1;φ)p(k2)
n2

(x2;φ) ek1
n1
⊗ ek2

n2

are generalized eigenvectors for πk1 ⊗ πk2(∆(Xφ)) for the eigenvalue 2(x1 + x2) sinφ.
So Υ maps the basis ek1

n1
⊗ek2

n2
onto orthonormal polynomials in two variables. By

the Clebsch–Gordan decomposition (3.2) there exists another orthonormal basis ekn
for the tensor product representation space. So Υekn gives another set of orthonormal
polynomials in two variables in L2(R2, w(k1)(x1;φ)w(k2)(x2;φ)dx1dx2).

In order to formulate the result we need the continuous Hahn polynomials intro-
duced by Atakishiyev and Suslov [6], for which we use Askey’s [3] notation; see also
[22], [23];

pn(x; a, b, c, d) = in
(a+ c)n(a+ d)n

n! 3F2

(
−n, n+ a+ b+ c+ d− 1, a+ ix

a+ c, a+ d
; 1
)
,

(3.6)

satisfying the orthogonality relations for <(a, b, c, d) > 0,

1
2π

∫
R

Γ(a+ ix)Γ(b+ ix)Γ(c− ix)Γ(d− ix) pn(x; a, b, c, d)pm(x; a, b, c, d) dx

= δnm
Γ(n+ a+ c)Γ(n+ a+ d)Γ(n+ b+ c)Γ(n+ b+ d)
n! (2n+ a+ b+ c+ d− 1)Γ(n+ a+ b+ c+ d− 1)

.

The orthogonality measure is positive for a = c̄, b = d̄.
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PROPOSITION 3.3. In L2(R2, w(k1)(x1;φ)w(k2)(x2;φ)dx1dx2) we have

Υekn(x1, x2) = p(k)
n (x1 + x2;φ) Υek0(x1, x2),

Υek0(x1, x2) = Cpj(x1; k1, k2 − i(x1 + x2), k1, k2 + i(x1 + x2)),

C = (−2 sinφ)j
√
j! (2j + 2k1 + 2k2 − 1)Γ(j + 2k1 + 2k2 − 1)

Γ(2k1 + j)Γ(2k2 + j)
.

Note that Υek0(x1, x2) is indeed a polynomial in x1, x2.
Proof. The first statement follows from use of the intertwining of Proposition 3.2

and the intertwining of (3.2);

2(x1 + x2) sinφΥekn(x1, x2) = M2(x1+x2) sinφΥekn(x1, x2) =
(
Υπk(Xφ) ekn

)
(x1, x2),

which gives a three-term recurrence relation for Υekn with respect to n of the same
form as in Proposition 3.1. Taking into account the initial conditions proves the first
statement.

To prove the second statement we note that for k = k1 + k2 + j, l = k1 + k2 + i,

δijδmn = 〈ekn, elm〉 = 〈Υekn,Υelm〉 =
∫ ∫

R2
p(k)
n (x1 + x2;φ)p(l)

m (x1 + x2;φ)

×
(

Υek0(x1, x2)Υel0(x1, x2)
)
w(k1)(x1;φ)w(k2)(x2;φ) dx1dx2

by the first statement and Proposition 3.2. Introduce s = x1 + x2, t = x1; then we
find

δijδmn =
∫
R
p(k)
n (s;φ)p(l)

m (s;φ)
∫
R

Υek0(t, s−t)Υel0(t, s−t)w(k1)(t;φ)w(k2)(s−t;φ) dtds.

In case k = l, or i = j, we see that the inner integral must equal the normalized
orthogonality measure for the Meixner–Pollaczek polynomials p

(k)
n (s;φ), since the

corresponding moment problem is determined. In case k 6= l, or i 6= j, we conclude
that the inner integral integrated against any polynomial gives zero, so it must be
zero since the polynomials are dense in L2(R2, w(k1)(x1;φ)w(k2)(x2;φ)dx1dx2). So we
get

δijw
(k)(s;φ) = e(2φ−π)s (2 sinφ)2k1+2k2

4π2

∫
R

Υek0(t, s− t)Υel0(t, s− t)

× Γ(k1 + it)Γ(k2 − is+ it)Γ(k1 − it)Γ(k2 + is− it) dt.

Apply Υ to (3.3) for n = 0 to see that Υek0(t, s − t) is a polynomial of degree j in t.
Hence, Υek0(t, s − t) is a multiple of a continuous Hahn polynomial of degree j with
the parameters as in Proposition 3.3.

The value of the constant follows from comparing the squared norms up to a sign.
The sign is determined from the condition on the Clebsch–Gordan coefficients. This
implies 0 < 〈Υek0 ,Υek1

0 ⊗ ek2
j 〉, and using the first two parts of Proposition 3.3 and

Proposition 3.2 shows that the sign of C follows from the sign of a double integral of
two orthogonal polynomials. Only the integral over x2 is relevant, and the sign of C
equals the sign of the leading coefficient of the continuous Hahn polynomials viewed
as a polynomial in x2, which is (−1)j .
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So we can now apply Υ to (3.3) to find k = k1 + k2 + j,∑
n1+n2=n+j

Ck1,k2,k
n1,n2,n p

(k1)
n1

(x1;φ)p(k2)
n2

(x2;φ) = Cp(k)
n (x1 + x2;φ)

× pj(x1; k1, k2 − i(x1 + x2), k1, k2 + i(x1 + x2)).
(3.7)

The Clebsch–Gordan coefficients remain to be determined, and this can be done from
this formula; see [34]. They can be expressed in terms of 3F2-series, which are known
as Hahn polynomials. Using the Hahn polynomials defined by

Qn(x; a, b,N) = 3F2

(
−n, n+ a+ b+ 1,−x

a+ 1, −N
; 1

)
(3.8)

for N ∈ Z+, 0 ≤ n ≤ N , we have, with k = k1 + k2 + j, n1 + n2 = n+ j,

Ck1,k2,k
n1,n2,n =

√
(2k1)n1(2k2)n2(2k1)j

n!n1!n2!j! (2k1 + 2k2 + 2j)n(2k2)j(2k1 + 2k2 + j − 1)j

×(n+ j)!Qj(n1; 2k1 − 1, 2k2 − 1;n+ j);

see [35, section 8.7] for another proof.
Using this in (3.7) gives an identity in a weighted L2-space, but since it is a

polynomial identity it holds for all x1, x2. Simplifying proves the following theorem.
THEOREM 3.4. With the notation for continuous Hahn, Meixner–Pollaczek, and

Hahn polynomials as in (3.4), (3.6), and (3.8), the following convolution formula holds:

(
n+ j

n

) n+j∑
l=0

Qj(l; 2k1 − 1, 2k2 − 1, n+ j)P (k1)
l (x1;φ)P (k2)

n+j−l(x2;φ)

=
(−2 sinφ)j

(2k1)j
P (k1+k2+j)
n (x1 + x2;φ) pj(x1; k1, k2 − i(x1 + x2), k1, k2 + i(x1 + x2)).

Remark 3.5. (i) The case j = 0 gives back the convolution identity for the
Meixner–Pollaczek polynomials; see, e.g., [1, section 8], [2]. The case n = 0 gives
another convolution identity for Meixner–Pollaczek polynomials, since the Hahn poly-
nomial reduces to a summable 2F1-series.

(ii) The polynomials on both sides of the formula in Theorem 3.4 are orthogo-
nal polynomials in two variables for the space L2(R2, w(k1)(x1;φ)w(k2)(x2;φ)dx1dx2),
so we have proved a connection coefficient formula for these polynomials. The dual
connection coefficient formula follows from the orthogonality of the Clebsch–Gordan
matrix, or equivalently, from the orthogonality relations for the dual Hahn polynomi-
als.

(iii) Theorem 3.4 shows that the continuous Hahn polynomials have an interpre-
tation as Clebsch–Gordan coefficients for su(1, 1). Using the generalized eigenvectors,
we formally have, cf. (3.3),

vk1,k2(x1, x2) =
∑
k

C pj(x1; k1, k2 − i(x1 + x2), k1, k2 + i(x1 + x2)) vk(x1 + x2),

with C as in Proposition 3.3. The dual relations can be written using the orthogonality
measure for the continuous Hahn polynomials.
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Recall the Laguerre polynomials L(a)
n (x) = (a+1)n/n! 1F1(−n; a+1;x), the Jacobi

polynomials P (a,b)
n (x) = (a+1)n

n! 2F1(−n, n+a+b+1; a+1; (1−x)/2), and the Meixner
polynomials Mn(x;β; c) = 2F1(−n,−x;β; 1− c−1); see [1], [33].

COROLLARY 3.6 (see [34]). (i) The Laguerre polynomials satisfy the following
convolution identity:

n+j∑
l=0

Qj(l; a, b, n+ j)L(a)
l (x1)L(b)

n+j−l(x2) =
(−1)jn! j!

(a+ 1)j(n+ j)!

× L(a+b+1+2j)
n (x1 + x2) (x1 + x2)jP (a,b)

j

(
x2 − x1

x1 + x2

)
.

(ii) The Meixner polynomials satisfy the following convolution identity:

(c−1 − 1)−j
n+j∑
l=0

(a)l(b)n+j−l
l! (n+ j − l)!Qj(l; a− 1, b− 1, n+ j)Ml(x1; a; c)Mn+j−l(x2; b; c)

=
(a+ b+ 2j)n

(n+ j)!
Mn(x1 + x2 − j; a+ b+ 2j; c) (−x1 − x2)jQj(x1; a− 1, b− 1, x1 + x2).

Proof. The first case follows from the limit transition of the Meixner–Pollaczek
polynomials to the Laguerre polynomials; limφ↓0 P

((a+1)/2)
n (−2x/φ;φ) = L

(a)
n (x). In

this limit transition the continuous Hahn polynomials tend to the Jacobi polynomials.
The second case follows from the substitution φ = ln c/2i and replacing x1 and

x2 by ik1 + ix1 and ik2 + ix2. For this substitution the continuous Hahn polynomials
go over into the Hahn polynomials.

Remark 3.7. (i) The case j = 0 in both formulas gives back the convolution iden-
tities for the Laguerre and Meixner polynomials, see, e.g., [1], [2], [13, section 10.12,
eq. (41)], and the case n = 0 gives another convolution identity for the Laguerre and
Meixner polynomials. Again these formulas can be viewed as connection coefficient
formulas for orthogonal polynomials in two variables.

(ii) The identities of Corollary 3.6 can be obtained by considering the action of
X = −H +B − C in the representations πk and πk1 ⊗ πk2 for the Laguerre case, see
[34], and by considering the action of Xc = −

(
(1 + c)/(2

√
c)
)
H + B − C, 0 < c < 1,

in the representations πk and πk1 ⊗ πk2 for the Meixner case. The limit case c ↑ 1 in
the Meixner result gives the Laguerre result. In this case we can interpret the Jacobi
and Hahn polynomials as Clebsch–Gordan coefficients; cf. Remark 3.5(iii).

(iii) Corollary 3.6(ii) is equivalent to Theorem 3.4 by the same substitution. The-
orem 3.4 can also be obtained from Corollary 3.6(i) by a double application of the
Mellin transform. For this we have to use the Laguerre polynomials that are mapped
onto Meixner–Pollaczek polynomials, cf. [25, section 3], and the Jacobi polynomi-
als that are mapped onto the continuous Hahn polynomials, cf. [23, eq. (3.4) with
Γ(β − iλ) replaced by Γ(β + iλ)].

The other hypergeometric orthogonal polynomials satisfying a convolution iden-
tity are the Charlier and Hermite polynomials; cf. [1], [2]. These identities can be
obtained by taking the appropriate limits from the Meixner polynomials to the Char-
lier polynomials and from the Laguerre polynomials to the Hermite polynomials;
cf., e.g., [22]. The Hahn polynomials tend to Krawtchouk polynomials and the Ja-
cobi polynomials tend to Hermite polynomials. We use the notation Kn(x; p,N) =
2F1(−n,−x;−N ; p−1) for Krawtchouk polynomials, Cn(x; a) = 2F0(−n,−x;−; a−1)
for Charlier polynomials and Hn(x) = (2x)n2F0(−n/2,−(n − 1)/2;−;−x−2) for the
Hermite polynomials; see Szegő [33].
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COROLLARY 3.8 (see [34]). (i) The Hermite polynomials satisfy the following
convolution identity:

n+j∑
l=0

Kj

(
l;

a2

a2 + b2
, n+ j

)
al

l!
Hl(x)

bn+j−l

(n+ j − l)!Hn+j−l(y)

=
(a2 + b2)(n+j)/2

(n+ j)!

(
b

a

)j
Hn

(
ax+ by√
a2 + b2

)
Hj

(
ay − bx√
a2 + b2

)
.

(ii) The Charlier polynomials satisfy the following convolution identity:
n+j∑
l=0

(
n+ j

l

)
αlβn+j−lKj

(
l;

α

α+ β
, n+ j

)
Cl(x;α)Cn+j−l(y;β)

= (−1)j(α+ β)nCn(x+ y − j;α+ β) (−x− y)jKj

(
x;

α

α+ β
, x+ y

)
.

Remark 3.9. (i) Again the case j = 0 gives known convolution formulas; cf. [1,
section 8], [2], [13, section 10.13, eq. (40)]. Corollary 3.8(ii) is derived in a different
way in Vilenkin and Klimyk [35, section 8.6.5].

(ii) This time the identities have a similar interpretation, but now we have to
use the Lie algebra b(1), a central extension of the oscillator algebra; cf. [34]. In
particular we can now interpret the Hermite and Charlier polynomials as Clebsch–
Gordan coefficients.

3.2. Racah coefficients and orthogonal polynomials. In the tensor product
of three positive discrete series representations πk1 ⊗ πk2 ⊗ πk3 of su(1, 1) we consider
the following orthogonal bases:

e((k1k2)k12k3)k
n =

∑
n12,n3

Ck12,k3,k
n12,n3,n e

(k1k2)k12
n12

⊗ ek3
n3

(3.9)

=
∑

n1,n2,n3,n12

Ck1,k2,k12
n1,n2,n12

Ck12,k3,k
n12,n3,n e

k1
n1
⊗ ek2

n2
⊗ ek3

n3
(3.10)

and

e(k1(k2k3)k23)k
n =

∑
n1,n23

Ck1,k23,k
n1,n23,n e

k1
n1
⊗ e(k2k3)k23

n23
(3.11)

=
∑

n1,n2,n3,n23

Ck2,k3,k23
n2,n3,n23

Ck1,k23,k
n1,n23,n e

k1
n1
⊗ ek2

n2
⊗ ek3

n3
.(3.12)

Here we use the extended notation e(k1k2)k
n for the basis of the tensor product decom-

position to keep track of how the decomposition is obtained.
These bases are connected by the Racah coefficients, which leads to an intertwiner

for the action of su(1, 1). The Racah coefficients are defined by

e((k1k2)k12k3)k
n =

∑
k23

Uk1,k2,k12
k3,k,k23

e(k1(k2k3)k23)k
n .(3.13)

In the previous formulas the following constraints hold:

k12 = k1 + k2 + j12, k23 = k2 + k3 + j23,

k = k12 + k3 + j = k1 + k23 + j′, j12, j, j23, j
′ ∈ Z+, and j12 + j = j23 + j′.

(3.14)

Thus all above sums are finite sums.
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Recall that (1⊗∆)(∆(Xφ)) = 1⊗1⊗Xφ+1⊗Xφ⊗1+Xφ⊗1⊗1. The following
proposition is proved as Proposition 3.2.

PROPOSITION 3.10. Define the unitary mapping

Θ: `2(Z+)⊗`2(Z+)⊗`2(Z+)→ L2(R3, w(k1)(x1;φ)w(k2)(x2;φ)w(k3)(x3;φ)dx1dx2dx3)

by

Θ: ek1
n1
⊗ ek2

n2
⊗ ek3

n3
7→ p(k1)

n1
(x1;φ)p(k2)

n2
(x2;φ)p(k3)

n3
(x3;φ);

then Θ intertwines πk1 ⊗ πk2 ⊗ πk3(1⊗∆)(∆(Xφ)) with M2(x1+x2+x3) sinφ.
Remark 3.11. Let Λ(k) = Λ be the unitary mapping defined in Proposition 3.1

and Υ(k1k2) = Υ be the unitary mapping defined in Proposition 3.2. Using the
identifications

L2(R3, w(k1)(x1;φ)w(k2)(x2;φ)w(k3)(x3;φ)dx1dx2dx3)
= L2(R, w(k1)(x1;φ)dx1)⊗ L2(R2, w(k2)(x2;φ)w(k3)(x3;φ)dx2dx3)
= L2(R2, w(k1)(x1;φ)w(k2)(x2;φ)dx1dx2)⊗ L2(R, w(k3)(x3;φ)dx3),

we have Θ = Λ(k1) ⊗ Υ(k2k3) = Υ(k1k2) ⊗ Λ(k3). Hence, for the orthogonal bases on
the right-hand side of (3.9) and (3.12) we have

Θe(k1k2)k12
n12

⊗ ek3
n3

=
(

Υ(k1k2)e(k1k2)k12
n12

)(
Λ(k3)ek3

n3

)
,

Θek1
n1
⊗ e(k2k3)k23

n23
=
(

Λ(k1)ek1
n1

)(
Υ(k2k3)e(k2k3)k23

n23

)
.

And the right-hand sides are known from Propositions 3.1 and 3.2 in terms of Meixner–
Pollaczek polynomials times continuous Hahn polynomials.

PROPOSITION 3.12. (i) The following expressions hold:

Θ(e((k1k2)k12k3)k
n )(x1, x2, x3) = p(k)

n (x1 + x2 + x3;φ) Θ(e((k1k2)k12k3)k
0 )(x1, x2, x3),

Θ(e((k1k2)k12k3)k
0 )(x1, x2, x3) = Υ(k1k2)e

(k1k2)k12
0 (x1, x2) Υ(k12k3)e

(k12k3)k
0 (x1 + x2, x3).

(ii) The following expressions hold:

Θ(e(k1(k2k3)k23)k
n )(x1, x2, x3) = p(k)

n (x1 + x2 + x3;φ) Θ(e(k1(k2k3)k23)k
0 )(x1, x2, x3),

Θ(e(k1(k2k3)k23)k
0 )(x1, x2, x3) = Υ(k2k3)e

(k2k3)k23
0 (x2, x3) Υ(k1k23)e

(k1k23)k
0 (x1, x2 + x3).

Proof. Statement (ii) is proved analogously as statement (i). The first statement
of (i) follows from Proposition 3.10 and the decomposition of the three-fold tensor
product; cf. Proposition 3.3.

For the second statement we use (3.9), Remark 3.11, and Propositions 3.3 and
3.1 to find

Θ(e((k1k2)k12k3)k
0 )(x1, x2, x3)

=
(

Υ(k1k2)e
(k1k2)k12
0

)
(x1, x2)

∑
n12+n3=j

Ck12,k3,k
n12,n3,0 p

(k12)
n12

(x1 + x2;φ)p(k3)
n3

(x3;φ).

The sum can be evaluated as (Υ(k12k3)e
(k12k3)k
0 )(x1 + x2, x3) by (3.7).
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Next we apply Θ to (3.13); then it follows from Proposition 3.12 that we can divide
both sides by the Meixner–Pollaczek polynomial of degree n. Since Θ is unitary we
obtain the Wigner–Eckart theorem [35, Chap. 8], stating that the Racah coefficients
in (3.13) are independent of n. So we can restrict to the case n = 0 of (3.13) before
applying Θ without loss of generality. We obtain∑

j23

Uk1,k2,k12
k3,k,k23

(
Υ(k2k3)e

(k2k3)k23
0

)
(x2, x3)

(
Υ(k1k23)e

(k1k23)k
0

)
(x1, x2 + x3)

=
(

Υ(k1k2)e
(k1k2)k12
0

)
(x1, x2)

(
Υ(k12k3)e

(k12k3)k
0

)
(x1 + x2, x3).

(3.15)

The Racah coefficients remain to be determined, and this can actually be done
from (3.15); see [34]. One can either copy the expression [34, eq. (4.8)] or use the limit
q ↑ 1 of the expression for the q-Racah coefficient given in Proposition 4.9. Both lead
to the following expression of the Racah coefficients in terms of balanced 4F3-series:

(3.16)

Uk1,k2,k12
k3,k,k23

=
(
j + j12
j23

)
(2k2)j12(2k3)j(2k1 + 2k2 + 2k3 + j + j12 − 1)j23

(2k3, 2k2 + 2k3 + j23 − 1)j23(2k2 + 2k3 + 2j23)j′

×
(
j′!(2k1, 2k23, 2k1 + 2k23 + j′ − 1)j′ j23!(2k2, 2k3, 2k2 + 2k3 + j23 − 1)j23

j!(2k12, 2k3, 2k12 + 2k3 + j − 1)j j12!(2k1, 2k2, 2k1 + 2k2 + j12 − 1)j12

)1/2

× 4F3

(
2k1 + 2k2 + j12 − 1, 2k2 + 2k3 + j23 − 1,−j12,−j23

2k2, 2k1 + 2k2 + 2k3 + j + j12 − 1,−j − j12
; 1
)
,

with the convention (3.14).
The Racah coefficients can be rewritten in terms of the Racah polynomials defined

by

Rn(λ(x);α, β, γ, δ) = 4F3

(
−n, n+ α+ β + 1,−x, x+ γ + δ + 1

α+ 1, β + δ + 1, γ + 1
; 1
)
,(3.17)

where λ(x) = x(x + γ + δ + 1), one of the lower parameters equals −N , N ∈ Z+,
and 0 ≤ n ≤ N ; see Wilson [36] or [22]. The orthogonality relations for the Racah
polynomials follow from the fact that the Racah coefficients form a unitary matrix.

So we obtain the following theorem by simplifying (3.15) using s = x1 + x2 + x3
and the explicit expression (3.16).

THEOREM 3.13. The continuous Hahn polynomials satisfy the following convolu-
tion identity:

n+j∑
l=0

(
j + n
n

)
(2k2)n(2k3)j(2k1 + 2k2 + 2k3 + j + n− 1)l

(2k3)l(2k2 + 2k3 + l − 1)l(2k2 + 2k3 + 2l)j+n−l

× Rl(λ(n); 2k2 − 1, 2k3 − 1,−j − n− 1, 2k1 + 2k2 + j + n− 1)

× pn+j−l(x1; k1, k2 + k3 + l − is, k1, k2 + k3 + l + is)

× pl(x2; k2, k3 − i(s− x1), k2, k3 + i(s− x1))

= pn(x1; k1, k2 − i(x1 + x2), k1, k2 + i(x1 + x2))

× pj(x1 + x2; k1 + k2 + n, k3 − is, k1 + k2 + n, k3 + is),

with the notation as in (3.6), (3.17).
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Remark 3.14. (i) Theorem 3.13 can be considered as a connection coefficient
formula between two systems of orthogonal polynomials for the absolutely continuous
orthogonality measure with weight

Γ(k1 + ix1)Γ(k1− ix1)Γ(k2 + ix2)Γ(k2− ix2)Γ(k3 + i(s−x1−x2))Γ(k3− i(s−x1−x2))

on R2. This follows from substituting s = x1 + x2 + x3 in the weighted L2-space of
Proposition 3.10 and leaving out the integration with respect to s, which can be done
by Proposition 3.12 and the Wigner–Eckart theorem.

(ii) Theorem 3.4 can be obtained as a limit case of Theorem 3.13 by letting
k3 → ∞ and using the limit transition of the continuous Hahn polynomials to the
Meixner–Pollaczek polynomials; see, e.g., [22]. Note that Theorem 3.4 is used in the
derivation of Theorem 3.13.

(iii) Application of Θ to (3.9)–(3.12) gives results which are immediately derivable
from Theorem 3.4.

COROLLARY 3.15 (see [34]). (i) The Jacobi polynomials satisfy the convolution
identity

n+j∑
l=0

(
j + n
n

)
(b+ 1)n(c+ 1)j(a+ b+ c+ j + n+ 2)l

(c+ 1)l(b+ c+ l + 1)l(b+ c+ 2l + 2)j+n−l

× Rl(λ(n); b, c,−j − n− 1, a+ b+ j + n+ 1)

× P
(a,b+c+2l+1)
n+j−l (1− 2x1) (1− x1)lP (b,c)

l

(
1− x1 − 2x2

1− x1

)
= (x1 + x2)nP (a,b)

n

(
x2 − x1

x1 + x2

)
P

(a+b+2n+1,c)
j (1− 2(x1 + x2)).

(ii) The Hahn polynomials satisfy the following convolution identity:

n+j∑
l=0

(
j + n
l

)
(a+ 1)n+j−l(b+ 1)l(b+ 1)n(c+ 1)j(a+ b+ c+ j + n+ 2)l

(a+ 1)n(c+ 1)l(b+ c+ l + 1)l(b+ c+ 2l + 2)j+n−l(a+ b+ 2n+ 2)j

× Rl(λ(n); b, c,−j − n− 1, a+ b+ j + n+ 1)

× (l − s)n+j−lQn+j−l(x1; a, b+ c+ 2l + 1, s− l) (x1 − s)lQl(x2; b, c, s− x1)

= (−x1 − x2)nQn(x1; a, b, x1 + x2) (n− s)j Qj(x1 + x2 − n; a+ b+ 2n+ 1, c, s− n)

with the notation (3.8), (3.17).
Proof. The first result follows from the limit transition of the continuous Hahn

polynomials to the Jacobi polynomials. Replace xi by sxi and let s→∞. The second
result follows by a similar substitution as in the proof of Corollary 3.6(ii).

Remark 3.16. (i) Similar to Remark 3.7(iii) we have that Corollary 3.15(ii) and
Theorem 3.13 can be obtained from each other by formal substitution. Theorem 3.13
can be obtained from Corollary 3.15(i) by a double application of the Mellin transform.
Moreover, Corollary 3.15 can be proved as Theorem 3.13 by analyzing the action of
X and Xc, cf. Remark 3.7(ii), in the three-fold tensor product.

(ii) Dunkl [11, Thm. 4.2, Prop. 5.4], [12, Thm. 1.7] has obtained Corollary 3.15,
and hence Theorem 3.13, by a different method. Dunkl [11] obtains the two-variable
Hahn polynomials by judiciously guessing solutions for a certain difference equation
arising from the representation theory of the symmetric group. By symmetry con-
siderations there are more solutions of this type, and the connection coefficients can
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be calculated in terms of balanced 4F3-series. The derivation in this paper gives an
intrinsic explanation for the occurrence of the Racah polynomials as connection coef-
ficients. See also Dunkl [11], [12] for the orthogonality relations for these two-variable
Hahn and Jacobi polynomials for suitable restrictions on the parameters.

We do not obtain extensions of Corollary 3.8 in this way. For k1, k2, k3 → ∞ in
Theorem 3.13 we obtain the same result. This is also explained by the fact that the
Racah coefficients for the Lie algebra b(1) are of the same form as the Clebsch–Gordan
coefficients; cf. [34].

4. The case Uq(su(1, 1)). Let Uq(sl(2,C)) be the complex unital associative
algebra generated by A, B, C, D subject to the relations

AD = 1 = DA, AB = qBA, AC = q−1CA, BC − CB =
A2 −D2

q − q−1 .(4.1)

It is a Hopf algebra. We are only concerned with the comultiplication, which is defined
by

∆(A) = A⊗A, ∆(B) = A⊗B +B ⊗D,
∆(C) = A⊗ C + C ⊗D, ∆(D) = D ⊗D(4.2)

on the level of generators and extended as an algebra homomorphism. There are
several possible ∗-structures on Uq(sl(2,C)), and assuming 0 < q < 1 we take

A∗ = A, B∗ = −C, C∗ = −B, D∗ = D,

and the corresponding Hopf ∗-algebra is denoted by Uq(su(1, 1)).
The positive discrete series representations πk of Uq(su(1, 1)) are unitary repre-

sentations labelled by k > 0. They act in `2(Z+) and the action of the generators is
given by

πk(A) ekn = qk+n ekn, πk(D) ekn = q−k−n ekn,

πk(C) ekn = q1/2−k−n
√

(1− q2n)(1− q4k+2n−2)
q − q−1 ekn−1,

πk(B) ekn = q−1/2−k−n
√

(1− q2n+2)(1− q4k+2n)
q−1 − q ekn+1.

(4.3)

Note that πk(D), πk(B), πk(C) are unbounded operators, but πk(A) ∈ B(`2(Z+)).
The operators that we consider are bounded.

Recall that the tensor product of two representations are defined by use of the
comultiplication. The tensor product of two positive discrete series representation
decomposes as for the Lie algebra su(1, 1);

πk1 ⊗ πk2
∼=
∞⊕
j=0

πk1+k2+j .(4.4)

So there exists a unitary matrix mapping the orthogonal basis ek1
n1
⊗ek2

n2
onto ek1+k2+j

n

intertwining the action of Uq(su(1, 1)). The matrix elements of this unitary mapping
are the Clebsch–Gordan coefficients;

ekn =
∞∑

n1,n2=0

Ck1,k2,k
n1,n2,n e

k1
n1
⊗ ek2

n2
,(4.5)
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where k = k1 + k2 + j for j ∈ Z+. The sum is finite; n1 + n2 = n + j. The
Clebsch–Gordan coefficients are normalized by 〈ek0 , ek1

0 ⊗ ek2
j 〉 > 0.

These results can be found in Burban and Klimyk [8] and Kalnins, Manocha, and
Miller [19]. See Chari and Pressley [9] for general information on quantized universal
enveloping algebras.

4.1. Clebsch–Gordan coefficients and orthogonal polynomials. For this
section we need the Askey–Wilson polynomials and the Al-Salam and Chihara poly-
nomials, which are a subclass of the Askey–Wilson polynomials. The Askey–Wilson
polynomial is defined by

(4.6)

pm(cos θ; a, b, c, d|q) = a−m(ab, ac, ad; q)m 4ϕ3

(
q−m, abcdqm−1, aeiθ, ae−iθ

ab, ac, ad
; q, q

)
,

and it is symmetric in its parameters a, b, c, and d; see [5]. The Al-Salam and
Chihara polynomials, introduced originally in [2], are obtained by taking c = d = 0
in the Askey–Wilson polynomials;

(4.7)

sm(cos θ; a, b|q) = pm(cos θ; a, b, 0, 0|q) = a−m(ab; q)m 3ϕ2

(
q−m, aeiθ, ae−iθ

ab, 0
; q, q

)
.

Let dm(·; a, b, c, d|q) denote the normalized orthogonality measure for the Askey–
Wilson polynomials, which is absolutely continuous on [−1, 1] and has at most a finite
number of discrete mass points outside [−1, 1]. We put dm(·; a, b|q) = dm(·; a, b, 0, 0|q)
for the normalized orthogonality measure for the Al-Salam and Chihara polynomials.
Explicitly, let

w(z) =
(z2, z−2; q)∞

(az, a/z, bz, b/z, cz, c/z, dz, d/z; q)∞
;

we use w(z) = w(z; a, b, c, d|q) to stress the dependence on the parameters when
needed. Let a, b, c, and d be real, or, if complex, appearing in conjugate pairs, and
let all the pairwise products of a, b, c, and d not be greater than or equal to 1. Then
the Askey–Wilson polynomials pn(x) = pn(x; a, b, c, d|q) satisfy the orthogonality re-
lations

1
2πh0

∫ π

0
pn(cos θ)pm(cos θ)w(eiθ) dθ +

1
h0

∑
k

pn(xk)pm(xk)wk = δn,mhn,

hn =
(1− qn−1abcd)
(1− q2n−1abcd)

(q, ab, ac, ad, bc, bd, cd; q)n
(abcd; q)n

,

h0 =
(abcd; q)∞

(q, ab, ac, ad, bc, bd, cd; q)∞
.

(4.8)

The points xk are of the form 1
2 (eqk + e−1q−k) for e any of the parameters a, b, c,

or d with absolute value greater than 1; the sum is over k ∈ Z+ such that |eqk| > 1
and wk is the residue of z 7→ w(z) at z = eqk minus the residue at z = e−1q−k. So
the normalized orthogonality measure dm(·; a, b, c, d|q) can be read off from (4.8); see
Askey and Wilson [5] or [14].
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Let Sm(x; a, b|q) = sm(x; a, b|q)/
√

(q, ab; q)m denote the orthonormal Al-Salam
and Chihara polynomials, which satisfy the three-term recurrence relation

2xSn(x) = an+1 Sn+1(x) + qn(a+ b)Sn(x) + an Sn−1(x),

an =
√

(1− abqn−1)(1− qn).
(4.9)

We now define

Ys = q1/2B − q−1/2C +
s−1 + s

q−1 − q (A−D) ∈ Uq(su(1, 1)).(4.10)

Then YsA is a self-adjoint element in Uq(su(1, 1)) for s ∈ R\{0}, or s ∈ T. Ys is a
twisted primitive element, i.e., ∆(Ys) = A ⊗ Ys + Ys ⊗ D, meaning that Ys is very
much like a Lie algebra element.

We also use the notation µ(x) = (x+ x−1)/2 = µ(x−1) for x 6= 0 in this section.
PROPOSITION 4.1. Let Λ: `2(Z+) → L2(R, dm(·; q2ks, q2k/s|q2)) be the unitary

mapping defined by Λ: ekn 7→ Sn(·; q2ks, q2k/s|q2); then Λ intertwines πk(YsA) acting
in `2(Z+) with 2(Mx − µ(s))/(q−1 − q).

Proof. The bounded self-adjoint operator πk(YsA) is a Jacobi matrix by (4.10)
and (4.3), and the result follows upon comparing with the three-term recurrence (4.9)
for the Al-Salam and Chihara polynomials as in section 2.

Proposition 4.1 says that vk(x) =
∑∞
n=0 Sn(µ(x); q2ks, q2k/s|q2) ekn is a general-

ized eigenvector of the self-adjoint operator πk(YsA) for the eigenvalue

λx =
x+ x−1 − s− s−1

q−1 − q = 2
µ(x)− µ(s)
q−1 − q .

Due to the fact that the comultiplication on Uq(su(1, 1)) is less simple than for
the Lie algebra su(1, 1), it takes a little more effort to determine the action of YsA
in πk1 ⊗ πk2 . The result can still be phrased using orthogonal polynomials in two
variables.

PROPOSITION 4.2. Define Υ: `2(Z+)⊗ `2(Z+)→ L2(R2, dm(x1, x2)), where

dm(x1, x2) = dm(x1; q2k1w2, q
2k1/w2|q2) dm(x2; q2k2s, q2k2/s|q2), x2 = µ(w2),

by

Υ: ek1
n1
⊗ ek2

n2
7→ Sn1(x1; q2k1w2, q

2k1/w2|q2)Sn2(x2; q2k2s, q2k2/s|q2);

then Υ is a unitary mapping intertwining πk1⊗πk2(∆(YsA)) with 2(Mx1−µ(s))/(q−1−
q) in L2(dm(x1, x2)).

Note that Υ(ek1
n1
⊗ ek2

n2
) forms a set of orthogonal polynomials in two variables x1

and x2 for L2(R2, dm(x1, x2)), since the Al-Salam and Chihara polynomial is sym-
metric in its parameters.

Proposition 4.2 states that the vector

w(x1;x2) =
∞∑

n1=0

Sn1(µ(x1); q2k1x2, q
2k1/x2|q2) ek1

n1
⊗ vk2(x2)

=
∞∑

n1,n2=0

Sn1(µ(x1); q2k1x2, q
2k1/x2|q2)Sn2(µ(x2); q2k2s, q2k2/s|q2) ek1

n1
⊗ ek2

n2
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is a generalized eigenvector of πk1 ⊗ πk2(∆(YsA)) for the eigenvalue λx1 . This last
observation is essentially the way to obtain Proposition 4.2, since ∆(YsA) = A2 ⊗
YsA+ YsA⊗ 1 acts as a three-term recurrence operator in ek1

n1
⊗ vk2(x2).

Proof. We use ∆(YsA) = A2 ⊗ YsA + YsA ⊗ 1 and Proposition 4.1 to define for
fixed x2 the map Λ0 : `2(Z+)⊗ `2(Z+)→ `2(Z+) by

Λ0 : ek1
n1
⊗ ek2

n2
7→ Sn2(x2; q2k2s, q2k2/s|q2) ek1

n1

to obtain the recurrence in n1

Λ0

(
(q−1 − q)

(
πk1 ⊗ πk2∆(YsA)

)
+ s+ s−1

)
ek1
n1
⊗ ek2

n2

= Sn2(x2; q2k2s, q2k2/s|q2)
(
q2n1

(
(s+ s−1)q2k1 + λw2q

2k1(q−1 − q)
)
ek1
n1

+
√

(1− q2n1+2)(1− q4k1+2n) ek1
n1+1 +

√
(1− q2n1)(1− q4k1+2n1−1) ek1

n1−1

)
.

Use the explicit expression for λw2 and the three-term recurrence relation (4.9) to
obtain the result.

We now calculate the action of Υ ekn, which yields another set of orthonormal
polynomials for L2(R2, dm(x1, x2)).

PROPOSITION 4.3. Let k = k1 + k2 + j for j ∈ Z+ and x1 = µ(w1); then(
Υ ekn

)
(x1, x2) = Sn(x1; q2ks, q2k/s|q2)

(
Υ ek0

)
(x1, x2),(

Υ ek0
)
(x1, x2) = C pj(x2; q2k1w1, q

2k1/w1, q
2k2s, q2k2/s|q2),

C−1 =
(
Cj(k1, k2)

)−1 =
√

(q2, q4k1 , q4k2 , q4k1+4k2+2j−2; q2)j .

Proof. By Proposition 4.2, (4.4), and

2
x1 − µ(s)
q−1 − q Υekn(x1, x2) = Υ(πk(YsA) ekn)(x1, x2),

we obtain the three-term recurrence relation as in Proposition 4.1, but with different
initial conditions. Hence, the first statement follows.

Since Υ is unitary we have the orthogonality relations δnmδkl = 〈Υekn,Υelm〉 =∫
Sn(x1; q2ks, q2k/s|q2)Sm(x1; q2ls, q2l/s|q2)

∫
Υek0(x1, x2)Υel0(x1, x2) dm(x1, x2),

by our first observation. As in the proof of Proposition 3.3 we conclude Υek0(x1, x2) =
pj(x2) is a polynomial of degree j, k = k1 + k2 + j, in x2 satisfying the orthogonality
relations ∫

x2

pj(x2)pi(x2) dm(x1, x2) = δijdm(x1; q2ks, q2k/s|q2)

as measures with respect to functions in the variable x1.
We now assume for ease of presentation that dm(x1, x2) is absolutely continuous.

The general case can be proved similarly, or it can be obtained by analytic continuation
with respect to s. The measure is absolutely continuous for q2k2 < |s| < q−2k2 , since
k1, k2 > 0. Put x1 = cos θ, x2 = cosψ; then we obtain the explicit expression (4.8)
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for the orthogonality measure;

1
2π

∫ π

0
pi(cosψ)pj(cosψ)

(e±2iψ, e±2iθ; q2)∞
(q2k2se±iψ, q2k2e±iψ/s, q2k1e±iψ±iθ; q2)∞

dψ

= δij
(q4k1+4k2+4j ; q2)∞
(q2, q4k1 , q4k2 ; q2)∞

(e±2iθ; q2)∞
(q2k1+2k2+2jse±iθ, q2k1+2k2+2je±iθ/s; q2)∞

for almost all θ. The± signs mean that we take all possible combinations in the infinite
q-shifted factorials. Cancelling the (e±2iθ; q2)∞ on both sides and comparing the result
with (4.8), we see that pj is a multiple of pj(·; q2k1eiθ, q2k1e−iθ, q2k2s, q2k2/s|q2). The
constant in front follows up to a sign by comparing the squared norms. As in the proof
of Proposition 3.3 the sign of C follows from the normalization of the Clebsch–Gordan
coefficients, and now we obtain C > 0.

So we obtain a second set of orthonormal polynomials for L2(R2, dm(x1, x2)) in
terms of Al-Salam and Chihara polynomials and Askey–Wilson polynomials.

The convolution formula for the Al-Salam and Chihara polynomials is obtained
by applying Υ to (4.5) using the results of Propositions 4.2 and 4.3. The results hold
as an identity in a weighted L2-space, but since it is a polynomial identity it holds
for all x1, x2; with x1 = µ(w1), x2 = µ(w2), and k = k1 + k2 + j,∑

n1+n2=n+j

Ck1,k2,k
n1,n2,n Sn1(x1; q2k1w2, q

2k1/w2|q2)Sn2(x2; q2k2s, q2k2/s|q2)

=
Sn(x1; q2ks, q2k/s|q2)pj(x2; q2k1w1, q

2k1/w1, q
2k2s, q2k2/s|q2)√

(q2, q4k1 , q4k2 , q4k1+4k2+2j−2; q2)j
.

(4.11)

We have not yet calculated the Clebsch–Gordan coefficients explicitly, but we can
now use (4.11) to determine Ck1,k2,k

n1,n2,n by specializing to a generating function for the
Clebsch–Gordan coefficients. The result is phrased in terms of q-Hahn polynomials,
which are defined as follows (cf. [4]):

Qn(q−x; a, b,N ; q) = 3ϕ2

(
q−n, q−x, abqn+1

aq, q−N
; q, q

)
.

See, e.g., [19] for other derivations of the following lemma.
LEMMA 4.4. With n1 + n2 = n+ j we get

Ck1,k2,k1+k2+j
n1,n2,n = C Qj(q−2n1 ; q4k1−2, q4k2−2, n+ j; q2),

with the constant C given by

q2k1(n−n1)(q2; q2)n+j
√

(q4k1 ; q2)n1(q4k2 ; q2)n2(q4k1 ; q2)j√
(q2; q2)n1(q2; q2)n2(q2, q4k1+4k2+4j ; q2)n(q2, q4k2 , q4k1+4k2+2j−2; q2)j

.

Proof. Observe that Ck1,k2,k
n1,n2,n is independent of s, x1 = µ(w1) and x2 = µ(w2).

Specialize w2 = q2k2s and w1 = q2k1/w2 = q2k1−2k2/s; then the Al-Salam and Chihara
polynomials in the summand on the left-hand side of (4.11) can be evaluated explicitly,
since the 3ϕ2-series reduces to 1. For this choice the Askey–Wilson polynomial on the
right-hand side can also be evaluated explicitly, and we obtain the generating function
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for the Clebsch–Gordan coefficients∑
n1+n2=n+j

Ck1,k2,k
n1,n2,n q

2n1(k2−k1)−2n2k2sn1−n2

√
(q4k1 ; q2)n1(q4k2 ; q2)n2√

(q2; q2)n1(q2; q2)n2

=
q−2jk2−2n(k1+k2+j)sn−j(q4k1 , q4k2 , q4k2s2; q2)j√

(q2, q4k1 , q4k2 , q4k1+4k2+2j−2; q2)j

√
(q4k1+4k2+4j ; q2)n

(q2; q2)n

× 3ϕ2

(
q−2n, q4k2+2j , q4k1+2j/s2

q4k1+4k2+4j , 0
; q2, q2

)
.

This determines Ck1,k2,k
n1,n2,n, but it takes some work to find the expression in terms of

q-Hahn polynomials. First, take n1 as the summation parameter in the sum and
multiply both sides by sn+j to find that both sides are polynomials of degree n + j
in s2. Apply [14, eq. (III.6)] to rewrite the 3ϕ2-series as a polynomial in s2 and
the q-binomial theorem [14, eq. (II.3)] to write (q4k2s2; q2)j as a polynomial in s2.
Comparing next the coefficients on both sides gives an expression for the Clebsch–
Gordan coefficients as a terminating 3ϕ2-series. To put it into the required form in
terms of q-Hahn polynomials, we need to apply some transformations for 3ϕ2-series,
namely [14, (III.13), (III.11)]. The constant follows by a straightforward calculation.

Combining Lemma 4.4 with the unitarity of the intertwining operator consisting
of the Clebsch–Gordan coefficients results in the orthogonality relations for the q-Hahn
and dual q-Hahn polynomials; cf. [14, section 7.2].

We now have all ingredients to rewrite (4.11). Simplifying proves the following
theorem.

THEOREM 4.5. With the notation (4.7) and (4.6) for the Al-Salam and Chihara
polynomials and Askey–Wilson polynomials and x1 = µ(w1), x2 = µ(w2), n, j ∈ Z+,
k1, k2 > 0 we have

(q4k1 ; q2)j
n+j∑
l=0

q2k1(n−l)
[
n+ j
l

]
q2

Qj(q−2l; q4k1−2, q4k2−2, n+ j; q2)

× sl(x1; q2k1w2, q
2k1/w2|q2) sn+j−l(x2; q2k2s, q2k2/s|q2)

= sn(x1; q2k1+2k2+2js, q2k1+2k2+2j/s|q2) pj(x2; q2k1w1, q
2k1/w1, q

2k2s, q2k2/s|q2).

Remark 4.6. (i) Theorem 4.5 is a connection coefficient formula for orthogonal
polynomials in two variables, orthogonal for the same measure, where the connection
coefficients are given by the q-Hahn polynomials. The dual connection coefficient
problem follows from the orthogonality for the Clebsch–Gordan coefficients or, equiv-
alently, from the orthogonality relations for the dual q-Hahn polynomials.

(ii) The case j = 0 gives a simple convolution property for the Al-Salam and
Chihara polynomials, since the q-Hahn and the Askey–Wilson polynomial reduce to 1.
This was the motivation for Al-Salam and Chihara [2] to introduce the Al-Salam and
Chihara polynomials as the most general set of orthogonal polynomials still satisfying
a convolution property; see also Al-Salam [1, section 8]. The case n = 0 is also of
interest, since then the q-Hahn polynomial can be evaluated and the Al-Salam and
Chihara polynomial on the right-hand side reduces to 1. In both cases we have a free
parameter in the sum.

(iii) Formally, in the representation space `2(Z+)⊗ `2(Z+) we have two bases of
(generalized) eigenvectors for the action of YsA, namely vk(x) and w(x1;x2). They
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are connected by Clebsch–Gordan coefficients, which are now expressible as Askey–
Wilson polynomials;

w(x1;x2) =
∞∑
j=0

pj(µ(x2); q2k1x1, q
2k1/x1, q

2k2s, q2k2/s|q2)√
(q2, q4k1 , q4k2 , q4k1+4k2+2j−2; q2)j

vk1+k2+j(x1);

cf. [15, (23)] for the appropriate analogue in the case Uq(su(2)) in which the Askey–
Wilson polynomials are replaced by q-Racah polynomials. The dual Clebsch–Gordan
coefficient relation follows by integrating against the appropriate orthogonality mea-
sure for the Askey–Wilson polynomials.

4.2. Racah coefficients and orthogonal polynomials. In the tensor product
of three positive discrete series representations πk1 ⊗πk2 ⊗πk3 of Uq(su(1, 1)) we have
the same orthogonal bases as in section 3.2 and we use the same notation as in (3.9)–
(3.12). Similarly, we now have an intertwiner for the Uq(su(1, 1))-action in terms of
q-Racah coefficients;

e((k1k2)k12k3)k
n =

∑
k23

Uk1,k2,k12
k3,k,k23

e(k1(k2k3)k23)k
n .(4.12)

Again the constraints (3.14) hold.
PROPOSITION 4.7. Define Θ: `2(Z+)⊗`2(Z+)⊗`2(Z+)→ L2(R3, dm(x1, x2, x3))

by

Θ
(
ek1
n1
⊗ ek2

n2
⊗ ek3

n3

)
(x1, x2, x3)

= Sn1(x1; q2k1w2, q
2k1/w2|q2)Sn2(x2; q2k2w3, q

2k2/w3|q2)Sn3(x3; q2k3s, q2k3/s|q2),

with the measure dm(x1, x2, x3) given by

dm(x1; q2k1w2, q
2k1/w2|q2) dm(x2; q2k2w3, q

2k2/w3|q2) dm(x3; q2k3s, q2k3/s|q2),

where xi = µ(wi). Then Θ is a unitary map intertwining πk1 ⊗ πk2 ⊗ πk3(1 ⊗
∆)(∆(YsA)) with 2(Mx1 − µ(s))/(q−1 − q).

Proof. Observe that (1⊗∆)(∆(YsA)) = A2 ⊗∆(YsA) + YsA⊗∆(1). The proof
now proceeds as the proof of Proposition 4.2.

PROPOSITION 4.8. (i) The following equality holds with xi = µ(wi):

Θ
(
e((k1k2)k12k3)k
n

)
(x1, x2, x3) = Cj(k12, k3)Cj12(k1, k2)Sn

(
x1; q2ks,

q2k

s
|q2
)

× pj

(
x3; q2k12w1,

q2k12

w1
, q2k3s,

q2k3

s
|q2
)
pj12

(
x2; q2k1w1,

q2k1

w1
, q2k2w3,

q2k2

w3
|q2
)
.

(ii) The following equality holds with xi = µ(wi):

Θ
(
e(k1(k2k3)k23)k
n

)
(x1, x2, x3) = Cj′(k1, k23)Cj23(k2, k3)Sn

(
x1; q2ks,

q2k

s
|q2
)

× pj′

(
x2; q2k1w1,

q2k1

w1
, q2k23s,

q2k23

s
|q2
)
pj23

(
x3; q2k2w2,

q2k2

w2
, q2k3s,

q2k23

s
|q2
)
.

The constant Cj(k1, k2) is defined in Proposition 4.3.
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The proof of Proposition 4.8 is slightly more complicated than the proof of its
counterpart Proposition 3.12 due to the fact that we do not have a nice factorization
for Θ as in Remark 3.11. This is a consequence of the noncocommutativity of the
comultiplication for Uq(su(1, 1)).

Note that the occurrence of Sn(x1; q2ks, q2k/s|q2) on the right-hand side corre-
sponds to the intertwining property of the Racah coefficients as in the proof of the
first statement of Proposition 4.3.

Proof. The proof of (i) and (ii) is similar. To prove (i) we use (3.10) (for the
Uq(su(1, 1))-setting) and Proposition 4.7 to find

Θ
(
e((k1k2)k12k3)k
n

)
(x1, x2, x3) =

∑
n12+n3=n+j

Ck12,k3,k
n12,n3,n Sn3(x3; q2k3s, q2k3/s|q2)

×
∑

n1+n2=n12+j12

Ck1,k2,k12
n1,n2,n12

Sn1(x1; q2k1w2, q
2k1/w2|q2)Sn2(x2; q2k2w3, q

2k2/w3|q2)

= Cj12(k1, k2)pj12(x2; q2k1w1, q
2k1/w1, q

2k2w3, q
2k2/w3|q2)

×
∑

n12+n3=n+j

Ck12,k3,k
n12,n3,n Sn3(x3; q2k3s, q2k3/s|q2)Sn12(x1; q2k12w3, q

2k12/w3, |q2)

by (4.11). The last sum can be evaluated by another application of (4.11) leading to
the result.

The n-dependence in the right-hand sides of Proposition 4.8 is the same, so we
obtain the Wigner–Eckhart theorem for the Uq(su(1, 1))-setting by applying Θ to
(4.12). So we can restrict to n = 0 in (4.12) before applying Θ without loss of
generality, and we obtain the following polynomial identity in x2 and x3 with w1 as
a parameter:

(4.13)

Cj(k12, k3)Cj12(k1, k2) pj(x3; q2k12w1, q
2k12/w1, q

2k3s, q2k3/s|q2)

× pj12(x2; q2k1w1, q
2k1/w1, q

2k2w3, q
2k2/w3|q2)

=
j12+j∑
j23=0

Uk1,k2,k12
k3,k,k23

Cj′(k1, k23)Cj23(k2, k3) pj′(x2; q2k1w1, q
2k1/w1, q

2k23s, q2k23/s|q2)

× pj23(x3; q2k2w2, q
2k2/w2, q

2k3s, q2k23/s|q2).

Again we can use (4.13) in two ways. First, we specialize to a suitable formula from
which the Racah coefficients can be determined explicitly. The Racah coefficients
for the finite dimensional representations of Uq(sl(2,C)), see section 5, are due to
Kirillov and Reshetikhin [20]; see also [35, section 14.5]. Second, with the explicit
expression for the Racah coefficients we derive a convolution identity for the Askey–
Wilson polynomials.

PROPOSITION 4.9. The Racah coefficients of (4.12) are given by

Uk1,k2,k12
k3,k,k23

= C 4ϕ3

(
q4k1+4k2+2j12−2, q4k2+4k3+2j23−2, q−2j12 , q−2j23

q4k2 , q4k1+4k2+4k3+2j+2j12−2, q−2j−2j12
; q2; q2

)
,
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with the constant C given by

(q2, q4k1 , q4k23 , q4k1+4k23+2(j+j12−j23)−2; q2)1/2
j+j12−j23

(q2, q4k12 , q4k3 , q4k12+4k3+2j−2; q2)1/2
j

(q2, q4k2 , q4k3 , q4k2+4k3+2j23−2; q2)1/2
j23

(q2, q4k1 , q4k2 , q4k1+4k2+2j12−2; q2)1/2
j12

×q2k2(j−j23)
[
j + j12
j23

]
q2

(q4k3 ; q2)j(q4k2 ; q2)j12(q4k1+4k2+4k3+2j+2j12−2; q2)j23

(q4k3 , q4k2+4k3+2j23−2; q2)j23(q4k2+4k3+4j23 ; q2)j+j12−j23

.

Proof. Take w1 = s = 1 and x2 = µ(q2k1) in (4.13) to find

pj(x3; q2k12 , q2k12 , q2k3 , q2k3 |q2)(q2k1+2k2w3, q
2k1+2k2/w3; q2)j12

=
∑
j23

C1U
k1,k2,k12
k3,k,k23

pj23(x3; q2k1+2k2 , q2k2−2k1 , q2k3 , q2k3 |q2)

for C1 an explicit constant depending upon k1, k2, k3, j12, j23, and j, since two Askey–
Wilson polynomials can be evaluated for this choice. So the Racah coefficients occur
as the coefficients when developing the polynomial of degree j + j12 on the left-hand
side into Askey–Wilson polynomials. Hence the Racah coefficients can be obtained
from

C2U
k1,k2,k12
k3,k,k23

=
∫
pj23(x3; q2k1+2k2 , q2k2−2k1 , q2k3 , q2k3 |q2)pj(x3; q2k12 , q2k12 , q2k3 , q2k3 |q2)

× (q2k1+2k2w3, q
2k1+2k2/w3; q2)j12 dm(x3; q2k1+2k2 , q2k2−2k1 , q2k3 , q2k3 |q2),

for some known constant C2. Now observe that

(q2k1+2k2w3, q
2k1+2k2/w3; q2)j12 dm(x3; q2k1+2k2 , q2k2−2k1 , q2k3 , q2k3 |q2)

= C3 dm(x3; q2k12 , q2k2−2k1 , q2k3 , q2k3 |q2)

for some known constant C3 by (3.14) and (4.8). Thus the Racah coefficients can be
obtained by integration;

C4 U
k1,k2,k12
k3,k,k23

=
∫
pj23(x3; q2k1+2k2 , q2k2−2k1 , q2k3 , q2k3 |q2)

× pj(x3; q2k12 , q2k12 , q2k3 , q2k3 |q2) dm(w3; q2k12 , q2k2−2k1 , q2k3 , q2k3 |q2),

(4.14)

with C4 explicitly known. Observe that three out of four of the parameters of each of
the Askey–Wilson polynomials in (4.14) coincide with the parameters of the Askey–
Wilson measure in (4.14). Use the connection coefficient formula for Askey–Wilson
polynomials with one different parameter, cf. Askey and Wilson [5, (6.4–5)] or see [14,
(7.6.8–9) with the right-hand side of (7.6.9) multiplied by (q; q)n], twice to rewrite
the Askey–Wilson polynomials in terms of Askey–Wilson polynomials with the same
parameters as the Askey–Wilson measure in (4.14). By orthogonality the integration is
then easily performed and we are left with a single sum, which can be written as a very
well poised 8ϕ7-series. This can be transformed to a balanced 4ϕ3-series by Watson’s
transformation [14, (III.17)], and another application of Sears’s transformation [14,
(III.15)] gives the form as in the statement of the proposition. The constant follows
from bookkeeping.
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Recall the q-Racah polynomials, see Askey and Wilson [4] or [14, section 7.2],
[22],

Rn(ν(x);α, β, γ, δ; q) = 4ϕ3

(
q−n, αβqn+1, q−x, γδqx+1

αq, βδq, γq
; q, q

)
(4.15)

with ν(x) = q−x + γδqx+1, one of the lower parameters equals q−N , N ∈ Z+, and
0 ≤ n ≤ N . The 4ϕ3-series in Proposition 4.9 can be written in terms of a q-Racah
polynomial.

We can now rewrite (4.13) to arrive at the key result of this paper. For convenience
we replace q2 by q, (a, b, c) = (qk1 , qk2 , qk3), and we relabel w1, j23, and j12 by t, l,
and n, and finally replace x2, x3 by x1, x2. We obtain the following q-analogue of
Theorem 3.13 and Corollary 3.15.

THEOREM 4.10. With x1 = µ(w1), x2 = µ(w2), n, j ∈ Z+, we have the convolu-
tion identity for the Askey–Wilson polynomials

n+j∑
l=0

bj−l
[
j + n

l

]
q

(b2; q)n(a2b2c2qj+n−1; q)l(c2; q)j
(c2, b2c2ql−1; q)l(b2c2q2l; q)j+n−l

× Rl(ν(n); b2/q, c2/q, q−j−n−1, a2b2qn+j−1; q)

× pj+n−l(x1; at, a/t, bcqls, bcql/s|q) pl(x2; bw1, b/w1, cs, c/s|q)
= pn(x1; at, a/t, bw2, b/w2|q) pj(x2; abqnt, abqn/t, cs, c/s|q),

with the notation of (4.6), (4.15).
Remark 4.11. (i) Theorem 4.5 can be obtained as a special case of Theorem 4.10

by letting c→ 0.
(ii) Dunkl [10, section 3] obtains a special case of Theorem 4.10 in the same spirit

as his proof [11] of Corollary 3.15; see Remark 3.16(ii). The symmetric group is now
replaced by the general linear group over the field of q elements. This finite group of
Lie type has the symmetric group as its Weyl group; see [10] for more information.

(iii) Theorem 4.10 leads to a kind of generating function for the q-Racah and
q-Hahn polynomials. Choosing w1 = at and w2 = cs in Theorem 4.10 reduces all
four Askey–Wilson polynomials to a single term. The remaining free parameters s
and t appear only in the combination s/t. Replacing bcs/(at) by u and (a2, b2, c2) by
(α, β, γ) gives

n+j∑
l=0

[
j + n
l

]
q

(α; q)j+n−l(β; q)n(αβγqj+n−1; q)l
(α; q)n(βγql−1; q)l(βγq2l; q)j+n−l

uj−l(βγql/u; q)j+n−l(u; q)l

× Rl(ν(n);β/q, γ/q, q−j−n−1, αβqn+j−1; q) = (αqnu; q)j(β/u; q)n.

For γ = 0 we obtain a similar identity for q-Hahn polynomials:

n+j∑
l=0

[
j + n
l

]
q

(α; q)j+n−l(β; q)n
(α; q)n

Qn(q−l;β/q, α/q, n+ j; q)uj−l(u; q)l

= (αqnu; q)j(β/u; q)n.

(iv) Theorem 4.10 gives the connection coefficients for two sets of orthogonal
polynomials with respect to the absolutely continuous measure

(w±2
1 , w±2

2 ; q)∞
(taw±1

1 , aw±1
1 /t, csw±1

2 , cw±1
2 /s; q)∞

1
(bw±1

1 w±1
2 ; q)∞

dw1

w1

dw2

w2
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on the torus T2 for |t|−1 < |a| < |t|, |s|−1 < |c| < |s|, and |b| < 1. Here all possible
signs for ± have to be used. (Otherwise discrete masses at points and lines have to
be added.) This weight function is invariant under simultaneously interchanging w1
with w2, t with s, and a with c. This transforms the orthogonal polynomials on the
right-hand side of Theorem 4.10 to the ones occurring in the left-hand side.

In particular, note that for s = t, a = c, the weight function is invariant under the
Weyl group for B2, i.e., the group generated by (w1, w2) 7→ (w2, w1) and (w1, w2) 7→
(w1, w

−1
2 ). The corresponding Weyl group invariant orthogonal polynomials are

pn(µ(w1); at, a/t, bw2, b/w2|q) pj(µ(w2); abqnt, abqn/t, at, a/t|q)
+ pn(µ(w2); at, a/t, bw1, b/w1|q) pj(µ(w1); abqnt, abqn/t, at, a/t|q)

for n ≥ j ≥ 0. These orthogonal polynomials do not seem directly related to the
Koornwinder–Macdonald orthogonal polynomials associated with root system BC2,
see [27], although the structure of the orthogonality measure is similar.

5. Linearization coefficients for Askey–Wilson polynomials. In the re-
sults of the previous section using Uq(su(1, 1)), especially Theorems 4.5 and 4.10, we
can use analytic continuation with respect to the parameters involved in finding simi-
lar identities but with the Al-Salam and Chihara polynomials and the Askey–Wilson
polynomials replaced by the dual q-Krawtchouk polynomials and the q-Racah poly-
nomials; cf. [15], [20], [28]. These identities can be obtained by the same procedure
using Uq(su(2)) and its representation theory instead of using Uq(su(1, 1)). In partic-
ular we can now give an interpretation for q-Racah polynomials as Clebsch-Gordan
coefficients for Uq(su(2)); see [15, (23)]. In this case we also have some knowledge on
the structure of the dual Hopf ∗-algebra and this can be used to obtain a lineariza-
tion formula for a two-parameter family of Askey–Wilson polynomials. This is an
application of the results of the previous section.

We first recall Uq(su(2)) and its representation theory; see, e.g., [9], [24], [28], [30].
The Hopf algebra structure on Uq(su(2)) is the same as the Hopf algebra structure on
Uq(sl(2,C)); cf. (4.1), (4.2). The ∗-operator making Uq(su(2)) into a Hopf ∗-algebra
for 0 < q < 1 is given by

A∗ = A, B∗ = C, C∗ = B, D∗ = D.

There is precisely one irreducible unitary Uq(su(2))-module WN of each dimension
N + 1 with highest weight vector v+, i.e., Av+ = qN/2v+, B v+ = 0. The correspond-
ing representation is denoted by tN . With respect to the standard orthonormal basis
eNn , 0 ≤ n ≤ N , the action of the generators is given by tN (A) eNn = qn−N/2 eNd and

tN (B) eNn =
q(1−N)/2

1− q2

√
(1− q2n+2)(1− q2N−2n) eNn+1,

tN (C) eNn =
q(1−N)/2

1− q2

√
(1− q2n)(1− q2N−2n+2) eNn−1,

with the convention eN−1 = 0 = eNN+1. So eNN is the highest weight vector. The
representation tN , considered as a representation of Uq(sl(2,C)), can be obtained
from the discrete series representation πk of (4.3) by formally replacing k by −N/2.

The Clebsch–Gordan decomposition holds; as unitary Uq(su(2))-modules

WN1 ⊗WN2 =
min(N1,N2)⊕

j=0

WN1+N2−2j .
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The matrix coefficients of the intertwining operator give the Clebsch–Gordan coeffi-
cients;

eNn =
∑
n1,n2

CN1,N2,N
n1,n2,n eN1

n1
⊗ eN2

n2
.(5.1)

Of course, the Clebsch–Gordan coefficient is zero if N 6= N1 + N2 − 2j for 0 ≤ j ≤
min(N1, N2). By considering the action of A on both sides we see that the Clebsch–
Gordan coefficient is zero unless n1 + n2 = n + j, so the sum is actually a single
sum. The Clebsch–Gordan coefficients are normalized by 〈eN0 , eN1

j ⊗ eN2
0 〉 > 0 if

N = N1 +N2 − 2j, 0 ≤ j ≤ min(N1, N2).
We are particularly interested in the element

Xp = q1/2B + q−1/2C − p1/2 − p−1/2

q − q−1 (A−D) ∈ Uq(sl(2,C)), p > 0.

Then XpA is self-adjoint and ∆(XpA) = A2⊗XpA+XpA⊗ 1. Koornwinder [28] has
shown that in each module WN the action of XpA is completely diagonalizable. To
formulate this result we introduce the orthonormal dual q-Krawtchouk polynomials;
for a > 0,

rn(q−x − qx−N/a; a,N ; q) = (−1)nan/2qn(n−1)/4
[
N
n

]1/2

q

Rn(q−x − qx−N/a; a,N ; q)

for N ∈ Z+ and 0 ≤ x, n ≤ N . The dual q-Krawtchouk polynomials are special cases
of the q-Racah polynomials (4.15) and are defined by

Rn(q−x − qx−N/a; a,N ; q) = 3ϕ2

(
q−n, q−x,−qx−N/a

q−N , 0
; q, q

)
.

The corresponding three-term recurrence relation is

(q−x − qx−N/a) rn = An rn+1 + qn−N (1− a−1) rn +An−1 rn−1,

An = a−1/2q−N+n/2
√

(1− qn+1)(1− qN−n)
(5.2)

for 0 ≤ x, n ≤ N , and rn = rn(q−x − qx−N/a; a,N ; q).
PROPOSITION 5.1 (see [28]). There exists an orthogonal basis φNf = φNf (p), 0 ≤

f ≤ N , of WN of eigenvectors of tN (XpA) for the eigenvalue

λNf (p) =
p1/2qN−2f − p−1/2q2f−N + p−1/2 − p1/2

q−1 − q .

Moreover, φNf (p) =
∑N
n=0 rn(q−2f − q2f−2N/p; p,N ; q2) eNd .

Proposition 5.1 is the analogue of Proposition 4.1, and we could have formulated
it in a similar fashion using the finite discrete orthogonality measure for the dual
q-Krawtchouk polynomials. Actually, replacing eiθ, k in Sn(cos θ; q2ks, q2k/s|q2) by
q−2f+N/s, −N/2 and next taking s2 = −p−1 gives rn(q−2f−q2f−2N/p; p,N ; q2). The
analogue of Proposition 4.2 is the following.

PROPOSITION 5.2. For 0 ≤ f1 ≤ N1, 0 ≤ f2 ≤ N2, define in WN1 ⊗WN2 the
vector

φN1,N2
f1,f2

=
N1∑
n1=0

rn1(q−2f1 − q2f1−2N1−2N2+4f2/p; pq2N2−4f2 , N1; q2) eN1
n1
⊗ φN2

f2
;
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then tN1 ⊗ tN2
(
∆(XpA)

)
φN1,N2
f1,f2

= λN1+N2
f1+f2

(p)φN1,N2
f1,f2

. Moreover, φN1,N2
f1,f2

, 0 ≤ f1 ≤
N1, 0 ≤ f2 ≤ N2, constitutes an orthogonal basis of WN1 ⊗WN2 of eigenvectors of
∆(XpA).

Proof. From ∆(XpA) = A2⊗XpA+XpA⊗1 it follows that there is an eigenvector
of the form

∑N1
n1=0 pn1 e

N1
n1
⊗ φN2

f2
by solving a three-term recurrence relation for the

pn1 . Now (5.2) can be used to solve this.
There are (N1 + 1)(N2 + 1) eigenvectors in WN1 ⊗ WN2 , and 〈φN1,N2

f1,f2
, φN1,N2
g1,g2

〉
equals zero if f2 6= g2 by Proposition 5.1. It also equals zero if f1 + f2 6= g1 + g2 by
the self-adjointness of XpA.

The result of Proposition 5.2 can be obtained from Proposition 4.2 by substituting
k1, k2 by −N1/2, −N2/2 and w1, w2 by qN1+N2−2f1−2f2/s, qN2−2f2/s and s2 by −p−1.

PROPOSITION 5.3. For N = N1 +N2 − 2j, 0 ≤ j ≤ min(N1, N2), we have

〈φN1,N2
f1,f2

, eNn 〉 = rn(q2j−2f1−2f2 − q2f1+2f2−2j−2N/p; p,N ; q2)〈φN1,N2
f1,f2

, eN0 〉

if 0 ≤ f1 + f2 − j ≤ N , and 〈φN1,N2
f1,f2

, eNn 〉 = 0 otherwise. If nonzero, then

〈φN1,N2
f1,f2

, eN0 〉 =
[
N2
j

]1/2

q2

pj/2qj(2N1+N2)q−3j(j−1)/2√
(q2N1 , q2N1+2N2−2j+2; q−2)j

(−p−1q2f1+2f2−2N1−2N2 ; q2)j

×(q−2f1−2f2 ; q2)j 4ϕ3

(
q−2j , q2j−2−2N1−2N2 , q−2f2 ,−p−1q2f2−2N2

q−2N2 , q−2f1−2f2 ,−p−1q2f1+2f2−2N1−2N2
; q2, q2

)
.

Note that the 4ϕ3-series is balanced and can be written in terms of q-Racah
polynomials (4.15). The 4ϕ3-series in Proposition 5.3 equals

Rj(q−2f2 − p−1q2f2−2N2 ; q−2N2−2, q−2N1−2, q−2f1−2f2−2,−p−1q2f1+2f2−2N2 ; q2).

The proof of Proposition 5.3 is similar to the proof of Proposition 4.3. Proposition 5.3
can also be obtained from Proposition 4.3 using the substitutions as indicated earlier.
It can also be obtained by using eN0 =

∑
CN1,N2,N
n1,n2,0 eN1

n1
⊗eN2

n2
, Propositions 5.2 and 5.1,

and the explicit value for the Clebsch–Gordan coefficients for n = 0, N = N1+N2−2j,

CN1,N2,N
n1,n2,0 = (−1)n2qn2(N2−j−1)

√
(q2n1+2; q2)n2(q2N1−2n1 ; q−2)n2(q2N2 ; q−2)j
(q2; q2)n2(q2N2 ; q−2)n2(q2N1+N2−2j+2; q2)j

.

See, e.g., [35, section 14.3], but this simple case can also be derived as follows. Apply
C to both sides of (5.1) to obtain a three-term recurrence for the Clebsch–Gordan
coefficients, which reduces to a two-term recurrence for n = 0. This can easily be
solved, with the initial condition following from the unitarity and the normalization;
see [34] for a similar derivation. Then we have a sum involving the product of two
dual q-Krawtchouk polynomials. Upon inserting the series representation we obtain
a triple sum, and after interchanging summations we can use the q-binomial theorem
and the q-Chu–Vandermonde sum, see [14], to obtain a single 4ϕ3-series.

Remark 5.4. With Proposition 5.3 at hand it is straightforward to calculate the
Uq(su(2))-counterparts of Theorems 4.5 and 4.10. The Al-Salam and Chihara, re-
spectively, Askey–Wilson, polynomials have to be replaced by dual q-Krawtchouk, re-
spectively, q-Racah, polynomials. The result can also be obtained from Theorems 4.5
and 4.10 by substitution as indicated earlier, so we do not give them explicitly. These
formulas give an alternative for the formulas of Groza and Kachurik [18].
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In the representation space WN1 ⊗ WN2 we have two bases of eigenvectors for
the action of XpA, namely φNf and φN1,N2

f1,f2
, and the corresponding Clebsch–Gordan

coefficients are given by Proposition 5.3, since, with N = N1 +N2 − 2j,

φN1,N2
f1,f2

=
min(N1,N2)∑

j=0

N∑
n=0

〈φN1,N2
f1,f2

, eNn 〉 eNn

=
min(N1,N2)∑

j=0

〈φN1,N2
f1,f2

, eN0 〉
N∑
n=0

rn(q2j−2f1−2f2 − q2f1+2f2−2j−2N/p; p,N ; q2) eNn

=
min(N1,N2)∑

j=0

〈φN1,N2
f1,f2

, eN0 〉φNf1+f2−j .

Here we use the convention that φNf = 0 for f > N or f < 0. So introducing the
notation

φN1,N2
f1,f2

=
∑
f,j

CN1,N2,N
f1,f2,f

(p) φNf ,(5.3)

we see that the Clebsch–Gordan coefficients are zero unless f1 + f2 = f + j, and
then CN1,N2,N

f1,f2,f
(p) = 〈φN1,N2

f1,f2
, eN0 〉. So, by Proposition 5.3 we have proved that the

q-Racah polynomials occur as Clebsch–Gordan coefficients for Uq(su(2)). This is due
to Granovskii and Zhedanov [15].

Using (5.3) in a special case we can obtain the linearization coefficients for the
two parameter family of Askey–Wilson polynomials occurring as spherical functions
on the quantum SU(2) group; cf. [28]. We consider odd-dimensional representations;
N1 = 2l1, N2 = 2l2, l1, l2 ∈ Z+. Then the kernel of t2l1(XpA) is one dimensional
and spanned by φ2l1

l1
(p). Moreover, φ2l1,2l2

l1,l1
(p) = φ2l1

l1
(p) ⊗ φ2l2

l2
(p). Next we consider

matrix elements as linear functionals on Uq(su(2)) to find∑
(X)

〈t2l1(X(1))φ
2l1
l1

(p), φ2l1
l1

(r)〉 〈t2l2(X(2))φ
2l2
l2

(p), φ2l2
l2

(r)〉

= 〈t2l1 ⊗ t2l2(∆(X))φ2l1,2l2
l1,l1

(p), φ2l1,2l2
l1,l1

(r)〉

=
l1+l2∑

l=|l1−l2|
C2l1,2l2,2l
l1,l2,l

(p)C2l1,2l2,2l
l1,l2,l

(r)〈t2l(X)φ2l
l (p), φ2l

l (r)〉,

(5.4)

where r > 0 is another parameter and ∆(X) =
∑

(X)X(1) ⊗X(2).
The dual Hopf ∗-algebra Aq(SU(2)) generated by the matrix elements of the rep-

resentations tN , N ∈ Z+, of Uq(su(2)), is known in terms of generators and relations,
cf. [9], [24], [28], [30]. Koornwinder [28] has given an explicit expression for the ele-
ment in Aq(SU(2)) corresponding to the linear functionals considered in (5.4), which
can be considered as a zonal spherical function on the quantum SU(2) group.

〈t2l(X)φ2l
l (p), φ2l

l (r)〉 =
q−l

(q2l+2; q2)l

〈
X, pl

(
ρ; q
√
p

r
, q

√
r

p
,
−q
√
pr
,−q√pr|q2

)〉
,

(5.5)

where ρ ∈ Aq(SU(2)) is some fixed simple element, which is, up to an affine scaling,
the linear functional X 7→ 〈t2(X)φ2

1(p), φ2
1(r)〉, and the last 〈·, ·〉 denotes the duality
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between Uq(su(2)) and Aq(SU(2)). Since Aq(SU(2)) is the dual Hopf ∗-algebra, the
left-hand side of (5.4) corresponds to the multiplication of the two linear functionals.
So (5.4) leads to the following identity in Aq(SU(2)):

pl1(ρ) pl2(ρ) =
l1+l2∑

l=|l1−l2|
ql1+l2−l (q

2l1+2; q2)l1(q2l2+2; q2)l2
(q2l+2; q2)l

C2l1,2l2,2l
l1,l2,l

(p)C2l1,2l2,2l
l1,l2,l

(r) pl(ρ)

with pl(·) = pl(·; q
√

p
r , q
√
r
p ,
−q√
pr ,−q

√
pr|q2).

The only information on Aq(SU(2)) needed is the existence of a family of one-
dimensional representations sending ρ to cos θ. Thus, applying the one-dimensional
representations of Aq(SU(2)) and using Proposition 5.3 proves the following lineariza-
tion coefficient formula.

THEOREM 5.5. Let pl(x) = pl(x; q
√

p
r , q
√
r
p ,
−q√
pr ,−q

√
pr|q2), p, r > 0, be defined

in terms of Askey–Wilson polynomials (4.6). Then the coefficients in the linearization
formula

pl1(x) pl2(x) =
2 min(l1,l2)∑

j=0

cj pl1+l2−j(x)

are given by a product of two balanced terminating 4ϕ3-series;

cj = q−j(j−1)qj+4jl1(q2l1+2; q2)l1−j(q
2l2+2; q2)l2

[
2l2
j

]
q2

× (q2l1+2l2 ; q−2)j
(q2l1+2l2+2; q2)l1+l2−j

1− q4l1+4l2−4j+2

1− q4l1+4l2−2j+2

× pj/2(−p−1q−2l1−2l2 ; q2)j 4ϕ3

(
q−2j , q−2l2 , q2j−2−4l1−4l2 ,−p−1q−2l2

q−4l2 , q−2l1−2l2 ,−p−1q−2l1−2l2
; q2, q2

)

× rj/2(−r−1q−2l1−2l2 ; q2)j 4ϕ3

(
q−2j , q−2l2 , q2j−2−4l1−4l2 ,−r−1q−2l2

q−4l2 , q−2l1−2l2 ,−r−1q−2l1−2l2
; q2, q2

)
.

Remark 5.6. (i) In particular, for p = r the linearization coefficients are posi-
tive. This can already be observed without the explicit knowledge of the linearization
coefficients; see [24, section 8.3], [26, section 7].

(ii) For p = r = 1 the Askey–Wilson polynomials pl(x; q, q,−q,−q|q2) are the
continuous q-Legendre polynomials Cl(x; q2|q4); see [5, section 4]. This is a special
case of the continuous q-ultraspherical polynomials introduced by Rogers at the end
of the 19th century. Rogers calculated the linearization coefficients for the continuous
q-ultraspherical polynomials, see, e.g., [5, section 4], [14, section 8.5], and we can go
from Theorem 5.5 to the special case of Rogers’s result by using Andrew’s summation
formula; see [14, (II.17)].

(iii) Not only the zonal spherical elements on the quantum SU(2) group are known
in terms of Askey–Wilson polynomials in the generators of the dual Hopf algebra as
in (5.5), but any matrix coefficient of tN of the form 〈tN (X)φNf (p), φNg (r)〉 can be
written in terms of Askey–Wilson polynomials on the dual Hopf algebra. This is due
to Noumi and Mimachi [31], [32], [30]; see [24] for a proof. The method described
here to obtain a linearization formula only works for the zonal spherical functions, as
in the group case.
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QUASICONVEXIFICATION IN W 1,1 AND OPTIMAL JUMP
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Abstract. An integral representation for the relaxation in BV (Ω;Rp) of the functional

u 7→
∫

Ω

W (∇u(x))dx+HN−1(S(u))

with respect to BV weak ∗ convergence is obtained. The bulk term in the integral representation re-
duces to the quasiconvexification of W , and we describe optimal behavior of approximating sequences
along S(u), for scalar valued u.

Key words. quasiconvex, lower semicontinuous, microstructure, bounded variation, relaxation
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1. Introduction. In this paper, we study the lower semicontinuity of the func-
tional

E(u) :=

∫
Ω

W (∇u)dx+HN−1(S(u)),

where Ω ⊂ RN is open and bounded, u ∈ BV (Ω; Rp), ∇u is the Radon–Nikodym
derivative of Du with respect to LN , S(u), the “jump set” of u, is the complement
of the set of Lebesgue points of u, and HN−1 is the N − 1-dimensional Hausdorff
measure.

This functional can be viewed as modeling materials with fracture: if u represents
a deformation, the energy density W penalizes elastic deformation, and HN−1(S(u))
penalizes fracture by the size of the fracture site.

As is typical in the study of such functionals, we consider the relaxed energy I, i.e.,
the lower semicontinuous envelope in L1 of the original energy E. By studying why
these energies might not agree, and in particular, why corresponding energy densities
might not agree, one is led to investigate the local behavior of minimizing sequences
and the onset of microstructure, i.e., the development in minimizing sequences of
finer and finer oscillations of their gradients, jump sets, or a combination of the two.
By optimal “jump microstructure,” we mean optimal oscillations involving both the
gradients and jump sets of a sequence of functions that occur along the jump set of
the limit of that sequence.

The jump set S(u) of any BV function u is known to be N−1-rectifiable, and so it
has a normal, ν, HN−1 almost everywhere. Furthermore, we have the decomposition

Du = ∇uLN + [u]⊗ νHN−1bS(u) + C(u),
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where [u] is the jump in u, i.e., u+ − u−, where u+ and u− are the traces of u on
either side of S(u) (see, e.g., [10] and [17]), and C(u) is the so-called Cantor part,
which is singular with respect to the first two measures in the decomposition. If
C(u) = 0, we say u ∈ SBV (Ω; Rp), the space of special functions of bounded variation
introduced in [9]. Since functions with Du = C(u) are dense in L1, if minW = W (0)
then the relaxation of E would reduce to LN (Ω)W (0). We avoid this pathology by
only considering sequences in SBV , which is equivalent to relaxing E(·)+∞|C(·)|(Ω).
This corresponds to allowing macroscopic states with Cantor part, but not microscopic
states.

In [3], Ambrosio analyzed the energy functional on SBV given by

E(u) =

∫
Ω

W (x, u,∇u)dx+

∫
S(u)

φ(u+, u−, ν)dHN−1(x),

under the hypotheses that W is Carathéodory and has superlinear growth in ∇u, and
under conditions on φ that, in particular, allow φ to be any positive constant. A
result is that if W is quasiconvex, and if certain assumptions on φ are met, then E
is L1

loc lower semicontinuous in SBV . The analysis of the relaxation in BV of the
model where φ ≡ 1 and W has superlinear growth was carried out in [11].

In this paper, we assume that W has linear growth and we take φ ≡ 1. Physically,
this last assumption corresponds to weighing jumps, or cracks, only by the size of the
jump set S(u), with no dependence on the orientation ν or size of the jump [u]. The
linear growth of W allows interaction along the jump set: approximating sequences
of u need not jump at S(u), but might have much more complicated behavior consist-
ing of combinations of smooth growth (gradients) and jumps. If W has superlinear
growth, it is energetically impossible for optimal approximating sequences to develop
concentrations of their gradients along the jump set of u, and so their behavior there
is much simpler. The study of the case where W and φ both have linear growth was
undertaken in [6] (see also [7]).

The main new contributions in this paper are the expressions for QW (the qua-
siconvexification of W ) in section 3, a new method for showing the upper bound
inequality for the jump density in section 4, Lemma 5.1 in section 5 which allows us
to blow up in such a way that the rescaled variation measures do not lose mass as
they converge weakly ∗, and finally a method for finding the optimal jump microstruc-
ture for scalar valued functions in section 6. This last result allows us to exhibit the
optimal behavior of approximating sequences along S(u). The method is applicable
not only when the jump energy density is a constant, but also when it depends in a
positive homogenous degree one way on the jump (see Theorem 6.5 and Remark 6.6).

This paper is organized as follows: in section 2 we discuss preliminaries and state
the relaxation theorem, the essence of which is the integral representation

I(u) =

∫
Ω

QW (∇u)dx+

∫
S(u)

h([u], ν)dHN−1 +

∫
Ω

(QW )∞(dC(u)),(1.1)

where QW is the quasiconvexification of W (see section 2), and h and (QW )∞ are
defined in section 2.

In section 3 we show that, although QW is defined in terms of sequences in
Sobolev spaces, there are equivalent definitions in terms of certain sequences in BV .
An analogous lower semicontinuity result for superlinear W was obtained by Ambrosio
in [3], Theorem 3.3.
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In section 4, we show that I(u) ≤ the right-hand side of (1.1). We first prove
that I(u, ·) is a finite Borel regular measure, absolutely continuous with respect to
LN + |Du|. This follows largely from [12]. The remaining issue in this section is the
upper bound for I(u, ·)bS(u), for which we introduce a new argument. There is some
difficulty with this step because HN−1bS(u) is, in general, not a Radon measure, and
so taking derivatives with respect to HN−1bS(u) is not possible. The usual method
for showing upper bound inequalities for jump densities is based on [4] and [5], and
involves approximating jump sets with boundaries of sets with finite perimeter. The
technique here is based on looking at the intersection of the jump set with certain sets
of finite perimeter. We consider level sets Et of the components of u, such that Et

has finite perimeter and |Dju| := |Du|bS(u) concentrates on S(u)∩ ∂∗Et as we blow-
up. We then see that the analysis on S(u) ∩ ∂∗Et is much easier than on S(u). The
rest follows from constructing functions in a reasonable way, and by using a suitable
covering argument.

Section 5 deals with the proof of the lower bound inequality I(u) ≥ the right-hand
side of (1.1), which is a modified version of the corresponding argument in [6]. The
changes include a lemma that allows us to choose the rescaling factors so that as the
rescaled variation measures converge weakly ∗ on a cube, they do not lose any mass
(see Lemma 5.1).

In section 6 we find optimal microstructure along the jump set of u, for scalar
valued u. The proof relies on a coarea formula and an application of Jensen’s inequal-
ity on boundaries of level sets. It turns out that the proof may be easily extended
to the case where the energy density on jumps is a positive homogeneous degree one
function of [u]ν, and also when the energy density on jumps is just a function of the
normal to S(u).

2. Preliminaries and the relaxation theorem. We consider a bounded, open
set Ω ⊂ RN , and we define the Sobolev spaces W 1,1(Ω) and W 1,∞(Ω), and the space
of functions of bounded variation BV (Ω) in the usual way (see, e.g., [10] and [17]).
We denote by ρm, or alternatively ρε, the standard mollifier, and for E ⊂ Ω, χE
stands for the characteristic function of E. Given two sets A and B, we define the
symmetric difference A4B := (A\B) ∪ (B\A).

We say that a set E ⊂ Ω has finite perimeter in Ω if χE ∈ BV (Ω). For such an
E, the measure theoretic boundary in Ω, ∂∗E, is defined as{

x ∈ Ω : lim sup
δ→0+

LN (B(x, δ) ∩ E)

LN (B(x, δ))
> 0 and lim sup

δ→0+

LN (B(x, δ)\E)

LN (B(x, δ))
> 0

}
,(2.1)

where B(x, δ) is the closed ball in RN centered at x with radius δ. We denote by
νE(x) the measure theoretic normal to E at x ∈ ∂∗E (for properties of this normal,
see [10] or [17]). The reduced boundary ∂∗E is the set of x ∈ ∂∗E such that x is a
Lebesgue point for νE , with respect to the Radon measure HN−1b∂∗E. Given a set
E of finite perimeter, we define on ∂∗E the following:

H(x) : = {y ∈ RN : νE(x) · (y − x) = 0},
H+(x) : = {y ∈ RN : νE(x) · (y − x) ≥ 0},

and

H−(x) := {y ∈ RN : νE(x) · (y − x) ≤ 0}.
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For u ∈ BV (Ω; Rp), we write Du = Dacu + Dsu, where Dacu and Dsu stand
for, respectively, the absolutely continuous and singular part of Du with respect to
LN . We also consider the set S(u) of points which are not Lebesgue points for u,
and recall that S(u) is N − 1-rectifiable, and so it has a normal, ν, HN−1-almost
everywhere. We set Dju := DsubS(u) and use the representations Dacu = ∇uLN
and Dju = [u]⊗ νHN−1bS(u), so we have the decomposition

Du = ∇uLN + [u]⊗ νHN−1bS(u) + C(u),(2.2)

where C(u) := Dsu−Dju, [u] is the jump in u across S(u), i.e., [u] = u+−u−, where
u+ and u− are the traces of u on either side of S(u). If C(u) = 0, then we say u is a
special function of bounded variation, and we write u ∈ SBV (Ω; Rp). This space was
introduced in [9].

We set R+ := [0,∞) and R̄ := R ∪ {−∞,∞}. We denote the space of p × N
matrices by Mp×N , and, for W : Mp×N →R, we define the recession function W∞ :
Mp×N→ R̄ by

W∞(F ) := lim sup
t→∞

W (tF )

t
.

We recall that a function f :Mp×N→R is quasiconvex if f(F ) ≤ ∫
A
f(∇φ)dx for

all φ ∈ Fx + C∞0 (A; Rp) and all F ∈ Mp×N , where A ⊂ RN is any open set with
LN (A) = 1 (see [15]). We denote by QW the quasiconvex envelope of W and by CW
the convex envelope, i.e.,

QW (F ) := sup{f(F ) : f ≤W and f is quasiconvex},
CW (F ) := sup{f(F ) : f ≤W and f is convex}.

It follows from a straightforward rescaling argument (see [13]; see also [1] and [8])
that for W satisfying (H2) below, we have

QW (F ) = inf
{

lim inf
n→∞

∫
A

W (∇un)dx : {un} ⊂W 1,1(A; Rp), un → Fx in L1(A; Rp)
}(2.3)

for any open set A with LN (A) = 1.
For a unit vector ν ∈ RN , we denote by Qν any open unit cube centered at 0

with two faces normal to ν, and Sν is the set {x ∈ RN : |x · ν| < 1/2}.
If f : Mp×N→R is positive homogeneous of degree one and µ is a Mp×N -valued

measure, we use the notation∫
f(dµ) :=

∫
f

(
dµ

d|µ|
)
d|µ|,

where |µ| is the total variation measure of µ.
We consider W :Mp×N→R+, and for u ∈ BV (Ω; Rp), we define

E(u) :=

∫
Ω

W (∇u)dx+HN−1(S(u)).

The relaxed functional I is defined by

I(u) := inf
{

lim inf
n→∞ E(un) : {un} ⊂ SBV (Ω; Rp), un → u in L1(Ω; Rp)

}
,
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and for ξ ∈ Rp, ν ∈ SN−1, we define the following functional:

(2.4) h(ξ, ν) := inf
{∫

Qν

W∞(∇v)dx+HN−1(S(v)) : v ∈ SBV (Qν ; R
p),

v = ξ if x ∈ ∂Qν and x · ν ≥ 0, and v = 0 if x ∈ ∂Qν and x · ν < 0
}
.

As we will see below, h([u], ν) turns out to be the energy density of I on S(u).
Before giving the relaxation theorem, we state the following hypotheses on the

bulk density W :

(H1) W :Mp×N→R+ is continuous,

(H2) for some C0, C1 > 0 and all F ∈ Mp×N , we have

C0|F | − 1

C0
≤W (F ) ≤ C1(1 + |F |),

(H3) there exist m ∈ (0, 1), L > 0, and C > 0 such that

∣∣∣∣W∞(F )− W (tF )

t

∣∣∣∣ ≤ C

tm
for all F ∈ Mp×N with |F | = 1, and all t > L.

Theorem 2.1. If W :Mp×N→R+ satisfies (H1), (H2), and (H3), then

I(u) =

∫
Ω

QW (∇u)dx+

∫
S(u)

h([u], ν)dHN−1 +

∫
Ω

(QW )∞(dC(u)).(2.5)

The proof of this theorem will be carried out in sections 3, 4, and 5.

3. Characterizations of QW for sequences in BV . It is useful to consider
the following bulk density, which is analogous to that considered in [6]. G :Mp×N→R+

is defined by

G(F ) := inf
{

lim inf
n→∞

∫
Q

W (∇un)dx : {un} ⊂ SBV (Q; Rp),

un → Fx in L1(Q; Rp), and HN−1(S(un)) → 0
}
.

The goal of this section is to prove that G = QW . Recalling (2.3), we see that the
admissible class for G is larger than that for QW . The point, then, is to show that if
we insist that admissible sequences for G satisfy HN−1(S(un)) → 0, we might as well
require the sequences to be in W 1,1, as in (2.3). In fact, the lemma below indicates
that W 1,1 can be weakened to BV , with the requirement that |Dsun|(Q) → 0.

Lemma 3.1. Suppose that W : Mp×N→R+ is a Borel measurable function such
that (H2) holds. Then

QW (F ) = inf
{

lim inf
n→∞

∫
Q

W (∇un(x))dx : {un} ⊂ BV (Q; Rp),

un → Fx in L1(Q; Rp) and |Dsun|(Q) → 0
}
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for all F ∈ Mp×N .
Proof. We need only show QW (F ) ≤ the right-hand side above, since the admis-

sible class of functions for the right-hand side is broader than that in (2.3). Let {un}
be an admissible sequence for the right-hand side. By Theorem 2.16 in [14], we know
that for each un, we can choose a sequence vn,k ∈ W 1,1(Q; Rp) such that vn,k → un
in L1 as k →∞ and∫

Q

QW (∇vn,k)dx→
∫
Q

QW (∇un)dx+ C|Dsun|(Q)

as k →∞, for some C > 0. Since |Dsun|(Q) → 0, we can take a diagonal subsequence
{vn} such that vn → Fx and

lim inf
n→∞

∫
Q

QW (∇vn)dx = lim inf
n→∞

∫
Q

QW (∇un)dx.

The lemma follows from the fact that

QW (F ) ≤ lim inf
n→∞

∫
Q

QW (∇vn)dx.

So, it remains only to show that requiring admissible sequences to satisfy

HN−1(S(un)) → 0

is no less restrictive than requiring |Dsun|(Q) → 0. If the former holds, since un are
in SBV , it is enough if un are uniformly bounded in L∞. In fact, it is enough if a
little less is true. In the next lemma we see that we can truncate un in such a way
that lim infn→∞

∫
Q
W (∇un(x))dx is altered by an arbitrarily small amount. It is then

straightforward to show G = QW .
Lemma 3.2. Let W : Mp×N → R+ be a Borel measurable function satisfying

(H2), and let f ∈ L∞(Q; Rp) and ε > 0 be given. Then for every sequence {un} ⊂
SBV (Q; Rp) such that

||un||L1(Q;Rp) + |Dacun|(Q) ≤ R

for all n ∈ N and some R > 0, there exists a sequence {vn} ⊂ SBV (Q; Rp) uniformly
bounded in L∞(Q; Rp) such that

S(vn) ⊂ S(un), ||vn − f ||L1(Q;Rp) ≤ ||un − f ||L1(Q;Rp), and

lim inf
n→∞

∫
Q

W (∇vn(x))dx ≤ lim inf
n→∞

∫
Q

W (∇un(x))dx+ ε.

Proof. The proof is a simpler version of the proof of Lemma 3.7 in [6], which relies
on a truncation argument proposed by De Giorgi. Set λ := [ln(||f ||∞+ 1)] + 1, where
[·] is integer part, and fix k ∈ N with k ≥ λ. Let i ∈ {λ, . . . , k} be given. Define
φi ∈W 1,∞(Rp; Rp) by

φi(x) :=




x if |x| ≤ ei,

x
e−1

(
ei+1

|x| − 1

)
if ei < |x| < ei+1,

0 if |x| ≥ ei+1.
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Set un,i := φi◦un. Then ||un,i||∞ ≤ ei. Since Lip(φi) = 1, we have un,i ∈ SBV (Q; Rp),
|Dacun,i|(Q) ≤ |Dacun|(Q), and S(un,i) ⊂ S(un) (see [3] and [16]). Furthermore, by
the choice of λ we have

||un,i − f ||L1(Q;Rp) =

∫
{|un|<ei}

|un(x)− f(x)|dx+

∫
{|un|≥ei}

|φi(un(x))− φi(f(x))|dx

≤ ||un − f ||L1(Q;Rp),

where we used the fact that Lip(φi) = 1 and φi ◦ f = f . Now, fix n ∈ N and set

Qi := {x ∈ Q : |un(x)| < ei}.
Note that we have

∫
Q\Qi

W (∇un,i(x))dx ≤ C1(LN (Q\Qi) + |Dacun,i|(Q\Qi)), where

LN (Q\Qi) ≤ R
ei and

k∑
i=λ

|Dacun,i|(Q\Qi) ≤
k∑
i=λ

|Dacun,i|({ei ≤ |ũn(x)| < ei+1}) ≤ |Dacun|(Q) ≤ R.

We now have that

k∑
i=λ

∫
Q\Qi

W (∇un,i(x))dx ≤
k∑
i=λ

C1
R

ei
+ C1R ≤ C1R

(
1

eλ−1(e− 1)
+ 1

)

so that

k∑
i=λ

∫
Q

W (∇un,i(x))dx ≤ (k − λ+ 1)

∫
Q

W (∇un(x))dx+ C1R

(
1

eλ−1(e− 1)
+ 1

)
,

and by the choice of λ,

1

k − λ+ 1

k∑
i=λ

∫
Q

W (∇un,i(x))dx ≤
∫
Q

W (∇un(x))dx

+
C1R

k − [ln(||f ||∞ + 1)]

(
1 +

1

(||f ||∞ + 1)(e− 1)

)
.

Choosing k large enough so that

C1R

k − [ln(||f ||∞ + 1)]

(
1 +

1

(||f ||∞ + 1)(e− 1)

)
< ε,

we see that there must be an i ∈ {λ, . . . , k} so that∫
Q

W (∇un,i(x))dx ≤
∫
Q

W (∇un(x))dx+ ε

with ||un,i||∞ ≤ ek, where the above choice of k does not depend on n. Hence, this
can be done for all n ∈ N, giving the same L∞ bound of ek, and the proof is complete,
choosing vn := un,i.
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We now have the following proposition.
Proposition 3.3. Suppose that W :Mp×N→R+ is a Borel measurable function

satisfying (H2). Then

QW = G.

Proof. We need only show that

QW (F ) ≤ G(F ),(3.1)

since the admissible class of {un} for G(F ) includes that forQW (F ), and so QW (F ) ≥
G(F ). Choose {un} ⊂ SBV (Q; Rp) such that un → Fx in L1(Q; Rp),HN−1(S(un)) →
0, and

lim
n→∞

∫
Q

W (∇un(x))dx = G(F ).

Since the sequence {un} is convergent in L1, it is bounded. Furthermore, since
W (∇un(x)) ≥ C0|∇un(x)| − 1

C0
, we deduce that

|Dacun|(Q) =

∫
Q

|∇un(x)|dx

≤ 1

C0

(∫
Q

W (∇un(x))dx+
1

C0

)

→ 1

C0

(
G(F ) +

1

C0

)
<∞,

so supn∈N |Dacun|(Q) < ∞. Let ε > 0 and consider Lemma 3.2 with f := Fx,
R := supn∈N(||un||L1 + |Dacun|(Q)), and the above ε and {un}. We now have

lim
n→∞

∫
Q

W (∇vn(x))dx ≤ G(F ) + ε

for some {vn} with the same properties as {un} and, in addition, ||vn||∞ ≤M <∞ for
all n ∈ N. Hence, |Dsvn|(Q) ≤ 2MHN−1(S(vn)) → 0. By Lemma 3.1, we conclude
that

QW (F ) ≤ lim
n→∞

∫
Q

W (∇vn(x))dx ≤ G(F ) + ε.

Since ε > 0 was arbitrary, we have (3.1).

4. Upper bound. In this section, we prove an inequality leading to (2.5). Pre-
cisely,

I(u) ≤
∫

Ω

QW (∇u)dx+

∫
S(u)

h([u], ν)dHN−1 +

∫
Ω

(QW )∞(dC(u)).

To do this, we first show that I(u) can be considered a set function, and, in fact,
a measure. For A ⊂ Ω open set

E(u,A) :=

∫
A

W (∇u)dx+HN−1(S(u) ∩A)
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and

I(u,A) := inf
{

lim inf
n→∞ E(un, A) : {un} ⊂ SBV (A; Rp), un → u in L1(A; Rp)

}
.

Then we have the following proposition.
Proposition 4.1. Suppose that u ∈ BV (A; Rp), where A is a bounded, open

subset of Ω. Then I(u, ·) extends to a nonnegative, finite, Borel regular measure on
A, which is absolutely continuous with respect to LN + |Du|.

Proof. By an argument similar to that for Theorem 3.2 in [12], we know that
I(u, ·) is a Radon measure on A, and is, in fact, the weak ∗ limit of the measures
E(un, ·) for a minimizing sequence un. It remains to show that I(u, ·) is finite and
absolutely continuous with respect to LN + |Du|. Let B ⊂ A be open. By Theorem
5.3.3 of [17] or Theorem 2 in section 5.2.2 of [10], we choose un ∈ C∞(B; Rp) such
that un → u in L1(B; Rp) and |Dun|(B) → |Du|(B). Since the un are smooth, we
have

I(u,B) = lim inf
n→∞

∫
B

W (∇un)dx

≤ lim inf
n→∞

∫
B

C1

[
1 + |∇un|

]
dx

= C1

[
LN (B) + |Du|(B)

]
,

which, in particular, implies that I(u,A) <∞ for all u ∈ BV (A; Rp).
Fix A ⊂ Ω open and u ∈ BV (A; Rp). Note that we have

I(u,A) ≤ inf

{
lim inf
n→∞

∫
A

W (∇un)dx : {un} ⊂W 1,1(A; Rp), un → u in L1(A; Rp)

}
,

so from [14] we know that

I(u,A) ≤
∫
A

QW (∇u)dx+

∫
S(u)∩A

(QW )∞(dDju) +

∫
A

(QW )∞(dC(u));

hence, it only remains to prove that

I(u, S(u)) ≤
∫
S(u)

h([u](x), ν(x))dHN−1(x).(4.1)

The jump set S(u) is, in general, not so easy to deal with. Indeed, there exist
functions u ∈ BV ((0, 1)2) with jump set {(x, y) ∈ (0, 1)2 : x ∈ Q}. Furthermore,
although for such u one has E(u) = ∞, we know that I(u) ≤ C1[1+|Du|((0, 1)2)] <∞.
However, measure theoretic boundaries of sets of finite perimeter are much easier to
handle and, for our purposes, there are connections between S(u) and certain sets of
finite perimeter that we can exploit.

Let u ∈ BV (Ω) and let D ⊂ R be dense. Then,

S(u) =
⋃
t∈D

S(u) ∩ ∂∗Et =
⋃

t1,t2∈D
t1 6=t2

∂∗Et1 ∩ ∂∗Et2 ,

where Et := {x ∈ Ω : u(x) > t}. If u ∈ BV (Ω; Rp), we denote the t level set of ui by
Ei
t , or by Et if it is clear that we mean the ith component. Also, if u ∈ BV (Ω), then Et



832 CHRISTOPHER J. LARSEN

has finite perimeter for L1 almost every t, and {x ∈ S(u) : u−(x) < t < u+(x)} ⊂ ∂∗Et

(see, e.g., the proof of Theorem 1 in section 5.9 of [10]). We also point out that for
u ∈ BV (Ω; Rp), we have S(u) =

⋃p
i=1 S(ui).

If T ⊂ Ω has finite perimeter, then HN−1b∂∗T is a Radon measure. Since S(u) is
HN−1 measurable, we conclude that χS(u) ∈ L1(Ω,HN−1b∂∗T ). So, for HN−1 almost
every x ∈ S(u) ∩ ∂∗T we have

lim
δ→0+

HN−1(B(x, δ) ∩ S(u) ∩ ∂∗T )

α(N − 1)δN−1
= lim

δ→0+

HN−1(B(x, δ) ∩ S(u) ∩ ∂∗T )

HN−1(B(x, δ) ∩ ∂∗T )

= lim
δ→0+

−
∫
B(x,δ)

χS(u)dHN−1b∂∗T = 1,

where the first equality follows from Corollary 1 (ii) in section 5.7.2 of [10]. Hence,
if D ⊂ R is countable and dense and such that Ei

t has finite perimeter for all t ∈ D
and all i ∈ {1, . . . , p}, then, fixing i ∈ {1, . . . , p} and setting Et := Ei

t , we have that
for HN−1 almost every x ∈ S(u), for all t ∈ D ∩ ((ui)−(x), (ui)+(x))

lim
δ→0+

HN−1(B(x, δ) ∩ S(u) ∩ ∂∗Et)

α(N − 1)δN−1
= lim

δ→0+

HN−1(B(x, δ) ∩ S(u) ∩ ∂∗Et)

HN−1(B(x, δ) ∩ ∂∗Et)
= 1.

(4.2)

Furthermore, since [u] ∈ L1(Ω,HN−1b(S(u)∩∂∗Et)), forHN−1 almost every x ∈ S(u),
for all t ∈ D ∩ ((ui)−(x), (ui)+(x)) we have

lim
δ→0+

−
∫
B(x,δ)∩S(u)∩∂∗Et

|[u](y)− [u](x)|dHN−1(y) = 0.

Note that the same is true if B(x, δ) is replaced by Q(x, δ) := x+ δQν(x). Hence, for
HN−1 almost every x ∈ S(u), for all t ∈ D ∩ ((ui)−(x), (ui)+(x)) we have

lim
δ→0+

1

δN−1

∫
Q(x,δ)∩S(u)∩∂∗Et

|[u](y)|dHN−1(y) = |[u](x)|.(4.3)

On the other hand, for HN−1 almost every x ∈ S(u),

lim
δ→0+

1

δN−1

∫
Q(x,δ)∩S(u)

|[u](y)|dHN−1(y) = |[u](x)|,

which, together with (4.3), shows that for HN−1 almost every x ∈ S(u), for all
t ∈ D ∩ ((ui)−(x), (ui)+(x)) we have

lim
δ→0+

|Dju|(Q(x, δ)\∂∗Et)

δN−1
= 0.(4.4)

Proof [Proof of (4.1)]. First, we note that W∞(ξ⊗ν) is continuous since the limit
W∞ is attained uniformly (see (H3)), hence h(ξ, ν) is continuous. Note further that,
for Et as above, [u] and ν are HN−1b(S(u) ∩ ∂∗Et)-measurable, and h ≤ 1, so

h([u](·), ν(·)) ∈ L1(Ω,HN−1b(S(u) ∩ ∂∗Et)).

Let x0 ∈ S(u) ∩ Ω and t ∈ R be given such that u−i (x0) < t < u+
i (x0), Et has finite

perimeter,

lim
δ→0+

1

δN−1

∫
Q(x0,δ)

|∇u|dx = 0, lim
δ→0+

1

δN−1
|C(u)|(Q(x0, δ)) = 0,(4.5)
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lim
δ→0+

1

δN−1
|Dju|(Q(x0, δ)\∂∗Et) = 0, lim

δ→0+

HN−1(Q(x0, δ) ∩ S(u) ∩ ∂∗Et)

δN−1
= 1,

(4.6)

and

lim
δ→0+

1

δN−1

∫
Q(x0,δ)∩S(u)∩∂∗Et

|h([u](x), ν(x))− h([u](x0), ν(x0))|dHN−1(x) = 0.

(4.7)

Note that the above can be done for HN−1 almost every x ∈ S(u) (the last three
follow from (4.4) and (4.2)).

Since (4.1) is equivalent to

I(u, S(u)) ≤
∫
S(u)

h([u](x), ν(x))

|[u](x)| |[u](x)|dHN−1(x),

and we know that

lim
δ→0+

I(u,Q(x0, δ))

|Dju|(Q(x0, δ))
= lim

δ→0+

I(u,Q(x0, δ))

|[u](x0)|δN−1
,

it is enough to show that

lim sup
δ→0+

I(u,Q(x0, δ))

δN−1
≤ h([u](x0), ν(x0)).

Let ε > 0 be given and choose δx0
∈ (0, ε) such that if δ ∈ (0, δx0

), then (4.5), (4.6),
and (4.7) hold to within ε. For δ ∈ (0, δx0

) we would like to find a sequence {vn} ⊂
SBV (Q(x0, δ); R

p) such that vn → u in L1(Q(x0, δ); R
p) and

lim inf
n→∞

E(vn, Q(x0, δ))

δN−1
≤ h([u](x0), ν(x0)) +O(ε).(4.8)

Let δ ∈ (0, δx0
) and denote Q(x0, δ) by Q. The idea is this: in Q, the set S(u)∩ ∂∗Et

is close to the hyperplane H(x0), which has normal ν(x0). Furthermore, on H+(x0),
u is close to the trace u+, and on H−(x0), u is close to u−. Now, if S(u)∩ ∂∗Et were
equal to the hyperplane H(x0), and if u were equal to its traces on each side of the
hyperplane, we would do the following: choose w admissible for h([u](x0), ν(x0)) such
that ∫

Qν(x0)

W∞(∇w)dx+HN−1(S(w)) < h([u](x0), ν(x0)) + ε.(4.9)

Extend w periodically and set

wn(x) := w
(n
δ
x
)
∈ SBVloc

( δ
n
Sν(x0); R

p
)
.

Define

vn(x) :=




u−(x0) + wn(x) if x ∈ Q ∩ (x0 +
δ

n
Sν(x0)),

u+(x0) if x ∈ Q ∩H+(x0)\(x0 +
δ

n
Sν(x0)),

u−(x0) if x ∈ Q ∩H−(x0)\(x0 +
δ

n
Sν(xB)).
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Note that as n→∞, vn → u in L1(Q; Rp). Furthermore,

E(vn, Q) = E
(
vn, Q ∩

(
x0 +

δ

n
Sν(x0)

))
+ LN

(
Q\
(
x0 +

δ

n
Sν(x0)

))
W (0)(4.10)

and

E
(
vn, Q ∩

(
x0 +

δ

n
Sν(x0)

))
=

∫
(δ/n)Sν(x0)∩δQν(x0)

W
(n
δ
∇w

(n
δ
x
))
dx+HN−1(S(wn) ∩Q)

= δN−1

∫
Qν(x0)

δ

n
W
(n
δ
∇w(x)

)
dx+ δN−1HN−1(S(w)).

By (H3),

∫
Qν(x0)

∣∣∣ δ
n
W
(n
δ
∇w(x)

)
−W∞(∇w(x))

∣∣∣dx ≤
∫
Qν(x0)∩{n|∇w|>δL}

Cδ

Lm−1n
dx

+

∫
Qν(x0)∩{n|∇w|≤δL}

δ

n
C1[1 + L]dx

→ 0

(4.11)

as n→∞. Using (4.9) and (4.10), we now have

lim
n→∞

∣∣∣E(vn, Q)−
[
δN−1h([u](x0), ν(x0)) + δNW (0)

]∣∣∣ ≤ δN−1ε,(4.12)

which gives (4.8).
We now need to consider the actual situation, where S(u) ∩ ∂∗Et does not equal

H(x0), and u does not equal its trace on each side of H(x0). The construction involved
is quite messy, but it is a straightforward adaptation of what we have already done.
Therefore, we give only an outline of the proof. Again, we need to find a sequence
{vn} that approaches u in L1(Q; Rp) such that (4.8) holds. Since u is some distance
away from its trace on either side of H(x0), we cannot have a construction as simple
as before. However, we can choose small disjoint balls, B, centered at points xB in
S(u)∩∂∗Et∩Q that are Lebesgue points for h([u](·), ν(·)). With a finite number of such
balls, we can almost cover S(u)∩∂∗Et∩Q (almost with respect toHN−1b(S(u)∩∂∗Et)
and with respect to |Dju|), and they can be chosen small enough so that in these balls,
u is arbitrarily close to its traces on either side of H(xB). Outside them, we can take
vn = u, and inside, we can perform constructions of vn as we did for x0 above. We
then need to add a transition layer around these balls, to connect vn inside and outside
the balls. There are then the two issues: i) does vn → u, and ii) does (4.8) hold?

i) This issue is easy since we can choose balls so small that essentially all of Q is
outside of the balls, and we recall that there, vn = u.

The real issue is ii). First, note that within each ball B, we perform a construction
as we did for x0, and so the energy there will be arbitrarily close to

α(N − 1)rN−1
B h([u](xB), ν(xB)) + α(N)rNBW (0),

where rB is the radius of ball B. By (4.7), we know that these energies sum to within
order δN−1ε of δN−1h([u](x0), ν(x0)). Outside the balls, we know from (4.5), (4.6),
and the choice of the balls that the energy is small. On the transition layers around
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each ball, we smoothly connect vn inside the ball to its value u outside the transition
layer. There is arbitrarily small variation in the transition layers, since the balls were
chosen so that |Dju|(Q\ ∪ B) is small and in the transition layers u is close to its
traces u+(xB) and u−(xB). Since W has linear growth, the energy in the transition
layers is arbitrarily small. Therefore, (4.8) holds.

5. Lower bound. In this section we prove that

I(u) ≥
∫

Ω

QW (∇u)dx+

∫
S(u)

h([u], ν)dHN−1 +

∫
Ω

(QW )∞(dC(u)).

As mentioned in the introduction, we rely heavily on [6], and we use the blow-up
method introduced by Fonseca and Müller in [14].

Let un ∈ SBV (Ω; Rp) be given such that un → u in L1(Ω,Rp) and

lim inf
n→∞

[∫
Ω

W (∇un)dx+HN−1(S(un))

]

= lim
n→∞

[∫
Ω

W (∇un)dx+HN−1(S(un))

]
<∞.

Define a sequence of Radon measures by µn := W (∇un)LN +HN−1bS(un). Since µn
are uniformly bounded, there exists a subsequence (not relabeled) and a finite Radon

measure µ such that µn
∗
⇀ µ. The Radon–Nikodym theorem and (2.2) allow us to

write

µ = dacLN + dj |[u]|HN−1bS(u) + dc|C(u)|+ µs,

where µs is singular with respect to the first three terms in the decomposition, and
µs is nonnegative since µ is. In view of Proposition 3.3, we need only show that

a) dac(x0) ≥ G(∇u(x0)) for LN almost every x0 ∈ Ω,

b) dj(x0) ≥ h([u](x0),ν(x0))
|[u](x0)| for HN−1 almost every x0 ∈ S(u), and

c) dc(x0) ≥ G∞
(

dC(u)
d|C(u)| (x0)

)
for |C(u)| almost every x0 ∈ Ω.

The proofs of all three are straightforward adaptations of the corresponding ar-
guments in [6], except that we introduce a significant simplification in the proof of
c).

A complication in the proof in [6] is due to the fact that as a sequence of measures
converges weakly ∗ on a cube, it might lose mass. However, the sequences we need
to consider come from blowing up one particular measure. The lemma below shows
that, almost everywhere, we don’t have to worry about such sequences losing mass.

Lemma 5.1. Let λ be a Radon measure on Ω ⊂ RN . Then, for λ almost every
x ∈ Ω, given any open, bounded convex set C containing the origin, there is a sequence
δi → 0+ and a Radon measure γ on C such that

λδi(·) :=
λ(x+ δi·)
λ(x+ δiC)

∗
⇀ γ on C, and γ(C) = 1.
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Proof. We first show that for λ almost every x ∈ Ω we have

lim inf
δ→0+

λ(x+ δC)

δN
> 0(5.1)

for all C as in the statement of the lemma. It is sufficient to consider (5.1) for an
open ball B containing the origin, since δB ⊂ C for small enough δ. Put

A :=

{
x ∈ Ω : lim inf

δ→0+

λ(x+ δB)

δN
= 0

}
.

Let ε > 0 be given, and using Besicovitch’s covering theorem, choose a countable
family of disjoint balls xi+δiB ⊂ Ω such that λ(A\∪(xi+δiB)) = 0 and λ(xi+δiB) <

εδNi . It follows that λ(A) < εL
N (Ω)

LN (B)
, and so λ(A) = 0.

Fix x ∈ Ω for which (5.1) is satisfied. Without loss of generality, we can assume
x = 0. Let η ∈ (0, 1) be given and set δi := ηi. Suppose that

lim sup
i→∞

λδi(ηC) < ηN .

Then we can choose j ∈ N and α ∈ (0, ηN ) such that if i ≥ j, then

λ(δiηC)

λ(δiC)
< α.

We now have

λ(δiC)

δNi
≤ λ(δjC)αi−j

[ηi−jδj ]N
→ 0

as i → ∞, which contradicts (5.1). Hence, we may extract a subsequence, not rela-

beled, and choose a Radon measure γ so that λδi
∗
⇀ γ on C and λδi(ηC) > α, where

α < ηN . Choose β ∈ (η, 1) such that γ(∂βC) = 0. Then, for a subsequence and a

Radon measure γ̄, λβδi
∗
⇀ γ̄ on C, and for any Borel set A ⊂ C we have

λβδi(A) =
λ(βδiA)

λ(βδiC)
<

1

α

λ(βδiA)

λ(δiC)
=

1

α
λδi(βA).

Let ε > 0 be given and let D ⊂ C be an open neighborhood of ∂βC such that
γ(D̄) < ε. Then,

lim sup
δi→0+

λβδi

(
D̄

β
∩ C

)
≤ 1

α
lim sup
δi→0+

λδi(D̄) ≤ 1

α
γ(D̄) <

ε

α
.

Hence,

γ̄(C) ≥ γ̄

(
C\D

β

)
≥ lim sup

δi→0+

λβδi

(
C\D

β

)
≥ lim inf

δi→0+
λβδi

(
C\D̄

β

)
> 1− ε

α
.

From the arbitrariness of ε, it follows that γ̄(C) = 1.
Proof [Proof of c]. Let x0 ∈ Ω be given such that

lim
δ→0+

|Du|(Q(x0, δ))

|C(u)|(Q(x0, δ))
= 1, lim

δ→0+

|Du|(Q(x0, δ))

δN−1
= 0, lim

δ→0+

|Du|(Q(x0, δ))

δN
= ∞,
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A0 := lim
δ→0+

Du(Q(x0, δ))

|Du|(Q(x0, δ))
exists and ||A0|| = 1, A0 = a⊗ ν, and

dc(x0) = lim
δ→0+

µ(Q(x0, δ))

|C(u)|(Q(x0, δ))
= lim

δ→0+

µ(Q(x0, δ))

|Du|(Q(x0, δ))
<∞.

Note that the above hold for |C(u)| almost every x ∈ Ω, where the statements regard-
ing A0 are due to Alberti [2]. Without loss of generality, assume that ν = eN and
|a| = 1. Choose δk <

1
k such that, setting

zk(x) :=
δN−1
k

|Du|(Q(x0, δk))

[
u(x0 + δkx)− 1

δNk

∫
Q(x0,δk)

u(y)dy

]
,

the sequence {δk} is selected according to Lemma 5.1 so that, with λ := |Du| and
γ equal to the weak ∗ limit of |Dzk|, we have γ(Q) = limk→∞ |Dzk|(Q) = 1. Note
that, using notations from the proof of Lemma 5.1, the δk chosen here are of the form
βδi. So, by choosing an appropriate β in the proof of Lemma 5.1, the δk can also be
chosen such that µ(∂Q(x0, δk)) = 0 for all k. Then,

dc(x0) = lim
k→∞

µ(Q(x0, δk))

|Du|(Q(x0, δk))
(5.2)

= lim
k→∞

[
1

|Du|(Q(x0, δk))
lim
n→∞

∫
Q(x0,δk)

dµn

]

= lim
k→∞

{
1

|Du|(Q(x0, δk))
lim
n→∞

[ ∫
Q(x0,δk)

W (∇un(x))dx

+HN−1(Q(x0, δk) ∩ S(un))

]}
.

Also,

lim
k→∞

lim
n→∞

δN−1
k

|Du|(Q(x0, δk))

∫
Q

∣∣∣∣∣un(x0 + δkx)− 1

δNk

∫
Q(x0,δk)

un(y)dy(5.3)

−
[
u(x0 + δkx)− 1

δNk

∫
Q(x0,δk)

u(y)dy

]∣∣∣∣∣ dx = 0.

By (5.2) and (5.3), using a standard diagonalization argument, choose a subse-
quence {uk} such that

dc(x0) = lim
k→∞

1

|Du|(Q(x0, δk))

[∫
Q(x0,δk)

W (∇uk(x))dx+HN−1(S(uk) ∩Q(x0, δk))

]

and

||ūk − zk||L1(Q;Rp) → 0,(5.4)

where

ūk(x) :=
δN−1
k

|Du|(Q(x0, δk))

[
uk(x0 + δkx)− 1

δNk

∫
Q(x0,δk)

uk(y)dy

]
,
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zk(x) :=
δN−1
k

|Du|(Q(x0, δk))

[
u(x0 + δkx)− 1

δNk

∫
Q(x0,δk)

u(y)dy

]
.

Setting tk :=
|Du|(Q(x0, δk))

δNk
→∞, θk :=

|Du|(Q(x0, δk))

δN−1
k

→ 0

we conclude that

dc(x0) = lim
k→∞

[
1

tk

∫
Q

W (tk∇ūk(x))dx+
1

θk
HN−1(S(ūk) ∩Q)

]
.

Since dc(x0) <∞, we know

HN−1(S(ūk) ∩Q) → 0 (since θk → 0+)(5.5)

and

dc(x0) ≥ lim sup
k→∞

1

tk

∫
Q

W (tk∇ūk(x))dx = lim sup
k→∞

∫
Q

W∞(∇ūk(x))dx(5.6)

just as in (4.11). Since∫
Q

zk(x)dx =

∫
Q

ūk(x)dx = 0 and |Dūk|(Q) = |Dzk|(Q) = 1,

by (5.4) and Poincaré’s inequality, there exist subsequences (not relabeled) {zk}, {ūk},
and there exists u0 ∈ BV (Q; Rp) such that zk, ūk → u0 in L1(Q; Rp).

Now,

Dzk(Q) =
Du(Q(x0, δk))

|Du|(Q(x0, δk))
→ A0 = a⊗ eN

and |Dzk|(Q) = 1 so, by Proposition A.1 of [14], it follows that

|Dzk − (Dzk ·A0)A0|(Q) → 0,

from which we conclude that |Dzk · ei|(Q) → 0 for i = 1, . . . , N − 1. Since

|Du0 · ei|(Q) ≤ lim inf
k→∞

|Dzk · ei|(Q) = 0,

we obtain

u0(x) = û0(xN ) ∈ BV

((
−1

2
,
1

2

)
; Rp

)
.

Note that, in general, if µk
∗
⇀ η, |µk| ∗

⇀ γ, and γ(Q) = limk→∞ |µk|(Q), then

η(Q) = limk→∞ µk(Q). Here we have Dzk
∗
⇀ η and γ(Q) = limk→∞ |Dzk|(Q), so that

η(Q) = A0. On the other hand, zk → u0 in L1(Q; Rp), which implies that Du0 = η in
Q, and so Du0(Q) = A0. Thus, u0(x)−A0(x) = p(xN )+c, where p(−1/2) = p(1/2) =
0, and u0(x) − A0x can be extended periodically to RN . Without loss of generality,
we can assume that the trace of ūk equals the trace of u0, so that ūk − A0x can be
extended periodically, and we call this extension wk. Set vjk(x) := A0x+ 1

jwk(jx) and
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note that, for x ∈ Qj := (− 1
2j ,

1
2j )

N , we have ∇vjk(x) = ∇ūk(jx). By (5.5) we may

choose k(j) > j such that HN−1(S(vjk(j)) ∩Q) < 1/j, and we have

vj := vjk(j) → A0x in L1(Q; Rp)

and

HN−1(S(vj) ∩Q) → 0.

Furthermore,∫
Q

W∞(∇vj(x))dx = jN
∫
Qj

W∞(∇ūk(j)(jx))dx =

∫
Q

W∞(∇ūk(j)(x))dx

and so, by (5.6), we need only show that

G∞(A0) ≤ lim sup
j→∞

∫
Q

W∞(∇vj(x))dx.

By (H3) we have

G∞(A0) ≤ lim sup
t→∞

[
1

t
lim sup
j→∞

∫
Q

W (t∇vj(x))dx

]

≤ lim sup
t→∞

lim sup
j→∞

{∫
{t|∇vj |>L}

[
W∞(∇vj(x)) +

C

Lm−1t

]
dx

+

∫
{t|∇vj |≤L}

1

t
C1[1 + L]dx

}

≤ lim sup
j→∞

∫
Q

W∞(∇vj(x))dx.

6. Optimal jump microstructure for scalar valued functions. We now
ask the question, what behavior is it necessary to allow for admissible functions for
h? That is, how do infimizing sequences behave? Below, we answer this question for
scalar valued functions. The idea is based on level sets, and so it is not straightforward
to extend the result to vector valued functions.

Looking at the definition of h(ρ, ν) (see (2.4)), we see that admissible functions
may have both jumps and nonzero gradient. Is it possible that there is an admissible
function v that jumps and has nonzero gradient, and the energy of v is below the
infimum over functions that just jump, and below the infimum over functions in
W 1,1? The answer to this question is “yes,” and we will see that a natural example
illustrates the behavior of infimizing sequences.

We first consider the two-dimensional case, and the square in Figure 6.2 represents
Qν for N = 2. Suppose that CW∞(ρν) � 1 and W∞(ρµ) � 1 for some ρ ∈ R+

and unit vectors ν, µ ∈ R2, where ν · µ > 0. We then see that a function that is 0
below Γ := Γ1 ∪ Γ2 and ρ above, with a jump across Γ1 and affine growth across a
narrow neighborhood of Γ2, has lower energy than the infimum over functions that
just jump (this infimum is 1), and the infimum over functions in W 1,1 (this infimum
is CW∞(ρν)). Note that this example fails if CW∞ is isotropic. We show that this
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behavior is optimal. The idea is this: first, we give a coarea formula which allows
us to consider, for any admissible function for h(ρ, ν), the bulk energy as an integral
over measure-theoretic boundaries of level sets. We may then choose a “good” level
set. Next, we prove that it is energetically better for the jump part of the boundary,
i.e., S(u) intersected with the boundary, to be connected and flat. As we will show
in Lemma 6.1, we can assume that W∞ is convex without changing the infimum of
the energy, in which case we will prove that the remainder of the boundary might as
well be flat, and we conclude that Figure 6.1 captures the geometry of minimizing
sequences.

We begin with the following lemma.

Lemma 6.1. In the scalar case, hW = hCW .

Proof. Since CW ≤ W , it follows that hCW ≤ hW . Conversely, let u be an
admissible function for hCW . By the relaxation theorem (Theorem 2.1), we have

I(u,Q) ≤
∫
Q

CW (∇u)dx+HN−1(S(u) ∩Q),

where we use the fact that h ≤ 1. It also follows from Theorem 2.1 that

ICW (u,Q) =

∫
Q

CW (∇u)dx+

∫
S(u)∩Q

hCW ([u], ν)dHN−1.

By the lower semicontinuity of I, we have∫
Q

C W (∇u)dx+

∫
S(u)∩Q

hW ([u], ν)dHN−1

≤
∫
Q

CW (∇u)dx+

∫
S(u)∩Q

hCW ([u], ν)dHN−1,

which implies hW ≤ hCW .

Lemma 6.2. Let λ be a finite Borel regular measure on Q and let f :Q→RN be λ
measurable with ||f ||∞ <∞. Then there is a sequence {fn} ⊂ C∞0 (Q; RN ) such that
fn → f λ almost everywhere and ||fn||∞ ≤ ||f ||∞ for all n.

We now recall some notation: for u ∈ BV (Q), set Et := {x ∈ Q : u(x) > t}.
For x ∈ ∂∗Et ⊂ Q (see (2.1)), we denote by νEt(x) the measure theoretic unit inner
normal (see Theorem 1, section 5.8 of [10]), so that∫

Et

divφ(x)dx = −
∫
∂∗Et

φ(x) · νEt(x)dHN−1(x)

for all φ ∈ C1
0 (Q; RN ).

Lemma 6.3 (Coarea formula). Let u ∈ BV (Q) be given, and let f :Q×M1×N→R

be a Carathéodory function, where measurability is Borel, and positive homogeneous

of degree one in the last variable. Assume further that f(x, dDu(x)
d|Du|(x) ) ∈ L∞(Q, |Du|).

Then ∫
Q

f(x, dDu(x)) =

∫
R

∫
∂∗Et

f(x, νEt(x))dHN−1(x)dt.(6.1)
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Proof. First we note that, as a consequence of Borel regularity and the coarea
formula for BV functions (see Theorem 1 (ii) of section 5.5 of [10]), we have that for
any set A ⊂ Ω,

|Du|(A) = 0 implies HN−1(A ∩ ∂∗Et) = 0 for L1 almost every t.(6.2)

We know (see claim 1 in the proof of Theorem 1, section 5.5 in [10]) that∫
Q

u(x)divφ(x)dx =

∫
R

∫
Et

divφ(x)dxdt

for all φ ∈ C1
0 (Q; RN ). Hence,∫
Q

φ(x) · σ(x)d|Du|(x) =

∫
R

∫
∂∗Et

φ(x) · νEt(x)dHN−1(x)dt(6.3)

for all φ ∈ C1
0 (Q; RN ), where σ(x) := dDu(x)

d|Du|(x) .

We now show that for L1 almost every t ∈ R, we have

σ(x) = νEt(x) for HN−1 almost every x ∈ ∂∗Et.(6.4)

Using Lemma 6.2, choose σn ∈ C1
0 (Q; R2) such that σn(x) → σ(x) |Du| almost

everywhere (and so, by (6.2), HN−1b∂∗Et almost everywhere for L1 almost every t)
and |σn| ≤ 1. Note that σn · νEt is HN−1b∂∗Et measurable since νEt is, and

t 7→
∫
∂∗Et

σn(x) · νEt(x)dHN−1(x) =

∫
Et

divσn(x)dx

is L1 measurable (see, e.g., the proof of Lemma 1 in section 5.5 of [10]). Then, by
(6.3) and the dominated convergence theorem,∫

R

∫
∂∗Et

σ(x) · νEt(x)dHN−1(x)dt = lim
n→∞

∫
R

∫
∂∗Et

σn(x) · νEt(x)dHN−1(x)dt

= lim
n→∞

∫
Q

σn(x) · σ(x)d|Du|(x)

=

∫
Q

d|Du|

=

∫
R

∫
∂∗Et

dHN−1(x)dt.

Since σ · νEt ≤ 1, we have (6.4).
Using Lemma 6.2 once more, choose φn ∈ C1

0 (Q; RN ) such that φn(x) → f(x, σ(x))σ(x)
|Du| almost everywhere and ||φn||∞ ≤ ||f(·, σ(·))||∞. Then, as above,∫

Q

f(x, dDu(x)) =

∫
Q

f(x, σ(x))d|Du|(x)

= lim
n→∞

∫
Q

φn(x) · σ(x)d|Du|(x)

= lim
n→∞

∫
R

∫
∂∗Et

φn(x) · νEt(x)dHN−1(x)dt (by (6.3))

=

∫
R

∫
∂∗Et

f(x, νEt(x))dHN−1(x)dt. (by (6.4))
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Fig. 6.1. Admissible “function” for H.

Now we introduce another infimum, similar to h, but which includes only very
simple functions in its admissible class. Given ν ∈ SN−1, we consider the family S2

ν

of squares with unit edge length, centered at zero, with two edges normal to ν (with
ν in the plane of the square). Without loss of generality, we will assume ν = eN .
Now consider the square Q ∈ S2

ν with the remaining two edges having normal e1 (in
the plane of the square). We consider connected curves Γ ⊂ Q made up of two line
segments such that Γ connects the midpoints of the edges that have normal e1, i.e.,
Γ = Γ1 ∪ Γ2, where Γ1 is the line segment from (−1/2, 0, . . . , 0) to some point P
in the square, and Γ2 is the line segment connecting P to (1/2, 0, . . . , 0) (see Figure
6.1). For other Q ∈ S2

ν , with two edges not having normal e1, we consider analogous
Γ ⊂ Q. Set

H(ρ, ν) := inf{H1(Γ1) + ρH1(Γ2)CW
∞(µ) :

Q ∈ S2
ν ,Γ ⊂ Q is as above, and µ is the unit normal to Γ2 so that µ · ν ≥ 0}.

Remark 6.4. Note the following:
i) H(ρ, ν) ≤ 1 since we can take Γ = Γ1.
ii) The infimum H is attained since CW∞ is continuous.
iii) If CW∞ is isotropic, then the minimizing Γ equals Γ1 or Γ2.
Theorem 6.5. h = H.
Proof. By Lemma 6.1, we may assume that W = (CW )∞. Furthermore, note that

(CW )∞ is convex. Hence, in the sequel we will take W to be convex and positive
homogeneous of degree one.

Step 1. We show that h ≤ H.
Case a. N = 2.
Fix Q ∈ S2

ν and Γ ⊂ Q as in the definition of H, and consider functions in
SBV (Q; R) that are zero below Γ, ρ above, jump at Γ1, and are affine across a
narrow neighborhood of Γ2, with another jump connection near the intersection of
the boundary with Γ2, and we see that these functions are admissible for h(ρ, ν) and
their energy E approaches H1(Γ1) + ρH1(Γ2)W (µ) (see Figure 6.2).

Case b. N > 2.
First, we point out the following:

h(ξ, ν) = inf
{∫

Qν

W∞(∇v)dx+HN−1(S(v) ∩Qν) : v ∈ SBVloc(Sν ; R
p),

v(y) = 0 if y · ν = −1

2
, v(y) = ξ if y · ν =

1

2

v is 1-periodic in the directions ν1, . . . , νN−1

}
.(6.5)
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Fig. 6.2. h ≤ H.

Clearly, h ≥ the right-hand side of (6) since admissible functions for h have the
necessary periodicity. The other inequality follows from the fact that, after rescaling,
an admissible function for the right-hand side of (6) will have the correct trace for h
after altering it to jump on a set of arbitrarily small HN−1 measure.

Now, as in case a), let any Q and Γ as in the definition of H be given. Choose
the cube Qν such that two sets of faces each have their normal in common with one
of the faces of the square Q. Extend Γ to Qν by Γ̄ := {x ∈ Qν : proj(x) onto Q ∈ Γ}.
We then construct functions as in the case N = 2, where there is a jump connection
near the intersection of Γ̄2 with the face of Qν having the same normal as Q. By (6),
these functions have the necessary periodicity to be admissible for h(ρ, ν). Again, we
see that the energy E approaches H1(Γ1) + ρH1(Γ2)W (µ).

Step 2. We now show that h ≥ H.

Let u be an admissible function for h(ρ, ν), i.e.,

u ∈ SBV (Qν ; R), u = ρ if x ∈ ∂Qν and x · ν ≥ 0, and u = 0 if x ∈ ∂Qν and x · ν < 0.

For simplicity, we refer toQν asQ. The goal is to find an appropriate curve Γ = Γ1∪Γ2

with H-energy no greater than the h-energy of u.

Step 2a. We first find a “good” level set. Applying Lemma 6.3 to

f(x, dDu(x)) := χQ\S(u)(x)W (dDu(x)),

so that
∣∣∣f(x, dDu(x)

d|Du|(x)

)∣∣∣ ≤ C1, we get

∫
Q

W (∇u(x))dx =

∫
R

∫
∂∗Et\S(u)

W (νEt(x))dHN−1(x)dt.

Choose t0 ∈ (0, ρ) such that∫
∂∗Et0\S(u)

W (νEt0 (x))dHN−1(x) ≤ 1

ρ

∫
Q

W (∇u(x))dx.(6.6)

Note that the coercivity of W guarantees that Et0 has finite perimeter. Set

β := HN−1(∂∗Et0\S(u)) and ν̄ :=
1

β

∫
∂∗Et0\S(u)

νEt0 (x)dHN−1(x)
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so that, by Jensen’s inequality,

βW (ν̄) ≤
∫
∂∗Et0\S(u)

W (νEt0 (x))dHN−1(x).(6.7)

We can assume ν = eN and ν̄ · ei = 0 for i ∈ {2, . . . , N − 1}. Note that we can
also assume that Q has e1 normal to two of its faces, for the following reason: let
Q1 be a cube with normals eN and e1. We can rescale Q and u, and almost cover
{x ∈ Q1 : xN = 0} with the cubes ai + δQ, where ai ∈ {x ∈ Q1 : xN = 0}. Define
v ∈ SBV (Q1) by

v(x) :=




u

(
x− ai
δ

)
if x ∈ ai + δQ,

0 if xN < 0 and x 6∈ ∪(ai + δQ),
ρ if xN ≥ 0 and x 6∈ ∪(ai + δQ).

Using the homogeneity of W , we now have E(v,Q1) − E(u,Q) ≤ HN−1({x ∈ Q1 :
xN = 0}\ ∪i (ai + δQ)), yet ν̄, defined as for u, remains unchanged.

Step 2b. As suggested in our selection of t0, we want to separate ∂∗Et0 into two
pieces: its intersection with S(u) and the rest. These will be turned into Γ1 and Γ2,
respectively. By (6.6) and (6.7), it appears that a suitably long Γ2 with normal in
the direction ν̄ is energetically better than its counterpart,

∫
Q
W (∇u)dx. Referring

to Figure 6.1, we see that the main issue is whether the segment Γ1 needed to connect
Γ2 to the midpoint of the opposite edge has length larger than the N − 1-dimensional
area of S(u), HN−1(S(u)). In fact, we can show that Γ1 has length no larger than
HN−1(∂∗Et0 ∩ S(u)). What we first need to show is that ∂∗Et0 meets the midpoints
of the opposing edges, and goes “all the way across” the cube. That is, we wish to
show that ∫

∂∗Et0

νEt0 (x) · e1dHN−1(x) = 0(6.8)

and ∫
∂∗Et0

νEt0 (x) · eNdHN−1(x) = 1.(6.9)

From Theorem 1 (ii) of section 5.8 in [10], we know that if E ⊂ RN has locally finite
perimeter in RN , then∫

E

divφ(x)dx = −
∫
∂∗E

φ(x) · νE(x)dHN−1(x)(6.10)

for all φ ∈ C1
0 (RN ; RN ), where, as before, νE is the inner unit normal. Define E ⊂ RN

by

E := Et0 ∪ {x ∈ RN\Q : x · eN > 0}.

Then E is locally of finite perimeter in RN and we claim that

HN−1([∂∗E]4C) = 0,(6.11)
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where C := ∂∗Et0 ∪ {x ∈ RN\Q : x · eN = 0}. It is clear that C ⊂ ∂∗E and that

(∂∗E)\C ⊂ ∂Q,

so the idea is to show that HN−1(∂Q ∩ ∂∗E) = 0. Let x ∈ ∂Q be given such that
x · eN > 0 and

lim
r→0

−
∫
B(x,r)∩Q

|u(y)− ρ|dy = 0.(6.12)

We need only show that

lim sup
r→0

LN (B(x, r)\E)

rN
= 0,

since then x 6∈ ∂∗E. We have

lim sup
r→0

LN (B(x, r)\E)

rN
= lim sup

r→0

1

rN
LN (B(x, r) ∩ {y ∈ Q : u(y) ≤ t0})

≤ lim sup
r→0

1

rN
1

|ρ− t0|
∫
B(x,r)∩Q

|u(y)− ρ|dy = 0.

Since, by Theorem 2 of section 5.3 of [10], (6.12) holds HN−1 almost everywhere
on the upper half of ∂Q, and, dealing with the case x · eN < 0 similarly, we find
HN−1(∂Q ∩ ∂∗E) = 0.

Choose φ ∈ C1
0 (RN ; RN ) such that φi = 0 for all i ∈ {2, . . . , N}, φ1 = 1 on Q.

Clearly, divφ = ∂φ1/∂x1, divφ = 0 on Q̄, and νE = eN on RN\Q̄. So,
∫
E

divφ(x)dx =
0. For example, we can take φ := ρ1/2 ∗χ2Qe1. By (6.10), (6.11), and the fact that E
is locally of finite perimeter, we have

0 =

∫
∂∗E

φ(x) · νE(x)dHN−1(x)

=

∫
∂∗Et0

e1 · νEt0 (x)dHN−1(x) +

∫
{x·eN=0}\Q

φ(x) · eNdHN−1(x)

=

∫
∂∗Et0

e1 · νEt0 (x)dHN−1(x),

and we conclude (6.8).
Equation (6.9) follows by considering, for ε > 0, φ ∈ C1

0 ((−1/2−ε, 1/2+ε)N ; RN )
such that φi = 0 for all i < N , φ = −eN on Q and −1 ≤ φ · eN ≤ 0. For example,
take φ := −ρε ∗ χ(−1/2−ε,1/2+ε)N eN . By (6.10) and (6.11) we have

∫
E

divφ(x)dx =

∫
∂∗Et0

eN · νEt0 (x)dHN−1(x)−
∫
{x·eN=0}\Q

φ(x) · eNdHN−1(x).

We see that

1 <

∫
E

divφ(x)dx < (1 + 2ε)N−1
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and ∣∣∣∣∣
∫
{x·eN=0}\Q

φ(x) · eNdHN−1(x)

∣∣∣∣∣ < (1 + 2ε)N−1 − 1.

The arbitrariness of ε yields∫
∂∗Et0

eN · νEt0 (x)dHN−1(x) = 1.

Step 2c. It remains to show that HN−1(S(u)) is larger than the length of Γ1,
which we construct below. The needed inequality is

HN−1(S(u)) ≥ [(βν̄ · e1)2 + (1− βν̄ · eN )2]1/2,(6.13)

which we now prove.

HN−1(S(u)) ≥
∫
∂∗Et0∩S(u)

|νEt0 (x)|2dHN−1(x)

(since |νEt0 | = 1 HN−1 almost everywhere)

=

∫
∂∗Et0∩S(u)

N∑
i=1

(νEt0 (x) · ei)2dHN−1(x)

≥ HN−1(∂∗Et0 ∩ S(u))

(
−
∫
∂∗Et0∩S(u)

(νEt0 (x) · e1)2dHN−1(x)

+ −
∫
∂∗Et0∩S(u)

(νEt0 (x) · eN )2dHN−1(x)

)

≥ HN−1(∂∗Et0 ∩ S(u))


[−∫

∂∗Et0∩S(u)

νEt0 (x) · e1dHN−1(x)

]2

+

[
−
∫
∂∗Et0∩S(u)

νEt0 (x) · eNdHN−1(x)

]2

 (by Jensen’s inequality)

= HN−1(∂∗Et0 ∩ S(u))−1


[∫

∂∗Et0∩S(u)

νEt0 (x) · e1dHN−1(x)

]2

+

[∫
∂∗Et0∩S(u)

νEt0 (x) · eNdHN−1(x)

]2



= HN−1(∂∗Et0 ∩ S(u))−1
(
[βν̄ · e1]2 + [1− βν̄ · eN ]2

)
,

(by (6.8) and (6.9))

which gives (6.13).
Step 2d. We now construct Γ1 and Γ2. First, suppose that ν̄ · eN ≤ 0. Then

(6.13) implies that HN−1(S(u)) ≥ 1. Therefore, E(u,Q) ≥ 1 ≥ H(ρ, ν). Assume now
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that ν̄ · eN > 0. Consider the square in the e1-eN plane with normals e1 and eN and,
suppressing ei for i ∈ {2, . . . , N − 1}, take Γ = Γ1 ∪ Γ2, where Γ2 is the line segment
with right endpoint (1/2, 0), unit normal ν̄/|ν̄|, and length |ν̄|β (if βν̄ ·eN ≥ 1, redefine
β := (1− ε)/(ν̄ · eN )). Γ1 is then the line segment from the left endpoint of Γ2 to
(−1/2, 0). Note that the length of Γ1 is [(βν̄ · e1)2 + (1 − βν̄ · eN )2]1/2, and so, by
(6.13), we have H1(Γ1) ≤ HN−1(S(u)). Finally, by (6.6) and (6.7), we conclude that

H(ρ, ν) ≤ ρ|ν̄|βW
(
ν̄

|ν̄|
)

+H1(Γ1)

≤ ρβW (ν̄) +HN−1(S(u))

≤
∫
Q

W (∇u(x))dx+HN−1(S(u)).

Due to the arbitrariness of u, we have h ≥ H.
We conclude with the following remark, which simply says that the above argu-

ment works for more general initial jump energy densities.
Remark 6.6. Suppose that the energy of the admissible functions for h is given

by

E(u,Q) =

∫
Q

W (∇u)dx+

∫
S(u)

φ([u]ν)dHN−1,

where W and φ are convex and positive homogeneous of degree one. Then the con-
clusion of Theorem 6.5 holds. Taking

f(x, dDu) := χQ\S(u)W (dDu) + χS(u)φ(dDu)

we have ∫
Q

f(x, dDu) =

∫
Q

W (∇u)dx+

∫
S(u)

φ([u]ν)dHN−1 = E(u,Q),

and, by Lemma 6.3,

E(u,Q) =

∫
R

[∫
∂∗Et\S(u)

W (νEt(x))dHN−1 +

∫
∂∗Et∩S(u)

φ(νEt(x))dHN−1

]
dt.

The rest of the proof of Theorem 6.5 follows with the obvious alterations.

Acknowledgments. The author would like to thank Luigi Ambrosio and the
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Abstract. Refinement equations involving matrix masks are receiving much of attention these
days. They can play a central role in the study of refinable finitely generated shift-invariant spaces,
multiresolutions generated by more than one function, multiwavelets, splines with multiple knots,
and matrix subdivision schemes—including Hermite-type subdivision schemes. Several recent papers
on this subject begin with an assumption on the eigenstructure of the mask, pointing out that this
assumption is heuristically “natural” or “preferred.” In this note, we prove that stability of the shifts
of the refinable function requires this assumption.

Key words. matrix refinement equation, matrix subdivision scheme, refinable function vector,
stability, Riesz basis, multiwavelet, shift-invariant space, FSI space

AMS subject classifications. 39A10, 39B62, 42B99
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1. Introduction. Several desirable properties are not available with compactly
supported orthogonal wavelets, e.g., symmetry and piecewise polynomial structure.
Presently, multiwavelets seem to offer a satisfactory alternative (see, for example,
[DGHM], [GL]). Multiwavelets are wavelets constructed from a refinable function
vector Φ which satisfies a matrix refinement equation of the form

Φ =
∑
α∈Zd

a(α)Φ(MT · −α).

Here, each coefficient a(α) is a Φ × Φ matrix, and M ∈ Z
d×d. Refinable function

vectors have also appeared in the study of matrix subdivision schemes, which play an
important role in the analysis of multivariate subdivision schemes (cf. [D]).

As in the case of a single refinable function, it is often impossible to study a
refinable function vector directly. In such a case, its properties are analyzed indirectly
via the coefficient sequence (a(α))α∈Zd (see, for example, [CDP], [HC], [HSS], [H], [P],
[S]). For example, the eigenstructure of the matrix

A(0) =
∑
α∈Zd

a(α)

has played an important role in such analyses. In particular, it is assumed in [HSS] and
[S], that 1 is a simple eigenvalue of A(0) and that all other eigenvalues have modulus
strictly less than 1. In this paper, we demonstrate that this is a very reasonable
assumption by proving that without such an assumption, the refinable function vector
Φ cannot possibly have stable shifts.

A slightly weaker statement has already been proved by Cohen, Dyn, and Levin
in [CDL] for `∞-stability. In that paper, they assumed that a(α) = 0 for all but
finitely many α and that the associated subdivision scheme is C0, i.e., convergent. In
this paper we strengthen and extend their results.
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To present our results in a general setting, we recall the following definition from
[JM]:

Lp := Lp(Rd) :=
{
φ : R

d → C
∣∣ |φ|p := ‖φ̃‖Lp([0,1)d) < ∞}

for 1 ≤ p ≤ ∞, where φ̃ :=
∑

α∈Zd |φ(· − α)|. As pointed out in [JM], Lp is a Banach
space with norm | · |p and

Lp ⊂ L1 ∩ Lp.

Now, let M ∈ Z
d×d be an integer matrix satisfying limk→∞ M−k = 0 and let

φ1, . . . , φm ∈ Lp. We say that Φ := (φj)
m
j=1 is M -refinable if there exist sequences

aj,k ∈ `1(Zd) (1 ≤ j, k ≤ m) such that

φj =
m∑

k=1

∑
α∈Zd

aj,k(α)φk(M
T · −α), (j = 1, . . . ,m).

Equivalently, Φ is refinable if

(1.1) Φ̂(Mξ) = A(ξ)Φ̂(ξ) for all ξ ∈ R
d,

where the matrix A := (Aj,k)1≤j,k≤m of (continuous 2π-periodic) functions is defined
by

Aj,k(ξ) :=
1

|detM |
∑
α∈Zd

aj,k(α)e−i〈α,ξ〉.

The matrix A is referred to as the (refinement) mask.
It is already well known that equation (1.1) has only the trivial solution Φ = 0 if

the spectral radius ρ(A(0)) < 1. It is also well known that convergence of the infinite
product

(1.2) P :=
∞∏
j=1

A(M−j ·)

requires that (i) ρ(A(0)) ≤ 1; (ii) 1 be the only eigenvalue of modulus 1; and (iii)
the algebraic and geometric multiplicities of the eigenvalue 1 be the same. When
this product does converge, the function Φ defined by Φ̂(ξ) = P (ξ)x is a solution to
equation (1.1) for any x ∈ C

m. Convergence of the matrix subdivision scheme associ-
ated with equation (1.1) requires similar assumptions on A (cf. [CDL]). Nonetheless,
solutions to equation (1.1) may exist even without such assumptions (as pointed out
in [HC] and [CDP]). However, the existence of solutions with stable shifts will require
these assumptions and more.

The shifts of φ1, . . . , φm ∈ Lp are said to be `p-stable if there exist constants
0 < c1 ≤ c2 < ∞ such that

c1

m∑
j=1

‖aj‖`p ≤ ‖
m∑
j=1

∑
α∈Zd

aj(α)φj(· − α)‖Lp ≤ c2

m∑
j=1

‖aj‖`p

for any a1, . . . , am ∈ `p(Zd). In [JM], Jia and Micchelli proved that the shifts of any
φ1, . . . , φm ∈ Lp are `p-stable if and only if the sequences(

φ̂j(ξ + 2απ)
)
α∈Zd

, (j = 1, . . . ,m)
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are linearly independent for every ξ ∈ R
d. This will play the major role in our proofs.

In the statement of our theorems, we use the following terminology. An eigenvalue
is nondegenerate if its algebraic and geometric multiplicities agree. A simple eigenvalue
is a nondegenerate eigenvalue of multiplicity 1.

To facilitate our proofs, we define

V := { v ∈ Z
d | v = Mt for some t ∈ [0, 1)d }.

Then V is a complete set of representatives for the quotient group Z
d/MZ

d. In
particular, Z

d is the disjoint union of the sets v + MZ
d (v ∈ V ). We will actually

only ever make use of the set V ′ := V \0.

2. Stability imposes structure.
Theorem 2.1. Let φ1, . . . , φm ∈ Lp. Suppose Φ := (φj)

m
j=1 is M -refinable with

mask A. If the shifts of φ1, . . . , φm are `p-stable, then 1 is a simple eigenvalue of A(0)

and all other eigenvalues have modulus strictly less than 1. Moreover, Φ̂(0) is a right
1-eigenvector.

Proof. We assume stability to demonstrate the eigenvalue assertions.
By the refinement equation (1.1), we have, for any ξ ∈ R

d and n ∈ N,

Φ̂(ξ) =
k∏

j=1

A(M−jξ)Φ̂(M−kξ).

Since M−k → 0 (and since A and Φ̂ are both continuous), ρ(A(0)) < 1 would imply
that Φ is identically zero—contradicting the assumption that the shifts of Φ are stable.
So, ρ(A(0)) ≥ 1.

Now, suppose y ∈ C
m satisfies yTA(0) = µyT 6= 0 for some µ ∈ C with |µ| ≥ 1.

Then the refinement equation (1.1) implies that

yT Φ̂(2Mk(Mα + v)π) = yTAk(0)A(2M−1vπ)Φ̂(2M−1vπ + 2απ)(2.1)

= µkyTA(2M−1vπ)Φ̂(2M−1vπ + 2απ)

for any k ∈ Z+, α ∈ Z
d, v ∈ V ′. Since v ∈ V ′ (hence Mα + v 6= 0), our assumptions

on M imply that limk→∞ |Mk(Mα + v)| = ∞. Since yTΦ ∈ Lp ⊂ L1, the left-hand
side of equation (2.1) then tends to zero as k tends to infinity. And, since |µ| ≥ 1,
this implies that

yTA(2M−1vπ)Φ̂(2M−1vπ + 2απ) = 0

for every α ∈ Z
d (which implies that yTA(2M−1vπ) = 0 for every v ∈ V ′, since the

shifts of Φ are stable). Together with equation (2.1), this implies that yT Φ̂(2βπ) = 0
for all β ∈ Z

d\0, since every such β has a (unique) representation of the form β =
Mk(Mα + v) for some k ∈ Z+, α ∈ Z

d, v ∈ V ′. The stability of the shifts of Φ then

implies that yT Φ̂(0) 6= 0 and, a fortiori, Φ̂(0) 6= 0. The refinement equation (1.1) then

implies that Φ̂(0) is a right 1-eigenvector of A(0).
Now, suppose that yT1 A(0) = µ1y

T
1 6= 0 and yT2 A(0) = µ2y

T
2 6= 0 with |µi| ≥ 1 (i =

1, 2). The above arguments imply that yTi Φ̂(2βπ) = 0 ∀β ∈ Z
d\0 and yTi Φ̂(0) 6= 0;

without loss of generality, we may assume that yTi Φ̂(0) = 1. Then (y2−y1)
T Φ̂(2βπ) =

0 for every β ∈ Z
d. The stability of the shifts of Φ now implies that y1 = y2.
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We conclude that 1 is an eigenvalue of A(0) of geometric multiplicity 1. It is the
only eigenvalue outside of the open unit disc. Its (unique-up-to-multiplicity) right

eigenvector is Φ̂(0) and its (unique-up-to-multiplicity) left eigenvector, yT , satisfies

yT Φ̂(2βπ) = 0 for all β ∈ Z
d\0. If the algebraic multiplicity of the eigenvalue 1

were greater than 1, then the (one-dimensional) left and right eigenspaces would be
orthogonal one to the other (this follows easily by considering the Jordan canonical

form of A(0)). That is, yT Φ̂(0) would be zero—contradicting the assumption that the
shifts of Φ are stable.

Remark. The above proof in fact implies that the left eigenvector yT of A(0)
actually satisfies the “sum rules”

yT
∑
α∈Zd

a(β + MTα) = yT ∀β ∈ Z
d,

as well as the so-called Strang–Fix conditions of order 1

yT Φ̂(0) 6= 0, yT Φ̂(2βπ) = 0 ∀β ∈ Z
d\0.

So, stability implies accuracy of order 1 (or density) as expected.

3. Stability of matrix functions. A generalized stability notion for matrix
functions has been recently considered in [CDL]. In the spirit of that paper, we will
say that the shifts of any m × n matrix Φ = (φj,k) of Lp-functions are `p-stable if
there exist constants 0 < c1 ≤ c2 < ∞ such that

c1

m∑
j=1

‖aj‖`p ≤
n∑

k=1

∥∥∥∥∥∥
m∑
j=1

∑
α∈Zd

aj(α)φj,k(· − α)

∥∥∥∥∥∥
Lp

≤ c2

m∑
j=1

‖aj‖`p

for any a1, . . . , am ∈ `p(Zd).
Many of the results from [JM] can be generalized to cover this notion. To

state some pertinent ones, we first recall some of their notation. We denote the
d-dimensional torus

{
(z1, . . . , zd) ∈ C

d
∣∣ |z1| = · · · = |zd| = 1

}
by T

d. Then, for any f, g ∈ L2, define

[f, g](z) :=
∑
α∈Zd

〈f, g(· − α)〉zα, (z ∈ T
d),

where 〈f, g〉 :=
∫

Rd fg for f, g ∈ L2(Rd). And, lastly, for φ1, . . . , φm ∈ Lp, define

S1(φ1, . . . , φm) :=




m∑
j=1

∑
α∈Zd

aj(α)φj(· − α)
∣∣∣ aj ∈ `1(Zd) for j = 1, . . . ,m


 .

It is worth pointing out that [f, g](z) is a continuous function of z on T
d and that

S1(φ1, . . . , φm) is a subspace of Lp(Rd).
A generalized statement of [JM, Theorem 4.1] follows.
Theorem 3.1. Let φj,k ∈ L2(Rd), (j = 1, . . . ,m; k = 1, . . . , n). Then the shifts

of Φ = (φj,k) are `2-stable if and only if one of the following conditions holds:
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(i) For any ξ ∈ R
d, the sequences (φ̂j,k(ξ + 2απ))nk=1,α∈Zd (j = 1, . . . ,m) are linearly

independent.
(ii) The matrix (

∑n
k=1[φj,k, φ`,k](z))1≤j,`≤m is positive definite for every z ∈ T

d.
(iii) There exist gj,k ∈ S1(φ1,k, . . . , φm,k) (j = 1, . . . ,m; k = 1, . . . , n) such that

n∑
k=1

〈gj,k, φ`,k(· − α)〉 = δj`δ0α for 1 ≤ j, ` ≤ m and α ∈ Z
d,

and [JM, Theorem 4.2] is generalized as follows.
Theorem 3.2. Let φj,k ∈ Lp(Rd), (j = 1, . . . ,m; k = 1, . . . , n). Then the shifts

of Φ = (φj,k) are `p-stable if and only if condition (i) of Theorem 3.1 holds.
The proofs of these theorems are clear from the proofs of [JM, Theorems 3.3, 3.5,

and 4.1]. We now state a generalization of Theorem 2.1. The proof is similar, so we
provide only the major distinctions below.

Theorem 3.3. Let φj,k ∈ Lp(Rd), (j = 1, . . . ,m; k = 1, . . . , n). Suppose
Φ = (φj,k) is M -refinable with mask A. If the shifts of Φ are `p-stable, then 1
is a nondegenerate eigenvalue of A(0); its multiplicity is the rank of the matrix

Φ̂(0) =
(
φ̂i,j(0)

)
, and all other eigenvalues have modulus strictly less than 1. In

particular, the columns of Φ̂(0) must span the right 1-eigenspace of A(0).
Proof. Define

W := { y ∈ C
m | yTA(0) = µyT for some |µ| ≥ 1 } and X := {x ∈ C

m | A(0)x = x }.

Then, rank Φ̂(0) ≤ dimX ≤ dimW , since every nonzero column of Φ̂(0) is a right
1-eigenvector of A(0).

As in the proof of Theorem 1, if y ∈ W , then yT Φ̂(2βπ) = 0 for all β ∈ Z
d\0. If the

shifts of Φ are stable, then yT Φ̂(0) 6= 0 for every y ∈ W . This implies that dimW ≤
rank Φ̂(0); hence both must equal the geometric multiplicity of the eigenvalue 1. In
particular, all other eigenvalues have modulus strictly less than 1, and the columns of
Φ̂(0) span the right 1-eigenspace.

If the algebraic multiplicity of the eigenvalue 1 is greater than its geometric mul-
tiplicity, then there exists a left 1-eigenvector y for which yTx = 0 for all x ∈ X. Such
y satisfies yT Φ̂(2απ) = 0 for all α ∈ Z

d, and the shifts of Φ are not stable.
We can say even more, under slightly more restrictive assumptions, on the se-

quences (aj,k(α))α∈Z. Suppose, for example, that each of these sequences decays
exponentially fast; then the entries of the matrix A are analytic functions. Now, if Φ
is a matrix solution to the refinement equation (1.1) and the shifts of Φ are stable,
then the arguments of [HC] (and the consequences of Theorem 3.3) imply that the
infinite matrix product (1.2) is convergent and that the map v 7→ Pv is an isomor-
phism from the right 1-eigenspace of A(0) onto the (vector) solution space of the
refinement equation (1.1). Hence this solution space is already spanned by some N of
the columns of Φ, where N is the multiplicity of the eigenvalue 1 of A(0). This leads
to the following theorem.

Theorem 3.4. Suppose some (matrix) solution of the refinement equation (1.1)
has `p-stable shifts. Then a given solution Φ has `p-stable shifts if and only if the
columns of Φ̂(0) span the right 1-eigenspace of A(0).

Acknowledgment. The author is grateful to Nira Dyn for discussions (at the
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vated this work.
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Abstract. In this paper the problem of recovering a regularized solution of the Fredholm integral
equations of the first kind with Hermitian and square-integrable kernels, and with data corrupted by
additive noise, is considered. Instead of using a variational regularization of Tikhonov type, based
on a priori global bounds, we propose a method of truncation of eigenfunction expansions that can
be proved to converge asymptotically, in the sense of the L2-norm, in the limit of noise vanishing.
Here we extend the probabilistic counterpart of this procedure by constructing a probabilistically
regularized solution without assuming any structure of order on the sequence of the Fourier co-
efficients of the data. This probabilistic approach allows us to use the statistical tools proper of
time-series analysis, and in this way we attain a new regularizing algorithm, which is illustrated
by some numerical examples. Finally, a comparison with solutions obtained by the means of the
variational regularization exhibits how some intrinsic limits of the variational-based techniques can
be overcome.

Key words. integral equations, inverse problems, regularization, information theory

AMS subject classification. 45B05

PII. S0036141096301749

1. Introduction. We consider the Fredholm integral equations of the first kind

(Af)(x) =

∫ b

a

K(x, y)f(y) dy = g(x) (a ≤ x ≤ b)(1)

whose kernel K(x, y) is supposed to be Hermitian and square integrable; i.e.,

K(x, y) = K(y, x)(2)

and

∫ b

a

{∫ b

a

|K(x, y)|2dx
}
dy < ∞.(3)

Then A : L2(a, b) → L2(a, b) is a self-adjoint compact operator.
For simplicity we shall suppose hereafter that the kernel K, the function g, and

the unknown function f are real-valued functions; in addition, we assume that the
interval [a, b] is a bounded and closed subset of the real line.

The Hilbert–Schmidt theorem guarantees that the integral operator A admits a
set of eigenfunctions {ψk}∞1 and, accordingly, a countably infinite set of eigenvalues
{λk}∞1 . The eigenfunctions form an orthonormal basis of the orthogonal complement
of the null space of the operator A and therefore an orthonormal basis of L2(a, b)
when A is injective. For the sake of simplicity only this case will be considered,
although this assumption can be easily relaxed with slight technical modifications.
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The Hilbert–Schmidt theorem also guarantees that limk→∞ λk = 0. Furthermore, we
shall suppose hereafter that the eigenvalues are ordered as follows: λ1 > λ2 > λ3 > · · ·
In view of the Hilbert–Schmidt theorem we associate with the integral equation (1)
the following eigenfunction expansion:

f(x) =

∞∑
k=1

(
gk
λk

)
ψk(x),(4)

where gk = (g, ψk), ((·, ·) denoting the scalar product in L2(a, b)). The series (4)
converges in the sense of L2.

Remark. If the support of the data does not coincide with that of the solutions,
i.e., A : L2(a, b) → L2(c, d) with [a, b] different from [c, d], the problem can be worked
out in terms of singular values and singular functions of the operator A [6], and all of
the following results can be easily reformulated.

In view of the fact that there always exists some inherent noise in the data, instead
of (1) we have to deal with the following equation:

Af + n = g (g = g + n),(5)

where n represents the noise. Therefore, instead of expansion (4) we have to consider
the following expansion:

∞∑
k=1

(
gk
λk

)
ψk,(6)

where gk = (g, ψk). Expansion (6) is generally diverging because g does not belong,
in general, to the range of the operator A. This is precisely a manifestation of the
ill-posed character of the Fredholm integral equation of the first kind.

Several methods of regularization have been proposed (see [10, 14, 16] and refer-
ences therein); all of them modify one of the elements of the triplet {A,X, Y }, where
A is the integral operator defined by (1), whereas X and Y are, respectively, the
solution and the data space (in our case X ≡ Y ≡ L2(a, b)). Among these methods
the procedure, which is probably the most popular, consists in admitting only those
solutions that belong to a compact subset of the solution space X. In particular the
famous method of Tikhonov leads to the construction of “regularizing operators” by
the minimization of “smoothing functionals.” In this latter functional the smoothing
term is obtained precisely by restricting the admitted solutions to a compact subset
of the space X; then the continuity of A−1 follows from compactness. This restriction
is realized by the use of a priori bounds which can be written assuming some prior
knowledge of the solution. Therefore, in addition to the inequality

‖Af − g‖ ≤ ε(7)

which corresponds to a bound on the noise (‖ · ‖ denoting the norm in L2(a, b)), one
also considers an a priori bound on the solution of the following form:

‖Cf‖Z ≤ E,(8)

where Z denotes the “constraint space” and, accordingly, C is the “constraint oper-
ator.” From the bounds (7) and (8) we are led to define the regularized solution as
the minimum of the following functional:

Φ(f) = ‖Af − g‖2
+ α2 ‖Cf‖2

Z ,
(
α =

( ε

E

))
.(9)
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In spite of several significant merits, this procedure is not free from defects. Con-
cerning the possibility of writing suitable a priori bounds on the solution, we want to
remark strongly that two different types of problems must be distinguished:

a) synthesis problems,
b) inverse problems

and to note that both are frequently solved by the use of Fredholm integral equations
of the first kind. In the first class of problems, that basically consists in finding
the source that produces a prescribed effect (e.g., prescribed boundary values), the a
priori bounds are intrinsic of the problem itself, whereas this is not always the case
for the second class. As typical examples we can consider

a′) the antenna synthesis,
b′) the signal recovery.

The problem of the antenna synthesis consists in determining, within a certain degree
of approximation, the current intensity that generates a desired radiation pattern.
It can be formulated in terms of Fredholm equation of the first kind [18, 24] and,
consequently, it presents the typical pathology of the ill-posed problems. In this
problem the a priori bound on the ohmic losses associated with the current intensity
is necessary and can be regarded as a natural constraint intrinsic of the problem.
Conversely, in the case of the signal recovery problem, the a priori bounds can be
written only if prior knowledge of the signal is assumed. Generally, it is possible to
have some a priori information regarding, for instance, the support of the signal or
requiring the function representing the signal to be nonnegative. But even in these
cases the prior knowledge could be insufficiently specific to be peculiar of the function
to be reconstructed, and arbitrary, though reasonable, constraints must be added
to solve the problem. Strictly connected with this question there is the crux of the
matter: the practical choice of the regularization parameter α (see formula (9)) for a
fixed g when the a priori bound (8) is unknown or is not sufficiently precise.

Moreover, let us note that the functional (9) works as a filter whose action is
smoothing the Fourier components gk for high values of k. But it is easy to exhibit
examples of signals whose Fourier components are small, or even zero, for low values of
k, while the significant contributions of the signal are brought by those components at
intermediate values of k, which are smoothed out by the action of the filter. In these
situations the standard regularization method fails, showing that the only existence
of the minimum of functional (9) does not guarantee the bulk of the signal has been
really recovered. This delicate point will be illustrated with numerical examples in
section 4.

We suggest a different approach which is based on the following observation: for
the moment, suppose that the moduli of the noiseless Fourier coefficients |gk| are
monotonically decreasing as k increases; then, although the formal series (6) diverges,
nevertheless the effect of the error remains limited in the beginning of the expansion,
and there exists a point (a certain value of k) where divergence sets in. Thus, the
idea is to stop the expansion at the point where it turns to diverge. This rough and
qualitative description can be put in rigorous form by proving that even if the series
(6) diverges, nevertheless it converges (in the sense of L2-norm) as ε (i.e., the bound
on the noise) tends to zero. This result, which has been proved by two of us (see [17]),
does not give (except in very particular cases) a practical numerical method for finding
out the truncation point (i.e., the value of k) at which to stop expansion (6). However,
here we prove a probabilistic generalization of the results presented in [17] by removing
the quite restrictive assumption that the Fourier coefficients |gk| of the signal to be
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recovered are monotonically decreasing. Compared to [17] the significance of the new
results is relevant. First, the hypothesis made in [17] on the order of the coefficients
|gk| leads to a regularization procedure that essentially works as an ideal low-pass
filter, and, as previously discussed, this does not guarantee to recover correctly the
signals whose bulk is localized at intermediate frequencies. Conversely, in this paper
it will be shown how to construct a regularized solution without assuming any kind
of order on the coefficients |gk| by exploiting the tools supplied by the information
theory. This result will lead to a more effective regularizing algorithm which is based
on a suitable statistical analysis of the data and whose main feature is indeed the
frequency selectivity. Second, from the application point of view, the hypothesis on
the order of the coefficients |gk| is too restrictive; thus, by removing it, a much larger
class of real signals can be practically analyzed. These questions are precisely the
contents of sections 3 and 4. We will prove, indeed, in section 3 that it is possible to
split the noisy Fourier coefficients gk into two classes:

i) the Fourier coefficients gk from which a significant amount of information on
fk = (f, ψk) can be extracted;

ii) the Fourier coefficients gk that can be regarded as random numbers because
the noise prevails on the coefficients gk.

In section 4 it will be shown how it is possible to separate practically the co-
efficients gk into these two classes by the use of statistical tools supplied by the so
called “time-series” analysis. Therefore, we can practically construct an approxima-
tion which converges to the real solution, and furthermore we can have some confidence
that the bulk of the function f has been effectively recovered.

The paper is organized as follows. In the first part of section 2 a short sketch
of the variational method based on the minimization of functional (9) is given. This
will be done in order to have explicitly the formulae which will be used in section 4,
where our procedure and the variational one will be compared. The second part of
section 2 is devoted to the probabilistic formulation of the regularization problem in
a quite general setting. In section 3 we start illustrating the asymptotic convergence
of the eigenfunction expansion (in the sense of L2-norm) as ε tends to zero; then this
result is reconsidered from the viewpoint of probability and information theory. Here
a key role will be played by the Bayes formula: it will provide the various terms of our
approximation, which will be proved to be a probabilistically regularized solution of
(1). The first part of section 4 is devoted to the discussion of the statistical tools that
are necessary for practically recovering the regularized solution from finite samples of
noisy data. Finally, some numerical examples are given in the second part of section
4.

2. Variational and probabilistic regularization.

2.1. Variational regularization. After the classical book of Tikhonov and Ars-
enine [23] the literature on the theory and applications of the variational regularization
has been rapidly growing (see, for instance, [14]). In order to compare our algorithm
with this classical one, some formulae and results of the variational regularization will
be recalled here (see [5, 6, 20, 23] for proofs and details).

Let us characterize, first of all, the constraint operator C and, accordingly, the
constraint space Z. Let us take a constraint operator C such that C?C and A?A
commute (this assumption does not restrict the theory and the applications signifi-
cantly [5, 18]). Then, the space Z is composed by those functions f ∈ L2(a, b) such
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that ‖Cf‖Z is finite; i.e.,

‖Cf‖2
Z = (C?Cf, f) =

∞∑
k=1

c2k|fk|2 < ∞.(10)

Now we consider the ball UZ = {f ∈ Z | ∑∞
k=1 c

2
k|fk|2 ≤ E2} and the restriction A0

of the operator A (see (1)) to the ball UZ . Then, the following propositions can be
proved.

Proposition 2.1. If limk→∞ c2k = +∞, the operator A−1
0 is continuous.

Proposition 2.2. The functional Φ(f), with α = (ε/E), has a unique minimum
which is given by

f? = [A?A +
( ε

E

)2

C?C]−1A?g.(11)

By expanding g in terms of ψk (eigenfunctions of the operator A), we have

f? =
∞∑
k=1

λkgk

λ2
k + c2k

(
ε
E

)2ψk.(12)

Next, we have the following proposition.
Proposition 2.3. The following limit holds true for any function f satisfying

the bounds (7) and (8):

lim
ε→0

‖f − f?‖ = 0 (E fixed).(13)

In numerical computations it is often convenient to use truncated approximations.
For instance, one can derive from the smoothed solution (12) the following truncated
approximation:

f
(1)
? =

kα∑
k=1

gk
λk

ψk,(14)

where kα is the largest integer such that

λk ≥
( ε

E

)
|ck|.(15)

Proposition 2.4. The following limit holds true for any function f satisfying
bounds (7) and (8):

lim
ε→0

∥∥∥f − f
(1)
?

∥∥∥ = 0 (E fixed).(16)

In several problems a weaker a priori bound should be used by setting C = I (the
identity operator). Therefore, instead of bound (8), we have

‖f‖ =

( ∞∑
k=1

|fk|2
)1/2

≤ E.(17)
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In this case the unique minimum of functional (9) is given by

f
(2)
? =

∞∑
k=1

λkgk

λ2
k +

(
ε
E

)2ψk,(18)

and, accordingly, the following truncated approximation can be introduced:

f
(3)
? =

kβ∑
k=1

gk
λk

ψk,(19)

where kβ is the largest integer such that

λk ≥ ε

E
.(20)

Both f
(2)
? and f

(3)
? converge to f as ε → 0 in a weak sense. In fact, as shown in

[20, 21], the following proposition can be proved.
Proposition 2.5. For any function f which satisfies the bounds (7) and (17),

the following limits hold true:

lim
ε→0

∣∣∣([f − f
(2)
?

]
, v
)∣∣∣ = 0 (‖v‖ ≤ 1, E fixed),(21)

lim
ε→0

∣∣∣([f − f
(3)
?

]
, v
)∣∣∣ = 0 (‖v‖ ≤ 1, E fixed).(22)

2.2. Probabilistic regularization. Here we want to reconsider (5) from a prob-
abilistic point of view. With this in mind we rewrite (5) in the following form:

Aξ + ζ = η,(23)

where ξ, ζ, and η, which correspond to f , n, and g, respectively, are Gaussian weak
random variables (w.r.v.) in the Hilbert space L2(a, b) [2]. A Gaussian w.r.v. is
uniquely defined by its mean element and its covariance operator; in the present case
we denote by Rξξ, Rζζ , and Rηη the covariance operators of ξ, ζ, and η, respectively.
Next, we make the following assumptions:

I) ξ and ζ have zero mean; i.e., mξ = mζ = 0;
II) ξ and ζ are uncorrelated; i.e., Rξζ = 0;

III) R−1
ζζ exists.

The third assumption is the mathematical formulation of the fact that all the com-
ponents of the data function are affected by noise. As it is shown by Franklin (see
formula (3.11) of [11]), if the signal and the noise satisfy assumptions I) and II), then

Rηη = ARξξA
? + Rζζ(24)

and the cross-covariance operator is given by

Rξη = RξξA
?.(25)

We also assume that Rζζ will depend on a parameter ε that tends to zero when the
noise vanishes; i.e.,

Rζζ = ε2N,(26)
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where N is a given operator (e.g., N = I for the white noise).
Now we are faced with the following problem.
Problem. Given a value g of the w.r.v. η find an estimate of the w.r.v. ξ.
A linear estimate of ξ will be any w.r.v. ξL = Lη, where L : Y → X is an

arbitrary linear continuous operator. Then from a value g of η one obtains the linear
estimate Lg of the w.r.v. ξ. Now a measure of the reliability of the estimator L is
given by

δ2(ε, v;L) = E
{|(ξ − Lη, v)|2} , (v ∈ X = L2(a, b)),(27)

where E{·} denotes the expectation value. Then we have the following proposition.
Proposition 2.6. If the covariance operator Rζζ has a bounded inverse, then

there exists a unique operator L0 that minimizes δ2(ε, v;L) for any v ∈ X, and it is
given by

L0 = RξηR
−1
ηη = RξξA

? [ARξξA
? + Rζζ ]

−1
.(28)

Proof. See [4, 5].
The w.r.v. L0η is called the best linear estimate of ξ, and, given a value g of η,

the best linear estimate f
(4)
? for the value of ξ is

f
(4)
? =

RξξA
?

ARξξA? + Rζζ
g, (A? = A).(29)

If ξ and Lη have finite variance, then the global mean-square error may be defined as
follows:

δ2(ε, L) = E
{‖ξ − Lη‖2

}
.(30)

When the operator L0 which minimizes (27) does exist, it also minimizes the global
error (30) if L0η has finite variance; i.e., if Tr (L0RηηL

?
0) < ∞, then the following

proposition can be proved.
Proposition 2.7. If the assumptions
i) Rξξ is an operator of trace class;
ii) Rζζ = ε2N has bounded inverse;

iii) the equation Af = 0, where f ∈ Range
(
R

1/2
ξξ

)
, has only the trivial solution

f = 0
are satisfied, then the following limit holds true:

lim
ε→0

δ2(ε) = 0,(31)

where δ2(ε) = infL δ2(ε;L).
Proof. See [4, 5].
Let us note that δ2(ε) = δ2(ε;L0) when L0 does exist and is unique.
If we want to compare the probabilistic results obtained above with the variational

ones, which have been obtained by the use of eigenfunction expansions, we must
expand ξ and ζ in terms of the eigenfunctions of the operator A (i.e., {ψk}∞1 ). Their
Fourier components are the random variables ξk = (ξ, ψk) and ζk = (ζ, ψk), whose
variances are given respectively by ρ2

k and ε2ν2
k . Next, in addition to the assumptions

I)–III) made before, we make the following hypothesis in spite of the fact that it turns
out to be completely unrealistic (see section 4):
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IV) the Fourier components of ξ are mutually uncorrelated as well as the Fourier
components of ζ.

Therefore, if R−1
ζζ is bounded (i.e. supk(1/ε

2ν2
k) < ∞), then the operator L0 exists

and the best linear estimate (29) can be written as

f
(4)
? =

∞∑
k=1

λkρ
2
k

λ2
kρ

2
k + ε2ν2

k

gkψk.(32)

Finally, the quantities δ2(ε, v;L0) and δ2(ε) become

δ2(ε, v;L0) = E
{|(ξ − L0η, v)|2

}
=

(33)

= ([Rξξ − L0RηηL
?
0]v, v) = ε2

∞∑
k=1

ρ2
kν

2
k

λ2
kρ

2
k + ε2ν2

k

|vk|2

and

δ2(ε) = δ2(ε;L0) = Tr [Rξξ − L0RηηL
?
0] = ε2

∞∑
k=1

ρ2
kν

2
k

λ2
kρ

2
k + ε2ν2

k

,(34)

and we have the following proposition.
Proposition 2.8. The following statements hold true:
i) for any v ∈ X (X = L2(a, b))

lim
ε→0

δ2(ε, v;L0) = 0,(35)

ii) if TrRξξ < ∞, then

lim
ε→0

δ2(ε) = 0.(36)

3. Information theory and regularization.

3.1. Asymptotic convergence, in the L2-norm, of the eigenfunction ex-
pansion. In the variational regularization, use is made of global a priori bounds (e.g.,
formulae (8) or (17)), which are the natural constraints in the case of synthesis prob-
lems where the variational approach is certainly appropriate. But these global bounds
are not necessarily given in the case of inverse problems where the prior knowledge
on the solution can be, in several cases, rather poor. Moreover, in the truncated
solutions derived by the methods of variational regularization, the point at which to
stop the expansion is obtained by comparing the eigenvalues λk with the ratio (ε/E)
(i.e., formula (20)) or with (ε/E)|ck| (see formula (15)). In both cases this approach
appears quite unnatural from the viewpoint of the experimental or physical sciences,
whose methodology would rather suggest to stop the expansions at the value k0 of k
such that for k > k0 the Fourier coefficients gk of the noiseless data are smaller or
at most of the same order of magnitude of ε, and, consequently, it is impossible to
extract information from the corresponding coefficients gk. With this in mind, and
assuming that the noise is represented by a bounded and integrable function n(x)
which satisfies the following condition:

sup |n(x)| ≤ ε, x ∈ [a, b],(37)
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the following results have been proved by two of us.
Lemma 3.1. The following statements hold true:

∞∑
k=1

(
gk
λk

)2

= ‖f‖2 = C1 (C1 = constant),(38)

∞∑
k=1

(
gk
λk

)2

= +∞ if g 6∈ Range (A),(39)

lim
ε→0

gk = gk ∀k.(40)

If k0(ε) is defined by

k0(ε) = max

{
m ∈ N :

m∑
k=1

(
gk
λk

)2

≤ C1

}
,(41)

then

lim
ε→0

k0(ε) = +∞.(42)

Proof. See [17].
Now we can introduce the following approximation:

f
(ε)
0 =

k0(ε)∑
k=1

gk
λk

ψk(43)

and prove the following theorem.
Theorem 3.2. The following equality holds true:

lim
ε→0

∥∥∥f − f
(ε)
0

∥∥∥ = 0.(44)

Proof. See [17].
If we consider a sequence of noisy data g which tends to g for ε → 0 in the sense

of the L2-norm (i.e., limε→0 ‖g−g‖ = 0), then f
(ε)
0 will tend to f as ε → 0 in the sense

of the L2-norm (i.e., limε→0 ‖f (ε)
0 −f‖ = 0). In fact, since ‖g−g‖2 =

∑∞
k=1 |gk−gk|2,

the limε→0 ‖g− g‖ = 0 implies that for any k, limε→0 gk = gk, and in view of Lemma

3.1 and Theorem 3.2 it can be concluded that limε→0 ‖f (ε)
0 − f‖ = 0. Therefore, from

approximation (43) we can derive an operator B defined by

Bg =

k0(ε)∑
k=1

gk
λk

ψk,(45)

which continuously maps, (i.e., preserving the convergence) the data g into the solu-
tion space X. Thus, continuity has been restored without requiring compactness.

Two types of difficulties still remain:
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a) how to determine numerically the truncation point k0(ε) if the norm of the
function f (i.e., the constant C1 = ‖f‖2) is unknown;

b) in any case the convergence of approximation (43) is not sufficient to guar-
antee that the bulk of the unknown function f has been really recovered.

We can give a satisfactory answer to these questions only in very specific and peculiar
cases, as we will explain below. Suppose that the moduli of the Fourier coefficients |gk|
are monotonically decreasing for increasing values of k. Since gk = gk + nk, it turns
out that at a certain value k0 of k we have |gk| ' |nk| ≤ ε. The Fourier coefficients of
the noiseless data are of the same order of magnitude as the Fourier components of
the noise, and at this point we cannot extract any information from the noisy Fourier
coefficients gk. Let us now introduce the function M(m) =

∑m
k=1 (gk/λk)

2
, whose

relevant properties are:
1) it is an increasing function of m;
2) if ε is sufficiently small and the values of |gk| are monotonically decreasing

for increasing k, M(m) presents a “plateau” when it reaches the value C1.
Indeed, from formula (42) in Lemma 3.1 it follows that M(m) remains nearly
constant when it attains the value C1. An explicit numerical example of this
“plateau” is given in Figure 1D in section 4.

This “plateau” corresponds to the order–disorder transition in the coefficients gk: for
k < k0(ε) the data gk prevail on nk whereas for k > k0(ε) the noise components nk

are larger or, at least, of the same order of magnitude of the noiseless data. However,
it must be remarked that in practical cases to single out the plateau which does really
correspond to the order–disorder transition in the coefficients gk can be made difficult
by the presence of other spurious plateaux due to the erratic behavior of the noise.
Furthermore, if the coefficients gk are negligible for low values of k, and the actual
bulk of information is located only at intermediate values of k, there could be no
numerical evidence of such a plateau in spite of the fact that the convergence guaran-
teed by Theorem 3.2 remains true. Then we are forced to look for other methods that
overcome these difficulties. This issue will be investigated by means of probabilistic
methods, as will be illustrated in the next subsection.

3.2. Bayes formula, information theory, and regularization. Here our
goal is to find a probabilistic extension of the result of Theorem 3.2 in which the
assumption requiring the Fourier coefficients |gk| to be monotonically decreasing will
be removed. In fact, we will show how to construct a regularizing solution from the
noisy data, disregarding the order of the coefficients |gk|. For this purpose, we turn
(23) into an infinite sequence of one-dimensional equations by means of orthogonal
projections:

λkξk + ζk = ηk, (k = 1, 2, ...),(46)

where ξk = (ξ, ψk), ζk = (ζ, ψk), ηk = (η, ψk) are Gaussian random variables. Here
we retain assumptions I)–III) made in section 2.2, but we remove assumption IV).
In fact, there is no reason to assume that the basis {ψk}∞1 which diagonalizes the
operator A also diagonalizes the covariance operators Rξξ, Rζζ , Rηη [19]. Therefore,
we can introduce the variances ρ2

k = (Rξξψk, ψk), ε
2ν2

k = (Rζζψk, ψk), λ
2
kρ

2
k + ε2ν2

k =
(Rηηψk, ψk) without assuming that the Fourier components ξk of ξ (and analogously
also for ζk and ηk) are mutually uncorrelated. In view of assumptions I) and III) the
following probability densities for ξk and ζk can be assumed:

pξk(x) =
1√

2π ρk
exp

{
−
(

x2

2ρ2
k

)}
, (k = 1, 2, ...)(47)
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and

pζk(x) =
1√

2π ενk
exp

{
−
(

x2

2ε2ν2
k

)}
, (k = 1, 2, ...).(48)

By the use of the (46) we can also introduce the conditional probability density
pηk

(y|x) of the random variable ηk for fixed ξk = x, which reads

pηk
(y|x) =

1√
2π ενk

exp

{
− (y − λkx)2

2ε2ν2
k

}
(49)

=
1√

2π ενk
exp

{
− λ2

k

2ε2ν2
k

(
x− y

λk

)2
}
.

Now let us apply the Bayes formula that provides the conditional probability density
of ξk given ηk through the following expression:

pξk(x|y) =
pξk(x)pηk

(y|x)

pηk
(y)

.(50)

Thus, if a realization of the random variable ηk is given by gk (see the formulation of
the problem in section 2.2), formula (50) becomes

pξk(x|gk) = Ak exp

{
− x2

2ρ2
k

}
exp

{
− λ2

k

2ε2ν2
k

(
x− gk

λk

)2
}

(Ak = const.).(51)

Now the amount of information on the variable ξk which is contained in the variable
ηk can be evaluated. We have [13]

J(ξk, ηk) = −1

2
log(1 − r2

k),(52)

where

r2
k =

|E {ξkηk} |2
E {|ξk|2}E {|ηk|2} =

(λkρk)
2

(λkρk)2 + (ενk)2
.(53)

Thus,

J(ξk, ηk) =
1

2
log

(
1 +

λ2
kρ

2
k

ε2ν2
k

)
.(54)

From equality (54) it follows that J(ξk, ηk) < 1
2 log 2 if λkρk < ενk. Thus, we are

naturally led to introduce the following sets:

Ik = {k : λkρk ≥ ενk} ,(55)

Nk = {k : λkρk < ενk} .(56)

Reverting to the conditional probability density (51), it can be regarded as the

product of two Gaussian probability densities: p1(x) = A
(1)
k exp

{−x2/2ρ2
k

}
and

p2(x) = A
(2)
k exp

{− (λ2
k/2ε

2ν2
k) (x− (gk/λk))

2 }
, (Ak = A

(1)
k ·A(2)

k ), whose variances
are respectively given by ρk and (ενk/λk). Let us note that if k ∈ Ik, the variance
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associated with the density p2(x) is smaller than the corresponding variance of p1(x),
and vice versa if k ∈ Nk. Therefore, it is reasonable to consider as an acceptable ap-
proximation of 〈ξk〉 the mean value given by the density p2(x) if k ∈ Ik, or the mean
value given by the density p1(x) if k ∈ Nk. We can write the following approximation:

〈ξk〉 =




gk
λk

(k ∈ Ik),
0 (k ∈ Nk).

(57)

Consequently, given the value g of the w.r.v. η, we are led to consider the following
estimate of ξ:

B̂g =
∑
k∈Ik

gk
λk

ψk.(58)

However, these are only heuristic considerations based on plausible arguments. They
will become rigorous statements only if it will proved that they lead to a solution B̂g
which is probabilistically regularized. For this purpose, the global mean-square error
associated with the operator B̂, i.e., E

{‖ξ − B̂η‖2
}
, must be evaluated, and we have

the following proposition.
Proposition 3.3.
i) If limk→∞(λkρk/νk) = 0, then the set Ik is finite for any fixed positive value

of ε;
ii) assuming that the limit stated in i) holds true, and, in addition, that Rξξ is

an operator of trace class, then the following relationship holds:

E
{
‖ξ − B̂η‖2

}
=

∑
k∈Nk

ρ2
k +

∑
k∈Ik

ε2ν2
k

λ2
k

< ∞.(59)

Proof. The proof of statement i) is obvious if we recall the definition of the set
Ik (formula (55)). Statement ii) follows easily from the equality

E
{
‖ξ − B̂η‖2

}
= Tr (Rξξ −RξξA

?B̂? − B̂ARξξ + B̂RηηB̂
?)(60)

and by the use of formulae (24), (26), and (58).
In order to prove that approximation (58) is regularized, we need the following

auxiliary lemma.
Lemma 3.4. Let kγ(ε) be defined as follows:

kγ(ε) = max

{
m ∈ N :

m∑
k=1

(
ρ2
k +

ε2ν2
k

λ2
k

)
≤ Γ

}
,(61)

where Γ = TrRξξ is finite. Then the following statements hold true:

i) lim
ε→0

kγ(ε) = +∞,(62)

ii) lim
ε→0




kγ∑
k=1

ε2ν2
k

λ2
k

+
∞∑

k=kγ+1

ρ2
k


 = 0.(63)
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Proof. i) Let kγ1
denote the sum (kγ + 1). Then suppose that the limit (62)

does not hold. This latter assumption would imply that there exists a finite number
M , which does not depend on ε, such that kγ1

< M . Furthermore, this bound
should remain true for any sequence εi tending to zero. Then we have the following
inequalities:

Γ <

kγ1∑
k=1

(
ρ2
k +

ε2ν2
k

λ2
k

)
≤

M∑
k=1

(
ρ2
k +

ε2ν2
k

λ2
k

)
.(64)

Now for any sequence εi tending to zero, we have

Γ <
M∑
k=1

ρ2
k ≤

∞∑
k=1

ρ2
k = Γ,(65)

which is contradictory. Then limit (62) holds.
ii) From

∑∞
k=1 ρ

2
k = TrRξξ = Γ < ∞, and in view of statement i), it follows

that limε→0

∑∞
k=kγ1

ρ2
k = 0. Regarding the sum

∑kγ

k=1(ε
2ν2

k/λ
2
k), we can proceed as

follows. From formula (61) we have

kγ∑
k=1

ε2ν2
k

λ2
k

+

kγ∑
k=1

ρ2
k ≤ Γ.(66)

Then

kγ∑
k=1

ε2ν2
k

λ2
k

≤ Γ −
kγ∑
k=1

ρ2
k =

∞∑
k=kγ1

ρ2
k,(67)

but in view of the fact that limε→0

∑∞
k=kγ1

ρ2
k = 0, we have limε→0

∑kγ

k=1(ε
2ν2

k/λ
2
k) =

0, and statement ii) is proved.
We can now prove the following theorem.
Theorem 3.5. If the covariance operator Rξξ is of trace class, and if the set Ik

is finite (see Proposition 3.3), then the following limit holds true:

lim
ε→0

δ2(ε, B̂) = lim
ε→0

E
{
‖ξ − B̂η‖2

}
= 0;(68)

i.e., approximation (58) is probabilistically regularized.
Proof. In view of formula (59) in Proposition 3.3, the proof of equality (68)

reduces to the proof of the following limit:

lim
ε→0

{∑
k∈Ik

ε2ν2
k

λ2
k

+
∑
k∈Nk

ρ2
k

}
= 0.(69)

Regarding the first sum of (69), we divide the set Ik into two subsets defined by

I(1)
k = {k ∈ Ik : k ≤ kγ},(70)

I(2)
k = {k ∈ Ik : k > kγ}; (Ik = I(1)

k ∪ I(2)
k ).(71)
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Accordingly, we can write

∑
k∈Ik

ε2ν2
k

λ2
k

=
∑

k∈I(1)

k

ε2ν2
k

λ2
k

+
∑

k∈I(2)

k

ε2ν2
k

λ2
k

.(72)

Then
∑

k∈I(1)

k

(ε2ν2
k/λ

2
k) ≤ ∑kγ

k=1(ε
2ν2

k/λ
2
k), and in view of Lemma 3.4 (where we

proved that limε→0

∑kγ

k=1(ε
2ν2

k/λ
2
k) = 0) it follows that

lim
ε→0

∑
k∈I(1)

k

ε2ν2
k

λ2
k

= 0.(73)

Regarding the term
∑

k∈I(2)

k

(ε2ν2
k/λ

2
k), since k ∈ Ik then ρ2

k ≥ (ε2ν2
k/λ

2
k) and therefore

∑
k∈I(2)

k

ε2ν2
k

λ2
k

≤
∞∑

k=kγ1

ρ2
k.(74)

But, as we have seen in Lemma 3.4, limε→0

∑∞
k=kγ1

ρ2
k = 0, and consequently

lim
ε→0

∑
k∈I(2)

k

ε2ν2
k

λ2
k

= 0.(75)

We can conclude that limε→0

∑
k∈Ik

(ε2ν2
k/λ

2
k) = 0. Regarding the sum

∑
k∈Nk

ρ2
k, we

proceed in an analogous way by splitting the set Nk into two subsets defined by

N (1)
k = {k ∈ Nk : k ≤ kγ},(76)

N (2)
k = {k ∈ Nk : k > kγ}; (Nk = N (1)

k ∪N (2)
k ).(77)

Accordingly, we write

∑
k∈Nk

ρ2
k =

∑
k∈N (1)

k

ρ2
k +

∑
k∈N (2)

k

ρ2
k.(78)

If k ∈ N (1)
k and by the use of inequality ρ2

k < (ε2ν2
k/λ

2
k) (because k ∈ Nk) we can

write

∑
k∈N (1)

k

ρ2
k ≤

kγ∑
k=1

ε2ν2
k

λ2
k

.(79)

But in Lemma 3.4 we proved that limε→0

∑kγ

k=1(ε
2ν2

k/λ
2
k) = 0, and therefore we have

limε→0

∑
k∈N (1)

k

ρ2
k = 0. Regarding the second term on the right-hand side of formula

(78), we have

∑
k∈N (2)

k

ρ2
k ≤

∞∑
k=kγ1

ρ2
k.(80)
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But, again, limε→0

∑∞
k=kγ1

ρ2
k = 0, and then limε→0

∑
k∈N (2)

k

ρ2
k = 0.

Remarks. i) It is worth it to notice that the proof of Theorem 3.5 does not require
any type of order in the sum (58). In fact, the only assumption that {λk} is a strictly
decreasing sequence does not evidently imply that the terms (λkρk/ενk) have any
type of monotonicity in k, and, consequently, the sum (58) cannot, in general, be
regarded as an ordered sum of terms up to a certain maximum value of k. Thus,
unlike the regularized solutions (12), (14), (18), (19), and also (45), B̂g features
frequency selectivity, which is obtained by evaluating the information content of the
noisy Fourier coefficients.

ii) Notice that the estimate (58) associated with the operator B̂ represents a
probabilistically regularized solution, in the sense of the formula (68), even if, in
general, it does not minimize the global mean-square error (30).

At this point in order to apply the results of this section, statistical methods that
allow for splitting the coefficients gk into the sets Ik and Nk must be investigated.
These methods will be illustrated in the next section.

4. Numerical analysis: The regularizing algorithm.

4.1. The correlation function of the noisy data. The application of the
results of the previous section to a Fredholm equation of the first kind would involve
using statistical tools for the determination of the two sets Ik and Nk. In this section
this issue is discussed and the basic steps of a numerical algorithm for constructing
the regularized solution B̂g from the noisy data g are outlined. For simplicity we
shall work throughout only with data corrupted by white noise. However, provided
the independence assumption between ξ and ζ, more general cases involving “col-
ored” noise could be treated by using suitable methods, for instance, “prewhitening”
transformations [7], whose discussion is beyond the scope of this section. Here our
goal is to show that statistical estimates of the amount of information carried by the
Fourier coefficients gk can be sufficient to construct a satisfactory regularized solution.
Furthermore, the direct comparison of the numerical results clearly evidentiates how
some inherent limitations of the variational regularization scheme are overcome.

Following the analysis of the previous section, we are now faced with the problem
of separating the Fourier coefficients gk into two classes; one containing all the Fourier
coefficients of the noisy data which are correlated, the other containing the gk that
can be regarded as random numbers. This task can be achieved by computing the
correlation function of the random variables ηk; i.e., the probabilistic counterpart of
the coefficients gk:

∆η(k1, k2) =
E{[ηk1 − E{ηk1}][ηk2 − E{ηk2}]}

E{[ηk1
− E{ηk1

}]2}1/2E{[ηk2
− E{ηk2

}]2}1/2
.(81)

In practice, just a finite realization {gk}N1 of the random variables ηk is available,
from which estimates δg of the autocorrelations can be obtained by regarding the data
{gk}N1 as a finite length record of a stationary random normal series. In principle,
the assumption of stationarity of the series {ηk} is not correct because in general the
moments of the random variables ηk will depend on k, but from the practical point
of view this is usually the only possible chance. In fact, in many areas of application,
it is difficult or even impossible to have multiple independent realizations {gk}N1 of
the process {ηk}, so estimates of ensemble averages cannot be computed. Thus, we
are forced to introduce the working hypothesis that the process {ηk} is stationary
in wide sense [9], that is, ∆η(k1, k2) = ∆η(k1 − k2), and to compute the estimates
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of the autocorrelation coefficients by means of the ergodic relation between ensemble
and time (i.e., the index k in our case) averages. Of course, such a restriction can
be removed whenever many independent sets of data {gk}N1 would be available for
evaluating ensemble averages. Anyway, we will see later in the discussion of the
algorithm how an ambiguity in the reconstruction of the regularized solution B̂g due
to the assumed invariance for k-translation of {ηk} will be removed.

A number of estimators of the autocorrelation function have been suggested by
statisticians, and their properties are discussed in detail in [15]. An estimate which is
widely used by statisticians, and in the following examples as well, is given by

δg(n) =

N−n∑
k=1

(gk − 〈gk〉)(gk+n − 〈gk+n〉)
{

N−n∑
k=1

(gk − 〈gk〉)2
N−n∑
k=1

(gk+n − 〈gk+n〉)2
}1/2

, n = 0, ..., N − 1,(82)

where

〈gk〉 =
1

N − n

N−n∑
k=1

gk ; 〈gk+n〉 =
1

N − n

N−n∑
k=1

gk+n.(83)

Equation (82), which is based on the scatter diagram of gk+n against gk for k =
1, . . . , N − n, represents the maximum likelihood estimate of the autocorrelation co-
efficients of two random variables ηk and ηk+n whose joint probability distribution
function is bivariate normal.

In order to identify the structure of the series {ḡk}N1 so that we can separate
correlated components from the random ones, it is necessary to have a crude test on
whether δg(n) is effectively zero. It has been shown by Anderson [1] that the distri-
bution of an estimated autocorrelation coefficient, whose theoretical value is zero, is
approximately normal. Thus, on the hypothesis that the theoretical autocorrelation
∆η(n) = 0, the estimate δg(n) divided by its standard error σδ(n) will be approx-
imately distributed as a unit normal deviate. This fact may be used to provide a
rough guide as to whether theoretical autocorrelations are essentially zero. To this
purpose it is usually sufficient to remember that, for normal distribution, deviations
exceeding two standard errors in either direction have a probability of about 0.05, so
that the 95% confidence interval of the estimate is approximately δg(n) ± 1.96σδ(n).

Estimated autocorrelations can have rather large variances and can be highly
correlated with each other [3, 12] so that care is required in the interpretation of in-
dividual autocorrelations. In particular, moderately large estimated autocorrelations
can occur after the theoretical autocorrelation function has damped out, and, in any
case, it must be considered that an estimated autocorrelation function always exhibits
less damping than the theoretical one, as the estimated autocorrelations are inflated
by sampling fluctuations (see also the following Example 1). Thus, in order to avoid
a purely empirical analysis of the autocorrelations, it is necessary to assume a rough
model of the series that allows us to evaluate the order of magnitude of the sampling
errors σδ(n) associated with the autocorrelation estimator.

According to the discussion in section 3.2, since we expect to find the set Ik to
be finite, we also expect that the autocorrelation function ∆η(n) will vanish beyond
a certain lag n0. Thus, in what follows, it will be assumed that there exists an
index n0 such that ∆η(n) = 0 for n > n0. In this case, if the record length N is
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large enough (i.e., such that O(1/N2) terms can be neglected), use can be made of
Bartlett’s approximate expression for the variance of the estimated autocorrelations
of a stationary normal process [3]:

var [δg(n)] ∼ 1

N − n

{
1 + 2

n0∑
v=1

∆2
η(v)

}
for n > n0.(84)

To use (84) in practice, the estimated autocorrelations δg are substituted for the
theoretical ones ∆η, and in this case we shall refer to the square root of (84) as the
large-lag standard error σδ(n;n0) [7].

The index n0 is actually recovered in a recursive way through a hypothesis
generation-verification procedure. Starting from the assumption that the series is
completely random, i.e., n0 = 0, the standard error σδ(n; 0) is computed and the first
index n > 0 such that |δg(n)| > 1.96σδ(n; 0) is searched for. If there exists such
an index n, it becomes the new candidate to be n0, i.e., we set n0 = n, σδ(n;n0) is
computed, and again it is tested whether the series is compatible with the hypothesis
that ∆η(n) = 0 for n > n0. The whole procedure is repeated until no new index n is
found. Formally, n0 is then defined as

n0 = max {n ≥ 0 : ∀n ∈ (n,N − 1], | δg(n) |< 1.96 σδ(n, n)}.(85)

The set Q of the lags corresponding to autocorrelation values that are effectively
different from zero and, consequently, indicating lack of randomness of the coefficients
gk, is defined as

Q = {0 < n ≤ n0 : | δg(n) |> 1.96 σδ(n, 0)}.(86)

Let Nc be the number of elements of Q.
As previously discussed, as a consequence of the inevitable assumption of sta-

tionarity of the process {ηk}, the Fourier coefficients gk that are correlated cannot be
determined in a unique way from the set Q. In fact, an integer ni ∈ Q just indicates
a strong correlation between at least two Fourier coefficients ni apart. This means
that, in principle, any couple (gki

, gki+ni
) for any integer 1 ≤ ki ≤ (N − ni) could

have generated such a strong correlation at the lag ni. Thus, from the set Q we can
construct Nc families Fi defined as

Fi =
{
(gki

, gki+ni
)
}(N−ni)

ki=1
, i = 1, ..., Nc(87)

from which the couples of coefficients gk that are likely to be correlated can be selected.
In theory, that is for N → ∞, the Nc indices ki and the Nc elements ni ∈ Q are
mutually dependent. In fact, any two coefficients gkα

, gkβ
which are selected from the

families Fi must satisfy the pairwise compatibility conditions requiring |kα−kβ | ∈ Q.
Or, in other words, it can be seen that, given the set Q, the number NI of admissible
Fourier coefficients gk is combinatorially constrained to be

1

2
(1 +

√
1 + 8Nc) ≤ NI ≤ Nc + 1.(88)

The left inequality in (88) follows directly from the observation that the maximum

number of correlations among NI coefficients is (NI
2 ), then Nc ≤ (NI

2 ), whereas the
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right inequality expresses that at least (NI −1) distinct correlations can be computed
among NI coefficients (i.e., Nc ≥ NI − 1). For instance, if Nc = 2, we have from
inequalities (88) that there need to be NI = 3 coefficients gk to construct the set Q,
or, referring to (87), that the two indices k1 and k2 must coincide, i.e., k1 ≡ k2 ≥ 1.
In any case, the compatibility conditions are not sufficient to constrain in a unique
way the selection of the coefficients gk and, consequently, the construction of the
regularized solution.

In practice, that is, when the record length N is finite and particularly when
the signal-to-noise ratio (SNR) of the data g is small, the compatibility constraints
cannot be assumed to be satisfied. In fact, because of the sampling fluctuations in
the estimates δg(n), some correlations which are actually different from zero could be
incorrectly detected by the procedure discussed above. However, we shall see later
in the discussion of the numerical examples how the compatibility constraints can
provide us with a confidence check on the reliability of the regularized solution B̂g.

In order to recover in a unique way from the set Q the Fourier coefficients that
are likely to be correlated, we adopt the following criterion suggested by the definition
itself of the autocorrelation function: for any ni ∈ Q, i = 1, ..., Nc, we select the pair
(gk?

i
, gk?

i
+ni

) giving the maximum contribution to the autocorrelation estimate δg(ni);
i.e., we define k?i as

k?i = arg max
k∈[1,N−ni]

{|gk gk+ni
|}, i = 1, ..., Nc,(89)

and, accordingly, we can define the set of frequencies Ik exhibiting correlated Fourier
coefficients as

Ik = {k?i }Nc
1 ∪ {k?i + ni}Nc

1 ,(90)

where each element of Ik is counted only once.

4.2. Numerical examples. Throughout this section we shall consider as a sam-
ple problem the integral equation (1) with kernel

K(x, y) =

{
(1 − x) y if 0 ≤ y ≤ x ≤ 1,
x (1 − y) if 0 ≤ x ≤ y ≤ 1

(91)

whose eigenfunctions and eigenvalues are, respectively,

ψk(x) =
√

2 sin(kπx),(92)

λk =
1

k2π2
.(93)

The data g(x) have been noised by adding white noise n(x), simulated by computer
generated random numbers uniformly distributed in the interval [−ε, ε] (see also [22]
for a very preliminary numerical analysis of this problem). The examples shown here-
after differ for the choice of the input signal f(x) and for the values of the noise bound-
ary ε, whereas the performances of the algorithm are evaluated by direct comparison
of the reconstructed signal with the true signal f(x). In every example reported
here, the approximations obtained through the variational scheme (see section 2.1)
are computed by setting the constraint operator C such that ck = k, (k = 1, 2, ...),
the parameter ε corresponding to the boundary on the noise equal to the dispersion
of the noise Dε (see (7)), and the boundary E on the solution equal to the norm of
the unknown function, i.e., E = ‖f(x)‖ (see (8)).
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Fig. 1. Example 1: f1(x) = (1 − x) sin(3 sin(3x)), ε = 10−4, SNR ' 25.7dB, N = 512. (A)

Noiseless Fourier coefficients gk. (B) Modulus of the autocorrelation function. The horizontal dotted

straight line indicates the 95% confidence limit 1.96σδ(n; 0) for a purely random sequence. The solid

curved line indicates the confidence limit 1.96σδ(n; 3), n > 3. From the analysis of δg(n) we have

Q = {1, 2, 3} and Ik = {1, 2, 3, 4}. (C) Regularized solutions. The solid line represents the actual

solution f1(x). The dots represent the reconstruction B̂g. The crosses represent the variational

solution f
(1)
? obtained by using ck = k; kα = 8 (see equations (14) and (15)). (D) Plot of the

function M(m) =
∑m

k=1 (gk/λk)2. Notice that the value of M(m) corresponding to its first plateau,

i.e., approximately for 4 ≤ m ≤ 10, is about the squared norm of the true solution.

In Figure 1, the analysis of the sample function f1(x) = (1 − x) sin(3 sin(3x))
with noise boundary ε = 10−4 is summarized. The global SNR, defined as the ratio of
the mean power of the noiseless data to the noise variance, was SNR ' 25.7dB. The
function f1(x) is characterized by having the bulk of information localized in the first
few values of k (see the related noiseless coefficients gk in Figure 1A) so that we expect
that also a variational solution could provide a satisfactory reconstruction of the input
signal. Figure 1B shows the behavior of the autocorrelation function δg(n) along
with the two lines indicating the statistical confidence limits we used to discriminate
whether the autocorrelations are essentially null. The dashed horizontal straight line
represents the threshold that we would have under the hypothesis of purely random
sequence {gk}, whereas the solid line represents the threshold corresponding to the
model of autocorrelation function of ideal damped type. In this example we found
n0 = 3, Q = {1, 2, 3}, and the autocorrelation at n = 4 was rejected in spite of its
quite large value (see formula (86)). The direct inspection of the values of ενk and
gk in repeated realizations showed that for k = 5 the noise was usually larger than
the Fourier coefficient, confirming hence the result that the autocorrelation δg(4) was
abnormally inflated by the large autocorrelations at n = 1, 2, 3. According to the
criteria (89) and (90), the set of frequencies whose corresponding Fourier coefficients
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exhibit strong correlations is Ik = {1, 2, 3, 4}. It is worth noticing that in this case
the elements of Ik satisfy all the compatibility constraints; i.e., any difference between
elements of Ik belongs to Q, and NI satisfies constraints (88). This complete cross
consistency between Q and Ik gives a high level of confidence in the result of the
whole analysis. In Figure 1C the true function f1 (solid line), the regularized solution

B̂g (crosses), and the regularized function f
(1)
? (dots) are compared. The truncation

point of f
(1)
? , obtained through the criterion (15), was α = 8. Figure 1C shows how

in this case both regularization methods lead to comparable results, which are quite
satisfactory approximations of the “unknown” function f1. The plot of the function
M(m), displayed in Figure 1D, confirms the correctness of the two approximations.
In fact, it clearly exhibits a “plateau,” ranging from about m = 3 to m = 10, that
corresponds to the order–disorder transition of the coefficients gk. Then it could
be argued that for any truncation point belonging to this “plateau” the truncated
approximation will hold coefficients gk whose information content is not completely

obscured by the noise. In every example discussed here, the regularized solutions f
(2)
?

and f
(3)
? (see (18) and (19)) have also been considered, providing in all cases worse

results (not plotted).
The second and third examples, shown in Figure 2, are quite simple but a little

tricky, and show the deep differences between our approach and the variational one.
They consist of a finite linear combination of, respectively, 3 and 10 basis functions
ψk (see the legend for numerical details), and, indeed, they have been chosen as typ-
ical signals in which the bulk of the information is not grouped in a single block of
consecutive low frequencies. In these cases, setting global constraints on the solu-
tion, such as in the variational methods, leads inevitably to a failure, which is clearly
evident from Figure 2C,F, since the lack of selectivity necessarily causes the regular-

ized solution f
(1)
? to contain pure noisy components. On the contrary, the selectivity

achieved through the analysis of the autocorrelation function overcomes this limit. In
both examples the analysis of the autocorrelation function (see Figure 2A,D) led to
the correct selection of the components that carry information in spite of the quite
small SNR (in Example 2, SNR ' 0.55dB). Referring to the Example 2 depicted in
Figure 2A,B,C, it can be observed that all the compatibility constraints are indeed
satisfied; however, it is worth it to remark that, because of the sampling fluctuation
of the estimates δg(n), the autocorrelation δg(6) was not always detected in different
realizations of the noisy data {gk}N1 . In these cases the set Ik, computed from the
set Q = {4, 10} missing n = 6, is still correct, i.e., Ik = {3, 7, 13}, even though one
compatibility constraint is not fulfilled.

A more complex example is shown in Figure 3. Following the trace of the previous
example, here we have the input function f4 which is characterized by having the
significant Fourier components grouped in different ranges of the k axis. Consequently,
the Fourier coefficients gk that clearly emerge from the noise (in this example, ε =
10−4) are quite sparse in the range 1 ≤ k ≤ 12 (see Figure 3A). The plot of the

regularized solution B̂g, obtained from the analysis of the autocorrelation function
shown in Figure 3B, shows an acceptable agreement with the real solution f4, even
though the procedure failed in detecting the coefficient at k = 5. On the contrary,
the “nontruncated” (in the sense that the sum runs up to N) solution f? (see (12)),
which is displayed in Figure 3D, yields a rather poor reconstruction either because the
constraint operator C smooths out too many frequencies or because distortions are
introduced by those coefficients which are essentially noise (e.g., k = 2, 6, 7, 8, 9, 10).
Of course, the variational reconstruction could be considerably improved by choosing
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Fig. 2. Example 2: f2(x) = 5 sin(3πx)+10 sin(7πx)+15 sin(13πx), ε = 3 10−3, SNR ' 0.54dB,

N = 512. (A) Modulus of the autocorrelation function. Q = {4, 6, 10}, Ik = {3, 7, 13}. (B)

Comparison between the actual solution f2(x) (solid line) and the regularized solution B̂g(x)

(dots). (C) Comparison between the actual solution f2(x) (solid line) and the approximated so-

lution f
(1)
? (x) with kα = 9 (see criterion (15)). (D) Example 3: Modulus of the autocorrelation

function. f3(x) =
∑10

j=1 aj sin(kjπx), with aj = {17, 23, 27, 33, 43, 55, 68, 70, 77, 81} and kj =

{5, 9, 13, 17, 18, 23, 24, 25, 31, 33}. ε = 10−3, SNR ' 9.79dB, N = 1024; Q = {4, 5, 8, 9, 12, 13, 14,
15, 16, 18, 19, 20, 22, 24, 26, 28}, Ik = {5, 9, 13, 17, 18, 23, 24, 25, 31, 33}. (E) Comparison between the

actual solution f3(x) (solid line) and the regularized solution B̂g(x) (dots). (F) Comparison between

the actual solution f2(x) (solid line) and the approximated solution f
(1)
? (x) with kα = 27.

a more appropriate operator C and different values for the parameters ε and E, but
this would require more precise a priori knowledge on the actual solution.

In conclusion, some final remarks. The method of regularization based on the
analysis of the correlation function of the data allows us to pick out the Fourier
components of the noisy data which are likely to carry exploitable information on the
unknown solution and, at the same time, for rejecting the ones dominated by the noise.
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Fig. 3. Example 4: f4(x) = (1 − x) sin(5 sin(12x)), ε = 10−4, SNR ' 4.6dB, N = 512.

(A) Noiseless Fourier coefficients gk. (B) Modulus of the autocorrelation function. Q =

{1, 2, 3, 5, 7, 8, 9}, Ik = {1, 3, 4, 9, 11, 12}. (C) Comparison between the actual solution f4(x) (solid

line) and the regularized solution B̂g(x) (dots). (D) Comparison between the actual solution f4(x)

(solid line) and the variational solution f?(x) (see (12)).

Frequency selectivity is not featured by methods of regularization that basically work
as low-pass filters, and we have seen this inherent limit through examples in which
frequency selectivity is essential for a satisfactory reconstruction.

The regularized solution B̂g is founded only on a suitable analysis of the real
data, that aims at holding only the data whose information content is significant.
This approach naturally agrees with the methodology of the experimental physical
science.

A moderate number of reasonable assumptions have been made in the construc-
tion of the regularized solution B̂g (see Theorem 3.5), and, more important, the
solution itself does not depend on unknown parameters. Even in the variational ap-
proach, methods to reduce the dependence of the solution on free parameters have
been widely investigated, and several practical strategies for choosing the regulariza-
tion parameter α (see functional (9)) have been proposed (see, for instance, [8, 25] and
references therein). Since the optimal parameter is impossible to determine because
the exact solution is not known, many of these strategies can provide estimates of
the asymptotically optimal rate of convergence of the regularized solution to the real
solution when the noise vanishes.

The main difficulty of the method we have proposed regards the analysis of the
correlation function. First, the correctness of the regularized solution depends on the
capability of the correlation function to catch the information content of the data
and to exhibit it in an effective way. Second, usually quite large data samples, i.e.,
N large, are necessary in order to limit sample fluctuations that could give rise to
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incorrect interpretation of the correlation function itself.
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Abstract. Two random iteration algorithms, or “chaos games,” for iterated function systems
(IFS) on function spaces, namely IFS with grey level maps (IFSM), are described. The first algorithm
can be interpreted as a “chaos game in code space” and is guaranteed to work only in the case of
nonoverlapping IFS maps. In the second algorithm, applicable to IFSM with overlapping IFS maps
but affine grey level maps, the (normalized) IFSM attractor function ū serves as the density for an
invariant measure µ̄ of an IFS with probabilities with condensation measure. As such, approximations
to the attractor function of the IFSM are yielded by visitation histograms, as in the case of IFS with
probabilities on measure spaces. Some computer results illustrating the convergence of this chaos
game for a simple overlapping IFSM on [0,1] are also presented.
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1. Introduction. In this paper we formulate two random iteration algorithms,
or “chaos games,” for iterated function systems with grey level maps (IFSM). As in
the case of iterated function systems with probabilities (IFSP) on probability measure
spaces, the chaos game is a kind of “bin counting” algorithm which can be used
to generate approximations to IFSM attractor functions. For both the IFSM and
IFSP, such a random iteration algorithm represents an alternative to a deterministic
algorithm for constructing such approximations.

In the remainder of this section, the basic definitions for IFSM are presented. In
section 2, we outline a first kind of chaos game for IFSM, motivated by the chaos
game for IFSP. (The important features of the latter are given in the appendix.) Its
applicability in analyzing the IFSM attractor function ū(x) is restricted to the case
where the IFS contraction maps are “nonoverlapping.” In this case, as expected,
a sampling of function values by a random “chaos game” walk produces converging
estimates of the average value of the attractor over a subset/pixel. The breakdown
of the algorithm in the overlapping case can be understood by reformulating it as a
chaos game over code space. A convergence result for this chaos game is provided
by Elton’s ergodic theorem. However, it can provide information about ū(x) on X
only in the nonoverlapping case. In section 3, we introduce another chaos game for
affine IFSM in L1 in the general overlapping case. The (normalized) IFSM attractor
function ū is considered as the density of the invariant measure for an IFSP with
condensation. The offset terms βi in the affine grey level maps φi(t) = αit + βi will
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play the role of the condensation measure θ, while the scaling terms αi will contribute
to mixing probabilities for these condensation measures. We conclude the paper with
some computer results that illustrate the convergence of the chaos game for a simple
overlapping IFSM on [0,1].

1.1. Basics of IFSM. Let (X, d) denote a complete metric space, the “base
space,” typically [0, 1] or [0, 1]2 with Euclidean metric. Let w = {w1, w2, . . . , wN} be
a set of one-to-one contraction maps on (X, d) with contraction factors ci ∈ [0, 1). For
simplicity, we assume that the IFS maps are affine. Associated with the IFS maps wi

is a set of grey level maps Φ = {φ1, φ2, . . . , φN}, φi : R → R, assumed to be Lipschitz
on R with Lipschitz constants Ki. The set of IFS maps w and associated grey level
maps Φ comprises an IFSM on (X, d).

Associated with the N -map IFSM (w,Φ) is a fractal transform operator T :
Lp(X) → Lp(X), p ∈ [1,∞) [6, 7]. For u ∈ Lp(X),

(Tu)(x) =

N∑
k=1

fk(x), x ∈ X,(1.1)

where the fractal components fk(x) are given by

fk(x) =

{
φk(u(w−1

k (x))), x ∈ wk(X),
0, x /∈ wk(X).

(1.2)

In other words, the kth fractal component fk(x) is a modification of the grey level
value of u at the preimage w−1

k (x) (provided this preimage exists).
For u, v ∈ Lp(X), p ∈ [1,∞),

‖ Tu− Tv ‖p≤ Cp ‖ u− v ‖p, Cp =
N∑

k=1

|Jk|1/pKk,(1.3)

where |Jk| is the Jacobian associated with the transformation x = wk(y). These
bounds may be improved in the µ-nonoverlapping case, where the sets Xi = wi(X)
overlap only on sets of zero Lebesgue measure on X (a common assumption in the
literature):

‖ Tu− Tv ‖p≤ C̄p ‖ u− v ‖p, C̄p =

[
N∑

k=1

|Jk|Kp
k

]1/p

.(1.4)

If Cp < 1, then T is contractive in (Lp, dp). From the Banach contraction mapping
theorem, there exists a unique fixed point ū ∈ Lp(X), i.e., T ū = ū. Furthermore, for
any u ∈ Lp(X), dp(T

nu, ū) → 0 as n → ∞. This is the basis for the deterministic
algorithm to generate approximations to ū.

In what follows it will be useful to consider the code space associated with the
N -map IFS w. Recall that there exists a unique compact set A ⊆ X, the attractor of
the IFS, such that A = ∪N

i=1wi(A). Define

Σ = {σ = (σ1, σ2, . . . , ) | σi ∈ {1, 2, . . . , N} ∀ i ≥ 1}.(1.5)

Then for any x ∈ A, there exists at least one code σ ∈ Σ such that

x = lim
n→∞wσ1

◦ wσ2
◦, . . . , ◦wσn

(y)(1.6)
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for any y ∈ X [2, 1]. As well, for any σ ∈ Σ, there exists a unique point x ∈ X. We
let a : Σ → X denote the address map so that a(σ) = x. If the sets wi(A) are disjoint,
then a is one-to-one.

Finally, each IFS map wi on X induces an equivalent action on Σ. The code
space map corresponding to wi is ωi : (σ1, σ2, . . . , ) 7→ (i, σ1, σ2, . . . , ). These actions
are depicted schematically in Figure 1.1.

2. A simple chaos game.

2.1. Nonoverlapping sets Xi = wi(X). Let PK = {Bk}Kk=1 denote a parti-
tion of X into Borel subsets Bk. Associated with each set Bk is a “cumulative sum”
Sk which will initially be set to 0. Let (w,Φ) be an N -map IFSM on X satisfying the
following properties:

1. The sets Xi = wi(X) cover X, i.e.,
⋃N

k=1 Xi = X.
2. As well, m(Xi ∩Xj) = 0 for i 6= j (“nonoverlapping” sets).
3. The grey level maps φi are contractive on R, i.e., Ki ∈ [0, 1). (This implies

that T is contractive on L∞(X) [3, 6].)

From the above assumptions, almost every point x ∈ X (Lebesgue measure) has
a unique code σ = (σ1, σ2, . . . , ) ∈ Σ. If ū is the attractor of the N -map IFSM (w,Φ),
then ū(x) = φσ1

ū(w−1
σ1

(x)), which may be iterated to obtain (using the contractivity
of the φi)

ū(x) = lim
n→∞φσ1

◦ φσ2
◦, . . . , ◦φσn

(t0),(2.1)

where t0 ∈ R.

Let p = {p1, p2, . . . , pn}, pk > 0,
∑N

k=1 pk = 1 be a set of probabilities associated
with each IFS grey level map pair (wk, φk). The choice of the pk — a crucial point
— will be specified below. We now outline the first algorithm:

1. Initialize x0 as the fixed point of w1 (merely for convenience).
2. Initialize u0 to be “close” to u(x0) by setting u0 = φ◦m

1 (1), where m is
sufficiently large to obtain the desired accuracy. (Convergence is guaranteed by the
contractiveness of the φk maps and the nonoverlapping property of the Xi.)

3. Initialize the sum Sj0 = u0, where x0 ∈ Bj0 .
4. Choose a pair {wσ0

, φσ0
}, σ0 ∈ {1, 2, . . . , N} according to the probabilities

pi.
5. Set x1 = wσ0(x0) and u1 = φσ0(u0).
6. Increment the sum Sj1 by u1, where x1 ∈ Bj1 .
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7. Continue in this way by returning to 4 above, i.e.,

xn+1 = wσn(xn), un+1 = φσn(un), σn ∈ {1, 2, . . . , N},(2.2)

where the σk are chosen according to the probabilities pi and then by updating the
appropriate Sjn+1 .

Proposition 2.1. For each k ∈ {1, 2, . . . ,K},
Sk

n
→

∫
Bk

ū(x)dµ̄(x) as n → ∞,(2.3)

where µ̄ is the invariant measure of the IFSP (w,p). (See the appendix for the defi-
nition of IFSP.)

Proof. From the assumptions that (1) the φi maps are contractive and (2) the sets
wi(X) are nonoverlapping, it follows that un ≈ ū(xn). Let Ik denote the characteristic
function of Bk. Then at the nth stage of this chaos game,

Sk

n
≈ 1

n

n∑
m=1

Ik(xm)ū(xm).(2.4)

From Elton’s theorem [5], in the limit n → ∞ the right-hand side of the above
expression becomes

∫
Bk

ū(x)dµ̄(x).

Corollary 2.2. Define the probabilities to be pi = m(Xi)/
∑

k m(Xk). Then

lim
n→∞

1

n

Sk

m(Bk)
=

1

m(Bk)

∫
Bk

ū(x)dm(x),

= ūav(Bk),(2.5)

the average value of ū over Bk.
Proof. An easy calculation shows that the invariant measure for the IFSP (w,p)

is µ = m. From Eq. (2.4) the desired result follows.
Proposition 2.3. Let Pn be a nested sequence of Borel partitions whose “sizes”

go to zero as n → ∞. Let ūn be the average value function of ū associated with Pn.
Suppose that T is contractive in Lp(X,m) (1 ≤ p < ∞) so that its fixed point ū ∈ Lp.
Then ūn converges to ū in Lp.

Proof. Notice that ūn is the conditional expectation of ū given Pn. Thus, ūn

forms a martingale sequence which is Lp bounded. The desired convergence then
follows by the martingale convergence theorem [9].

Remarks. 1. The above implies that we may obtain an approximation to any
accuracy (in the Lp sense) by using a sufficiently fine partition of X. In the particular
case that ū ∈ L1, a stronger result follows from the martingale convergence theorem,
namely, that ūn → ū pointwise a.e.

2. In the general case of probabilities pi,
∑N

i pi = 1, the limit in Corollary
2.2 becomes ūav(Bk, µ̄), the µ̄-average value of ū over Bk. Then Proposition 2.3 is
generalized to convergence of ūn to ū in Lp(µ). The specific results of Corollary 2.2
and Proposition 2.3, i.e., convergence with respect to Lebesgue measure, are more
relevant to computer approximations using the chaos game.

2.2. Overlapping wi(X) and a “chaos game in code space.” In the case
that the sets Xi = wi(X) overlap, i.e., m(Xi ∩Xj) 6= 0 for some pair (i, j), i 6= j, the
chaos game of the previous section fails. One immediate consequence of overlapping
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is that in Step 2 of the algorithm, it is not guaranteed that u0 may be made “close” to
ū(x0), since x0 may have several preimages w−1

i (x0). In order to further understand
this problem, we formulate a chaos game algorithm on the code space Σ rather than
on the base space X. This is possible from the equivalence of actions in both spaces
as shown in Figure 1.1 at the end of section 1.1. Associated with the partition PK of
X into Borel subsets Bk is a partition of Σ into subsets defined by Tk = a−1(Bk) for
all k, where a : Σ → X is the address map defined in section 1.1. To each Tk we now
associate a cumulative sum Sk, initialized to zero.

Instead of considering functions u : X → R, as was done in the previous section,
we consider the function f : Σ → R defined as follows: for σ ∈ Σ, define

f(σ) = lim
n→∞φσ1 ◦ φσ2◦, . . . , ◦φσn(t0),(2.6)

where t0 ∈ R. The limit exists and is independent of t0 by the assumption that the
φi are contractive on R. This is the “code space analogy” of the base space attractor
function ū as defined in Eq. (2.1).

We now modify the algorithm of the previous section to produce a chaos game on
Σ instead of X. This is simply done by replacing Bjk by Tjk—the “bins” are now in
the code space Σ instead of the base space X. Let σ1, σ2, . . . , σn, . . . , be the indices of
the (wi, φi) pairs chosen. Elton’s ergodic theorem [5] guarantees the following result.

Proposition 2.4. For each k ∈ {1, 2, . . . ,K},
Sk

n
≈

∑ ′f(τn)ITj
→

∫
Tk

f(σ)dP (σ), as n → ∞.(2.7)

The prime indicates summation over codes τn = (σn−l, σn−l+1, . . . , σn), where l is
sufficiently large so that f(τn) ≈ f(σ). As well, P denotes the invariant measure of
the IFS with probabilities (w,p) on Σ.

In order to obtain an approximation to the IFSM attractor ū(x) on X, it is
necessary to interpret the above algorithm as acting on X. One may try to accomplish
this by using the address map a to “push” the process onto X. From Eq. (2.7),

Sk

n
→

∫
Tk

f(σ)dP (σ).(2.8)

This integral may involve a summation over different regions Bki
which are mapped

to Tk. In order to obtain a true approximation to ū on X, however, we require the
following quantity:

∫
Bk


 ∑

σ∈a−1(x)

f(σ)


 dP (a−1(x)).(2.9)

The quantities in Eqs. (2.8) and (2.9) are not necessarily identical. Equality is guaran-
teed only in the case that a is injective, i.e., the sets Xi = wi(X) are nonoverlapping.
We illustrate the problem with the overlapping case by means of a simple example.

Example. X = [0, 1] with

w1(x) = w2(x) =
1

2
x, w3(x) =

1

2
x +

1

2
,

φ1(t) = φ2(t) =
1

2
, φ3(t) = 1.(2.10)
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Then ū(x) = 1. Let B1 = [0, 1/2] = w1(X) and B2 = [1/2, 1] = w3(X). Consider the
case k = 1 in Eqs. (2.8) and (2.9). Then f = 1/2 on T1 because φ1 = φ2 = 1/2. The
integral in Eq. (2.8) becomes

∫
σ1=1

1

2
dP (σ) +

∫
σ1=2

1

2
dP (σ) =

∫ 1
2

0

1

2
dP (a−1(x))

=
1

2
(p1 + p2).(2.11)

The corresponding integral in Eq. (2.9) is

∫
σ1=1

(
1

2
+

1

2

)
dP (σ) +

∫
σ1=2

(
1

2
+

1

2

)
dP (σ) =

∫ 1
2

0

(
1

2
+

1

2

)
dP (a−1(x))

= (p1 + p2).(2.12)

The two integrals are clearly not equal. The problem is due to the existence of “cross
terms” in the integral of Eq. (2.9), which are not present in Eq. (2.8).

In the case that the address map a is injective, the integrals in Eqs. (2.8) and
(2.9) are identical, and Proposition 2.1 of the previous section follows. The following
generalization of Corollary 2.2 also follows:

lim
n→∞

1

n

Sk

µ̄(Bk)
=

1

µ̄(Bk)

∫
Bk

ū(x)dµ̄(x)

= ūav(Bk, µ̄),(2.13)

the µ̄-average of ū over Bk. Approximations to this average value may be obtained
by running the standard chaos game for the invariant measure µ̄ of the IFSP (w,p)
simultaneously: simply include another set of accumulation variables mk, 1 ≤ k ≤ K,
and increment the appropriate mj by 1 at each step. Then mk/n → µ̄(Bk) as n → ∞
so that Sk/mk → ūav(Bk, µ̄).

In summary, the simple “chaos game” algorithms outlined above — one in the
base space X and the other in the code space Σ — are guaranteed to work only in
the special case of nonoverlapping wi(X). We are unable to construct comparable
algorithms for the more general case of overlapping wi(X).

This is not to say that the algorithms never work in the overlapping case. They
may work in “nongeneric” situations, for example, when grey level maps φi corre-
sponding to overlapping IFS maps are identically zero. These are special cases, how-
ever. Our simple example clearly illustrates that the algorithms are not universally
applicable. This serves as a motivation for the work outlined in the next section, in
which a chaos game based on IFS with probabilities and condensation measures is
devised.

3. Chaos game using IFSP with condensation. In what follows we assume,
for simplicity of notation, that X = [0, 1]. Let (w,Φ) denote an N -map affine IFSM,
i.e., both IFS and grey level maps are affine:

wi(x) = six + ai, φi(t) = αit + βi, 1 ≤ i ≤ N.(3.1)

Note that the sets wi(X) are not assumed to be nonoverlapping. The associated
fractal transform operator T has the form

(Tu)(x) =
N∑

k=1

αku

(
x− ak
sk

)
IXk

(x) +
N∑

k=1

βkIXk
(x),(3.2)
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where Xk = wk(X). We shall write the above operation symbolically as

T (u) = A(u) + b,(3.3)

where b(x) is defined by the second sum in Eq. (3.2). We also assume that αi, βi ≥ 0,
and that

C1 =
N∑

k=1

ciαi < 1,(3.4)

where ci = |si|, i.e., T is contractive in L1. Then the fixed point ū = T ū may be
written as follows:

ū = b + A(ū)

=
∞∑

n=0

An(b).(3.5)

The iterated application of A on the function b mimics the operation of “condensation”
in IFSP with condensation measures (reviewed in the appendix). The nature of this
condensation is clarified if we consider the (normalized) attractor ū as the density
function of a probability measure µ̄ on X.

From the relation T ū = ū, one may easily compute the following integral:

〈ū〉 =

∫
X

ū(x)dx =

∑
k ckβk

1 −∑
k ckαk

.(3.6)

(Note that the denominator does not vanish.) As well,

〈b〉 =

∫
X

b(x)dx =
∑
k

ckβk.(3.7)

We also have from the relation T ū = ū, for any Borel set S ⊂ X,

∫
S

ū(x)dx =
N∑

k=1

αkck

∫
w−1

k
(S)

ū(x)dx +

∫
S

b(x)dx.(3.8)

Define the normalized functions ū1(x) = ū(x)/〈ū〉 and b1(x) = b(x)/〈b〉 so that 〈ū1〉 =
〈b1〉 = 1. Rewrite Eq. (3.8) in terms of these normalized functions to obtain

µ̄(S) =
N∑

k=1

αkckµ̄(w−1
k (S)) +

[
1 −

N∑
k=1

αkck

]
θ(S),(3.9)

where µ̄(S) =
∫
S
ū1(x)dx and θ(S) =

∫
S
b1(x)dx. Thus, the measure µ̄ ∈ M(X),

with density ū1, is the invariant measure of an IFSP with condensation measure
θ ∈ M(X) with density b̄1; cf. Eq. (A.10) in the appendix. Let pi = αici, 1 ≤ i ≤ N

be the probabilities associated with the IFS maps wi and let p0 = 1−∑N
i αici be the

probability associated with the condensation measure θ. Our chaos game for affine
IFSM will now be based on a chaos game for IFSP with condensation.

As in the previous section, we assume that X is partitioned into Borel subsets
Bk. The cumulative sums Sk associated with the sets Bk are again initialized to zero.
Here, however, they will supply information only on the visitation of the sets Bk. The
algorithm is as follows:
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1. Initialize x0 as the fixed point of w1 (merely for convenience).
2. Set Sj0 = 1, where xj0 ∈ Bj .
3. Choose a σ1 = i ∈ {0, 1, 2, . . . , N} according to the probabilities pi. If

1. σ1 ≥ 1, then define x1 = wi(x0). Increment the sum Sj1 by one, where
x1 ∈ Bj1 ;

2. σ1 = 0, then choose x1 according to the distribution with b1 as its
density. Increment the sum Sj1 by one, where x1 ∈ Bj1 ;

3. Continue in this way, choosing the next σn according to the probabilities
pi, either (a) setting xn+1 = wσn

(xn) or (b) sampling from b1. Then
increment the appropriate Sjn+1 accordingly.

At the nth stage, the approximation to ū on Bk yielded by the above algorithm
will be given by

ūav(Bk) ≈ 1

n

(
Sj

m(Bj)

)( ∑
k βkck

1 −∑
k αici

)
.(3.10)

Proposition 3.1. The above approximations converge to the average value of ū
over the set Bk as n → ∞.

Proof. By Proposition 6 in [4], we have Sk/n → µ̄(Bk), where µ̄ is the invariant
measure for the IFSP with condensation (w,p). We write the IFSP Markov operator
as

(Mν)(B) =

N∑
i=1

piν(w−1
i (B)) + p0θ(B)

= (Āν)(B) + p0θ(B).(3.11)

Thus,

µ̄ =
∞∑
n

Ān(θ).(3.12)

This shows that µ̄ is absolutely continuous with respect to Lebesgue measure since
each term Ān(θ) is. Since µ̄ is invariant with respect to M , its Radon–Nikodým
derivative (i.e., its density) must also be invariant with respect to M . By scaling, we
obtain the desired result.

In order for the connection between IFSM and IFSP with condensation to be
possible, the IFSM must be affine so that the operator T may be written as in Eq.
(3.3). However, some generalizations may be made:

1. The shift or “offset” terms βi in the grey level maps may be generalized to
nonconstant functions of x ∈ X. In other words, the function b(x) in Eq. (3.3) need
not be a piecewise constant function. In order to define a density function for the
condensation measure θ (cf. Eqs. (3.8), (3.9)) it is sufficient that the βi ∈ L1(X).
The nonnegativity condition on the βi may also be relaxed, as shown below.

2. Consider the affine IFSM operator T in Eq. (3.3), with b(x) negative but
bounded from below on X. Now let c be a positive constant (or a nonnegative L1

function) such that b + c ≥ 0 on X. Now define the affine IFSM operator T ′, where

T ′(u) = A(u) + (b + c), u ∈ L1(X).(3.13)

Then T ′ is contractive with fixed point ū′ ∈ L1(X) given by

ū′ =
∞∑

n=0

An(b + c)(3.14)
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=
∞∑

n=0

An(b) +
∞∑

n=0

An(c)

= ū + v̄,

where v̄ is the fixed point for the IFSM operator Tc, where Tc(u) = A(u)+c. Therefore
ū = ū′ − v̄. “IFSP with condensation” chaos games may now be run separately for
the two operators T ′ and Tc since they both have nonnegative condensation functions.
Two accumulation sums are now computed in the algorithm, and approximations to
the attractor ū may then be obtained by subtracting these sums.

Example. Consider the following 3-map affine IFSM on [0,1] with overlapping IFS
maps:

w1(x) = 0.5x, φ1(t) = 0.6t + 0.2,

w2(x) = 0.4x + 0.3, φ2(t) = 0.25t + 0.25,(3.15)

w3(x) = 0.6x + 0.4, φ3(t) = 0.4t + 0.6.

The IFSM operator T is contractive in L1(X). A histogram approximation of the
attractor ū of this IFSM is shown in Figure 3.1. This approximation was obtained
by using the deterministic algorithm on an equipartition of [0,1] using 2000 subin-
tervals. A discrete version of the IFSM operator was then iterated until satisfactory
convergence was obtained. (Twenty-five iterations required about 0.03 CPU sec. All
calculations were performed on an IBM RISC 6000 Model 43P-100.) Figures 3.2, 3.3,
and 3.4 show histogram approximations to ū yielded by the chaos game after 250,000,
2,000,000 and 10,000,000 iterations, respectively. (Again, 2000 “bins” Bk were em-
ployed.) In all three cases, less than 0.01 CPU sec. was required. It is evident that
the approximations yielded by the chaos game are converging.
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Fig. 3.1. The attractor ū to the 3-map affine IFSM.
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Fig. 3.2. Chaos game approximation to ū after 250, 000 iterations.

Appendix.
IFSP and the “chaos game.”
Let (w,p) be an N -map IFS with probabilities, i.e., p = {p1, p2, ..., pN}, pi ≥

0. Let B(X) denote the σ-algebra of Borel subsets of X and M(X) the set of all
probability measures on B(X). Associated with the N -map IFSP (w,p) is a (Markov)
operator M : M(X) → M(X) such that for a µ ∈ M(X) and any S ∈ B(X),

(Mµ)(S) =

N∑
i=1

piµ(w−1
i (S)).(3.16)

M is contractive on M(X) [8],

dH(Mµ,Mν) ≤ cdH(µ, ν), ∀µ, ν ∈ M(X),(3.17)

where c = max1≤i≤N{ci} and dH is the Monge–Kantorovich metric, referred to in the
IFS literature as the “Hutchinson metric” due to its use in [8]. Thus, there exists a
unique µ̄ ∈ H(X) such that (1) Mµ̄ = µ̄ and (2) dH(Mnµ, µ̄) → 0 as n → ∞ for any
µ ∈ M(X). Moreover, supp(µ̄) ⊆ A, with the equality when all pi > 0.

Given an f ∈ C(X) and a µ ∈ M(X), then

∫
X

f(x)d(Mµ)(x) =

∫
X

(M†f)dµ,(3.18)

where the adjoint operator M† : C(X) → C(X) (referred to as T in [2]) is given by

(M†f)(x) =
∑
k=1

pk(f ◦ wk)(x).(3.19)



888 B. FORTE, F. MENDIVIL, AND E. R. VRSCAY

0

0.5

1

1.5

2

2.5

3

3.5

4

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

u(
x)

x

Fig. 3.3. Chaos game approximation to ū after 2, 000, 000 iterations.

The above procedure may be iterated to obtain, for n = 1, 2, . . .,

∫
X

f(x)d(Mnµ)(x) =
N∑

i1,...,in

pi1 , . . . , pin

∫
X

(f ◦ wi1◦, . . . , ◦win)(x)dµ(x).(3.20)

Now set µ = δx0
, the Dirac unit mass at x0 ∈ X and f(x) = IS(x), where S ⊆ X, to

give

µ̄(S) = lim
n→∞

N∑
i1,...,in

pi1 , . . . , pinIS(wi1◦, . . . , ◦win(x0)).(3.21)

The term involving IS indicates whether or not the point wi1◦, . . . , ◦win(x0) lies in S.
The quantity pi1pi2 , . . . , pin represents the probability of choosing the finite sequence
{τi1 , τi2 , . . . , τin}. Therefore, for each n > 0 the sum is equal to the probability that
the point xn lies in S.

There is a connection between Eq. (A.6) and the random iteration algorithm or
“chaos game” [1], defined as follows: pick an x0 ∈ X and define the iteration sequence

xn+1 = wτn(xn), n = 0, 1, 2, . . . ,(3.22)

where the τn are chosen randomly and independently from the set {1, 2, . . . , N} with
probabilities P (τn = i) = pi. A straightforward coding argument shows that for al-
most every code sequence τ = {τ1, τ2, . . . , ) the orbit {xn} is dense on the attractor
A of the IFS w. As such, the chaos game can be used to generate computer approx-
imations of A. However, it also provides approximations to the invariant measure
µ̄ as a consequence of the following ergodic theorem for IFS [5]: for almost all code
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Fig. 3.4. Chaos game approximation to ū after 10, 000, 000 iterations.

sequences τ = (τ1, τ2, . . . , ),

lim
n→∞

1

n + 1

n∑
k=0

f(xk) =

∫
X

f(x)µ̄(x)(3.23)

for all continuous (and simple) functions f : X → R. By setting f(x) = IS(x) in Eq.
(A.8) for an S ⊆ X, we obtain

µ̄(S) = lim
n→∞

1

n + 1

n∑
k=0

IS(xk).(3.24)

In other words, µ̄(S) is the limit of the relative visitation frequency of S during the
chaos game.

IFSP with condensation. Consider an N -map IFSP on (X, d) with a conden-
sation measure θ ∈ M(X), i.e.,

1. wi : X → X, 1 ≤ i ≤ N , contractive IFS maps on (X, d), with associated
probabilities pi, 1 ≤ i ≤ N ;

2. a condensation measure θ ∈ M(X) with support L ∈ B(X) such that θ(L) =
1 and θ(B) = θ(B ∩ L) for B ∈ B(X).

The Markov operator M : M(X) → M(X) is given by

(Mµ)(S) =

N∑
i=1

piµ(w−1
i (S)) + p0θ(S), S ∈ H(X).(3.25)

Thus

∫
X

f(x)d(Mµ)(x) =
N∑
i=1

pi

∫
X

(f ◦ wi)(x)dµ(x) + p0

∫
X

f(x)dθ(x).(3.26)
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Following [2], define the IFSP (w1, . . . , wN , p̂1, . . . , p̂N}, where p̂i = pi/(1 − p0), with
associated Markov operator M̂ : M(X) → M(X). Define the affine map M̄c :
M(X) → M(X), where

Mcµ = (1 − p0)M̂µ + p0θ, µ ∈ M(X).(3.27)

Mc is contractive in the dH metric. Hence, there exists a unique µ̄c ∈ M(X) such
that Mcµ̄c = µ̄c.
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Abstract. This paper establishes the equivalence of four definitions of two vector valued func-
tions being rearrangements. Properties of the monotone rearrangement of a vector valued function
are used to show existence and uniqueness of the minimizer of an energy functional arising from
the semigeostrophic equations, a model for atmospheric and oceanic flow. At each fixed time solu-
tions are shown to be equal to the gradient of a convex function, verifying the conjecture of Cullen,
Norbury, and Purser [SIAM J. Appl. Math., 51 (1991), pp. 20–31].
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1. Introduction. This paper studies properties of rearrangements of vector val-
ued functions and gives an application to atmospheric and oceanic flow. We say that
two vector valued functions f, g ∈ Lp(Ω ⊂ Rn, λ,Rd), where 1 ≤ p < ∞ and Ω is
bounded, are rearrangements if

λ
(
f−1(B)

)
= λ

(
g−1(B)

)
(1.1)

for each Borel subset B of Rd. (We restrict our definition of rearrangement to func-
tions defined on measure spaces (Ω, λ) with certain properties; see section 2.1.) This is
equivalent to the definition of rearrangement for scalar valued functions when d = 1.
Rearrangement can be viewed as an equivalence relation on the space of Lp func-
tions; therefore we can define the set of rearrangements (or equivalence class) of a
given vector valued function. For a prescribed f0 we write R(f0) to denote the set of
rearrangements of f0.

Different definitions have been given for two vector valued functions being re-
arrangements. Brenier [2] defined vector valued functions f and g (belonging to
Lp(Ω ⊂ Rn, λ,Rd)) to be rearrangements if

∫
Ω
F (f) =

∫
Ω
F (g) for each F in a sub-

class of continuous functions from Rd to R. In contrast, Cullen, Norbury, and Purser
[6] made a direct extension of the definition of scalar valued rearrangement, requiring
that λ{x : f(x) ≥ c} = λ{x : g(x) ≥ c} for each c ∈ Rd, where the inequalities are
calculated component by component. Section 2 unifies these concepts, establishing
that both are equivalent to the definition in the opening paragraph. We establish a
fourth equivalent property which yields a characterization for the set of rearrange-
ments of a prescribed vector valued function. This is a vector valued extension of the
real valued characterization of Eydeland, Spruck, and Turkington [7]. These results
are stated in Theorem 2.2.
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Section 3 studies a variational problem arising from a model for atmospheric and
oceanic flow. The equations are the three-dimensional Boussinesq equations of semi-
geostrophic flow, a standard model for slowly varying flows constrained by rotation
and stratification. (They are recalled in section 3.2.) Cullen, Norbury, and Purser
[6] interpreted solutions as a sequence of minimum energy states: at each time t, the
particles arrange themselves so that geostrophic energy is minimized. The state of
the fluid is known on particles; therefore we minimize geostrophic energy over the set
of rearrangements of a possible state of the fluid at time t, a vector valued function.
Cullen, Norbury, and Purser conjectured the existence of a unique minimizer, equal to
the gradient of a convex function, which is the actual state of the fluid. We make the
physically reasonable assumption that the fluid configuration belongs to Lp so that
we may use the theory of monotone rearrangement of vector valued functions, which
was developed by Brenier [2]. If the fluid configuration satisfies a nondegeneracy con-
dition (see section 3.3), the Cullen–Norbury–Purser conjecture follows easily by the
results of Brenier [2]. However, the nondegeneracy condition is severe, as it does not
allow the function to have level sets of positive measure. Our main result is a proof of
the Cullen–Norbury–Purser conjecture in Theorem 3.1; we make no restriction on the
fluid configuration. We approximate functions that fail the nondegeneracy condition
by a sequence of functions which satisfy it, and take appropriate limits. Uniqueness
of the energy minimizer is recovered by properties of the monotone rearrangement.

The theory of rearrangements of vector valued functions is a new research area;
recent advances have been made by Brenier [2]. In comparison, the theory of rear-
rangements of scalar valued functions is well developed; for example see Burton [3]
and Alvino, Lions, and Trombetti [1]. Some results for scalar valued rearrangements
do not have vector valued equivalents. For example, the monotone rearrangement
of a vector valued function does not satisfy some of the inequalities which hold for
the increasing rearrangement of a real valued function. (See Brenier [2] for details.)
Moreover, scalar valued rearrangement of the components of a vector valued function
does not imply vector valued rearrangement, although the converse is true. (See the
appendix for details.)

2. Equivalent definitions of rearrangement of vector valued functions.

2.1. Introduction. In this section we establish four equivalent definitions of
rearrangement for vector valued functions. We define rearrangement for vector valued
functions on finite measure spaces (U, µ) which are isomorphic to (0, µ(U)) endowed
with Lebesgue measure λ. By isomorphic we mean there exists a measure preserving
transformation T : U → (0, µ(U)). We recall the definition of measure preserving
transformation in the next section. The restriction to finite measure spaces (U, µ)
isomorphic to (0, µ(U)) with Lebesgue measure is not severe; Royden [14] yields that
any separable complete metric space U , equipped with a Borel measure µ such that
µ(U) < ∞ and µ({x}) = 0 for each x ∈ U , is isomorphic to ((0, µ(U)), λ).

Definition 2.1. Let (U, µ) be a measure space which is isomorphic to ((0, µ(U)), λ).
Let f, g ∈ Lp(U, µ,Rd) for 1 ≤ p < ∞. Then f is a rearrangement of g if

µ
(
f−1(B)

)
= µ

(
g−1(B)

)
(2.1)

for every Borel subset B of Rd.
We prove the following theorem.
Theorem 2.2. Let (U, µ) be as above. Let f, g ∈ Lp(U, µ,Rd) for 1 ≤ p < ∞.

Then the following are equivalent.
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(i) f is a rearrangement of g.
(ii) For each F ∈ C(Rd) such that |F (ξ)| ≤ K(1 + |ξ|p2) (where |.|2 denotes

Euclidean distance on Rd, and K is a constant), the following equation is satisfied:

∫
U

F (f(x))dµ(x) =

∫
U

F (g(x))dµ(x).(2.2)

(iii) µ(f−1(C)) = µ(g−1(C)) for each set C ∈ {∏d
i=1[αi,∞) : αi ∈ R for each i =

1, ..., d}⋃ {∅,Rd}.
(iv) For each σ ∈ Rd, α > 0,

∫
U

(|g − σ|∞ − α)+dµ =

∫
U

(|f − σ|∞ − α)+dµ,(2.3)

where |.|∞ denotes the infinity norm on Rd, and the + subscript denotes the positive
part of the function.

Brenier [2] used property (ii) to define rearrangement of vector valued functions,
while Cullen, Norbury, and Purser [6] used property (iii). This theorem shows that
their definitions are equivalent. Property (iv) is a vector valued extension of the char-
acterization of the set of rearrangements of a given real valued function by Eydeland,
Spruck, and Turkington [7]. It may be shown that R(f0) is closed, and it follows from
(iv) that for w ∈ R(f0), ‖w‖p = ‖f0‖p, where

‖w‖p =

{∫
U

|w|p∞dµ

} 1
p

.(2.4)

We omit the proofs, which are elementary.

2.2. Measure preserving mappings and transformations. We recall the
concept of a measure preserving mapping.

Definition 2.3. A measure preserving mapping from a finite measure space
(U, µ) to a measure space (V, ν) with µ(U) = ν(V ) is a mapping s : U → V such that
for each ν-measurable set A ⊂ V , µ(s−1(A)) = ν(A).

If a measure preserving mapping maps its domain to a measurable set, then it
is surjective (up to a set of measure zero) but not necessarily injective. If a mea-
sure preserving mapping s is injective (up to a set of measure zero), and s maps
µ-measurable sets to ν-measurable sets, then s−1 exists (almost everywhere) and is a
measure preserving mapping. Such an s is called a measure preserving transformation.

2.3. A preliminary result.
Lemma 2.4. Let f, g be as in Theorem 2.2. Define

M = {A ⊂ Rd : µ(f−1(A)) = µ(g−1(A))},(2.5)

H =

{
d∏

i=1

[ai, bi] : ai, bi ∈ R, ai ≤ bi for i = 1, ..., d

}⋃
{∅,Rd}.(2.6)

Suppose H ⊂ M. Then M contains the Borel sets of Rd.
Proof. Let Bcd(H) denote the smallest family of sets which contains H that is

closed under countable disjoint union and complementation (relative to Rd). H is
closed under finite intersection; therefore Kechris [11, page 65, Theorem 10.1(iii)]
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yields that Bcd(H) is a σ-algebra. H generates the Borel sets; therefore it follows
that the Borel sets are contained in Bcd(H). M is closed under countable disjoint
union and complementation (relative to Rd). Given that H ⊂ M, we have Bcd(H) ⊂
Bcd(M) = M, so M contains the Borel sets. This completes the proof.

2.4. Proof of Theorem 2.2. We begin by showing that (i) implies (ii). Let
F ∈ C(Rd) satisfy |F (ξ)| ≤ K{1 + |ξ|p2} for each ξ ∈ Rd, where K is some constant.
We assume that F is nonnegative. (If not, we work with the positive and negative
parts of F .) F is continuous; therefore we can choose a sequence of nonnegative
functions (ϕn), each ϕn a finite linear combination of indicator functions of Borel
sets, with ϕn(ξ) ≤ ϕn+1(ξ) and ϕn(ξ) → F (ξ) for each ξ ∈ Rd. It follows from (i)
that ∫

U

ϕn(f(x))dµ(x) =

∫
U

ϕn(g(x))dµ(x)(2.7)

for each n ∈ N. Applying the dominated convergence theorem we obtain∫
U

F (f(x))dµ(x) = lim
n→∞

∫
U

ϕn(f(x))dµ(x)(2.8)

= lim
n→∞

∫
U

ϕn(g(x))dµ(x)(2.9)

=

∫
U

F (g(x))dµ(x).(2.10)

This verifies (ii).
We show that (ii) implies (i). Let families of sets H and M be as in Lemma 2.4.

Let H1 ∈ H. There exists a sequence (ϕn) ⊂ C(Rd) such that |ϕn(y)| ≤ 1 + |y|p2 for
each y ∈ Rd and n ∈ N, with ϕn(y) → 1H1

(y) for each y ∈ Rd. Noting that (ii)
holds, we apply the dominated convergence theorem to obtain

µ(f−1(H1)) =

∫
U

1H1 ◦ f(x)dµ(x)(2.11)

= lim
n→∞

∫
U

ϕn ◦ f(x)dµ(x)(2.12)

= lim
n→∞

∫
U

ϕn ◦ g(x)dµ(x)(2.13)

=

∫
U

1H1 ◦ g(x)dµ(x) = µ(g−1(H1)).(2.14)

Thus H1 ∈ M. It follows that H ⊂ M. Lemma 2.4 yields that M contains the Borel
sets of Rd; therefore f and g are rearrangements.

(i) implies (iii) is immediate. To see the converse, we show that H ⊂ M, given
that (iii) holds. We proceed by induction. Let P(k) be the proposition that all sets of

the form
∏k

i=1[ai, bi]×
∏d

i=k+1[ai,∞) ∈ M, where ai, bi ∈ R. We demonstrate P(1).
Now

[a1, b1] ×
d∏

i=2

[ai,∞) =
d∏

i=1

[ai,∞)

∖( ∞⋃
n=1

(
[b1 + 1/n,∞) ×

d∏
i=2

[ai,∞)

))
,(2.15)

and, noting that M is closed under countable increasing union and differences of
two ordered elements (with respect to the partial order ⊂), we obtain that [a1, b1] ×
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∏d
i=2[ai,∞) ∈ M. This shows P(1). We demonstrate that P(k+1) is true given that

P(k) holds. We have that

(2.16)

k+1∏
i=1

[ai, bi] ×
d∏

i=k+2

[ai,∞) =
k∏

i=1

[ai, bi] ×
d∏

i=k+1

[ai,∞)

∖( ∞⋃
n=1

(
k∏

i=1

[ai, bi] × [bk+1 + 1/n,∞) ×
d∏

i=k+2

[ai,∞)

))
.

We are given that P(k) holds; therefore
∏k

i=1[ai, bi] ×
∏d

i=k+1[ai,∞) ∈ M, and∏k
i=1[ai, bi] × [bk+1 + 1/n,∞) ×∏d

i=k+2[ai,∞) ∈ M for each n ∈ N. It follows that∏k+1
i=1 [ai, bi] ×

∏d
i=k+2[ai,∞) ∈ M. This verifies P(k + 1). By induction P(d) holds,

that is, all sets of the form
∏d

i=1[ai, bi] ∈ M for ai, bi ∈ R, i = 1, ..., d. It is immediate
that ∅,Rd ∈ M; therefore H ⊂ M. Lemma 2.4 yields that M contains the Borel sets
of Rd. This shows (i).

Let (iv) hold. The characterization of the set of rearrangements of a scalar valued
function by Eydeland, Spruck, and Turkington [7] yields that |g − σ|∞ ∈ R(|f −
σ|∞) in the scalar valued sense for each σ ∈ Rd. It follows that µ(g−1(Cα(σ))) =
µ(f−1(Cα(σ))) for each α > 0, where Cα(σ) denotes the open cube of side 2α about
σ ∈ Rd. Let K denote the set of all d-dimensional open cubes. We have shown that
K ⊂ M. We now demonstrate that this implies that all open subsets of Rd belong
to M. Recall that M is closed under countable decreasing intersections, increasing
countable unions, and differences of ordered elements of M. For j = 0, . . . , d, every j-
dimensional closed cube is a countable decreasing intersection of j-dimensional open
cubes. Further, for j = 1, . . . , d every j-dimensional open cube with one (j − 1)-
dimensional open face attached is an increasing countable union of j-dimensional
closed cubes. Now, for j = 1, ..., d, every (j−1)-dimensional open cube is the difference
of a set of the type described in the preceding sentence and a j-dimensional open cube
contained in it. It follows by induction that open and closed cubes of dimensions
0, . . . , d belong to M. Every open subset of Rd is a countable disjoint union of open
cubes of dimensions 0, . . . , d; therefore such sets belong to M. The methods of Lemma
2.4 (noting that the intersection of two open sets is open) yield that M contains
the Borel sets. Thus (iv) implies (i). The converse follows because (i) implies that
µ(g−1(Cα(σ))) = µ(f−1(Cα(σ))) for each positive α ∈ R, σ ∈ Rd. This completes
the proof.

3. Energy minimizing solutions of atmospheric and oceanic flow.

3.1. Introduction. This section studies a variational problem over the set of
rearrangements of a prescribed vector valued function, which arises from an energy
minimizing principle. We study the semigeostrophic equations (recalled in the next
section), a standard model for slowly varying flows constrained by rotation and strat-
ification, using the methods of Cullen, Norbury, and Purser [6]. At any given time,
X, which describes the state of the fluid, is known on particles. The Cullen–Norbury–
Purser principle states that for a solution, the particles are arranged to minimize
geostrophic energy. This yields a variational problem: minimize energy over the set
of rearrangements of a prescribed fluid configuration. We verify the conjecture of
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Cullen, Norbury, and Purser [6, section 5] that the energy minimum is uniquely at-
tained and that the minimizer is equal to the gradient of a convex function. We prove
the following theorem.

Theorem 3.1. Let Ω be a bounded, connected, closed subset of R3, with smooth
boundary. Define, for X = (X,Y, Z) ∈ Lp(Ω, µ,R3), where 2 ≤ p < ∞ and µ denotes
three-dimensional Lebesgue measure,

E(X) =
1

2

∫
Ω

X2 + x2 + Y 2 + y2dµ(x) −
∫

Ω

X.xdµ(x),(3.1)

where x = (x, y, z) ∈ Ω. Suppose X0 ∈ Lp(Ω, µ,R3) for p as above. Then there exists
X0

∗ ∈ R(X0) such that
(i) E(X0

∗) < E(X) for each X ∈ R(X0)\{X0
∗}.

(ii) X0
∗ = ∇Ψ for some convex function Ψ ∈ W 1,p(Ω).

(iii) X0
∗ is a cyclically monotone function.

The functional E represents the geostrophic energy of the fluid. We define E and
X in the next section. The unique energy minimizer is the monotone rearrangement
of the prescribed function: this concept was introduced by Brenier [2] and is recalled
in section 3.3. The proof uses an approximation argument, with the strict inequality
following by the uniqueness of the monotone rearrangement.

3.2. The semigeostrophic equations, and the Cullen–Norbury–Purser
principle. We state the three-dimensional Boussinesq equations of semigeostrophic
theory on an f plane. These are a standard model for slowly varying flows constrained
by rotation and stratification and are used to study front formation in meteorology.
We state the equations in the form used by Hoskins [10].

Dug

Dt
− fvag = 0,

Dvg
Dt

+ fuag = 0,(3.2)

Dθ

Dt
= 0,(3.3)

∇.u = 0,(3.4)

∇φ =

(
fvg,−fug,

gθ

θ0

)
,(3.5)

where

u ≡ (u, v, w) ≡ ug + uag,

ug ≡ (ug, vg, 0),
(3.6)

D

Dt
≡ ∂

∂t
+ u.∇,

f is the Coriolis parameter, assumed constant, g denotes the acceleration due to
gravity, θ0 is a reference value of the potential temperature θ, and φ is a pressure
variable. Subscripts g and ag denote geostrophic and ageostrophic velocity (or wind)
components, respectively, where the geostrophic velocity is defined to be the hori-
zontal component of velocity in balance with the pressure gradient. This definition
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is included in equation (3.5), as is the statement of hydrostatic balance. We solve
the equations (for the velocity u) in a closed, bounded, connected set Ω ⊂ R3, with
normal velocity u.n given on ∂Ω. For x = (x, y, z) ∈ Ω, by making the substitution

X ≡ (X,Y, Z) ≡ (x + vg/f, y − ug/f, (g/f
2θ0)θ),(3.7)

it is shown in Purser and Cullen [13] that we may replace (3.2) and (3.3) by

DX

Dt
= ug.(3.8)

We think of X as a function of the physical space coordinates x. Rewriting in terms
of X and x, we have

DX

Dt
= f(y − Y ),(3.9)

DY

Dt
= f(X − x),(3.10)

DZ

Dt
= 0.(3.11)

The geostrophic energy E is defined as

E =

∫
Ω

1

2
u2
g +

1

2
v2
g −

gθz

θ0
dµ(x)(3.12)

= f2 1

2

∫
Ω

X2 + x2 + Y 2 + y2dµ(x) − f2

∫
Ω

x.Xdµ(x).(3.13)

Henceforth we ignore the constant f2. At any fixed time t, X is found on particles
by predicting (X,Y, Z) on particles using equations (3.9), (3.10), and (3.11). The
Cullen–Norbury–Purser principle states that for a solution, the particles are arranged
to minimize geostrophic energy. Suppose one possible state of the fluid is described by
values X0 = (X0, Y0, Z0) which are known on particles. The Cullen–Norbury–Purser
principle yields the energy minimization problem

inf
X∈R(X0)

E(X),(3.14)

where the energy minimizer (if it exists and is unique) gives the actual state of the
fluid. In this way, solutions can be viewed as a sequence of minimum energy states.

We make some (physically reasonable) assumptions to enable us to use vector
valued rearrangement theory. Let Ω be a closed, bounded, connected subset of R3,
with smooth boundary. Suppose the possible fluid configuration X0 ∈ Lp(Ω, µ,R3),
for 2 ≤ p < ∞, where µ denotes three-dimensional Lebesgue measure. (Choosing
p ≥ 2 ensures finite geostrophic energy.)

3.3. Monotone rearrangement of vector valued functions. We recall the
concept of the monotone rearrangement of a vector valued function: essentially, this is
the vector valued analogue of the increasing rearrangement of a real valued function.
Let Ω and µ be as in the last paragraph of the previous section. The following theorem
is due to Brenier [2, section 1.2, Theorem 1.1].

Theorem 3.2. For each u ∈ Lp(Ω, µ,R3), where 1 ≤ p < ∞, there is a unique
u∗ ∈ R(u) such that

u∗ ∈ {∇Ψ : Ψ ∈ W 1,p(Ω, µ),Ψ convex},(3.15)
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and the mapping u → u∗ is continuous.
When Ω is not convex, Ψ is understood to be the restriction to Ω of a convex func-

tion defined on R3. We call u∗ the monotone rearrangement of u. The name comes
from the fact that u∗ is a cyclically monotone function. We note that McCann [12]
has generalized the first part of this result (concerning the existence of an essentially
unique rearrangement equal to the gradient of a convex function) to more general
measures than Lebesgue measure, and has removed the restriction that Ω must be
closed, connected, and have smooth boundary.

Definition 3.3. A function u ∈ Lp(Ω, µ,R3) is nondegenerate if µ(u−1(E)) = 0
for each set E ⊂ R3 with Lebesgue measure zero. We say that a function which fails
to be nondegenerate is degenerate.

Brenier established further properties of the monotone rearrangement of a non-
degenerate function in the following theorem [2, section 1.2, Theorem 1.2]

Theorem 3.4. For each nondegenerate u ∈ Lp(Ω, µ,R3), there exists a unique
pair (u∗, s), where u∗ is the monotone rearrangement of u and s is a measure pre-
serving mapping from (Ω, µ) to (Ω, µ) such that

(i) u = u∗ ◦ s.
(ii) s is the unique measure preserving mapping that maximizes

∫
Ω
u(x).s(x)dµ(x).

An elementary proof of the above result was found by Gangbo [8]. Note that
Theorem 3.4 is not true if u has a level set of positive measure: the measure pre-
serving mapping is not unique, nor do we have uniqueness in property (ii). Such a
u is degenerate. The author is not aware of any corresponding result for degenerate
functions.

3.4. Existence and uniqueness of an energy minimizer. Recall that we
are studying the energy minimization problem

inf
X∈R(X0)

1

2

∫
Ω

x2 + X2 + y2 + Y 2dµ(x) −
∫

Ω

x.Xdµ(x),(3.16)

where X0 ∈ Lp(Ω, µ,R3) for 2 ≤ p < ∞, and X = (X,Y, Z). We show that the first
integral is conserved under rearrangements.

Lemma 3.5. Let X0 be as in Theorem 3.1. Let X1 ∈ R(X0). Then

∫
Ω

x2 + X2
1 + y2 + Y 2

1 dµ(x) =

∫
Ω

x2 + X2
0 + y2 + Y 2

0 dµ(x),(3.17)

where X0 = (X0, Y0, Z0) and X1 = (X1, Y1, Z1).
Proof. X1 ∈ R(X0) implies that X1 ∈ R(X0). It follows that

∫
Ω

X2
1dµ(x) =

∫
Ω

X2
0dµ(x).(3.18)

A similar result holds for Y0 and Y1. The result follows.
To show that there is a unique energy minimizer, it remains to show that

sup
X∈R(X0)

∫
Ω

x.Xdµ(x)(3.19)

is uniquely attained. If X0 is nondegenerate, the result follows easily using Theorem
3.4. Our method of proof is to approximate degenerate functions with a sequence of
nondegenerate functions. This shows that the monotone rearrangement is an energy
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minimizer. We demonstrate that an energy minimizer is the gradient of a convex
function: the monotone rearrangement is the unique such amongst the set of rear-
rangements; therefore the result follows.

Lemma 3.6. Let X ∈ Lp(Ω, µ,R3) (where Ω, µ, and p are as in section 3.2).
Then there exists a sequence of nondegenerate functions (Xn) such that Xn → X in
Lp(Ω, µ,R3).

Proof. For each n ∈ N, choose a simple function ϕn such that ‖X− ϕn‖p ≤ 1/n.
Now for each n ∈ N, define Xn by Xn(x) = ϕn(x)+(1/n)x for x ∈ Ω. It is immediate
that Xn → X in Lp(Ω, µ,R3). It remains to show that Xn is nondegenerate for each
n ∈ N. Fix n ∈ N. ϕn is a simple function; therefore it takes finitely many values
which we enumerate {b1,b2, ...,bm}. Define Ai = ϕn

−1(bi) for each i = 1, ...,m.
Write Xn

i for Xn|Ai
. For a given i, Xn

i = bi + (1/n)x. Let E be a Lebesgue
negligible subset of R3. Then

µ
(
(Xn

i)−1(E)
)

= µ
(
Ai

⋂
(nE − nbi)

)
(3.20)

≤ µ(nE − nbi)(3.21)

= µ(nE) = 0.(3.22)

By way of explanation, we used translation invariance of Lebesgue measure to obtain
the first equality in (3.22), and used properties of Lebesgue measure to obtain the
second. This demonstrates that Xn

i is nondegenerate (as an element in Lp(Ai, µ,R
3))

for each i = 1, ...,m.
Let E be a Lebesgue negligible subset of R3. Then

µ
(
Xn

−1(E)
)

= µ

(
m⋃
i=1

(Xn
i)−1(E)

)
(3.23)

=
m∑
i=1

µ
(
(Xn

i)−1(E)
)

= 0.(3.24)

To obtain (3.24) we used the countable additivity of µ and the fact that Xn
i is non-

degenerate for each i = 1, ...,m. This shows that Xn is nondegenerate and completes
the proof.

Lemma 3.7. Let X0 be as in Theorem 3.1. Then∫
Ω

X0
∗(x).xdµ(x) ≥

∫
Ω

X(x).s(x)dµ(x)(3.25)

for each X ∈ R(X0) and each s : Ω → Ω a measure preserving mapping.
Proof. Let X ∈ R(X0) and let s : Ω → Ω be a measure preserving mapping. From

the previous lemma we may choose a sequence (Xn) of nondegenerate functions such
that Xn → X in Lp(Ω, µ,R3). For each n ∈ N, Theorem 3.4(i) yields the existence of
a unique measure preserving mapping sn : Ω → Ω such that Xn = Xn

∗◦sn. Applying
Theorem 3.2 we have Xn

∗ → X∗ = X0
∗. Now∫

Ω

X0
∗(x).xdµ(x) = lim

n→∞

∫
Ω

Xn
∗(x).xdµ(x)(3.26)

= lim
n→∞

∫
Ω

Xn
∗ ◦ sn(x).sn(x)dµ(x)(3.27)

= lim
n→∞

∫
Ω

Xn(x).sn(x)dµ(x)(3.28)
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≥ lim
n→∞

∫
Ω

Xn(x).s(x)dµ(x)(3.29)

=

∫
Ω

X(x).s(x)dµ(x)(3.30)

as required. By way of explanation, (3.27) holds because sn is a measure preserving
map, and (3.29) follows because Theorem 3.4(ii) yields that∫

Ω

Xn(x).sn(x)dµ(x) ≥
∫

Ω

Xn(x).s(x)dµ(x)(3.31)

for each measure preserving mapping s : Ω → Ω and for each n ∈ N. This completes
the proof.

Lemma 3.8. Let X0 be as in Theorem 3.1. Then∫
Ω

X0
∗(x).xdµ(x) >

∫
Ω

X(x).xdµ(x)(3.32)

for each X ∈ R(X0)\{X0
∗}.

Proof. Applying the previous lemma for the identity mapping, we have∫
Ω

X0
∗(x).xdµ(x) ≥

∫
Ω

X(x).xdµ(x)(3.33)

for each X ∈ R(X0)\{X0
∗}. It remains to show strict inequality. Suppose there exists

X1 ∈ R(X0) such that
∫
Ω

X1.xdµ =
∫
Ω

X0
∗.xdµ. Applying the previous lemma to

X1 ∈ R(X0) we obtain∫
Ω

X1(x).xdµ(x) =

∫
Ω

X0
∗(x).xdµ(x)(3.34)

≥
∫

Ω

X1(x).s(x)dµ(x)(3.35)

for each measure preserving mapping s : Ω → Ω. Brenier [2, Proposition 2.1] yields
that X1 ∈ {∇Ψ : Ψ ∈ W 1,2(Ω),Ψ convex}. However Theorem 3.2 states that X0

∗ is
the unique member of R(X0) belonging to {∇Ψ : Ψ ∈ W 1,2(Ω),Ψ convex}; therefore
X1 = X0

∗. This completes the proof.
Proof of Theorem 3.1. The proof follows from Lemmas 3.5 and 3.8.

Note added in revision. We can rewrite an equivalent minimization problem

inf
X∈R(X0)

∫
Ω

|X(x) − x|2dµ(x),(3.36)

where |X(x) − x|2 = (X(x) − x).(X(x) − x), as a Monge mass transport problem as
follows. Define ν(S) = µ(X0

−1(S)) for (Borel) subsets of R3, and rewrite (3.36) as

inf
s∈S

∫
Ω

c(x, s(x))dµ(x),(3.37)

where S is the set of measure preserving mappings between (Ω, µ) and (R3, ν), and
the cost function c : R3 ×R3 → R is defined by c(x,y) = |x− y|2. (Note that X0 is
nondegenerate if and only if ν is absolutely continuous with respect to Lebesgue mea-
sure.) Gangbo and McCann [9] showed that (3.37) has a unique minimizer by proving
the existence of a unique minimizer (which has a particular form) of an appropriate
Monge–Kantorovich problem. An extensive review of Monge–Kantorovich problems
may be found in Cuesta-Albertos et al. [4]. This paper, developed independently,
does not use this approach.
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Appendix. We consider the relationship between vector valued functions which
are rearrangements and vector valued functions for which corresponding components
are rearrangements in the scalar valued sense. Let f, g be as in the opening paragraph
of the introduction. Define, for i = 1, ..., d, Πi : Rd → R to be the projection of the
ith component of an element of Rd. Write f = (f1, ..., fd) and g = (g1, ..., gd), where
fi = Πi ◦ f , gi = Πi ◦ g for i = 1, ..., d. The definition of vector valued rearrangement
yields that if f ∈ R(g), we have fi ∈ R(gi) for each i = 1, ..., d in the scalar valued
sense. However, the converse is false in general. Let f : [0, 1]2 → R2 be defined by

f(x) =

{
(1, 1) if x ∈ [1/2, 1] × [1/2, 1],
(0, 0) if x 6∈ [1/2, 1] × [1/2, 1].

Then

f1(x) = f2(x) =

{
1 if x ∈ [1/2, 1] × [1/2, 1],
0 if x 6∈ [1/2, 1] × [1/2, 1].

Define

g(x) =




(1, 0) if x ∈ [1/2, 1] × [1/2, 1],
(0, 1) if x ∈ [0, 1/2] × [1/2, 1],
(0, 0) otherwise.

Then g1 = f1 and

g2(x) =

{
1 if x ∈ [0, 1/2] × [1/2, 1],
0 if x 6∈ [0, 1/2] × [1/2, 1].

It is easily seen that fi ∈ R(gi) for i = 1, 2, but f 6∈ R(g). Consequently, in general we
cannot apply scalar valued rearrangement theorems to components of vector valued
functions and hope to obtain results pertaining to vector valued rearrangements.
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Abstract. We study equilibria of the Ginzburg–Landau equation with a variable diffusion
coefficient on a bounded planar domain subject to the Neumann boundary condition. It has been
previously shown that if the diffusion coefficient is constant and the ambient domain is convex, the
system does not carry stable vortices in the sense that any stable equilibrium solution is a constant
of modulus 1. In this article we shall prove that arbitrarily given a domain, an appropriate choice
of inhomogeneous diffusion coefficient yields a stable equilibrium solution having vortices. We can
even manage to make the configuration of stable vortices close to prescribed locations. Our method
is to minimize the free energy functional in suitably constructed positive invariant regions for the
time-dependent Ginzburg–Landau equation.

Key words. Ginzburg–Landau equation, variable diffusion, vortex, stable solution

AMS subject classifications. 35K57, 35Q99, 35J65
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1. Introduction. The Ginzburg–Landau equation for a complex order parame-
ter is a nonlinear partial differential equation arising in a macroscopic description of
superconductivity (see [6]). One of the important phenomena explained particularly
well by the model is the formation of topological defects or vortices (i.e., zeros of the
complex order parameter); this has received extensive mathematical analysis in recent
years (see [1, 2, 4, 14]).

In this article we are concerned with the next Ginzburg–Landau equation with a
variable diffusion coefficient in a bounded domain Ω in R

2 with the Neumann bound-
ary condition




div(a(x)∇Φ) + (1 − |Φ|2)Φ = 0 in Ω,

∂Φ

∂ν
= 0 on ∂Ω,

(1.1)

where a(x) is a positive smooth function, ν is the unit outward normal vector on ∂Ω,
and the unknown Φ is a complex valued function representing the order parameter
in the superconductor model. A solution to this equation gives an equilibrium of the
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evolution equation


∂Φ

∂t
= div(a(x)∇Φ) + (1 − |Φ|2)Φ in (0,∞) × Ω,

∂Φ

∂ν
= 0 on (0,∞) × ∂Ω.

(1.2)

Equation (1.1) can also be considered as the Euler–Lagrange equation of the Ginzburg–
Landau free energy functional

E(Φ) :=

∫
Ω

{
1

2
a(x)|∇Φ|2 +

1

4
(1 − |Φ|2)2

}
dx.(1.3)

In this connection, the parabolic equation (1.2) is the gradient flow of E (see [7]).
The purpose of this article is to construct stable solutions having vortices to (1.1)

by appropriately choosing the diffusion coefficient a(x). Here we say that a solution
to (1.1) is stable if it is Lyapunov stable as an equilibrium solution to (1.2) (see [7, 9]).
In terms of the variational structure, stable equilibria correspond to local minimizers
of the energy functional (1.3) in most typical cases (although not always).

Most natural candidates of stable solutions of a variational problem are global
minimizers. It is however rather easy to see that the global minimizers of the energy
(1.3) are exactly the constant functions with modulus 1. Therefore the solutions we
are seeking—the stable equilibria with zeros—have to lie on nonminimal energy level
and are not accessible by the direct method in the calculus of variation. In the case
where a(x) is constant, it has been shown in [10, 11, 13] that the geometry of the
ambient domain plays a crucial role in the stability of equilibria; more precisely, for
convex domains of R

n the Ginzburg–Landau equation (1.1) with constant a(x) =
λ−1 > 0 has no stable nonconstant solutions, while in an annulus or generally in a
topologically nontrivial domain (a nonsimply connected domain if n = 2, 3; see [13]),
the equation has stable nonconstant solutions for sufficiently large λ. Those stable
solutions, however, have no zero points, i.e., no vortices. Taking into account this
fact, let us give a crude description of the time evolution of zeros of a solution to
(1.2) in a convex domain with the constant diffusivity a. Deliver a finite number of
isolated points arbitrarily in the domain and take any function Φ0 whose zeros are
identified with those points. The zeros of the solution of (1.2) with the initial data
Φ0 represent the migrating vortices. Then by the instability result of [10], under a
small perturbation of initial data, all of the vortices of the solution to (1.2) eventually
disappear from the domain; every vortex either is absorbed by the boundary or is
annihilated through merging with other vortices. An intuitive explanation of this
phenomenon is as follows: higher energy of the potential term of (1.3) at vortices
drives them moving in the direction of minimizing the energy functional until they
disappear. Hence to stabilize each vortex, we have to create an energy barrier around
the vortex, with the aid of an appropriate choice of the diffusion coefficient a(x). This
is roughly what we are going to do in this article.

Now we present our main theorem.
Theorem 1.1. Let Ω be a bounded domain in R

2 with C3 boundary ∂Ω and
denote by Ω the closure of Ω. Given arbitrarily a finite number of distinct points
{aj}Nj=1 ⊂ Ω, a map φ ∈ C0(Ω \ {a1, . . . , aN};S1), and a positive number ρ such that

0 < ρ < ρ0 := min

{
min

1≤j<k≤N

1

2
|aj − ak|, min

1≤j≤N
dist(aj , ∂Ω)

}
,(1.4)
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there exists a C∞ function a(x) > 0 such that the equation (1.1) has a stable solution
Φ(x) such that Φ(x) 6= 0 for any x ∈ Ω \ ∪N

j=1Bρ(aj) and that moreover Φ/|Φ| is

homotopic to φ in C0(Ω \ ∪N
j=1Bρ(aj);S

1).
If we choose in the above theorem a φ with nonzero local topological degree dj at

aj , for example,

φ(z) =
N∏
j=1

(z − aj)
dj

|z − aj |dj
, z ∈ Ω ⊂ C, z 6= a1, . . . , aN

(where R
2 is identified with C), then our stable solution Φ satisfies that deg(Φ; ∂Bρ(aj))

= dj 6= 0 and therefore must have at least one zero point within the (small) disk
Bρ(aj). This leads to the following corollary.

Corollary 1.2. Let Ω be a bounded domain in R
2 with C3 boundary. Given

arbitrarily a finite number of distinct points {aj}Nj=1 ⊂ Ω and a positive number
ρ ∈ (0, ρ0), there exists a C∞ function a(x) > 0 such that the equation (1.1) has a
stable solution Φ(x) whose zero set

Z[Φ] := {x ∈ Ω|Φ(x) = 0}
is ρ-close to the prescribed configuration in the sense that

Z[Φ] ⊂
N⋃
j=1

Bρ(aj), Z[Φ] ∩Bρ(aj) 6= ∅.

The result can be extended to a slightly modified equation of (1.1):


1

a(x)
div(a(x)∇Φ) + λ(1 − |Φ|2)Φ = 0 in Ω,

∂Φ

∂ν
= 0 on ∂Ω.

(1.5)

For details, see section 3.
The technique we use in the proof will be essentially the same as that in [12],

where it is proved that for the constant diffusivity a(x) = 1/λ in (1.1) there is a simply
connected domain in R

3 which allows a stable solution with vortices (for sufficiently
large λ). Their methods, however, are not applicable to the 2-dimensional case with
constant a(x) (see also [3]). It remains an interesting open problem for the constant
diffusivity whether there exists a 2-dimensional (nonconvex) domain which can carry
a stable solution with a vortex.

We finally remark on the physical meaning of the variable diffusion briefly. In
the Ginzburg–Landau theory for superconductivity, a(x) represents the coherence
length for superconducting electrons in a material. When a superconductor contains
impurities, it is quite natural to consider the inhomogeneous coherence length in the
equation, that is, the variable diffusion coefficient. On the other hand, equation (1.5)
is a model describing another physical situation, that is, a thin superconducting film
with variable thickness. Indeed it can be regarded as an approximate equation in a
thin domain of R3,

D(ε) = {(x, x′) ∈ R2 × R : x ∈ Ω, 0 < x′ < εa(x)} (0 < ε � 1),
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where the function a(x) represents the geometrical variation of the thin film. It is
proved in [8] that as ε → 0, the averaging limit of the Laplacian in D(ε) is equal
to a(x)−1div(a(x)∇) in Ω in some sense. Hence, the Ginzburg–Landau equation
with constant coherence length on 3-dimensional domains D(ε) is approximated by
equation (1.5) with variable coefficient a(x) on a planar domain Ω. We also note that
when a vortex is trapped by some defect of the conductor, it is called the “pinning”
effect in the literature of physics, which is just analytically realized in our main result.

2. Proof of the main theorem. Let Ω be a bounded domain of R
2 with C3

boundary ∂Ω. We always identify the complex plane C with R
2. So the function

spaces C0(Ω; C) and L2(Ω; C) are the same as C0(Ω; R2) and L2(Ω; R2), respectively.
We will also use the Sobolev space

H1(Ω; C) ≡ H1(Ω; R2) = {u ∈ L2(Ω; R2) : ∂u/∂xj ∈ L2(Ω; R2), j = 1, . . . , n}.

We often abbreviate the above spaces as C0(Ω), L2(Ω), and H1(Ω), respectively.

2.1. Stability of local minimizers. We first recall a result essentially due to
L. Simon (see Corollary 2 of [15]).

A function Φ ∈ H1(Ω) is called a local minimizer of E if E(Ψ) ≥ E(Φ) for any Ψ
close to Φ in the H1-norm. It is easily seen that a local minimizer has to satisfy (1.1).
A solution of Φ of (1.1) is called a stable equilibrium of (1.2) if for any ε > 0 there is
a δ > 0 such that any solution Φ(x, t) of (1.2) with ‖Φ(·, 0) − Φ‖C0(Ω) ≤ δ satisfies

‖Φ(·, t) − Φ‖C0(Ω) ≤ ε for all t ≥ 0.

Lemma 2.1. Φ is a local minimizer of E if and only if it is a stable equilibrium
of (1.2).

Thanks to this lemma, we only need to find local minimizers of E satisfying the
required properties in Theorem 1.1. The proof of Lemma 2.1 uses an infinite dimen-
sional version of the ÃLojasiewicz inequality, in whose derivation the real analyticity
of the nonlinear term in the equation plays a role. We refer to [15] for more detail.

2.2. Minimizers on a domain with holes. Arbitrarily given N -points {ak}Nk=1

⊂ Ω and a positive number ρ ∈ (0, ρ0), where ρ0 is as in (1.4), we define a subdomain
of Ω by

Ωρ := Ω \
N⋃
j=1

Bρ/2(aj).(2.1)

The problem (with constant diffusivity) on the domain Ωρ




λ−1∆Φ + (1 − |Φ|2)Φ = 0 in Ωρ,

∂Φ

∂ν
= 0 on ∂Ωρ

(2.2)

has been studied in [13] and [12], where nonconstant stable solutions are constructed
within any nontrivial homotopy class of C0(Ωρ; R

2\{0}). The corresponding restricted
energy functional over Ωρ is

Eρ(Φ) :=

∫
Ωρ

{
λ−1

2
|∇Φ|2 +

1

4
(1 − |Φ|2)2

}
dx.(2.3)
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Applying Theorem 2.1 of [13] and Lemma 2.3 of [12] to the above equation yields the
next lemma.

Lemma 2.2. Consider equation (2.2) under the assumption that the boundary ∂Ω
is C3. Let φ : Ωρ → S1 be continuous. Then

(i) there is a λ∗ = λ∗(Ωρ) > 0 such that for any λ > λ∗ (2.2) has a stable solution
Φρ(x) satisfying

|Φρ(x)| > 0 (x ∈ Ωρ) and φ is homotopic to Φρ/|Φρ| in C0(Ωρ;S
1).(2.4)

(ii) Moreover, for each λ > λ∗ and η > 0, there are positive numbers δ0 and µ0

(depending on Ω, ρ, λ, and η) such that for any Ψ ∈ H1(Ωρ) ∩ C0(Ωρ) with

‖Ψ‖C0(Ωρ) ≤ 1 + η, inf
0≤c<2π

‖eicΦρ − Ψ‖L2(Ωρ) ≤ δ0,

the following inequality holds:

Eρ(Ψ) ≥ Eρ(Φρ) + µ0 inf
0≤c<2π

‖eicΦρ − Ψ‖2
L2(Ωρ).(2.5)

From now on, the continuous map φ : Ω \ {a1, . . . , aN} → S1 and the numbers
0 < ρ < ρ0, λ > λ∗, and η > 0 are fixed. We shall also assume the C∞ smoothness
of φ without loss of generality. (If necessary, replace φ by a smooth map which is
homotopic to φ in the topology of C0(Ω \ {a1, . . . , aN};S1).)

2.3. Fill the holes. For resolving the original problem on the whole domain Ω,
we extend suitably the coefficient λ−1 and Φρ onto functions a(x) and Ψ(x) over Ω.
From the intuitive discussion in the introduction, a natural choice of a(x) can be a
positive function equal to λ−1 on Ω but much smaller near aj in order to produce
appropriate energy barriers. The extension Ψ(x) should make the energy integrals
over the disks Bρ/2(aj) sufficiently small. Such a Ψ will be our “approximate stable
candidate,” one of whose positively invariant neighborhood will finally provide a stable
equilibrium.

The following lemma gives the precise conditions that a and Ψ should meet.
Lemma 2.3. Assume that the boundary ∂Ω is C3 and let Φρ, µ0, and δ0 be as in

Lemma 2.2. Suppose that 0 < a ∈ C∞(Ω) and Ψ ∈ C0(Ω) ∩H1(Ω) satisfy

a|Ωρ
= λ−1, Ψ|Ωρ

= Φρ,(2.6)

‖Ψ‖C0(Ω) < 1 + η,(2.7)

N∑
j=1

∫
Bρ/2(aj)

{
1

2
a(x)|∇Ψ|2 +

1

4
(1 − |Ψ|2)2

}
dx < µ0δ

2 − γ,(2.8)

where 0 < δ < δ0 and 0 < γ < µ0δ
2 are two positive numbers. Then,

(i) the set of functions defined by

E(γ, δ, a,Ψ) :=
{
U ∈ H1(Ω) ∩ C0(Ω) : ‖U‖C0(Ω) ≤ 1 + η,

E(U) ≤ E(Ψ) + γ,
inf0≤c<2π ‖U − eicΦρ‖L2(Ωρ) ≤ δ

}
(2.9)
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has nonempty interior in the C0(Ω) ∩H1(Ω)-topology and is positively invariant
under the semiflow generated by the time-dependent Ginzburg–Landau equation (1.2);

(ii) the energy functional E has a local minimizer Φ in the interior of E(γ, δ, a,Ψ).
Proof. Part (i): By assumption, it is obvious that Ψ is an interior point of

E(γ, δ, a,Ψ). Let U ∈ E(γ, δ, a,Ψ) and let Φ(x, t) be the solution of (1.2) with initial
condition Φ(x, 0) = U(x). We need to show that Φ(·, t) ∈ E(γ, δ, a,Ψ) for any t > 0.
By the standard regularity theory for parabolic equations, we have Φ(·, t) ∈ H1(Ω) ∩
C0(Ω). The energy functional E in (1.3) is a Lyapunov function for the evolution
equation (1.2); indeed

d

dt
E(Φ(·, t)) = −

∫
Ω

∣∣∣∣∂Φ

∂t
(x, t)

∣∣∣∣
2

dx.

Hence

E(Φ(·, t)) ≤ E(U) ≤ E(Ψ) + γ, t > 0.(2.10)

An application of the maximum principle gives

‖Φ(·, t)‖C0(Ω) ≤ max
{

1, ‖U‖C0(Ω)

}
(≤ 1 + η), t > 0.(2.11)

It remains to prove that inf0≤c<2π ‖Φ(·, t) − eicΦρ‖L2(Ωρ) ≤ δ for t > 0. Suppose by
contradiction that there exists a t0 > 0 such that

δ < inf
0≤c<2π

‖Φ(·, t0) − eicΦρ‖L2(Ωρ) < δ0.(2.12)

From (2.11) and (2.12) together with Lemma 2.2 (ii), we get a lower bound for the
energy on the domain with holes:

Eρ(Φ(·, t0)) > Eρ(Φρ) + µ0δ
2.(2.13)

Since the energy density is everywhere nonnegative, on the whole domain Ω, we have

Eρ(Φ(·, t0)) ≤ E(Φ(·, t0)) ≤ E(Ψ) + γ,

in view of (2.10). We thereby obtain

Eρ(Φρ) + µ0δ
2 < E(Ψ) + γ.(2.14)

On the other hand, in view of the splitting

E(Ψ) = Eρ(Φρ) +
N∑
j=1

∫
Bρ/2(aj)

{
1

2
a(x)|∇Ψ|2 +

1

4
(1 − |Ψ|2)2

}
dx

and the assumption (2.8), we have E(Ψ) ≤ Eρ(Φρ)+µ0δ
2−γ. This contradicts (2.14).

Part (ii): This part is very similar to the argument used in the proof of Theorem
3.1 of [12]. We only sketch it. One can look at the ω-limit set K of the positively in-
variant set E := E(γ, δ, a,Ψ) under the semiflow generated by (1.2). By the parabolic
regularity theory, K is nonempty and compact. Moreover, by what we have seen in
the proof of Part (i), K is contained in the interior of E. A minimizer of E on K will
be a minimizer on the set E.
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2.4. Construction of extensions. In this section, we give an explicit construc-
tion of a family of a(x) and Ψ(x) satisfying the requirements in Lemma 2.3.

Let ε > 0 be a small parameter. First prepare three auxiliary C∞ functions Aε(r),
ξε(r), and ηε(r) on [0,∞), with the following properties, respectively:

Aε(r) =




ε3 0 ≤ r ≤ (ρ− ε)/2,
monotone increasing (ρ− ε)/2 < r < ρ/2,
λ−1 r ≥ ρ/2,

ξε(r) =




r2/(2ε2) 0 ≤ r ≤ ε,
monotone increasing ε < r < 2ε,
1 2ε ≤ r ≤ (ρ− 3ε)/2,
monotone decreasing (ρ− 3ε)/2 < r < (ρ− 2ε)/2,
0 r ≥ (ρ− 2ε)/2.

ηε(r) =




0 0 ≤ r ≤ (ρ− 3ε)/2,
monotone increasing (ρ− 3ε)/2 < r < (ρ− 2ε)/2,
1 r ≥ (ρ− 2ε)/2.

Moreover, we require that ε|ξ′ε(r)| and εη′ε(r) are uniformly bounded by a constant
independent of ε.

Now we define aε(x) and Ψε(x). For x ∈ Ωρ, let

aε(x) = λ−1, Ψε(x) = Φρ(x).

In the jth disk Bρ/2(aj), for x = aj + r(cos θ, sin θ) with 0 ≤ r < ρ/2, let

aε(x) = Aε(r),

Ψε(x) = ξε(r)φ
(
aj +

ρ

2
(cos θ, sin θ)

)
+ ηε(r)Φρ

(
aj +

ρ

2
(cos θ, sin θ)

)
.

We claim the following lemma.
Lemma 2.4. There exists a constant β0, independent of ε, δ, and γ, such that if

0 < ε < β0(µ0δ
2 − γ), then the above chosen aε ∈ C∞(Ω) and Ψε ∈ C0(Ω) ∩H1(Ω)

satisfy the requirements (2.6), (2.7), and (2.8) in Lemma 2.3.
Proof. All conditions can be verified straightforward. Let us only check (2.8). In

the jth disk, use the polar coordinates x − aj = reiθ where 0 ≤ r ≤ ρ/2, θ ∈ S1.
Recall the identity

|∇f |2 =

∣∣∣∣∂f∂r
∣∣∣∣
2

+
1

r2

∣∣∣∣∂f∂θ
∣∣∣∣
2

.

Now integrating the energy integrands J1 = 1
2aε(x)|∇Ψε(x)|2 and J2 = 1

4 (1 − |Ψε|2)2
over separated pieces of Bρ/2(aj), we see

∫
Bρ/2(aj)

J1dx =

∫ (ρ−ε)/2

0

∫
S1

J1 rdrdθ +

∫ ρ

(ρ−ε)/2

∫
S1

J1 rdrdθ

≤ O
(
ε3 · ε−2

)
+ O (ε) = O(ε)
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and

∫
Bρ/2(aj)

J2dx =

∫ 2ε

0

∫
S1

+

∫ (ρ−3ε)/2

2ε

∫
S1

+

∫ ρ

(ρ−3ε)/2

∫
S1

≤ O(ε2) + 0 + O(ε) = O(ε).

For small ε > 0, (2.8) is satisfied.

2.5. Convergence of local minimizers. For 0 < ε < β0(µ0δ
2 − γ), the func-

tions aε(x) and Ψε(x) then provide a local minimizer Φγ,δ,ε ∈ E(γ, δ, aε,Ψε) by the last
two lemmas. In this section, we let δ and γ depend on ε such that β0(µ0δ

2 − γ) = 2ε
and γ = ε and investigate the asymptotic behavior of minimizers Φ̃ε := Φγ(ε),δ(ε),ε as
ε ↓ 0.

Lemma 2.5. Let Φ̃ε ∈ E(γ(ε), δ(ε), aε,Ψε) be local minimizers constructed above.
Then we have

lim
ε→0

[
inf

0≤c<2π
‖eicΦρ − Φ̃ε‖L2(Ωρ)

]
= 0,(2.15)

lim
ε→0

[
inf

0≤c<2π
‖eicΦρ − Φ̃ε‖C1(Ω2ρ)

]
= 0,(2.16)

where

Ω2ρ = Ω \
N⋃
j=1

Bρ(aj).

From the convergence (2.16), there is an ε0 > 0 such that for any 0 < ε < ε0,
the map Φ̃ε/|Φ̃ε| is homotopic to eicΦρ/|Φρ| for some c ∈ [0, 2π) (and hence for all

c ∈ [0, 2π)), in C0(Ω\⋃N
j=1 Bρ(aj);S

1). Combined with property (2.4) in Lemma 2.2,

we find that Φ̃ε/|Φ̃ε| is homotopic to φ. The main Theorem 1.1 is now completely
proved.

Proof of Lemma 2.5. The L2 convergence (2.15) follows from the definition (2.9)
and the fact that δ = O(ε1/2).

The C1 convergence (2.16) follows from (2.15), once we show the relative com-
pactness of Φ̃ε in C1(Ω2ρ). Since ‖Φ̃ε‖C0(Ω) is uniformly bounded, we obtain that

div(aε(x)∇Φ̃ε) are also uniformly bounded in the L∞ norm. In view of the fact that
aε(x) = λ−1 is independent of ε on Ωρ, the elliptic Lp estimates (p > 2) give rise to a

uniform upper bound for ‖Φ̃ε‖W 2,p(Ω3ρ/2) (see [5]), which implies the required relative
compactness.

3. Remark. The arguments we used in the previous section are also applicable
to other similar types of energy functionals. For instance, consider

F(Φ) :=

∫
Ω

{
1

2
|∇Φ|2 +

λ

4
(1 − |Φ|2)2

}
a(x)dx(3.1)

for Φ ∈ H1(Ω). One has the following analogue of Theorem 1.1.
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Theorem 3.1. Let Ω be a bounded domain in R
2 with C3 boundary ∂Ω and

denote by Ω the closure of Ω. Given arbitrarily a finite number of distinct points
{aj}Nj=1 ⊂ Ω, a map φ ∈ C0(Ω \ {a1, . . . , aN};S1), and a positive number ρ such that

0 < ρ < ρ0 := min

{
min

1≤j<k≤N

1

2
|aj − ak|, min

1≤j≤N
dist(aj , ∂Ω)

}
,

there exist a C∞ function a(x) > 0 and a positive number λ > 0 such that the
functional F has a local minimizer Φ(x) such that Φ(x) 6= 0 for any x ∈ Ω\∪N

j=1Bρ(aj)

and that moreover Φ/|Φ| is homotopic to φ in C0(Ω \ ∪N
j=1Bρ(aj);S

1).
Recall that by Simon’s result (see Lemma 2.1), the local minimizers Φ in Theorem

3.1 are stable stationary solutions of the following time-dependent equation:




c(x)
∂Φ

∂t
= div(a(x)∇Φ) + λa(x)(1 − |Φ|2)Φ in (0,∞) × Ω,

∂Φ

∂ν
= 0 on (0,∞) × ∂Ω,

where c(x) is an arbitrary positive smooth function. A special case, where c(x) = a(x),
i.e.,




∂Φ

∂t
=

1

a(x)
div(a(x)∇Φ) + λ(1 − |Φ|2)Φ in (0,∞) × Ω,

∂Φ

∂ν
= 0 on (0,∞) × ∂Ω,

is often encountered in applications.
The proof of Theorem 3.1 is very similar to that of Theorem 1.1. We replace

Lemma 2.3 by the following slightly generalized version.
Lemma 3.2. Assume that the boundary ∂Ω is C3 and let Φρ, µ0, and δ0 be as in

Lemma 2.2. Suppose that 0 < a ∈ C∞(Ω), 0 ≤ b ∈ C∞(Ω), and Ψ ∈ C0(Ω) ∩H1(Ω)
satisfy

a|Ωρ
= λ−1, b|Ωρ

= 1, Ψ|Ωρ
= Φρ,

‖Ψ‖C0(Ω) < 1 + η,

N∑
j=1

∫
Bρ/2(aj)

{
1

2
a(x)|∇Ψ|2 +

1

4
b(x)(1 − |Ψ|2)2

}
dx < µ0δ

2 − γ,

where 0 < δ < δ0 and 0 < γ < µ0δ
2 are two positive numbers. Let

G(U) :=

∫
Ω

{
1

2
a(x)|∇Φ|2 +

1

4
b(x)(1 − |Φ|2)2

}
dx.(3.2)

Then
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(i) the set of functions defined by

G(γ, δ, a, b,Ψ) :=
{
U ∈ H1(Ω) ∩ C0(Ω) : ‖U‖C0(Ω) ≤ 1 + η,

G(U) ≤ G(Ψ) + γ,
inf0≤c<2π ‖U − eicΦρ‖L2(Ωρ) ≤ δ

}
(3.3)

has nonempty interior in the C0(Ω)∩H1(Ω)-topology and is positively invariant under
the semiflow generated by the following time-dependent Ginzburg–Landau equation:




∂Φ

∂t
= div(a(x)∇Φ) + b(x)(1 − |Φ|2)Φ in (0,∞) × Ω,

∂Φ

∂ν
= 0 on (0,∞) × ∂Ω;

(ii) the energy functional G has a local minimizer Φ in the interior of G(γ, δ, a, b,Ψ).
The conditions in Lemma 3.2 are satisfied by aε(x) and Ψε(x) chosen the same

as in section 2.4 along with bε(x) := λaε(x). The proof of the convergences remains
literally unchanged from section 2.5.
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Abstract. We show that a regularized stationary Boltzmann equation with diffusive boundary
conditions can be rigorously derived from a suitable stochastic N -particle system. To do this, we
prove that the L1-distance between the k-particle density and the k-fold product of the solution to
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1. Introduction. Stochastic particle methods are widely used in the numeri-
cal simulation of rarefied flows. These are described at a mathematical level by the
Boltzmann equation and hence, convergence results for such schemes are of practical
interest. From a more fundamental point of view, in the study of these problems we
are naturally led to tackle subtle difficulties related to the so-called propagation of
chaos, which is an asymptotic (in the number of particles) statistical independence.
Indeed, the convergence we want to establish is nothing else but a law of large num-
bers for (somehow weakly) dependent random variables. For this reason, results in
this direction are also of interest in the field of limit theorems for large systems of
interacting stochastic processes. We address the reader to [C], [BI], [LP], [W], [PWZ],
[GM] for results concerning convergence of stochastic particle systems to solutions of
(regularized) Boltzmann equations (see also [M], [P] for a review on these arguments
and related results). Unfortunately the situation is far from being satisfactory for
many reasons which we are going to illustrate.

The convergence results we mentioned above regard time-dependent problems.
Namely, the empirical measure 1

N

∑N
i=1 δzi(t)(dz) (that is, a measure valued stochastic

process), where zi(t) is the state of the ith particle at time t, is weakly converging
in probability to f(z, t), which is the solution of the Boltzmann equation with initial
datum f(z, 0) = f0(z), the distribution density of each particle at time zero, assuming
also that all the particles are independently distributed. Such a convergence is not
expected to hold uniformly in time. However, in most of the practical applications of
these stochastic codes, we deal with stationary nonequilibrium situations, which we
simulate in order to extract information on the macroscopic quantities such as profiles
and fluxes. In other words, we are interested in nontrivial stationary solutions to the
Boltzmann equation, but in this case the methods we have discussed so far are useless.
In fact, even knowing the trend to a nonequilibrium stationary state for the Boltzmann
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dynamics (which is, incidentally, not known except for simplified models), we could
not conclude anything on the particle approximation of this asymptotic state, being
that the two limits N → ∞ and t → ∞ are clearly not commutable.

The systematic error of some particle simulation scheme for a stationary model
Boltzmann equation was studied in [B]. An alternative approach to the construction
of particle schemes for the stationary Boltzmann equation has been proposed in [BS].

In this paper we face the above-mentioned problem for a gas in a bounded do-
main with diffusive boundary conditions at a possibly-not-constant temperature. We
consider the unique stationary measure for the N -particle system and evaluate the
distance between this and the measure given by the N -fold product of the unique so-
lution to the stationary Boltzmann equation of cutoff type, with the same boundary
conditions. We show that, if the mean free path inverse is sufficiently small, the L1-
difference between the k-particle distribution functions of such two measures vanishes
in the limit N → ∞, for any fixed k. To do this we use a technique which we call
v-functions. Such a method is used in [CDPP] and [DP] for time-dependent prob-
lems related to stochastic particle systems in a lattice, in [CP] for a one-dimensional
stationary problem for a model equation, and it is indeed very effective as we shall
explain in section 3.

Let us conclude by criticizing the present result. As we said, it holds for small
mean free path inverse. This is a consequence of the fact that we use a constructive
perturbative technique. Also, the existence and uniqueness for stationary solutions
of the Boltzmann equation is proven under the same smallness assumption. We do
not even know whether recent approaches to the existence problem (see, for instance,
[AN] for a Boltzmann equation in a slab) can be used to obtain at least the existence
of solutions for our problem without this assumption. However, the uniqueness of
such solutions, which should be preliminarily known for the convergence problem we
set, seems at the moment hard to be proven, even for a regularized equation as the
one we consider.

In the present paper, the Boltzmann equation enjoys two regularizations. The
first, and more important, is a spatial smearing, which is standard in the above-quoted
literature. Actually, the existence theory for the true Boltzmann equation is, up to
now, too poor to allow us to approach the real problem. In [CP] a model equation
without spatial smearing has been successfully attacked. However such model is one-
dimensional—that is much easier to deal with. The second type of cutoff is on the set
of possible velocities, which is assumed to be bounded away from 0. This assumption
is made to take a full advantage by the ergodic property of the Knudsen flow. We
absolutely need this as a consequence of our ignorance of qualitative properties of the
invariant measure for the N -particle system, which we only know to exist uniquely.
In fact, we think that the cutoff on large velocities (see (2.6)) is only technical: it
allows us to avoid difficulties which could obscure the real essence of the approach.

2. Notations and results. Let Ω ⊂ Rd, d = 2, 3 be an open set with sufficiently
smooth boundary in the physical space, V = {v ∈ Rd : ‖v‖ ≥ umin > 0} the velocity
space, and [0, T ] an interval on the real line. For (x, v, t) ∈ Ω × V × [0, T ] consider
the following Boltzmann equation of cutoff type

∂tp(x, v, t) + (v · ∇x)p(x, v, t) = λQ(p, p)(x, v, t)(2.1)

with initial condition

p(x, v, 0) = p0(x, v) ≥ 0(2.2)
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and boundary conditions (n(x) is the outward normal in x ∈ ∂Ω)

p(x, v, t) = J(x, t)M(x, v) x ∈ ∂Ω, v · n(x) ≤ 0.(2.3)

Here we used the following symbols: λ is a real parameter,

Q(p, p)(x, v, t) =

∫
Ω

dy

∫
V

dv1

∫
Sd−1

+

deB(v, v1, e)hβ(x, y)χ((v∗, v∗1) ∈ V × V ))

×{p(x, v∗, t)p(y, v∗1 , t) − p(x, v, t)p(y, v1, t)} ,(2.4)

e is the unit vector in Rd, χ is the characteristic function of its argument,

v∗ = v + e · (v1 − v)e, v∗1 = v1 − e · (v1 − v)e,(2.5)

Sd−1 is the unit sphere, and Sd−1
+ = {e ∈ Sd−1|e · (v − v1) ≥ 0}.

Concerning the collision kernel B : Rd ×Rd × Sd−1 → R
+ we assume

B(v, v1, e) ≤ c1 < ∞ .(2.6)

The function hβ , which acts as a spatial mollifier, is a symmetric function belonging
to L∞, vanishing for |x − y| ≥ β > 0 and such that

∫
hβ(x, y)dy = 1. The incoming

flux J at the point x is defined as

J(x, t) =

∫
v·n(x)≥0

dv v · n(x)p(x, v, t).(2.7)

Finally, M is a bounded positive function defined on the set

{(x, v)|x ∈ ∂Ω, v ∈ V, v · n(x) ≤ 0} ,
which we require to satisfy the following normalization condition:∫

v·n(x)≤0

dv |v · n(x)|M(x, v) = 1.(2.8)

This last assumption, together with the well-known properties of Q, ensures the con-
servation of the quantity

m(t) =

∫
dx

∫
dv p(x, v, t),(2.9)

which we assume initially to be one so that we consider normalized solutions to prob-
lem (2.1)–(2.3).

From a physical point of view, equations (2.1)–(2.3) describe a rarefied gas in
a vessel with diffusive boundary conditions at possibly-not-constant temperature on
the boundary. The collision operator Q differs from the usual one for the cutoff on
the velocities and for the presence of the smearing function hβ . The true Boltzmann
equation is recovered by removing the two cutoffs, that is, letting hβ → δ (δ is the
δ-function centered at the origin) and assuming V = R

d.
It will be useful in the following to deal with the mild version of the above problem:

p(t, x, v) = S(t)p0(x, v) + λ

∫ t

0

ds S(t− s)Q(p, p)(x, v, s),(2.10)
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where S(t) is the Knudsen semigroup, that is the solution to the initial boundary
value problem:

[∂t + (v · ∇x)]S(t)p0(x, v) = 0,(2.11)

(S(t)p0)(x, v) = J(x, t)M(x, v) , x ∈ ∂Ω , v · n(x) ≤ 0 .(2.12)

There exists a unique solution to (2.10), thanks to the Lipschitz continuity in L1(x, v)
of Q, due to the presence of the smearing function hβ and (2.6).

Here we are interested in the stationary equation

(v · ∇x)g(x, v) = λQ(g, g)(x, v),(2.13)

with boundary conditions corresponding to the time-dependent case (2.3) and the
normalization property ∫

dx

∫
dvg(x, v) = 1.

Existence and uniqueness of a solution for a slightly different formulation for such a
problem (under a suitable smallness assumption on λ) will be established in Theo-
rem 2.2 below. For the moment, we need a preliminary property of the Knudsen flow
expressed by the following theorem which will be proven in the appendix.

Theorem 2.1. There exists a unique probability density ḡ which is stationary
under the action of the Knudsen flow, i.e.,

S(t)ḡ = ḡ , ∀t ∈ R
+ .(2.14)

Moreover, for any η > 0 there exists T (η) > 0 such that, for any t ≥ T (η) and for
any probability density f , it is

‖S(t)f − ḡ‖L1 ≤ η.(2.15)

Remark. We stress that the assumption for the velocities to stay bounded away
from 0 implies the independence of T (η) from the probability density f , which is of
great importance to prove our main result.

We now also establish existence and uniqueness for the stationary solution of the
boundary value problem (2.13).

Theorem 2.2. If λ is sufficiently small, then there exists a unique probability
density g which is invariant for the flow (2.10):

g = S(t)g + λ

∫ t

0

ds S(t− s)Q(g, g), t ∈ R
+.(2.16)

Moreover, it is globally attractive; that is,

‖p(t) − g‖L1
≤ e−c t ,

where p(t) is any solution to (2.10) and c is some constant.
The proof of this theorem, which is essentially perturbative, is given in the

appendix.
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Now we introduce the N -particle process which gives the approximation, in the
limit N → ∞, to problem (2.1)–(2.3). Let

ZN = (z1, ..., zN ), zi = (xi, vi), i = 1, ..., N,

and for the sake of simplicity put

q(z1, z2, e) = hβ(x1, x2)B(v1, v2, e)χ((v∗, v∗2) ∈ V × V ).(2.17)

We define the generator of the N -particle process, for any function Φ as

GN (Φ)(ZN ) = Gfree
N (Φ)(ZN ) +

λ

N
Gjump

N (Φ)(ZN ),(2.18)

where

Gfree
N (Φ)(ZN ) =

N∑
i=1

(vi · ∇xi
)Φ(ZN )(2.19)

(with diffusive boundary conditions to be specified; see equations (2.24)–(2.25)) and

Gjump
N (Φ)(ZN ) =

∑
1≤i<j≤N

∫
Sd−1

+

de[Φ(Z
(i,j)
N ) − Φ(ZN )]q(zi, zj , e)(2.20)

being

Z
(i,j)
N = (z1, . . . , zi−1, xi, v

∗
i , . . . , zj−1, xj , v

∗
j , . . . , zN ).(2.21)

Note that Gfree
N is the generator of N -independent particles moving freely. The out-

going velocity v of each particle after a collision with the boundary at the point x
is distributed according to the probability density given in (2.8). In other words,

exp{(Gfree
N )∗t} = SN (t), where SN (t) is the product of operators acting on a single

particle, namely,

SN (t) =
N∏
i=1

S{i}(t),(2.22)

where S{i}(t) is the Knudsen semigroup associated to the particle i. Therefore, the
process described by the generator GN consists of free motion (including the diffusive
boundary conditions) of the N -particle system and random collisions. These collisions
take place at random times, with random impact parameter e. The particles of the pair
involved in the collision have mutual distance less than β, and their outgoing velocities
after the interaction follow the deterministic law (2.5). This model, introduced in [C],
is sometimes called the “soft balls” model.

If the system is initially distributed according to a probability density fN (ZN ),
its time evolution is given by fN (t) = exp{(GN )∗t}fN . In other words,

∂tf
N (ZN , t) +

N∑
i=1

(vi · ∇xi)f
N (ZN , t) =

λ

N
Gjump

N fN (ZN , t),(2.23)
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with initial conditions fN (ZN , 0) = fN (ZN ) and with boundary conditions

(2.24)

fN (z1, . . . , zi, . . . , zN , t) = JN
i (xi, t, ZN (i))M(xi, vi), xi ∈ ∂Ω, vi · n(xi) ≤ 0

for all i = 1, . . . , N , with ZN (i) = (z1, . . . , zi−1, zi+1, . . . , zN ) and

JN
i (xi, t, ZN (i)) =

∫
vi·n(xi)≥0

dvi vi · n(xi)f
N (ZN , t).(2.25)

Condition (2.24) can easily be generalized to the case in which more than one particle
stays on ∂Ω , since those particles evolve independently. However, such events have
vanishing probability for the N -particle system.

If we consider the stationary version of (2.23)–(2.24), that is,

N∑
i=1

(vi · ∇xi
)f̃N (ZN ) =

λ

N
Gjump

N f̃N (ZN )(2.26)

with the boundary conditions (2.24)–(2.25), we can state the following result, which
is proven in the appendix.

Theorem 2.3. For all N > 0 there exists a unique probability density f̃N =
f̃N (ZN ) which is invariant under the N -particle process.

The main goal of this paper is to compare the stationary distribution f̃N with the
one-particle stationary distribution g constructed in Theorem 2.2. To this purpose
we introduce the k-particle distribution functions associated to the probability den-
sity f̃N :

f̃N
k (Zk) =

∫
· · ·

∫
f̃N (ZN )dzk+1 . . . dzN , k = 1, . . . , N − 1.(2.27)

Introducing analogously the k-particle distribution functions for the time-depen-
dent distribution fN (ZN , t), we obtain from (2.23) and (2.24) the well-known BBGKY
hierarchy of equations

∂tf
N
k (Zk, t) + Gfree

k fN
k (Zk, t)

=
λ

N
Gjump

k fN
k (Zk, t) + λ

N − k

N
Ck,k+1f

N
k+1(Zk, t), k = 1, . . . , N ,(2.28)

with boundary conditions

(2.29)

fN
k (z1, . . . , zi, . . . , zk, t) = JN

i (xi, t, Zk(i))M(xi, vi), xi ∈ ∂Ω, vi · n(xi) ≤ 0.

Here,

Ck,k+1f
N
k+1(Zk, t)

=

k∑
i=1

∫ ∫
Sd−1

+

dzk+1de q(zi, zk+1, e)[f
N
k+1(Z

(i,k+1)
k+1 , t) − fN

k+1(Zk+1, t)].(2.30)
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Note that by Theorem 2.3 it follows that the unique solutions to the stationary
version of problem (2.28) are those defined in (2.27).

Now we introduce the infinite Boltzmann hierarchy; that is, the (formal) limit as
N → ∞ of the BBGKY hierarchy, i.e.,

∂tfk(Zk, t) + Gfree
k fk(Zk, t) = λCk,k+1fk+1(Zk, t), k = 1, 2, . . . ,(2.31)

with initial and usual boundary conditions.
It is useful to consider the mild form of it, that is,

fk(t) = Sk(t)f
0
k + λ

∫ t

0

dsSk(t− s)Ck,k+1fk+1(s) k = 1, 2, . . . .(2.32)

We denote by P (t) the solution operator of the infinite hierarchy (2.32) that is
(P (t)f0)k = fk(t). P (t) acts on sequences f0 = {f0

k}k=1,...,∞, f0
k ∈ L1((Ω × V )k).

Analogously we can define (PN (t)fN )k = fN
k (t) to be the solution operator of

the following finite hierarchy of equations (mild version of (2.28)):

(2.33)

fN
k (t) = Sk(t)f

N
k +

λ

N

∫ t

0

ds Sk(t− s)Gjump
k fN

k (s)

+ λ
N − k

N

∫ t

0

ds Sk(t− s)Ck,k+1f
N
k+1(s), k = 1, 2, . . . , N .

Notice that (2.33) for k = N is the mild version of (2.23).
Since (2.33) is a finite system of linear equations, it can easily be solved uniquely

in L1((Ω × V )k); namely, fN
k (t) are obtained by integrating fN (ZN , t), a unique

solution to (2.23).
By iterating formula (2.32), we arrive at the following formal series expansion:

(P (t)f0)k = fk(t) =
∞∑

n=0

λnak,n(t)f0
k(2.34)

with

ak,n(t)f0
k =

∫ t

0

∫ t1

0

, . . . ,

∫ tn−1

0

dt1, . . . , dtn

×Sk(t− t1)Ck,k+1, . . . , Sk+n−1(tn−1 − tn)Ck+n−1,k+nSk+n(tn)f0
k+n.(2.35)

It is possible to show that the series in (2.34) converges in L1 if the quantity λt
is sufficiently small so that, under such a hypothesis, there exists a unique solution to
(2.32). The method employed is the same as in [LP] and [PWZ], inspired by the well-
known result due to Lanford (see [L] and [CIP]) in a L∞-setup for the not regularized
Boltzmann equation. Here we find the additional difficulty of the diffusive boundary
conditions. However, working in L1, this is not a problem, since the only property we
need of the free flow is the isometry (see (2.36) below).

We will show the convergence of the series (2.34) as well as the asymptotic equiv-
alence (for N → ∞) of the operators PN (t) and P (t).
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Before stating Theorem 2.4 below, we stress two fairly evident estimates of the
terms in the series (2.34):

‖Sk(t)fk‖L1
= ‖fk‖L1

(2.36)

and

‖Ck,k+1fk+1‖L1
≤ ka‖fk+1‖L1

,(2.37)

where

a = 2 sup
z,z′

∫
de q(z, z′, e).(2.38)

Theorem 2.4. Suppose λt < 1
8a . Then, given any sequence {f0

k}k=1,...,∞ such
that ‖f0

k‖L1
= 1, the series (2.34) is absolutely convergent in L1((Ω × V )k) for all

k ≥ 1 . Moreover, given the sequence fN = {fN
k }k=1,...,N of k-particle densities, we

have

‖([PN (t) − P (t)]fN )k‖L1
≤ 8kc2

N
(2.39)

for some constant c2 independent of fN .
Remark. Since P (t) has been defined as acting on infinite sequences, in (2.39) we

mean (P (t)fN )k = 0 for k > N .
Proof. By (2.35), using (2.36) and (2.37) we have

‖ak,n(t)f0
k‖L1

≤ k(k + 1), . . . , (k + n− 1)

n!
(ta)n‖f0

k+n‖L1
≤ 2k(2ta)n.(2.40)

Therefore the series (2.34) converges for 2taλ < 1.
Let us define

DN (t) = [PN (t) − P (t)]fN ,(2.41)

BN
k (t) =

λ

N

∫ t

0

dsSk(t− s)Gjump
k (PN (s)fN )k,(2.42)

EN
k (t) = −λk

N

∫ t

0

dsSk(t− s)Ck,k+1(P
N (s)fN )k+1.(2.43)

By (2.32) and (2.33) we have

DN
k (t) = BN

k (t) + EN
k (t) + λ

∫ t

0

dsSk(t− s)Ck,k+1D
N
k+1(s), k = 1, 2, . . . , N − 1.

(2.44)

Iterating (2.44) n− 1 times, with n ≤ N − k, we obtain

DN
k (t) =

n−1∑
m=0

λm

∫ t

0

∫ t1

0

, . . . ,

∫ tm−1

0

dt1, . . . , dtm
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×Sk(t− t1)Ck,k+1, . . . , Sk+m−1(tm−1 − tm)Ck+m−1,k+m(BN
k+m(tm) + EN

k+m(tm))

+λn

∫ t

0

∫ t1

0

, . . . ,

∫ tn−1

0

dt1, . . . , dtn

×Sk(t− t1)Ck,k+1, . . . , Sk+n−1(tn−1 − tn)Ck+n−1,k+nD
N
k+n(tn).(2.45)

By (2.34), (2.40), and the assumption λt < 1
8a , it follows from (2.41) that

‖DN
k+n(t)‖L1 ≤ 1 + 2k+n+1(2.46)

so that, after elementary calculation, we can bound the L1-norm of the last term in
the right-hand side of (2.45) by the quantity 4 · 4k( 1

2 )n.
Moreover we have

‖BN
k (t)‖L1 ≤ k2λta

N
(2.47)

and

‖EN
k (t)‖L1

≤ k2λta

N
(2.48)

so that (2.45) implies

‖DN
k (t)‖L1

≤ 2k

N

∑
m≥0

(2aλt)m+1(k + m)2 + 4 · 4k
(

1

2

)n

(2.49)

≤ 4k

N

4aλt

1 − 4aλt
+ 4 · 4k

(
1

2

)n

.

The thesis follows by putting n = N − k.
Remark. The above result can be used to show the convergence of the solutions of

the N -particle system to the solution of our Boltzmann equation. Indeed, Theorem 2.4
shows the existence and uniqueness of the solutions to hierarchy (2.32) for short times.

Assume that the initial datum is factorizing, i.e., fN
k = f

⊗
k

0 , where f0 is some one-
particle probability density. Then it is easy to show that the unique solution of
the hierarchy (2.32) we have constructed is of the form fk(t) = f

⊗
k(t), where f(t)

solves the Boltzmann equation (2.1) with initial datum f0. This property is called
propagation of chaos. Thus we have shown that fN

k (t) → f
⊗

k(t) for all k > 0, in L1

and for short times. On the other hand, t must be smaller than a numerical constant
independent of f0 so that the procedure can be iterated in time to show that the
convergence is global (see [LP], [PWZ], [P] for details).

Coming back to the stationary problem, we conclude this section by formulating
the main result of this paper which will be proven in the next section. We recall that
g denotes the stationary solution to the boundary value problem (2.13) constructed
in Theorem 2.2 and we set

gk(Zk) =
k∏

i=1

g(zi).(2.50)
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We also recall that f̃N
k denotes the k-particle distribution of the unique invariant

measure of the N -particle system. We will prove the following result.
Theorem 2.5. There exists λ0 > 0 such that for any λ ≤ λ0 and any integer

k ≥ 1 it is

‖f̃N
k − gk‖L1

≤ ck

N
, N > k,

for some constant c not depending on λ, k,N .

3. Proof of Theorem 2.5. We introduce a formalism which plays a very im-
portant role in what follows. Let I ⊂ N be a bounded set of indices and let |I|
represent its cardinality. We consider families of symmetric functions Φ = {ΦI}I⊂N

,

where Φ acts on [Ω × V ]
N
, and each ΦI on [Ω × V ]

I
, respectively. Given two families

Φ = {ΦI}I⊂N
and Ψ = {ΨI}I⊂N

, we give the following definition of ∗-product:

(φ ∗ ψ)I(ZI) =
∑
J⊆I

φJ(ZJ)ψI\J(ZI\J),(3.1)

where we are using the notation ZI = {zi|i ∈ I}. Let us put

φ⊥
I = (−1)|I|φI(3.2)

and finally, let us define

vNI = (g⊥ ∗ f̃N )I ,(3.3)

where we set f̃N
I (ZI) = f̃N

k (ZI) if |I| = k. We assume that

f̃N
∅ = g∅ = vN∅ = 1 .(3.4)

We want to stress that, if it were

f̃N
I (ZI) =

∏
i∈I

f(zi),

then

vNI (ZI) =

|I|∏
i=1

[g(zi) − f(zi)].(3.5)

This means, in a sense, that the functions vN represent the product of the differences
rather than the difference of the products which we would have to deal with.

By (3.4) it follows that the definition (3.3) can be inverted to obtain

f̃N
I = (g ∗ vN )I ,(3.6)

and this implies, as it can be easily seen, that

‖f̃N
k − gk‖L1 ≤

∑
J⊂I, J 6=∅

‖vNJ ‖L1 ,(3.7)

where I = {1, . . . , k} . Therefore we will prove Theorem 2.5 by estimating vN .
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As a consequence of Theorem 2.1, we have the following.
Lemma 3.1. For any η > 0 there exists a T (η) such that, for t > T (η) and J ⊂ I,

the following estimate holds:

‖SJ(t)vNI ‖L1
≤ ηj‖vNI ‖L1

,(3.8)

where SJ(t) =
∏

i∈J S{i}(t) and j = |J | .
Remark. Had we considered directly the difference f̃N

I − gI in place of vNI ; at the

best we would have obtained ‖SJ(t)(f̃N
I − gI)‖L1

≤ η‖f̃N
I − gI‖L1

, and this is not
sufficient for our purpose.

Proof. We first prove that, for all η > 0, there exists T (η) such that, for t > T (η),
for all u = u(z), u ∈ L1, satisfying

∫
udz = 0, one has

‖S(t)u‖L1
≤ η‖u‖L1

.(3.9)

Indeed, denoting by u+ and u− the positive and negative part of u, respectively,
setting

A =

∫
u+dz =

∫
u−dz(3.10)

we have by Theorem 2.1

‖S(t)u‖L1 = ‖S(t)u+ − S(t)u−‖L1(3.11)

≤ A‖S(t)

(
u+

A

)
− ḡ‖L1 + A‖S(t)

(
u−

A

)
− ḡ‖L1 ≤ 2Aη = η‖u‖L1 .

Let J = {i1, . . . , ij}, and define the functions

rk(ZI) = S{i1,... ,ik}(t) v
N
I (ZI) , k = 0, 1, . . . , j .

These functions satisfy∫
rk−1(ZI) dzik = 0 , k = 1, . . . , j,

since
∫
vNI (ZI) dzi = 0 , ∀i ∈ I , as a consequence of the definition of vN . Thus, we

obtain from (3.9) that

∫
|rk(ZI)| dzik =

∫
|S{ik}(t) rk−1(ZI)| dzik ≤ η

∫
|rk−1(ZI)| dzik

and ‖rk‖L1
≤ η ‖rk−1‖L1

, k = 1, . . . , j, so that (3.8) follows immediately.
We recall that (PN (t)f̃N )I = f̃N

I for all I such that 0 < |I| ≤ N and (P (t)g)I = gI
for all I with |I| > 0. We extend this invariance property to the empty set; that is,
(see (3.4))

(PN (t)f̃N )∅ = 1 , (P (t)g)∅ = 1.(3.12)

We also put

(P (t)f̃N )∅ = 1.(3.13)
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For any finite set of indices I, we have

vNI = (g⊥ ∗ f̃N )I = (g⊥ ∗ PN (t)f̃N )I(3.14)

= (g⊥ ∗ P (t)f̃N )I + (g⊥ ∗ [PN (t) − P (t)]f̃N )I .

Before going on with the estimate of vN , we introduce a suitable norm. Given an
infinite sequence of L1-functions φ = {φk} and a real positive number α we set

‖φ‖α = sup
k=1,2,... ,

‖φk‖L1
e−αk.(3.15)

Putting

RN
I (t) = (g⊥ ∗ [PN (t) − P (t)]f̃N )I(3.16)

by Theorem 2.4 and (3.12) and (3.13), it follows that for α ≥ 2log3 and λt < 1
8a , we

have

‖RN (t)‖α ≤ c2
N

.(3.17)

Indeed, suppose |I| = k,

‖RN
I (t)‖L1

≤
k∑

h=1

(
k

h

)
‖([PN (t) − P (t)]f̃N )h‖L1

≤ 9kc2
N

(3.18)

so that (3.17) follows.
Since (g⊥ ∗ g)I = 0 if |I| > 0, we have by (3.4), (3.12), and (3.14) that

vNI = (g⊥ ∗ P (t)(f̃N − g))I + RN
I (t) := (g⊥ ∗ P (t)ψ)I + RN

I (t)(3.19)

where, by (3.6) we have put

ψI =
∑
S⊂I
|S|>0

vNS gI\S , ψ∅ = 0.(3.20)

We prove the following result.
Lemma 3.2. Let η be a positive real number and choose T (η) as in Lemma 3.1.

Then, for any integer k > 0 and t > T (η), the following estimate holds:

‖(P (t)ψ)k − Sk(t)ψk‖L1 ≤ δk
1 − 2aλt(eα + 1)

‖vN‖α,(3.21)

with δk = 2k(1 + k2k−1eα)(η2 + 2aλt(eα + 1)), provided that λ and η are so small to
satisfy eα[η2 + 2aλt(eα + 1)] < 1.

Proof. To prove the lemma, we write the expansion already introduced in (2.34)–
(2.35). More precisely,

(P (t)ψ)k =
∑
n≥0

λn

∫ t

0

∫ t1

0

· · ·
∫ tn−1

0

dt1 . . . dtn

k∑
i1=1

k+1∑
i2=1

· · ·
k+n−1∑
in=1

×Sk(t− t1)C
i1
k,k+1, . . . , Sk+n−1(tn−1 − tn)Cin

k+n−1,k+nSk+n(tn)ψk+n,(3.22)
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where

k+r−1∑
ir=1

Cir
k+r−1,k+r = Ck+r−1,k+r, r = 1, 2, . . . , n,

that is, Cir
k+r−1,k+r is the contribution due to the collision of the irth particle (among

the k + r − 1 particles) with the k + rth. Let us indicate by Ir the set of indices
{1, 2, . . . , r} and by I(k, n) the set Ik+n \ Ik ≡ {k + 1, . . . , n}. Then by the definition
of ψ it is

ψk+n =
∑

S1⊆Ik

∑
S2⊆I(k,n)

vNS1∪S2
gIk+n\(S1∪S2)χ(|S1| + |S2| > 0).(3.23)

We now select among the particles in S1 those which do not interact with any other
particle. To this end, we consider the set J = S1 \ {i1, . . . , in} and notice that

∑
i1,...,in

∑
S1⊆Ik

∑
S2⊆I(k,n)

=
∑

S1⊆Ik

∑
S2⊆I(k,n)

∑
J⊆S1

∑
i1,...,in

n∏
r=1

χ(ir /∈ J) .(3.24)

Defining n(s1, j) = max(s1 − j, 1), (3.22) and (3.23) imply

(P (t)ψ)k = Sk(t)ψk +
k∑

s1=0

∑
S1⊆Ik
|S1|=s1

s1∑
j=0

∑
J⊆S1

|J|=j

∑
n>n(s1,j)

∑
i1,...,in

λn(3.25)

×
n∏

r=1

χ(ir /∈ J)
n∑

s2=0

∑
S2⊆I(n,k)
|S2|=s2

χ(s1 + s2 > 0)

∫ t

0

∫ t1

0

· · ·
∫ tn−1

0

dt1 . . . dtn

×SIk\J(t− t1)C
i1
k−j,k−j+1SIk\J

⋃{i1}(t1 − t2) . . . C
in
k−j+n−1,k−j+n

×SJ(t)vNS1

⋃
S2
gIn+k\S1

⋃
S2
.

Here we are using the notation SA(t) =
∏

i∈A S{i}(t) and hence, SA(t) represents the
Knudsen semigroup associated with the free motion of the particles with labels in A.

Formula (3.25) follows from the fact that we have selected J as the set of particles
not interacting with the rest, and hence SJ(t) commutes with all other operators.

By Lemma 3.1, for η > 0 and t > T (η) we have

‖SJ(t)vNS1

⋃
S2
‖L1 ≤ ηj‖vNS1

⋃
S2
‖L1 ,

where j = |J | . Moreover,

‖gIn+k\S1

⋃
S2
‖L1

= 1.

Thus, using the equality

k∑
i1=1

k+1∑
i2=1

· · ·
k+n−1∑
in=1

n∏
r=1

χ(ir /∈ J) =
(k − j + n− 1)!

(k − j − 1)!
,
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by (2.37) we arrive at the formula

‖(P (t)ψ)k − Sk(t)ψk‖L1
≤ ‖vN‖α

k∑
s1=0

(
k

s1

) s1∑
j=0

(
s1

j

)
ηj

∑
n>n(s1,j)

n∑
s2=0

(
n

s2

)

× (2aλt)n

n!

(k − j + n− 1)!

(k − j − 1)!
eα(s1+s2)χ(s1 + s2 > 0) .(3.26)

Now we separate from the rest the term corresponding to s1 = 0 and obtain

(3.27)

‖(P (t)ψ)k − Sk(t)ψk‖L1 ≤ ‖vN‖α2k
∑
n≥1

(2aλt)n
n∑

s2=1

(
n

s2

)
eαs2

+ ‖vN‖α
k∑

s1=1

(
k

s1

)
eαs1

s1∑
j=0

(
s1

j

)
ηj2k−j

∑
n>n(s1,j)

(2aλt)n
n∑

s2=0

(
n

s2

)
eαs2 .

Since

n∑
h=0

(
n

h

)
ah = (1 + a)n,

it follows that

(3.28)

‖(P (t)ψ)k − Sk(t)ψk‖L1 ≤ ‖vN‖α2k
∑
n≥1

(2aλt)n(1 + eα)n

+ ‖vN‖α2k
k∑

s1=1

(
k

s1

)
eαs1

s1∑
j=0

(
s1

j

)(η
2

)j ∑
n>n(s1,j)

(2aλt)n(1 + eα)n.

By the hypothesis on λ, 2aλt(1 + eα) < 1 so that we have

(3.29)

‖(P (t)ψ)k − Sk(t)ψk‖L1 ≤ ‖vN‖α2k
2aλt(1 + eα)

1 − 2aλt(1 + eα)

+ ‖vN‖α 2k

1 − 2aλt(1 + eα)

k∑
s1=1

(
k

s1

)
eαs1

s1∑
j=0

(
s1

j

)(η
2

)j

[2aλt(1 + eα)]s1−j .

After a few simple calculations, we arrive at

(3.30)

‖(P (t)ψ)k − Sk(t)ψk‖L1
≤ ‖vN‖α 2k

1 − 2aλt(1 + eα)

×
{

2aλt(1 + eα) +
[
1 + eα

(η
2

+ 2aλt(1 + eα)
)]k

− 1

}
.
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Using the elementary inequality

(1 + x)k − 1 ≤ k2k−1x, x ∈ [0, 1],(3.31)

we obtain

(3.30) ≤ ‖vN‖α 2k

1 − 2aλt(1 + eα)

[
2aλt(1 + eα) + k2k−1eα

(η
2

+ 2aλt(1 + eα)
)]

≤ ‖vN‖α 2k(1 + k2k−1eα)

1 − 2aλt(1 + eα)

[η
2

+ 2aλt(1 + eα)
]
,(3.32)

and the lemma is proven.

We have by Lemma 3.1 and (2.36), recalling the definition (3.20) of ψ,

‖Sk(t)ψk‖L1
≤

k∑
j=1

∑
J⊆Ik
|J|=j

‖Sk(t)v
N
J gIk\J‖L1

≤
k∑

j=1

∑
J⊆Ik
|J|=j

ηj‖vNJ ‖L1
≤ ‖vN‖α

k∑
j=1

(
k

j

)
ηjeαj

= ‖vN‖α[(1 + eαη)k − 1] ≤ ‖vN‖αk2k−1eαη(3.33)

for eαη ≤ 1.

From Lemma 3.2 and (3.33) it finally follows that

‖(P (t)ψ)k‖L1 ≤ 2
δk

1 − 2aλt(1 + eα)
‖vN‖α .(3.34)

Now the proof of the theorem is nearly complete. The estimate (3.34), together with
the fact that (P (t)ψ)∅ = 0, imply for 2aλt(1 + eα) < 1

2 that

‖(g⊥ ∗ P (t)ψ)k‖L1
≤ 4‖vN‖α

k∑
j=1

(
k

j

)
δj

≤ 4‖vN‖α
(η

2
+ 2aλt(eα + 1)

) k∑
j=1

(
k

j

)
2j(1 + j2j−1eα)

≤ 4‖vN‖α(η + 2aλt(eα + 1))2eα
k∑

j=0

(
k

j

)
23j

≤ 8‖vN‖α(η + 2aλt(eα + 1))eα9k.(3.35)

Thus

‖(g⊥ ∗ P (t)ψ)k‖L1
e−αk ≤ 8‖vN‖α(η + 2aλt(eα + 1))eαe(log9−α)k.(3.36)
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Now we can fix the parameters λ, T, η. We recall that α ≥ 2log3, and choose
η ≤ 1

32eα . Consequently we fix t = T (η) as in Lemma 3.1. Finally we choose λ in
such a way that eα2aλt(eα + 1) ≤ 1

32 . Then we have

‖g⊥ ∗ P (t)ψ‖α ≤ 1

2
‖vN‖α(3.37)

and, by (3.19) and (3.37),

‖vN‖α ≤ 2‖RN (t)‖α
so that (3.17) concludes the proof.

Appendix.
Proof of Theorem 2.1. Consider S(t) to be the Knudsen flow and Pt(x

′, v′;x, v)
to be the transition probability densities given by

∫
Pt(x

′, v′;x, v)f(x′, v′)dx′dv′ = S(t)f(x, v)

for f ∈ L1(Ω × V ) . For any final state (x, v), trace the backward trajectories x− s v
up to the instant (say t) of the collision with the boundary. Denote y = y(x, v) =
x− v t ∈ ∂Ω as the point of the collision.

We introduce the set

M(β) = {(x, v) ∈ Ω × V : |v · n(y)|M(y, v) ≥ β} , β > 0 .(A.1)

Note that for all (x, v) ∈ M(β), the transition (y, v) → (x, v) is performed with
positive probability density (cf. (2.8)). Let

t0 =
4 dmax

umin
,(A.2)

where umin > 0 denotes the modulus of the smallest velocity, while dmax is the diam-
eter of Ω .

We first show that

inf
x′,v′

inf
(x,v)∈M(β)

Pt0(x
′, v′;x, v) ≥ γ > 0 .(A.3)

Tracing the forward trajectory x′ + s v′ up to the instant (say t′) of the collision with
the boundary, we denote by y′ = y′(x′, v′) = x′ + v′ t′ the hitting point. So we still
have to connect the points y′ and y by some trajectory within the remaining time
t0 − t − t′. These trajectories should be such that both the upper bound for their
length and the positive lower bound for their probability density are uniform in y, y′ .

Assumption A (concerning Ω). For all y, y′ ∈ ∂Ω, there exists y1 ∈ ∂Ω such that

min(‖y1 − y‖, ‖y1 − y′‖) ≥ ε(A.4)

and

|e(y′, y1) · n(y′)| ≥ ε , |e(y1, y) · n(y1)| ≥ ε , |e(y, y1) · n(y)| ≥ ε ,(A.5)

where e(y, y1) = y1−y
‖y1−y‖ , and ε > 0 does not depend on y, y′, y1 .
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Remark. This assumption is fulfilled if Ω has a smooth boundary, but it is also
fulfilled in other cases. Note that, for simplicity, we assume Ω to be convex.

Assumption B (concerning M). There exists u0 > 0 such that

M(x, v) ≥ Mmin > 0, if u0 ≤ ‖v‖ ≤ 4u0.(A.6)

Remark. This assumption is fulfilled if, e.g., M is a Maxwellian.
We first go from y′ to y1 = y1(y, y

′) provided by Assumption A, with a velocity
satisfying (A.6), and then spend the rest of the time travelling between y1 and y . The
remaining time τ satisfies

dmax

umin
≤ τ ≤ 4 dmax

umin
,(A.7)

since all flight times within Ω are bounded by dmax

umin
.

Note that, according to (A.7), one step from y1 to y is not enough. Therefore, we
choose some flight time t∗ ∈ (tmin, tmax) , where

tmin = tmin(y1, y) =
‖y − y1‖

4u0
, tmax = tmax(y1, y) =

‖y − y1‖
u0

,(A.8)

and u0 is provided by Assumption B. The velocities v∗ = y−y1

t∗ and −v∗ allow us to
go both directions with probability density uniformly bounded from below. Indeed,
according to (A.5) and (A.6), we have (cf. (2.8))

|v∗ · n(y1)|M(y1, v
∗) = ‖v∗‖ | v∗

‖v∗‖ · n(y1)|M(y1, v
∗) ≥ u0 εMmin.

The same is true for y and −v∗.
We go in double steps before making the last one. Thus, we have to solve the

equation

2 l t∗ + s = τ,(A.9)

for each τ satisfying (A.7), with respect to s ∈ (tmin, tmax) and l = 0, 1, . . . . To this
end, the intervals

(2 l t∗ + tmin, 2 l t
∗ + tmax), l = 0, 1, . . . ,(A.10)

should cover the interval given by (A.7). This is fulfilled if the intervals (A.10) overlap,
i.e., one needs the condition

2 l t∗ + tmax > 2 (l + 1) t∗ + tmin l = 0, 1, . . . ,

or 2 (t∗ − tmin) < tmax − 3 tmin = tmin, which is fulfilled provided that

tmin < t∗ <
3

2
tmin.

Using (A.9), (A.7), and (A.8), the number l is estimated from above uniformly in
y, y1 ,

l ≤ τ

2 t∗
≤ 8 dmax u0

umin ε
,
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where ε is from (A.4).
Now let z = (x, v) , z′ = (x′, v′) be states of the system and t0 be defined in

(A.2). We denote

P (z′, z) = Pt0(x
′, v′; x, v), Sf(z) =

∫
P (z′, z) f(z′) dz′ = S(t0)f(z),(A.11)

π(z′, Z ′; z) = min
(
P (z′, z), P (Z ′, z)

)
(A.12)

and

π̃(z′, Z ′) =

∫
π(z′, Z ′; z) dz .(A.13)

Note that π ≥ 0 and 0 ≤ π̃(z′, Z ′) ≤ 1.
Define a transition probability

P̂ (z′, Z ′; z, Z)(A.14)

= π(z′, Z ′; z) δ(z − Z) +
[P (z′, z) − π(z′, Z ′; z)] [P (Z ′, Z) − π(z′, Z ′; Z)]

1 − π̃(z′, Z ′)

and the operator

Ŝ Φ(z;Z) =

∫ ∫
P̂ (z′, Z ′; z, Z) Φ(z′, Z ′) dz′ dZ ′.(A.15)

Note that∫ ∫
P̂ (z′, Z ′; z, Z) dz dZ = π̃(z′, Z ′) +

[1 − π̃(z′, Z ′)] [1 − π̃(z′, Z ′)]
1 − π̃(z′, Z ′)

= 1.

The corresponding Markov chain behaves as follows.
With probability π̃(z′, Z ′), there is a transition from (z′, Z ′) into (z, Z) according

to

π(z′, Z ′; z)
π̃(z′, Z ′)

δ(z − Z),

i.e., z is distributed according to π(z′,Z′; z)
π̃(z′,Z′) and Z = z.

With probability 1 − π̃(z′, Z ′), there is a transition from (z′, Z ′) into (z, Z)
according to

[P (z′, z) − π(z′, Z ′; z)] [P (Z ′, Z) − π(z′, Z ′; Z)]

[1 − π̃(z′, Z ′)]2
,

i.e., z, Z are independent and distributed according to P (z′,z)−π(z′,Z′; z)
1−π̃(z′,Z′) and

P (Z′,Z)−π(z′,Z′;Z)
1−π̃(z′,Z′) , respectively.

Note that if z′ = Z ′ then, according to (A.12) and (A.13), we have π(z′, Z ′; z) =
P (z′, z) and π̃(z′, Z ′) = 1 . Thus, z is distributed according to P (z′, z) and Z = z so
that the particles remain together.
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Lemma A.1. Let R be a joint representation of f and g, i.e.,

∫
R(z, Z) dZ = f(z) and

∫
R(z, Z) dz = g(Z),

and let S, Ŝ be defined in (A.11) and (A.15). Then, for any n ≥ 1,

‖Snf − Sng‖L1
≤ 2

∫ ∫
ρ(z, Z) ŜnR(z, Z) dz dZ,

where ρ is the discrete distance, i.e., ρ(z, Z) = 1 if z 6= Z and ρ(z, Z) = 0 if Z = z.
Proof. We first show that ŜnR is a joint representation of Snf and Sng , for any

n ≥ 1 . From (A.15) and (A.14) we obtain

∫
Ŝ R(z, Z) dz

=

∫ ∫ [
π(z′, Z ′; Z) +

[1 − π̃(z′, Z ′)] [P (Z ′, Z) − π(z′, Z ′; Z)]

1 − π̃(z′, Z ′)

]
R(z′, Z ′) dz′ dZ ′

=

∫ ∫
P (Z ′, Z)R(z′, Z ′) dz′ dZ ′ =

∫
P (Z ′, Z) g(Z ′) dZ ′ = S g(Z).

Analogously one shows that
∫
Ŝ R(z, Z) dZ = S f(z), so that ŜR is indeed a joint

representation of Sf and Sg . The general case is established by induction.
The case n = 1 is now obtained from the estimate

‖S f − S g‖L1

=

∫ ∣∣∣∣
∫

ŜR(z, Z) dZ −
∫

ŜR(Z, z) dZ|dz ≤
∫ ∫

|ŜR(z, Z) − ŜR(Z, z)| dZ dz

=

∫ ∫
ρ(z, Z) |ŜR(z, Z) − ŜR(Z, z)| dZ dz ≤ 2

∫ ∫
ρ(z, Z) ŜR(z, Z) dZ dz.

In the general case we have

‖Snf − Sng‖L1

= ‖S(Sn−1f) − S(Sn−1g)‖L1
≤ 2

∫ ∫
ρ(z, Z) Ŝ(Ŝn−1R)(z, Z) dZ dz,

which completes the proof.
Lemma A.2. Let Ŝ be defined in (A.15) and let R be a probability density function.

Then there exists ε > 0 such that∫ ∫
ρ(z, Z)ŜnR(z, Z) dz dZ ≤ (1 − ε)n , ∀n ≥ 1.
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Proof. According to (A.11), (A.12), and (A.13), we have

π̃(z′, Z ′) = inf
x′,v′; x,v

∫ ∫
min

(
Pt0(x

′, v′; y, w), Pt0(x, v; y, w)
)
dy dw .

Thus, using (A.3) we obtain

π̃(z′, Z ′)

≥
∫ ∫

inf
x′,v′

Pt0(x
′, v′; y, w) dy dw ≥

∫ ∫
χM(β)(y, w) inf

x′,v′
Pt0(x

′, v′; y, w) dy dw

≥ inf
x′,v′

inf
(y,w)∈M(β)

Pt0(x
′, v′; y, w)λ(M(β)) ≥ γ λ(M(β)),

where the symbol χ denotes the indicator function. Consequently, the estimate

1 ≥ π̃(z′, Z ′) ≥ ε > 0(A.16)

holds, since the set M(β), defined in (A.1), has positive Lebesgue measure.
Consider a Markov chain (ξn, ζn) with the transition function (A.14). Let the

random variables ξ0, ζ0 have the joint distribution R . Then the random variables
ξn, ζn have the joint distribution ŜnR , and∫ ∫

ρ(z, Z) ŜnR(z, Z) dz dZ = P (ξn 6= ζn),(A.17)

where P denotes the probability. We obtain

P (ξn 6= ζn) = P (ξn 6= ζn | ξn−1 = ζn−1)P (ξn−1 = ζn−1)

+

∫ ∫
ρ(z, Z)P (ξn 6= ζn | ξn−1 = z , ζn−1 = Z) Ŝn−1R(z, Z) dz dZ

≤
∫ ∫

ρ(z, Z) [1 − π̃(z, Z)] Ŝn−1R(z, Z) dz dZ ,

according to (A.14). Using (A.16) and (A.17), we get

P (ξn 6= ζn) ≤ (1 − ε)

∫ ∫
ρ(z, Z) Ŝn−1R(z, Z) dz dZ = (1 − ε)P (ξn−1 6= ζn−1),

and the result follows by iteration.
From Lemmas A.1 and A.2 we get

‖Snf − Sng‖L1 ≤ 2 (1 − ε)n,(A.18)

and, consequently,

‖Sn+mf − Snf‖L1
= ‖SnSmf − Snf‖L1

≤ 2 (1 − ε)n.

Because of the completeness of L1 , this implies existence of some ḡ = limn→∞ Snf ,
for which we have Sḡ = ḡ . Moreover, uniqueness of such ḡ follows from (A.18).
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Note that limn→∞ fn = ḡ, fn ≥ 0‖fn‖L1
= 1 imply ḡ ≥ 0 and ‖ḡ‖L1

= 1, since
| ∫ ḡ − 1| ≤ ∫ |ḡ − fn|.

Finally, from (A.18) we have, for t ∈ [t0 n, t0 (n + 1)),

‖S(t)f − ḡ‖L1
≤ ‖SnS(t− t0 n)f − Snf‖L1 + ‖Snf − ḡ‖L1 ≤ 4 (1− ε)n ≤ 4 (1− ε)

t
t0 ,

and (2.15) follows. Moreover, it follows from (A.18) that

‖S(t)ḡ − ḡ‖L1
= ‖S(t)Snḡ − Snḡ‖L1 ≤ 2 (1 − ε)n , ∀n,

which implies (2.14).

Proof of Theorem 2.2. Let p = p(x, v, t) and l = l(x, v, t) be two solutions of the
initial boundary value problem (2.1)–(2.3), with initial conditions p0 and l0, respec-
tively. Writing the evolution equation in mild form (2.10), we have

p(t) − l(t) = S(t)(p0 − l0) + λ

∫ t

0

ds S(t− s)Q(p(s) + l(s), p(s) − l(s)),

where Q(f, g) is the symmetrized collision operator (2.4).

By (3.9) we have that, if h = h(x, v) has the property
∫
h = 0, then

‖S(t)h‖L1 ≤ e−bt‖h‖L1 .

Since
∫
Q(f, g) = 0 for any pair of functions f and g, we have (cf. (2.38))

‖p(t) − l(t)‖L1 ≤ e−bt‖p0 − l0‖L1 + 2aλ

∫ t

0

ds e−b(t−s)‖p(s) − l(s)‖L1 ,

so that, using the Gronwall lemma,

‖p(t) − l(t)‖L1 ≤ ‖p0 − l0‖L1e
−(b−2aλ)t.

In particular, we obtain

‖p(t + τ) − p(t)‖L1 ≤ ‖p(τ) − p0‖L1e
−(b−2aλ)t ≤ 2 e−(b−2aλ)t , ∀τ ≥ 0.

Therefore, if λ < b
2a , there exists a probability density g which is the unique global

attracting point for the flow described by (2.1) and also the unique invariant solution
for such an evolution problem.

Remark. It is not hard to show that g solves the stationary equation (Gfree)∗g+
λQ(g, g) = 0 and also solves the boundary value problem (2.13). In particular, the
trace of g on the boundary does exist. These considerations are not relevant for the
present analysis, so we do not go further.

Proof of Theorem 2.3. This theorem is easily proved using the same arguments
as for the Knudsen flow. Indeed, it is enough to observe that for a fixed time t, the
probability of each particle of the system to perform a collisionless motion is strictly
positive. We remark that in [GLP] the same result has been obtained in a more
difficult context.
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Abstract. Let L(p)u = D4u − (p1u′)′ + p2u be a fourth-order differential operator acting on
L2[0, 1] with p ≡ (p1, p2) belonging to L2

R
[0, 1] × L2

R
[0, 1] and boundary conditions u(0) = u′′(0) =

u(1) = u′′(1) = 0. We study the isospectral set of L(p) when L(p) has simple spectrum. In particular
we show that for such p, the isospectral manifold is a real-analytic submanifold of L2

R
[0, 1]×L2

R
[0, 1]

which has infinite dimension and codimension. A crucial step in the proof is to show that the
gradients of the eigenvalues of L(p) with respect to p are linearly independent: we study them as
solutions of a non-self-ajdoint fifth-order system, the Borg system, among whose eigenvectors are the
gradients.

Key words. inverse spectral problem, ordinary differential equations
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1. Introduction. This paper initiates a study of isospectral sets of coefficients
for self-adjoint, fourth-order ordinary differential operators, in Liouville–Green nor-
mal form, on the finite interval [0, 1]. Such operators are labelled by a pair of coef-
ficients p = (p1, p2). Our motivation is twofold: first, we would like to understand
the inverse spectral problem for fourth-order operators such as the Euler–Bernoulli
operator of mechanics; second, we would like to develop techniques of analysis which
are systematic in nature and are therefore likely to be useful in the study of other
singular and higher order ordinary differential operators. Our goal is to understand
the set of coefficients isospectral to a given pair p = (p1, p2) as a Hilbert submanifold
of a suitable Hilbert space of coefficients, in analogy to the analysis of the second-
order Sturm–Liouville problem carried out by Trubowitz and his collaborators (see
[11, 18, 19, 26, 27], and see [10] for more recent results).

As in the work of Trubowitz et. al., we use methods of global analysis to study
the isospectral manifold as a level set of the direct spectral map from coefficients
to spectra. For the class of operators we consider, the gradient gn(x; p) of a given
eigenvalue λn(p) is an ordered pair consisting of an eigenfunction square and the
square of its derivative, and so the gradient of the mapping from coefficients to spectra
is the infinite sequence of all such ordered pairs. A crucial part of the analysis is to
show that these ordered pairs form a linearly independent set.

Our approach differs from the approach to the Sturm–Liouville problem taken
in [11, 18, 19, 26, 27] in two respects. First of all, we use resolvent perturbation
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techniques rather than integral equations and complex analysis to obtain the nec-
essary eigenvalue and eigenfunction asymptotics: see the thesis of the third author
[29], where these techniques are developed at greater length. Secondly, we study
orthogonality properties of the gradients, not using special identities, but rather by
studying an associated non-self-adjoint, fifth-order system, the Borg system, among
whose eigenvectors are exactly the gradients gn(x, p). Our system is the analogue, for
fourth-order differential operators, of a third-order non-self-adjoint eigenvalue prob-
lem introduced by Borg [9] in his study of completeness of eigenfunction squares in
the Sturm–Liouville problem. We believe this technique to be a powerful one which
admits generalization to other inverse spectral problems involving ordinary differential
operators.

To describe our results in detail, we first specify the class of fourth-order operators
which we will study. In order to study the isospectral set as a Hilbert manifold, we
wish to study operators L(p) where p ranges over a Hilbert space of coefficients; here
L(p) is the operator

L(p)u = D4u−D(p1Du) + p2u(1.1)

on L2[0, 1], where p = (p1, p2). In what follows, we will impose “double Dirichlet”
boundary conditions u(0) = u′′(0) = u(1) = u′′(1) = 0, although our methods can be
used to treat other separated, self-adjoint boundary conditions.

A natural choice for the Hilbert space of coefficients is E ≡ L2
R
[0, 1] × L2

R
[0, 1],

where L2
R
[0, 1] denotes real-valued, square-integrable, measurable functions on [0, 1].

For such singular coefficients it is convenient to define the operator L(p) by the method
of sesquilinear forms (see, for example, Kato [17, Chapter 6]). Since we wish to
study real analyticity of various maps on E, it will also be convenient to introduce
EC ≡ L2

C
[0, 1] × L2

C
[0, 1] and define L(p) for p ∈ EC. To this end, we introduce the

sesquilinear form

q(u, v) =

∫ 1

0

u′′(x)v′′(x) + p1(x)u′(x)v′(x) + p2(x)u(x)v(x) dx(1.2)

with the form domain

Q(q) = {u ∈ H2[0, 1] : u(0) = u(1) = 0}

for p ∈ EC. It is not difficult to see that the form q with p = 0 is a closed positive
form. Using this fact and simple perturbative estimates, one can show that the form
q with 0 6= p ∈ EC is also closed and sectorial, i.e., that the set

{q(u, u) : u ∈ Q(q), ‖u‖L2[0,1] = 1}

is contained in a sector of the complex plane of the form <(z) ≥ −c, |=(z)| ≤ (<(z)+c).
Here c depends only on ‖p‖E ; a complete proof is given in [29, section 5.2].

It follows from the form representation theorem (see, for example, Theorem VI.2.1
of [17]) that there is a unique sectorial operator L(p), i.e., a unique closed operator
with numerical range in a sector, associated with the sesquilinear form q. It follows
from the same theorem that for all p ∈ EC, the domain of L(p) is contained in the
H3[0, 1] functions with u(0) = u′′(0) = u(1) = u′′(1) = 0. Thus L(p) is an operator
with compact resolvent, and its spectrum consists of an infinite sequence, {λn(p)},
of discrete eigenvalues. Using the form representation theorem, one can also show



ISOSPECTRAL SETS FOR DIFFERENTIAL OPERATORS 937

that if p ∈ C1([0, 1]; C2), then L(p) is the operator (1.1). For more singular p the
action of L(p) may be understood in terms of the quasi-derivatives associated with
the operator L(p): see Naimark [25] for the general theory and Schueller [29, section
5.3] for its application to fourth-order operators.

We wish to study isospectral sets of L(p) for p = (p1, p2) ∈ E. In order to
apply techniques of global analysis, we need to realize the direct spectral map from
coefficients to spectral data as a map between Hilbert spaces. To this end, we set

µ0(p) = p1 =

∫ 1

0

p1(x) dx

and

µn(p) =
λn(p) − λn(0) − n2π2p1

n2π2 .

We will show that the sequence {µn(p)}∞n=0 belongs to the Hilbert space F ≡ `2(0∪N).
The direct spectral map is the mapping µ : E → F defined by µ(p) = {µn(p)}. The
isospectral set M(p) of a given p ∈ E is the set of all q ∈ E with µ(q) = µ(p). We
will say that p ∈ E has simple spectrum if the sectorial operator L(p) has only simple
eigenvalues. First of all, we will prove the following theorem.

Theorem 1.1. The set of p ∈ E with simple spectrum is open and dense in E.
Denote this set by E . There are physically relevant families of fourth-order prob-

lems, such as the Liouville–Green normal forms of the Euler–Bernoulli equation, which
are known to have simple spectrum (see, e.g., [14]). Thus, restricting attention to
p ∈ E is not unreasonable for many problems of physical interest. Our main result is
as follows.

Theorem 1.2. For each p ∈ E, M(p) ∩ E is a real-analytic submanifold of E of
infinite dimension and infinite codimension.

We can quantify the “size” of M(p) more precisely by introducing some auxiliary
boundary value problems associated with the formal differential operator L(p). To
define these auxiliary boundary value problems, we introduce the closed sesquilinear
forms q1 and q2 which are given by the expression (1.2) defined on the respective
domains

Q1 = {u ∈ H2[0, 1] : u(0) = 0, u′(1) = 0}

and

Q2 = {u ∈ H2[0, 1] : u(0) = 0, u(1) = u′(1) = 0}.

We denote the associated sectorial operators by L1(p) and L2(p), and their corre-
sponding eigenvalues by σn(p) and τn(p), respectively. For p ∈ C∞

0 ([0, 1]; C2), these
operators carry the following boundary conditions:

L(p) : u(0) = u′′(0) = u(1) = u′′(1) = 0,(1.3)

L1(p) : u(0) = u′′(0) = u′(1) = u′′′(1) = 0,(1.4)

L2(p) : u(0) = u′′(0) = u(1) = u′(1) = 0.(1.5)



938 L. F. CAUDILL, P. A. PERRY, AND A. W. SCHUELLER

We conjecture that for p ∈ E and q in a dense and open subset of M(p), the
three sets of eigenvalues {λn(q)}, {σn(q)}, {τn(q)} give local coordinates for M(p).
We expect to prove this in a subsequent paper.

Theorem 1.2 involves a study of the differential of the direct spectral map µ. We
will first study µ on a dense subset D of E consisting of functions p ∈ C∞

0 ((0, 1); R2)
such that the spectra of each of the three boundary value problems is simple and
the intersection of the sets {λn(p)}, {σn(p)}, and {τn(p)} is empty. We show that
the set D is dense in E in Theorem 3.1. We will also show that eigenvalues and
eigenfunctions associated with operators L(q) with q ∈ E can be well approximated
by those associated with operators L(p) with p ∈ D.

To show that the isospectral manifold is real-analytic, we wish to apply the real-
analytic implicit function theorem (see, for example, [26, p. 154]). Theorem 1.2 follows
from Theorem 1.3.

Theorem 1.3. The direct spectral map µ is a real-analytic mapping from E to
F . For p ∈ E and each q ∈ M(p), there is an orthogonal decomposition TqE =
Ev(q) ⊕ Eh(q) such that dµ(p) is a linear isomorphism of Ev(q) onto F and Eh(q) has
infinite dimension.

We will prove Theorem 1.3 by showing that (1) the map µ is real-analytic as a map
from E into F , (2) the differential dµ(q) for an arbitrary q ∈ E is well approximated
by the differential dµ(p) of a “nearby” p ∈ D, and (3) the differential dµ(p) has the
required mapping properties for p ∈ D.

To explain steps (2) and (3) more fully, let zn(·; p) be the normalized eigenfunction
corresponding to eigenvalue λn(p). (Note that since p ∈ E , this eigenfunction is unique
up to a phase.) Let 〈· , ·〉E denote the inner product on E. A short calculation shows
that for p ∈ D, the differential dµ(p) is given by

dµ(p)(v1, v2) = {〈gn( · ; p), v〉E}∞n=0 ,(1.6)

where the gradients gn are given by

g0(x; p) = (1, 0)

and

gn(x; p) =

(
z′n(x; p)2

n2π2
− 1,

zn(x; p)2

n2π2

)
, n ≥ 1 .(1.7)

We wish to take Ev to be the span of the gn and Eh to be its orthogonal comple-
ment, the kernel of dµ. If ζ =

∑
j cjgj and c denotes the sequence {cj}, then ‖ζ‖2

E =
〈c, A(q)c〉, where A is the operator on F with matrix 〈gi, gj〉E . If A is a bounded in-
vertible operator, then the gj form a Riesz basis [8] for Ev, and the operator T : Ev → F
defined by Tζ = c, is boundedly invertible. Moreover, S(q) = dµ(q) ◦ T−1 ∈ B(F, F )
has matrix A(q) and so is a linear isomorphism. In step (2), we show that for any
ε > 0 and each q ∈ E , there is a p ∈ D such that ‖S(q)− S(p)‖B(F,F ) < ε. In step (3)
we show that S(p) is boundedly invertible for each p ∈ D by proving that A(p) has
the same property. In order to do so we show that A(0) is boundedly invertible, and,
by perturbation estimates and linear independence of the gn, that the same holds true
for A(p) if p ∈ D. Since the boundedly invertible operators are open in B(F, F ), this
shows that A(q), and hence S(q), is boundedly invertible for any q ∈ E .

The required perturbation estimates on the gn show that∑
n

‖gn( · ; p) − gn( · ; 0)‖2
E
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is finite. In order to obtain these estimates, we exploit the observation that the
functions z2

n and (z′n)2 can be recovered from the respective residues of the operators
(L(p)−z)−1 and D(L(p)−z)−1D at z = λn(p). We use resolvent perturbation theory
to estimate the differences zn( · ; p)2 − zn( · ; 0)2 and z′n( · ; p)2 − z′n( · ; 0)2.

To prove that the gn are linearly independent for any p ∈ D, we introduce an
auxiliary fifth-order differential system, the Borg system, satisfied by the gn(p). An
analogous third-order equation was used by Borg [9] in his study of eigenfunction-
squares in the Sturm–Liouville problem. The Borg system for a fourth-order operator
takes the form

M(p)g = λB(p)g

for matrix-valued differential operators M(p) of fifth order and B(p) of third order.
For p ∈ D, the generalized resolvent

R(λ) = (M(p) − λB(p))−1

has simple poles, among which are the eigenvalues λn(p), with corresponding gener-
alized eigenfunctions

ĝn(x; p) =
(
zn(x; p)2, z′n(x; p)2

)
The remaining poles are associated with the two auxiliary boundary value problems;
since p ∈ D, these are distinct from the poles λn(p), and, as we shall see, all of the
poles of the generalized resolvent are simple. Using the simplicity of poles, we can then
construct a biorthogonal set from the rank-one residues of the generalized resolvent
R(λ); this proves linear independence of the ĝn(p). The linear independence of the
gradients gn(p) is an easy consequence. The residues of the Borg operator furnish
tangent vectorfields to the isospectral manifold; we expect, but have not yet proved,
that they are a basis for its tangent space.

We note that the eigenvalue equation

D2
(
r(x)D2y

)
= µρ(x)y

for the Euler–Bernoulli beam can be transformed, by means of a Liouville transform,
into Liouville–Green normal form for smooth coefficients (see, e.g., [5]). Thus our
results apply to Euler–Bernoulli problems with suitable boundary conditions.

A number of results exist in the literature regarding the inverse spectral problem
for fourth-order differential operators. Barcilon [1, 2, 3, 4, 5, 6, 7] proved that the
density and bending stiffness of an Euler–Bernoulli beam can be recovered from three
sets of spectra, showed that fewer than three spectra do not uniquely determine these
coefficients, and also proved some general results on inverse spectral problems for dif-
ferential equations of nth order in Liouville normal form. He also showed that three
sequences of eigenvalues corresponding to certain distinct boundary conditions contain
the same information as one sequence of eigenvalues together with two sets of norming
constants [3]. McLaughlin developed a Gel’fand–Levitan-type reconstruction algo-
rithm for smooth coefficients from one spectrum and two sequences of norming con-
stants [21, 22, 23, 24]. In McLaughlin’s papers [20, 21] it is shown that the isospectral
set for the operator L(0) with boundary conditions u(0) = u′(0) = u(1) = u′(1) = 0
is infinite-dimensional with infinite codimension and that the isospectral set for the
operator L(p) with the same boundary conditions is also infinite dimensional, with
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infinite codimension, provided that the eigenvalues satisfy certain asymptotic forms.
Gladwell gave necessary and sufficient conditions on spectral data to produce an
Euler–Bernoulli beam with strictly positive (i.e., physical) density and bending stiff-
ness [13] and carried out numerical reconstructions of Euler–Bernoulli beams from
finite spectral data [15, 16].

Our results appear to be the first systematic study of the isospectral manifold for
fourth-order differential operators. It should be noted that an operator very similar
to our “Borg operator” in the constant coefficient case appears in Barcilon’s analysis
[3] of the inverse spectral problem.

The plan of this paper is as follows. In section 2 we prove some basic results about
the spectra of L(p) and the two associated boundary value problems. In section 3
we prove Theorem 1.1. In section 4 we show that the sequence of functions {gn(q)}
is stable, in `2(N;E)-sense, under small perturbations of q ∈ E and that the map µ
has its range in F . In section 5, we prove that the map µ is an analytic mapping
from E into F . In section 6, we introduce and analyze the Borg system and use it
to prove linear independence of the vectors gn(p) for each fixed p ∈ D. Finally, in
section 7 we give the proofs of Theorems 1.2 and 1.3. In Appendix A, we collect some
important estimates on the integral kernels of the resolvents, at p = 0, of each of the
three boundary value problems considered. In Appendix B, we discuss the boundary
conditions on the Borg system and prove some technical domain results needed for
section 6.

The results in sections 2 and 4 are proved for a number of separated self-adjoint
boundary conditions in the Ph.D. thesis of the third author [29].

2. Spectra. In this section we prove some basic results about the spectra of the
operators L(p), L1(p), and L2(p) for p ∈ E. The symbol L#(p) will denote one of the
operators L(p), L1(p), or L2(p), and λ#

n (p) will denote the nth eigenvalue of L#(p).
Similarly, q# denotes one of the three sesquilinear forms q, q1, or q2.

The spectra of L(0), L1(0), and L2(0) are given by explicit transcendental equa-
tions (see, for example, [29]). From these, we easily deduce that λn(0) = n4π4,
σn(0) = (n + 1

2 )4π4, and |τn(0)1/4 − (n + 1
4 )π| ≤ 4e−nπ. We expect the eigenvalues

of L#(p) for p 6= 0 to approach these values asymptotically so that the three sets of
spectra “separate” for n large. We will use resolvent perturbation theory to show this
is the case.

The following technical lemma will enable us to prove certain resolvent estimates
for coefficients p ∈ C∞

0 ((0, 1),C2) and extend them by continuity to p ∈ EC. Recall
that a mapping f from an open subset of a Banach space E into a Banach space F is
called compact if f(pn) converges strongly to f(p) in F whenever pn converges weakly
to p in E.

Lemma 2.1. For any fixed z with <(z) sufficiently negative, the mapping p 7→
(L(p) − z)−1 is a compact mapping from E into the bounded operators on L2[0, 1].

Proof. Suppose that pn → p weakly in E. It is easy to verify that the sesquilinear
forms qn# associated with pn converge to the sesquilinear form q# associated with p so
that L#(pn) converges to L#(p) in the strong resolvent sense (see Kato [17, Theorem
VIII.3.6]). It is also easy to check that there is a fixed c, depending only on sup ‖pn‖E ,
such that <qn#(u, u) ≥ −c + 1 and that the operators (L#(0) + 1)1/2(L#(pn) + c)−1

are bounded uniformly in n. Let Rn = (L#(pn) + c)−1 − (L#(p) + c)−1 and let PN

project onto the first N eigenvectors of L#(0). We may estimate

‖Rn‖ ≤ ‖PNRn‖ + ‖(I − PN )Rn‖
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≤ ‖PNRn‖ + ‖(I − PN )(L#(0) + c)−1/2‖ ‖(L#(0) + c)1/2Rn‖.
The second right-hand term goes to zero as N → ∞ uniformly in n, and the first
right-hand term goes to zero as n → ∞ for each fixed N by the compactness of PN

and the fact that Rn converges strongly to zero.
Note that the same proof works if z is only required to lie in the common resolvent

set of the operators L(pn) and L(p).
Let ρ(L#(p)) denote the resolvent set of the operator L#(p). The remarks in

the proof of Lemma 2.1 show that there is a fixed half-plane <(z) < −c so that
(L#(p) − z)−1 exists for any z in this half-plane and any p ∈ EC with ‖p‖EC

≤ M .
Thus the set

SM = ∩{ρ(L#(p)) : ‖p‖EC
≤ M}

has nonempty interior; we will shortly show that it includes the complement of a
countable union of discs whose size depends on M and which are centered at the
eigenvalues of L#(0). In what follows, denote by BM (0) the set {p ∈ E : ‖p‖E < M}.

Lemma 2.2. Fix M > 0 and let U be the interior of the set SM . The mapping
Ψ(z, p) = (L#(p)−z)−1 is a compact analytic mapping from U×BM (0) to the bounded
operators on L2[0, 1].

Proof. Compactness is an immediate consequence of Lemma 2.1 and the first
resolvent formula. The resolvent identity

(L#(p) − z)−1 − (L#(q) − z)−1

= (L#(q) − z)−1(D(q1 − p1)D + (q2 − p2))(L#(p) − z)−1

holds, where D(q1 −p1)D+(q2 −p2) is understood as a sesquilinear form on the form
domain of L#(0). This shows that Ψ is norm continuous. A short calculation with
difference quotients shows that (L#(p) − z)−1 is differentiable in the complex sense
and that

dΨz,p(w, h) = w(L#(p) − z)−2 + (L#(p) − z)−1(Dh1D + h2)(L#(p) − z)−1.

For numbers R > 3 and α ∈ (2, 3), we define a region C#
R,α of C as follows. Let

N be an integer obeying the bounds

(8R)
1

3−α < N < (16R)
1

3−α ,(2.1)

let

D#
N = {z ∈ C : |z| < λ#

N (0) + RNα}
be a disc containing the first N eigenvalues of L#(0), and let

E#
n = {z ∈ C : |z − λ#

n (0)| < Rnα},
a disc containing the nth eigenvalue of L#(0). We set

C#
R,α = DN ∪ (∪∞

n=N+1En

)
.

Thus, the set C#
R,α is the union of a large disc containing the first N eigenvalues of

L#(0) and infinitely many small discs each containing exactly one of the remaining
eigenvalues (see Figure 2.1). We will show that this region still contains the spectrum
of L#(p) for R sufficiently large, depending on ‖p‖E .
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α
Rm

D N

E EmN+1

λ  (0)m

Fig. 2.1. The set CR,α (not drawn to scale).

It is easy to check the following purely geometric properties of C#
R,α.

Lemma 2.3.
(i) Fix one set of boundary conditions. For any R > 3, α ∈ (2, 3), and m > N ,

the regions D#
N and E#

m are mutually disjoint.

(ii) Let E
(1)
n and E

(2)
n be the regions En associated with two distinct sets of bound-

ary conditions. Then E
(1)
n and E

(2)
m are disjoint for n ≥ N+1 and m ≥ N+1.

Proof. (i) The discs Em have radii Rmα, while λ#
m+1(0) − λ#

m(0) ≥ m3 if m ≥ 2.
Thus the discs will be separate if 2R(m+1)α < m3. This is true if m > N . The regions

D#
N and E#

N+1 will be disjoint so long as λ#
N+1(0)−R(N+1)α−(λ#

N (0)+RNα) > 0 or
N3 > RNα+R(N +1)α. This is guaranteed by the choice of N . (ii) Note that, by the
mean value theorem, (x+ 1

4 )4−x4 ≥ x3. Since the fourth roots of any two eigenvalues
of the three operators are separated by a distance of at least 1/4, it follows that the
eigenvalue λ#

m(0) associated with any one of the boundary conditions is separated
from the closest eigenvalue associated with any of the three boundary conditions by
at least (m− 1)3. Thus, it suffices to show that (m− 1)3 > Rmα + R(m− 1)α. This

will be true if
(
m−1
m

)3
m3−α > R(1 + (m−1

m )α). But m > 1 and m3−α > N3−α > 8R
by the choice of N .

We can now state our rough bounds on the location of λ#
n (p).

Theorem 2.4. Fix M > 0 and let p ∈ EC with ‖p‖EC
< M . There is a number

R > 3 depending only on M so that:
(i) The spectrum of L#(p) is contained in C#

R,α.
(ii) The operators L#(p) have exactly N eigenvalues in the region DN .
(iii) The eigenvalues of L#(p) with index n ≥ N + 1 are all simple.
(iv) The sets {λn(p)}∞n=N+1, {σn(p)}∞n=N+1, and {τn(p)}∞n=N+1 have empty in-

tersection.
Proof. The operators L#(p) are sectorial with spectrum contained in a half-plane

<(λ) > −C(M), where C(M) is a positive constant depending only on M [29]. We
will construct the resolvents (L#(p) − z)−1 perturbatively from (L#(0) − z)−1 and

estimate ‖(L#(p)−z)−1‖ uniformly in p with ‖p‖E < M and z 6∈ C#
R,α for sufficiently

large R. This will give (i); (iv) will then follow from Lemma 2.3(ii) and the following
argument. Observe that for p = 0, the region DN contains exactly N eigenvalues, and
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the regions Em each contain one eigenvalue. Analyticity of the resolvents as operator-
valued analytic functions of p ∈ E with ‖p‖E < M will imply analyticity of the

projections onto the eigenspaces of eigenvalues contained in D#
N and E#

n ; by standard
perturbation theoretic arguments (see, for example, [28, section XII.2], and especially
the lemma following Theorem XII.7), the corresponding spectral multiplicities must
be stable under perturbation from 0 to p. This gives (ii) and (iii).

We now turn to the perturbative estimates that prove (i). We will use strong

estimates on the integral kernel G#
0 (x, y; z) for the operator (L#(0) − z)−1 in order

to estimate (L#(p)− z)−1 in operator norm. By Lemma 2.1, it suffices to prove these
operator norm estimates for p ∈ C∞

0 ((0, 1),C2). This assumption allows us to bypass
domain questions which might arise if the coefficients were more singular.

We begin by noting the resolvent equations, true for <(z) sufficiently negative,

(L#(p) − z)−1 = (L#(0) − z)−1 − (L#(0) − z)−1(Dp1D + p2)(L#(p) − z)−1.

Since (L#(p)− z)−1 maps into H3[0, 1] and p1 and p2 are smooth, the composition of
Dp1D+ p2 with (L#(p)− z)−1 is well defined. From this equation it is easy to derive
the useful identity

(L#(p) − z)−1 = A(z) + B(z)(L#(p) − z)−1 ,(2.2)

where

A(z) = (L#(0) − z)−1

− (L#(0) − z)−1Dp1(I + C(z))−1D(L#(0) − z)−1,
(2.3)

B(z) = (L#(0) − z)−1Dp1(I + C(z)−1D(L#(0) − z)−1p2

− (L#(0) − z)−1p2,
(2.4)

and

C(z) = D(L#(0) − z)−1Dp1.(2.5)

These equations are valid whenever ‖C(z)‖ < 1/2. Using Lemma A.4(e), we see

that this holds for z 6∈ C#
R,α so long as CR−1/2(lnR)1/2‖p1‖L2 < 1/2, where C is a

numerical constant; we can ensure this by choosing a sufficiently large R depending
only on M . We wish to show that, by increasing R if necessary, we can make ‖B(z)‖ <

1/2 for z 6∈ C#
R,α and then show that ‖A(z)‖ ≤ CR−1 for a constant C. We can then

use standard analytic continuation arguments to conclude that ‖(L#(p) − z)−1‖ is

bounded for z 6∈ C#
R,α for sufficiently large R depending on M .

First, we show how to choose R depending on M so that ‖B(z)‖ < 1/2 for

z 6∈ C#
R,α. From Lemma A.4(b), (d), and (e), we see that ‖B(z)‖ ≤ CR−1 for a

constant C depending on M so that ‖B(z)‖ < 1 for R sufficiently large. The estimates
in Lemma A.4 also show that

‖A(z)‖ ≤ C

R
+

C

R2 (1 + ‖p1‖L2),

which gives an estimate of the desired form.
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3. Approximation. First of all, we give the proof of Theorem 1.1. It is not
difficult to see that the set E is open, since all eigenvalues λn(p) with n > N are
simple, and for each of the eigenvalues λn(p) with 1 ≤ n ≤ N , there is a neighborhood
Un in E of any q ∈ E such that λn(p) is simple for all p ∈ Un. Taking U = ∩N

n=1Un

we obtain an open neighborhood of q contained in E .

To see that E is dense, we will exploit analytic perturbation theory. Let p ∈ E
with ‖p‖ < M , and suppose that one or more of the eigenvalues of L(p) are degenerate.
Consider the family of operators M(t) = L(tp) where |t| < 2. By changing the values
of R and N as defined in section 2 if necessary, we may assume that the conclusions
of Theorem 2.4 hold for all tp with |t| < 2. Let

P (t) =
1

2πi

∫
∂DN

(M(t) − z)−1 dz ,

where DN is as defined in the previous section. For t real, P (t) is an orthogonal pro-
jection onto the first N eigenvalues of M(t), counted with multiplicity. By Theorem
XII.12 of [28], we can find an analytic family of holomorphically invertible operators
U(t) defined for |t| < 2 so that U(t) is unitary for t real and U(t)P (0)U(t)−1 = P (t).
The operator m(t) = U(t)−1M(t)U(t) commutes with P (0) and may be regarded, for
t real, as a Hermitian matrix acting on C

N ; the first N eigenvalues of L(tp) are simple
if and only if the eigenvalues of m(t) are simple. Observe that at t = 0, the first N
eigenvalues of L(0) are simple by explicit calculation, so the same holds for |t| small.
Moreover, the eigenvalues of m(t) are analytic functions of t ([17, Theorem II.6.1]).
Thus a given pair of eigenvalues of m(t) can be degenerate for at most finitely many
t between 0 and 1. Hence the same holds true of L(tp), so for each ε > 0 there is a
t ∈ (1− ε, 1) so that tp ∈ E . This shows that E is dense in E, and completes the proof
of Theorem 1.1.

Next, we prove Theorem 3.1.

Theorem 3.1. Let D be the set of p ∈ C∞
0 ((0, 1); R2) such that L#(p) has simple

spectrum and the spectra of L(p), L1(p), and L2(p) have empty intersection. Then D
is dense in E.

Proof. First we show how small perturbations may be used to make the spectra
of L1(p) and L2(p) simple, and the spectra of the three operators nonintersecting.
By Theorem 2.4, we need only show that the first N eigenvalues of each operator are
simple and that the union of the intersection of the three sets {λn}Nn=1, {σn}Nn=1, and
{τn}Nn=1 is empty. Let M(t) = L(tp), M1(t) = L1(tp), and M2(t) = L2(tp). By the
technique used above we may associate with these operators analytic, N ×N matrix-
valued functions m(t), m1(t), m2(t) whose eigenvalues depend holomorphically on
t with |t| < 2. By explicit calculation, the matrices m(0), m1(0), and m2(0) have
simple spectra with empty intersection, so the same is true for |t| small by analytic
perturbation theory. Analyticity of the eigenvalues implies that the spectra of m(t),
m1(t), and m2(t) must be simple and have empty intersection for all but a countable
set of t with no accumulation point in the region {t ∈ C : |t| < 2}. Thus, given p and ε
we can find a q with ‖p− q‖ < ε so that L(q), L1(q), and L2(q) have simple spectrum
and the three spectra have empty intersection. Since C∞

0 ((0, 1); R2) is norm dense
in E and the simplicity and empty intersection properties involve only finitely many
eigenvalues, there is an r with ‖r − q‖ < ε and r ∈ E ∩ C∞

0 ((0, 1); R2) so that L(r),
L1(r), and L2(r) have simple spectra and their spectra have empty intersection. It
follows that D is dense in E , as asserted.
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4. Stability estimates. For m > N , let zm( · ; p) denote the normalized
eigenfunction of L(p) corresponding to the eigenvalue λm(p), and let um(·) denote the
corresponding eigenfunction of L(0). We wish to derive C[0, 1]-norm estimates on the
differences z2

m−u2
m and (z′m)2−(u′

m)2 and also on the differences z2
m( · ; p)−z2

m( · ; q)
and (z′m)2( · ; p)− (z′m)2( · ; q). These estimates will be used to analyze the operator
A(p) discussed in the introduction.

Let G(x, y; z) denote the integral kernel of the operator (L(p) − z)−1. In order
to estimate the above quantities, we observe that we can recover zm(x, q)2 from the
diagonal of the residue of G(x, y; z) at z = λm(p), and z′m(x, q)2 from the diagonal of
the residue of Gxy(x, y; z). We will exploit resolvent perturbation theory to prove the
following estimates.

Theorem 4.1. Let M > 0 and let p and q belong to E with ‖p‖E, ‖q‖E < M .
For α ∈ (2, 3) choose R and N as in Theorem 2.4. Then there are constants C1 and
C2 depending on M so that for any m > N ,

(a) supx∈[0,1] |zm(x; p)2 − zm(x; q)2| ≤ C1m
2−α and

(b) supx∈[0,1] |z′m(x; p)2 − z′m(x; q)2| ≤ C2m
4−α

hold.
As an immediate corollary, setting q = 0, we have the following theorem.
Theorem 4.2. Let M > 0 and p ∈ E with ‖p‖E < M . For α ∈ (2, 3) choose R

and N as in Theorem 2.4. Then there are constants C1 and C2 depending on M so
that for any m > N , the estimates

(a) supx∈[0,1] |zm(x; p)2 − zm(x; 0)2| ≤ C1m
2−α and

(b) supx∈[0,1] |z′m(x; p)2 − z′m(x; 0)2| ≤ C2m
4−α hold.

To prove these results, we first note the following lemma.
Lemma 4.3. Let M > 0 and p ∈ E with ‖p‖E < M , let α ∈ (2, 3), and choose

R and N as in Theorem 2.4. Then for any m > N , the maps p 7→ zm(x; p) and
p 7→ z′m(x, p) are continuous as maps from E to C[0, 1] with the sup norm.

We do not give the full proof of Lemma 4.3 here but refer the reader to [29, section
5.5]. One first shows the existence of fundamental solutions with the required norm
continuity using a Volterra series construction. One then uses the continuity of the
eigenvalue map p 7→ λn(p), together with explicit formulas for the eigenfunctions in
terms of the fundamental solutions, to obtain the required continuity.

By the lemma, it is enough to prove the estimates in Theorem 4.1 for p and q
belonging to C∞

0 ((0, 1); R2). This restriction facilitates calculations which we will
carry out in what follows.

To prove Theorem 4.1 for such smooth coefficients, we exploit the fact that the
difference of eigenfunction squares and derivatives can be recovered from the residues
of the respective operators

A(p, q; z) = (L(p) − z)−1 − (L(q) − z)−1

and

B(p, q; z) = D(A(p, q; z))D,

at the appropriate eigenvalue. Here D denotes differentiation with respect to x.
We begin with the resolvent formula

(L(p) − z)−1 = (L(0) − z)−1 − (L(0) − z)−1Vp(L(0) − z)−1

+ (L(0) − z)−1Vp(L(p) − z)−1Vp(L(0) − z)−1
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where

Vp = −Dp1D + p2.

From this formula it follows that

A(p, q; z) = (L(p) − z)−1 − (L(q) − z)−1

= (L(0) − z)−1(−Vp−q)(L(0) − z)−1

+ (L(0) − z)−1Vp−q(L(p) − z)−1Vp(L(0) − z)−1

+ (L(0) − z)−1Vq(L(p) − z)−1Vp−q(L(q) − z)−1Vp(L(0) − z)−1

+ (L(0) − z)−1Vq(L(q) − z)−1Vp−q(L(0) − z)−1

(4.1)

with an analogous identity for the operator B(p, q; z). The operator B(p, q; z) is ini-
tially defined on C∞

0 (0, 1) and extended by density to a bounded operator from L2[0, 1]
to itself. Let KA and KB denote the respective integral kernels of A(p, q; z) and
B(p, q; z). The kernels KA and KB can be expressed in terms of the integral kernels
of (L(p) − z)−1 and (L(q) − z)−1, which are continuously differentiable in x and y;
thus A(p, q; z) and B(p, q; z) have continuous kernels. Moreover, the formulas

z2
m(x; p) − z2

m(x; q) =
1

2πi

∫
γm

KA(x, x; z) dz

and

z′m(x; p)2 − z′m(x; q)2 =
1

2πi

∫
γm

KB(x, x; z) dz

hold, where γm is the contour {z : |z − λm(0)| = Rmα}.
Thus, Theorem 4.1 will follow if we can show that

sup
z∈γm

sup
(x,y)∈[0,1]

|KA(x, y; z)| ≤ C1‖p− q‖Em2−2α(4.2)

and

sup
z∈γm

sup
(x,y)∈[0,1]

|KB(x, y; z)| ≤ C2‖p− q‖Em4−2α,(4.3)

where C1 and C2 depend only on α and M . If T is an integral operator on L2[0, 1] with
continuous kernel K(x, y), the sup norm of K is dominated by the L1[0, 1] → L∞[0, 1]
norm of the operator T . Thus it suffices to estimate the L1 → L∞ operator norm
of each of the terms in (4.1) and the corresponding identity for B(p, q; z). Note that
each term in (4.1) contains at least one factor involving p− q.

Roughly speaking, each resolvent contributes a factor m−α, each derivative that
occurs contributes a factor m, and each factor of p, q, or p − q contributes a factor
‖p‖E , ‖q‖E , or ‖p−q‖E to the estimates. This “naive power counting” gives estimates
of the desired form. The power counting is justified by the following two results, which
themselves depend on Lemma A.5 in Appendix A.
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Lemma 4.4. Let z ∈ γm, let 0 ≤ i, j ≤ 1, and let M > 0. Let r ∈ C∞
0 (0, 1).

Then for any p and q with 1 ≤ p < ∞ and 1 ≤ q ≤ ∞, the estimate

‖Di(L(0) − z)−1Djr‖p,q ≤ Cp,qm
i+j−α‖r‖2

holds.
This lemma is a straightforward consequence of Lemma A.5; the following pertur-

bative argument shows that an analogous result holds for the resolvent of L(p) when
p 6= 0.

Lemma 4.5. Let z ∈ γm, let 0 ≤ i, j ≤ 1, and let M > 0. Let r ∈ C∞
0 (0, 1).

There is a positive integer N1 > N depending only on M so that for all p ∈ E with
‖p‖ < M and every m > N1, the estimate

‖Di(L(p) − z)−1Djr‖ ≤ Ci+jm
i+j−α‖r‖2

holds.
Proof. We will use equation (2.2). With R chosen sufficiently large, as in Theorem

2.4, so that (2.2) holds for z ∈ γm, we may estimate ‖A(z)‖ and ‖B(z)‖ for z ∈ γm
using Lemma A.5 and obtain

‖A(z)‖ ≤ Cm2−2α‖p1‖2

and

‖B(z)‖ ≤ Cm2−2α(1 + ‖p1‖2)‖p2‖2.

Since 2 − 2α < −α for α > 2, we recover the estimate with i = j = 0. If i = 1 and
j = 0, we compute from the second resolvent identity that

D(L(p) − z)−1

= D(L(0) − z)−1 −D(L(0) − z)−1(Dp1D + p2)(L(p) − z)−1.
(4.4)

From Lemma A.5, we obtain

‖D(L(p) − z)−1‖ ≤ c1m
1−α + c3‖p1‖2m

2−α‖D(L(p) − z)−1‖ + c1‖p2‖2m
1−α.

By choosing m so large that c3‖p1‖2m
2−α < 1/2, we can conclude that

‖D(L(p) − z)−1‖ ≤ Cm1−α.

The proofs for (i, j) = (0, 1) and (i, j) = (1, 1) are similar.
To finish the proof of Theorem 4.1, we use Lemmas 4.4 and 4.5 in conjunction with

the identity (4.1) and the corresponding identity for the operator D(L(p)− z)−1D to
estimate ‖A(p, q; z)‖L1→L∞ and ‖B(p, q; z)‖L1→L∞ and thereby show that (4.2) and
(4.3) hold. For example, the norm of the second right-hand term in (4.1) is

‖(L(0) − z)−1Vp−q(L(p) − z)−1Vp(L(0) − z)−1‖L1→L∞

= ‖(L(0) − z)−1(D(p1 − q1)D + (p2 − q2))

× (L(p) − z)−1(Dp1D + p2)(L(0) − z)−1‖L1→L∞ .
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The term of highest order in m for z ∈ γm comes from the term involving p1, because
it involves the highest number of differentiations. In what follows, let C denote a
generic constant depending on only M , a bound for ‖p‖E and ‖q‖E , and let ‖ · ‖p,q
denote the B(Lp[0, 1], Lq[0, 1])-operator norm. We can estimate

‖(L(0) − z)−1D(p1 − qq)D(L(p) − z)−1Dp1D(L(0) − z)−1‖L1→L∞

≤ ‖(L(0) − z)−1D(p1 − q1)‖2,∞ ‖D(L(p) − z)−1p1‖2,2 ‖D(L(0) − z)1‖1,2

≤ C(m1−α‖p1 − q1‖L2[0,1])(m
1−α‖p1‖L2[0,1])(m

1−α)

≤ Cm3−3α

using Lemma 4.4 for the first and third factors, and Lemma 4.5 for the second. Similar
estimates on the remaining terms in (4.1) show that all terms can be bounded by
Cm2−2α‖p− q‖E so that

‖A(p, q; z)‖1,∞ ≤ Cm2−2α‖p− q‖E .
Analogous estimates show that

‖B(p, q; z)‖1,∞ ≤ Cm4−2α‖p− q‖E .
Finally, we refine the crude eigenvalue asymptotics obtained in section 2. We let

p1,m =

∫ 1

0

p1(x) cos(mπx) dx.

Note that the sequence {p1,m} belongs to `2(N).
Theorem 4.6. Let p ∈ E with ‖p‖E < M , and α ∈ (2, 3). There is a constant

C depending only on α and M such that the estimate

|λm(p) − λm(0) −m2π2 (p1 + p1,2m) | ≤ Cm4−α

holds for n > N . In particular, m−2(λm(p) − λm(0) − m2π2p1) defines a sequence
belonging to `2(N), and p1 may be recovered from the asymptotics of the λm(p).

Proof. First suppose that p ∈ C∞
0 (0, 1) × C∞

0 (0, 1). It suffices to prove the
estimate for such p since an arbitrary q ∈ E can be approximated by such smooth p
in norm and the eigenvalues are continuous functions of p. Let νm(t) = λm(tp) for
t ∈ [0, 1]. Then standard perturbative calculations show that

νm(1) − νm(0)

=

∫ 1

0

∫ 1

0

p1(x)(z′m(x; tp))2 dx dt

+

∫ 1

0

∫ 1

0

p2(x)(zm(x, tp))2 dx dt.

Using Theorem 4.2 together with the explicit formula

zm(x; 0) =
√

2 sin(mπx),

we readily obtain the claimed asymptotics.
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5. Analyticity. In this section, we prove the following theorem.
Theorem 5.1. The map µ is an analytic mapping from E into F .
Proof. Theorem 4.6 already implies that the map µ has range in F . It remains to

show that it has the required analyticity. It is not difficult to see that any particular
µn is analytic in a small neighborhood of any p ∈ E , where the size of the neighborhood
may depend on n. To show analyticity of µ we must show, for any p ∈ E , that the µn

with n > N are analytic in a fixed neighborhood of p independent of n > N .
To do this, we fix an M > 0 and choose N and R as in section 2. Let

Pn(p) =
1

2πi

∫
γn

(L(p) − z)−1 dz ,

where En is as defined in section 2. It follows from the analyticity of the resolvent
that Pn(p) is analytic in p. Moreover, for p and q with ‖p‖ ≤ M and ‖q‖ ≤ M ,

‖Pn(p) − Pn(q)‖ ≤ Rnα sup
z∈γn

‖(L(p) − z)−1 − (L(q) − z)−1‖

≤ C‖p− q‖E n2−α

by the estimate in the proof Theorem 4.2. For n > N and α > 2 we may choose
‖p − q‖ < (2CN2−α)−1 and guarantee that ‖Pn(p) − Pn(q)‖ ≤ 1/2 for all n > N .
From the formula

λn(q) =
〈zn(·, p), L(q)P (q)un(p)〉
〈zn(·, p), Pn(q)un(p)〉 ,

we see that λn(q) is analytic for ‖p− q‖ < (2CN2−α)−1, which defines a fixed neigh-
borhood of p independent of n > N . Thus, given p ∈ E , there is a fixed neighborhood
U of p so that all of the µn(q) are analytic for q ∈ U . This shows the required
analyticity.

6. Linear independence: The Borg system. We now consider linear inde-
pendence of the functions gn(p) constructed from eigenfunctions of L(p) via (1.7)
when p ∈ D. We shall accomplish this by displaying a set of functions which is
biorthogonal to the gn(p) in E. The development of this biorthogonal set will involve
the spectral theory of a non-self-adjoint fifth-order system, the Borg system, satisfied
by the functions

ĝn(x; p) =

(
(zn(x; p))2

(z′n(x; p))2

)
,(6.1)

where zn(x; p) is the nth eigenfunction of L(p).
First, we will define the Borg system and construct a basis for its solution space

from solutions of the underlying fourth-order problems. Then, we will show how one
may specify boundary conditions for this system so that the spectrum of the resulting
boundary value problem for the Borg system coincides with the spectra of the fourth-
order operators L(p), L1(p), and L2(p). Finally, we will show that the resolvent of the
Borg system has simple poles and rank-one residues; this will enable us to construct
the desired biorthogonal set.

6.1. The Borg system. Now, we define the Borg system and establish some of
its properties.

Lemma 6.1. For p ∈ C∞
0 (0, 1)×C∞

0 (0, 1), there exist differential operators M(p)
and B(p), mapping C∞

0 (0, 1) × C∞
0 (0, 1) into itself, such that
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(i)

M =


 D5 + M11(x,D) M12(x,D)

M21(x,D) D5 + M22(x,D)


 ,

where each Mij is a linear differential operator of order not exceeding four
with smooth coefficients depending on p, and

(ii)

B =




8
3D 0

B21(x,D) −24D


 ,

where B21 is a third-order linear differential operator with smooth coefficients
depending on p.

(iii) If u and v are solutions of L(p)u = λu, then

M(p)φ = λB(p)φ,(6.2)

where φ = (uv, u′v′)T .
The proof is a direct calculation and is omitted. The explicit forms of M and B

are given in Appendix B.
Next we note a purely algebraic lemma. It will be used to furnish bases of solutions

from which Green’s function for the fifth-order system

(M− λB)u = f,(6.3)

with boundary conditions dictated by the chosen basis, can be calculated.
Lemma 6.2. Fix λ ∈ C. Let {yi}4

i=1 be a fundamental set of solutions for the
differential equation L(p)u = λu. The ten products {yiyj : 1 ≤ i ≤ j ≤ 4} have
nonvanishing Wronskian.

Lemma 6.2 is a consequence of the following abstract result about symmetric
tensor products. Recall that if V is a real n-dimensional vector space with basis
{ei}ni=1, the symmetric tensor product V ⊗s V is the n(n + 1)/2-dimensional real
vector space spanned by the tensors ei ⊗s ej = ei ⊗ ej + ej ⊗ ei. If A : V → V is a
linear transformation, A⊗s A is the linear transformation on V ⊗s V acting on basis
vectors by (A⊗s A)(ei ⊗s ej) = (Aei) ⊗s (Aej) and extended to V ⊗s V by linearity.

Lemma 6.3. Let A : V → V be a linear operator. Then,

det(A⊗s A) = 2
n(n+1)

2 det(A)n+1.

Proof. Suppose first that A is diagonal with eigenvalues {λi}ni=1. The eigenvalues
of A ⊗s A are 2λiλj for 1 ≤ i ≤ j ≤ n. The product over these n(n + 1)/2 numbers

gives 2
n(n+1)

2 (
∏n

i=1 λi)
n+1

. This proves the formula for the dense set of n×n matrices
which are similar to a diagonal matrix. The general result follows by continuity of
the determinant function.

We denote the 10×10 matrix of products yiyj , 1 ≤ i ≤ j ≤ 4, and their derivatives
of up to ninth order by YS .
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Proof of Lemma 6.2. Let Ψ be the 10 × 10 matrix consisting of the symmetric
derivatives D(k)yiD

(l)yj + D(l)yiD
(k)yj for 1 ≤ i ≤ j ≤ 4 and 0 ≤ k ≤ l ≤ 3. By

Lemma 6.3,

det(Ψ) = 210 (W (y1, y2, y3, y4))
5 6= 0.

A direct calculation shows that there is a nonsingular constant matrix G1 for
which

YS = ΨGT
1 ,(6.4)

which establishes the result.
Lemma 6.4. Let yi be as in Lemma 6.2, and let Φ be the 10×10 matrix consisting

of the yiyj and their derivatives of up to fourth order, and the y′iy
′
j and their derivatives

of up to fourth order. There is a nonsingular constant matrix C such that Φ = YSC
T .

The proof is a direct calculation and is omitted. The nonsingular constant matrix
C maps any row vector consisting of yiyj and its derivatives up to ninth order, where
yi and yj are solutions of the fourth-order problem, to a corresponding row vector
whose entries are yiyj and its first four derivatives, followed by y′iy

′
j and its first four

derivatives.
We conclude from Lemma 6.4 and relation (6.4) that{(

yiyj , y
′
iy

′
j

)T
: 1 ≤ i ≤ j ≤ 4

}

forms a basis for the ten-dimensional solution space of the fifth-order system (6.2).

6.2. Boundary conditions for the Borg system. We are now ready to pre-
scribe boundary conditions on the Borg system. We do so implicitly, by specifying a
basis for the desired ten-dimensional solution space. To this end, choose a basis yj of
solutions to L(p)u = λu to satisfy the initial conditions Di−1yj(0) = δij , 1 ≤ i, j ≤ 4,
and similarly choose a basis zj of solutions to L(p)u = λu to satisfy Di−1zj(1) = δij ,
1 ≤ i, j ≤ 4. Denote by B the 4 × 4 matrix with

yj(x, λ) =

4∑
i=1

Bijzi(x, λ) , 1 ≤ i, j ≤ 4;

the matrix B is a holomorphic function of λ with determinant 1. Bases of solutions for
the fourth-order homogeneous problems L(p)u = λu, L1(p)u = λu, and L2(p)u = λu
obeying the x = 0 and x = 1 boundary conditions are, respectively, {y2, y4, z2, z4},
{y2, y4, z1, z3}, and {y2, y4, z3, z4}. We denote the Wronskians of these sets, respec-
tively, as W1(λ), W2(λ), and W3(λ); the respective zeros are exactly {λn(p)}, {σn(p)},
and {τn(p)}. In terms of the matrix B,

W1(λ) = B1,4B3,2 −B1,2B3,4 ,

W2(λ) = B2,4B4,2 −B2,2B4,4 ,

W3(λ) = B1,2B2,4 −B1,4B2,2 .

Let us denote, for each i and j,

φL
ij =


 yiyj ,

y′iy
′
j ,


(6.5)
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and

φR
ij =


 zizj ,

z′iz
′
j ,


 .(6.6)

From Lemmas 6.2 and 6.4 it follows that either of the sets φL
ij or φR

ij form a basis for
the solution space of (6.2).

In lieu of specifying explicit boundary conditions for the fifth-order system (6.2),
we shall specify a ten-dimensional solution space for the Borg system by explicitly
choosing a basis for the solution space. This basis, consisting of a subset L of the
φL
ij and a subset R of the φR

ij , will be chosen so that the eigenfunctions of the three
boundary value problems specified in section 2 will contribute to the eigenfunctions
of (6.2) via (6.1). Explicitly, we choose

L = (φL
22, φ

L
44, φ

L
24)

and

R = (φR
11, φ

R
22, φ

R
33, φ

R
44, φ

R
13, φ

R
24, φ

R
34).

In what follows, we will also use the notation {φi}10
i=1 for these basis functions,

where 1 ≤ i ≤ 3 for the vectors in L, and 4 ≤ i ≤ 10 for the vectors in R. We shall
also designate the components of φi by

φi(x;λ) =


 ζi(x;λ),

ηi(x;λ),


 .

We need to verify that the ten functions in L ∪ R are linearly independent (and
hence, a basis for the solution space). Computing an appropriate Wronskian deter-
minant leads to an explicit eigenvalue condition. Recall that λn(p), σn(p), and τn(p)
denote, respectively, the nth eigenvalues of L(p), L1(p), and L2(p).

Lemma 6.5. Let W (λ) be the Wronksian of the solution set L∪R, and let p ∈ D.
Then W (λ) is a constant multiple of W1(λ)W2(λ)W3(λ), and W (λ) has simple zeros
at the eigenvalues {λn(p)}, {σn(p)}, {τn(p)}.

Proof. By Lemma 6.4 and the remarks following it, it suffices to show that the
assertion of Lemma 6.5 is true for the Wronskian determinant of the ten functions z2

1 ,
z2
2 , z2

3 , z2
4 , z1z3, z2z4, z3z4, and y2

2 , y2
4 , y2y4. Evaluating the determinant at x = 1

leads to the determinant of a block upper triangular matrix

A =


 I A12

0 A22


 ,(6.7)

where I is the 7×7 identity matrix, A12 is a 7×3 matrix whose entries are polynomials
in the Bi,j , and A22 is the 3 × 3 matrix

A22(λ) =




2B1,2 B2,2 B1,2 B2,4 + B2,2 B1,4 2B1,4 B2,4

2B1,2 B4,2 B1,2 B4,4 + B1,4 B4,2 2B1,4 B4,4

2B2,2 B3,2 B2,2 B3,4 + B2,4 B3,2 2B2,4 B3,4


 .
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Explicit calculation gives the formula

det(A22(λ)) = W1(λ)W2(λ)W3(λ).

The fact that W (λ) has simple zeros follows from a result of Everitt (see [12]) and
the fact that p ∈ D.

Thus, the spectrum of the boundary value problem for the Borg system coincides
exactly with the spectra of L(p), L1(p), and L2(p). With some additional calculation,
we can show the following lemma.

Lemma 6.6. Let p ∈ D. At each zero of W (λ), the kernel of M− λB is one-
dimensional.

Proof. It is enough to show that the matrix A defined in (6.7) has a one-
dimensional kernel at such points λ. To see this, note that a nonzero solution of
the homogeneous equation (M− λB)u = 0, which satisfies the left and right bound-
ary conditions, exists if and only if the spans of the vectors in L and R have nonempty
intersection. Recalling the notation {φi}10

i=1 we see that the dimension of the kernel
of M− λB is the dimension of solutions {αi} of the equation

10∑
i=1

αiφi = 0 ,(6.8)

since the sets {φi}3
i=1 and {φj}10

j=4 are linearly independent. Let Φ denote the 10×10
matrix containing the components of φi and their derivatives of up to fourth or-
der. This matrix is related by a nonsingular constant matrix to the 10 × 10 Wron-
skian matrix containing the corresponding products yiyj , zizj and their derivatives
of up to ninth order. The solutions of (6.8) therefore correspond to the nullspace of
the Wronskian matrix of the yiyj and zizj so that the dimension of the space of
solutions to (6.8) is exactly the dimension of the kernel of the matrix A in Lemma
6.5. Since A is upper triangular, dim kerA = dim kerA22. The proof is completed by
showing that dim kerA22 = 1 at each zero of W (λ), which is the content of the next
lemma.

Lemma 6.7. If W (λ) = 0, then dim ker(A22) = 1.
Proof. By virtue of Lemma 6.5, W (λ) = 0 if and only if Wj(λ) = 0 for some j.

Note that, since the spectra of the fourth-order problems do not overlap,
• B1,2 and B1,4 are never zero simultaneously (for otherwise, W1(λ) = W3(λ) =

0) and
• B2,2 and B2,4 are never zero simultaneously (for otherwise, W2(λ) = W3(λ) =

0).
Since the matrix A22 is symmetric (up to column-interchanges) with respect to

the second index on the coefficients Bi,j , we may assume without loss of generality
that B2,2 6= 0 and express A22 equivalently as

A22 =


 2B1,2 B1,4 + B1,2α2 2B1,4α2

2B1,2B4,2 B1,2B4,4 + B4,2B1,4 2B1,4B4,4

2B3,2 B3,4 + B3,2α2 2B3,4α2


 ,

where

α2 ≡ B2,4

B2,2
.
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There are two possibilities: either B1,2 6= 0 or B1,4 6= 0. We consider the former only,
the latter being essentially the same.

Assume B1,2 6= 0. The matrix A22 can then be written equivalently as

A22 =


 2 α1 + α2 2α1α2

2B4,2 B4,4 + B4,2α1 2B4,4α1

2B3,2 B3,4 + B3,2α2 2B3,4α2


 ,

where

α1 ≡ B1,4

B1,2
.

It is straightforward to show that there exist nonsingular matrices C and E for
which

A22 = CDET ,

where

D =


 2 α1 + α2 2α1α2

0 B4,4 −B4,2α2 2α1(B4,4 −B4,2α2)
0 B3,4 −B3,2α1 2α2(B3,4 −B3,2α1)


 =


 2 α1 + α2 2α1α2

0 − W2

B2,2
−2α1W2

B2,2

0 − W1

B1,2
−2α2W1

B1,2


 .

Noting that row 1 of D never vanishes (and is independent of the other rows) and
rows 2 and 3 cannot vanish simultaneously, we see that dim kerA22 = dim kerD ≤ 1
and is determined by the dimension of the kernel of the 2 × 2 submatrix

AA ≡
(− W2

B2,2
−2α1W2

B2,2

− W1

B1,2
−2α2W1

B1,2

)
.

We have

det(AA) =
2

B1,2B2,2
W1W2(α2 − α1) = − 2

B2
1,2B

2
2,2

W1W2W3 ,

and the result follows.
As a consequence, we have not only that the eigenvalues {νn} of the boundary

value problem (6.2) are precisely the eigenvalues of the three boundary value problems
considered in section 2, but also that, for each such eigenvalue, the eigenfunction of
(6.2) is (z2, (z′)2)T , where z is the eigenfunction of the corresponding fourth-order
problem.

6.3. Biorthogonal set. We shall now construct the desired biorthogonal set
from the residues of the resolvent (M− λB)−1. It follows from explicit formulas for
the Green’s function in terms of the basis functions φL

ij , φ
R
ij and the Wronskian W (λ)

that the resolvent (M− λB)−1 has simple poles with rank-one residues.
Theorem 6.8. Let (M− λB)−1 be the resolvent of the non-self-adjoint boundary

value problem (6.2). Then the poles of (M− λB)−1 are simple and occur at the
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numbers νn. Their residue takes the form (χn, ·)ψn, where ψn ∈ Ker(M− λB) and
χn ∈ Ker((M− λB)∗).

Proof. The integral kernel of (M− λB)−1 is the matrix-valued function


 G11(x, t;λ) G12(x, t;λ)

G21(x, t;λ) G22(x, t;λ)


 ,

where the Gij obey
• G11(x, t;λ) and G22(x, t;λ) are continuous in (x, t) ∈ [0, 1] × [0, 1] together

with their derivatives of up to order three and have a unit jump at x = t in
their fourth derivative,

• G12(x, t;λ) and G21(x, t;λ) are continuous in (x, t) ∈ [0, 1] × [0, 1] together
with their derivatives up to order four

and solve the differential equations

(M− λB)xGij(x, t;λ) = 0

for x 6= t. We can find explicit expressions for the Gij by setting


 G11,

G21,


 =




∑
i∈I

αi(t)φi(x) x < t,

−
∑

j∈J
αj(t)φj(x) x > t

and


 G12,

G22,


 =




∑
i∈I

βi(t)φi(x) x < t,

−
∑

j∈J
βj(t)φj(x) x > t

and solving the linear equations

∑10

i=1
αi(x)ζ

(k)
i (x) = 0, 0 ≤ k ≤ 3,

∑10

i=1
αi(x)ζ

(4)
i (x) = 1,

∑10

i=1
αi(x)η

(k)
i (x) = 0, 0 ≤ k ≤ 4,

and

∑10

i=1
βi(x)ζ

(k)
i (x) = 0, 0 ≤ k ≤ 4,

∑10

i=1
βi(x)η

(k)
i (x) = 0, 0 ≤ k ≤ 3,

∑10

i=1
βi(x)η

(4)
i (x) = 1.
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Using Cramer’s rule to solve for the functions αi and βi yields an expression for
Green’s function in terms of the holomorphic functions φi(x;λ) and the Wronskian
W (λ). Using the known properties of W (λ) we conclude that Green’s function has
simple poles.

A simple argument shows that the residue of (M− λB)−1 has range in Ker(M− λB)
and is therefore rank-one by Lemma 6.6. Writing the residue at λ = νn in the form
(χn, ·)ψn, it follows from the identity

((M− λB)∗)−1 = ((M− λB)−1)∗

that χn ∈ Ker((M− λB)∗).
Suppose that νi and νj are distinct eigenvalues of the Borg operator. It is not

difficult to see that the resolvent identity

(M− λB)−1 − (M− µB)−1 = (µ− λ)(M− λB)−1B(M− µB)−1

holds. Let Pi and Pj be the rank-one residues corresponding to these distinct eigenval-
ues. From the resolvent identity above, it is easy to see that the relations PiBPi = Pi

and PiBPj = 0 hold for i 6= j. Writing Pi = (χi, ·)ψi, we obtain the following theorem.
Theorem 6.9. The biorthogonality relations

(χi,Bψj) = δij(6.9)

hold. Consequently, the eigenfunctions {ψj} form a linearly independent set in E.
Proof. The conclusion that the set {ψj} is linearly independent in E follows

immediately from (6.9), once it is established that

χi ∈ D(B∗)(6.10)

for each i. Appendix B gives explicitly the boundary conditions which determine
D((M− λB)∗) and D(B∗). Direct comparison shows that D((M− λB)∗) ⊂ D(B∗),
so (6.10) holds.

We now order the poles, νn, of the Borg operator so that ν3n = λn, ν3n+1 = σn,
ν3n+2 = τn. The vectors ψ3n are, up to normalization, exactly the vectors ĝn. Thus
these vectors form a linearly independent set, and their orthogonal complement is an
infinite-dimensional space spanned by the vectors

{B∗χ3n+1,B∗χ3n+2}∞n=1.

To conclude that the same is true of the gradients gn for the direct spectral map, we
need the following lemma.

Lemma 6.10. The kernel of B is the one-dimensional subspace of L2[0, 1]×L2[0, 1]
spanned by the vector ĝ0 = (0, 1)T .

This is a direct computation using the formulas for B and its boundary conditions
recorded in Appendix B.

Now consider the family of vectors {g̃n}∞n=0, where g̃0 = (0, 1) and g̃n = (n2π2)−1ĝn−
g̃0. Since g̃0 ∈ ker(B), we have the biorthogonality relations

〈B∗χn, g̃m〉 = cnδnm

for n ∈ N, cn > 0, and m ∈ 0 ∪ N. Thus the family {g̃n}∞n=0 is linearly independent.
Since the gradients gn are obtained from g̃n by permuting the first and second entries,
we have proved the following theorem.

Theorem 6.11. For any p ∈ D, the gradients {gn(x; p)}∞n=0 are linearly inde-
pendent. Moreover, the complement of their span has infinite dimension in E.
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7. Proofs of the main theorems. We now prove Theorem 1.3, first proving
that dµ(q) is a linear isomorphism from Ev(q) onto F , and then proving that the space
Eh(q) is complementary. In light of the discussion following the statement of Theorem
1.3, and in view of Theorem 5.1 and the estimates of section 4, the first assertion will
be proved once the following result is established.

Lemma 7.1. For each p ∈ D, dµ(p) is a linear isomorphism from Ev(p) onto F .
In proving this result, we will make use of some results on Riesz bases. Recall

that if H is a Hilbert space with inner product 〈·, ·〉, a basis {en} is called a Riesz
basis for H if there exist a, b ∈ R

+ for which

a‖h‖2 ≤
∑
n

|〈h, en〉|2 ≤ b‖h‖2 ∀h ∈ H .(7.1)

Lemma 7.2. Let H be a Hilbert space, and let {en} be a Riesz basis for H. Then,
there is a unique set {εm} ⊆ H for which

(1) 〈en, εm〉 = δm,n for all m,n ∈ N,
(2) There exist α, β ∈ R

+ so that

α‖h‖2 ≤
∑
m

|〈h, εm〉|2 ≤ β‖h‖2 ∀h ∈ H .

Proof. Let Th =
∑

n〈h, en〉en. Then, T is self-adjoint, and

〈h, Th〉 =

〈
h,

∑
n

〈h, en〉en
〉

=
∑
n

|〈h, en〉|2.

It then follows from (7.1) that the spectrum of T is contained in the interval [a, b] so
that T−1 exists. By the spectral theorem, we have

b−2‖h‖2 ≤ ‖T−1h‖2 ≤ a−2‖h‖2.(7.2)

Let εn ≡ T−1en for each n ∈ N. Then

en = Tεn =
∑
m

〈εn, em〉em,

so 〈εm, en〉 = δnm by the linear independence of the en; this establishes (1). Fi-
nally, it follows from relation (7.2) and the definition of εn that

∑
n |〈h, εn〉|2 =∑

n |〈T−1h, en〉|2 obeys the inequality

ab−2‖h‖2 ≤
∑
n

|〈h, εn〉|2 ≤ ba−2‖h‖2 ,

which establishes (2).
Lemma 7.3. Let {dn} be a Riesz basis for H. Then the linear map A : H 7→ `2(N)

defined by

Ax = {〈x, dn〉}n≥1 , x ∈ H,

is an isomorphism.
Proof. We will show that A is a bounded bijection from H to `2. The conclusion

of the lemma will then follow from the open mapping theorem. First, it is clear that
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Ax = 0 only when 〈x, dn〉 = 0 for each n. Since {dn} is a basis for H, we must have
x ≡ 0 so that A is one-to-one. Further, for x ∈ H we have, from (7.1),

‖Ax‖2 = ‖{〈x, dn〉}‖2
`2 =

∑
n

|〈x, dn〉|2 ≤ b‖x‖2 ,

so A is bounded.
To show A is onto `2(N), we introduce {δm} as the Riesz basis biorthogonal to

{dn}, the existence of which is guaranteed by Lemma 7.2. Then, given {ym} ∈ `2(N),
set y =

∑
m ymδm. From (7.1),

‖y‖2 ≤ 1

a

∑
n

|〈y, dn〉|2 =
1

a

∑
n

∣∣∣∣∣
∑
m

ym〈δm, dn〉
∣∣∣∣∣
2

=
1

a

∑
n

|yn|2 < ∞

so that y ∈ H. Also,

Ay = {〈y, dn〉}n≥1 =

{∑
m

ym〈δm, dn〉
}

n≥1

= {yn}n≥1 ,

which shows that A maps onto `2(N). By the open mapping theorem, A is an iso-
morphism.

For each n ∈ N, let zn and un denote, respectively, the nth eigenfunction of L(p)
and L(0), and as before let

gn(x, p) =




z′n(x, p)2

n2π2 − 1

zn(x; p)2

n2π2


 .

By explicit computation

gn(x, 0) =




cos(2nπx)

1 − cos(2nπx)
n2π2


 .(7.3)

Recalling the form (1.6) of dµ(p), it suffices, by virtue of Lemma 7.3, to show that
{gn( · ; p)} is a Riesz basis for Ev(p) = span{gn( · ; p)}. Using Fourier theory, one
can show directly that {gn( · ; 0)} is a Riesz basis for its span. To show that the
same is true for {gn( · ; p)}, we note that {gn( · ; p)} is linearly independent, by
virtue of Theorem 6.11, and use the following stability result for Riesz bases.

Lemma 7.4. Let H be a Hilbert space, and let {en} ⊆ H be a Riesz basis for
He ≡ span{en}. Let {dn} ⊆ H be a linearly independent set for which

∑
n

‖dn − en‖2 ≡ M < ∞.

Then, {dn} is a Riesz basis for Hd ≡ span{dn}; i.e., there exist α, β ∈ R
+ so that,

for each h ∈ Hd,

α‖h‖2 ≤
∑
n

|〈h, dn〉|2 ≤ β‖h‖2.(7.4)
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Proof. Define a map A : He −→ Hd by Aen = dn for each n ∈ N, extended by
linearity. Then, for h ∈ Hd and each n,

〈h, dn〉 = 〈h,Aen〉 = 〈A∗h, en〉.(7.5)

Let a and b be the constants for which (7.1) holds for {en} on He. Then, from (7.4),

a‖A∗h‖2 ≤
∑
n

|〈A∗h, en〉|2 =
∑
n

|〈h, dn〉|2 ≤ b‖A∗h‖2.(7.6)

We claim that A (and hence A∗) is boundedly invertible. If this is true, then (7.6)
leads to

a

‖(A∗)−1‖2
‖h‖2 ≤

∑
n

|〈h, dn〉|2 ≤ b‖A∗‖2‖h‖2,

which establishes (7.4).
To show A is invertible, we note that the linear independence of {dn} implies the

injectivity of A. To see that the range of A is all of Hd, note that any h ∈ Hd can
be written as h =

∑
n hndn, where {hn} ∈ `2(N). Then, setting x ≡ ∑

n hnen, one
easily sees that x ∈ He and Ax = h. Hence, A maps He onto Hd.

Finally, we show that A is bounded. Choose x ∈ He, and write as

x =
∑
n

xnen =
∑
n

〈x, εn〉en,

where {εn} is the Riesz basis for He which is biorthogonal to {en}. Then,

Ax =
∑
n

xndn =
∑
n

xnen +
∑
n

xn(dn − en) = x +
∑
n

xn(dn − en),

which yields

‖Ax‖2 ≤ ‖x‖2 +
(∑

n |xn|2
) (∑

n ‖dn − en‖2
)

= ‖x‖2 + M
∑

n |〈x, εn〉|2

≤ ‖x‖2 + Mβ‖x‖2 ,

where (7.4) was used in the last inequality. Thus,

‖A‖2 ≤ 1 + Mβ < ∞ ,

and A is bounded. By the open mapping theorem, A has a bounded inverse, as
asserted.

Proof of Lemma 7.1. From the estimates of Theorem 4.1, one can show that

∑
n

‖gn( · ; p) − gn( · ; 0)‖2 < ∞ ,(7.7)

so, by Lemma 7.4, {gn} is a Riesz basis for Ev(p). The result now follows from Lemma
7.3.
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Finally, we prove that for any q ∈ E , the complementary space Eh(q) is infinite-
dimensional. We first observe that, by the explicit formula (7.3) and Fourier analysis,
the gradients gn(·, 0) are orthogonal vectors, and the complementary space Eh(0) has
infinite dimension. Since the gradients satisfy (7.7), the second part of Theorem 1.3
will follow from the next lemma.

Lemma 7.5. Let {vn} be an orthogonal set of vectors in a Hilbert space H. Let
{wn} ⊂ H be a linearly independent set of vectors which satisfy

∑
n ‖vn −wn‖2 < ∞.

Set V ≡ span{vn} and W ≡ span{wn}. If V ⊥ has infinite dimension, then W⊥ also
has infinite dimension.

Proof. Suppose not, and choose an infinite sequence of orthogonal unit vectors
{en} from V ⊥ so that en → 0 weakly. Let ε > 0 be given. Writing en = PW en+PW⊥en
we see that PW⊥en → 0 if W⊥ has finite dimension. We will obtain a contradiction
by showing that ‖PW en‖ is also small for large n. First observe that by hypothesis,
for M sufficiently large and all n,

∞∑
m=M+1

|〈en, wm〉|2 < ε.

On the other hand, using the weak convergence again,

M∑
m=1

|〈en, wm〉|2 → 0

as n → ∞ for a fixed M . It follows that for any ε > 0,

lim sup
n→∞

(∑
m

|〈en, wm〉|2
)

≤ ε.

Since {wn} is a Riesz basis, by virtue of Lemma 7.4, this means that lim supn→∞ ‖PW en‖ ≤
ε, a contradiction.

Appendix A. The free Green’s function and free resolvent operator. In
this appendix, we prove some useful technical estimates on the Green’s kernel for the
differential operator L#(0), where L#(0) is one of the operators L(0), L1(0), or L2(0)

defined in (1.3)–(1.5). Let G#
0 (x, y; z) be the integral kernel of (L#(0)− z)−1, and let

C#
R,α be defined as in section 2.

In what follows, β = (βx, βy), where βx and βy are nonnegative integers, and

∂β = ∂βx
x ∂

βy
y . We wish to derive estimates on ∂βG#

0 (x, y; z). These estimates will
involve series of the form

∞∑
n=1

Dβx
x u#

n (x)D
βy
y u#

n (y)

λ#
n (0) − z

,(A.1)

where λ#
n (0) and u#

n are the eigenvalues and eigenfunctions, respectively, of L#(0).
It can be verified directly that for each set of boundary conditions, the eigenfunctions
obey

|Dj
xu

#
n (x)| ≤ Cnj , 0 ≤ j ≤ 2 ,
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for some constant C. Thus, to estimate series of the form (A.1), it suffices to majorize
the numerical series

∞∑
n=1

n|β|

|λ#
n (0) − z| .

In so doing, we will require the following technical result, which may be easily verified.

Lemma A.1. Let R > 1 and α ∈ (2, 3). Then, for m > (8R)
1

3−α ,

∫ m−1

1

t2

m4π4 − t4π4 dt ≤ 1

mπ4 lnm,(A.2)

∫ ∞

m+2

t2

t4π4 − [(m + 1)4π4 + R(m + 1)α]
dt ≤ C

m
lnm,(A.3)

where the constant C depends only on α.
First of all, we have the following lemma.
Lemma A.2. Let R > 0, let α ∈ (2, 3), and let N be an integer satisfying the

bounds (2.1). Then for any z 6∈ C#
R,α:

(a) for |β| ≤ 1,

sup
x,y∈[0,1]

|∂βG#
0 (x, y; z)| ≤ c|β|R−1;

(b) for |β| = 2,

sup
x,y∈[0,1]

|∂βG#
0 (x, y; z)| ≤ c2R

−1 ln(R),

where c2 is a numerical constant depending only on α.
Proof. We consider the case λn(0) = n4π4, the computations for other boundary

conditions being similar.
For |β| ≤ 1 we have the simple majorization

∞∑
n=1

n

|n4π4 − z| ≤
∞∑

n=1

n

Rnα ,

which gives estimates of the desired form.
For |β| = 2, we seek to estimate the series

∞∑
n=1

n2

|n4π4 − z|

for z 6∈ CR,α. We split the sum into

T1 =
N∑

n=1

n2

|n4π4 − z|

and

T2 =
∞∑

n=N+1

n2

|n4π4 − z| ,
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where N > (8R)
1

3−α .

To estimate T1, we use the fact that for 1 ≤ n ≤ N , |z − n4π4| ≥ |zN − n4π4|
where zN = N4π4 + RNα. The integral test then yields the bound

T1 ≤
N−2∑
n=1

n2

|n4π4 −N4π4| +
(N − 1)2

zN − (N − 1)4π4

+
N2

|N4π4 − zN |

≤
∫ N−1

1

t2

N4π4 − t4π4 + CR−1 .

Using (A.2) and the fact that N = O(R
1

3−α ), we conclude that T1 ≤ C(α)R−1 lnR.

To estimate T2, we consider the two cases <(z) ≤ zN and <(z) ≥ zN separately.
If <(z) ≤ zN , then |m4π4 − z| ≥ |m4π4 − zN |, from which we obtain

T2 ≤
∞∑

n=N+1

n2

π4n4 − [π4N4 + RNα]
.

We may estimate this sum by

(N + 1)2

π4(N + 1)2 − zN
+

∫ ∞

N+1

t2

t4π4 − [π4N4 + CRNα]
dt ,

which, in conjunction with (A.3), yields an estimate of the desired form.

If <(z) > zN , we divide the half-plane <(z) > zN into strips

Sm = {z ∈ C : <(z) ∈ [m4π4 + Rmα, (m + 1)4π4 + R(m + 1)α)}

and fix m so that z ∈ Sm. We can then estimate T2 by letting x = <(z) and splitting

∞∑
n=N+1

n2∣∣n4π4 − z
∣∣ =

m−2∑
n=N+1

n2∣∣n4π4 − z
∣∣

+

(
(m− 1)2

z − (m− 1)4π4 +
m2

|z −m4π4|

+
(m + 1)2

|z − (m + 1)4π4| +
(m + 2)2

|z − (m + 2)4π4|
)

+
∞∑

n=m+3

n2

n4π4 − x

= T21 + T22 + T23 .

From the definition of CR,α, it is clear that

T22 ≤ CR−1 ,
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which bounds T22. Finally, using the fact that, for x in the interval [m4π4+Rmα, (m+
1)4π4 + R(m + 1)α),

T21 ≤
∫ m−1

0

t2

m4π4 − t4π4 dt,

T23 ≤
∫ ∞

m+2

t2

t4π4 − [(m + 1)4π4 + R(m + 1)α]
dt ,

we can use (A.2) and (A.3) to bound T21 and T23, respectively.
We will also need estimates on the free resolvent kernel on contours surrounding

the sets E#
m.

Lemma A.3. Let R > 0, let α ∈ (2, 3), let N be an integer satisfying the bounds
(2.1), and let E#

m be defined as in section 2. Let γm be the contour bounding E#
m. If

m > N and |β| ≤ 2, then the estimate

sup
x, y ∈ [0, 1]
z ∈ γm

|∂βG#
0 (x, y; z)| ≤ C|β|m|β|−α

holds. Here C|β| is a numerical constant which diverges as α ↑ 3.
Proof. Here again we consider the case λn(0) = n4π4 and |β| = 2. We must

majorize the numerical series

∞∑
n=1

n2

|z − n4π4| ,

where |z −m4π4| = Rmα. We split the sum into

∑m−2

n=1

n2

|z − n4π4|

+

[
(m− 1)2

|z − (m− 1)4π4| + m2

|z −m4π4| +
(m + 1)2

|z − (m + 1)4π4|
]

+
∑∞

n=m+2

n2

|z − n4π4| .

The three bracketed terms are easily estimated by 6Rm2−α. We can estimate the first
and last terms using (A.2) and (A.3).

Now we derive estimates on operators involving compositions of the resolvent
(L#(0)− z)−1 with the operator of differentiation, D, and the operator of multiplica-
tion by a function r ∈ C∞

0 (0, 1). These compositions are initially defined on C∞
0 (0, 1)

and extended by density to bounded operators. It follows from this definition and
an integration by parts that the operator Dβx(L(0) − z)−1Dβy has integral kernel
(−1)βy (∂βG0)(x, y; z). From the kernel estimates in Lemma A.2 and integration by
parts, the following estimates are easily demonstrated.

Lemma A.4. Suppose that r ∈ C∞
0 (0, 1). For z 6∈ CR,α, there exist c0, c1, c2 ∈ R

so that the following estimates hold:
(a) ‖(L#(0) − z)−1‖ ≤ c0R

−1.
(b) ‖(L#(0) − z)−1r‖ ≤ c0R

−1 ‖r‖2.
(c) ‖D(L#(0) − z)−1‖ ≤ c1R

−1.
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(d) ‖(L#(0) − z)−1Dr‖ ≤ c1R
−1 ‖r‖2.

(e) ‖D(L#(0) − z)−1Dr‖ ≤ c2R
−1 ln(R) ‖r‖2.

The following bounds are used to estimate the resolvent (L#(p)−z)−1 for z ∈ γm,
the contour determined by the boundary of the set Em defined in section 2. We
denote by ‖A‖p,q the norm of the linear operator A from Lp[0, 1] to Lq[0, 1], where
1 ≤ p, q ≤ ∞. Using the strong pointwise estimates on the free resolvent and its
partial derivatives from Lemma A.3, we easily obtain the following lemma.

Lemma A.5. Let z ∈ γm and r ∈ C∞
0 (0, 1), and let 0 ≤ i, j ≤ 1. Then for any

p, q with 1 ≤ p, q ≤ ∞, the estimate

‖Di(L#(0) − z)−1Dj‖p,q ≤ Ci+jm
i+j−α

holds, and for any p, q with 1 ≤ p ≤ 2 and 1 ≤ q ≤ ∞, the estimate

‖Di(L#(0) − z)−1Djr‖p,q ≤ Ci+jm
i+j−α‖r‖2

holds. Here Ci+j is the numerical constant defined in Lemma A.3.

Appendix B. Domains related to the Borg system. In this appendix, we
collect some useful calculations regarding the Borg system M− λB of section 6. First
of all, for p = (p1, p2) ∈ D, the matrix-valued differential operators M and B which
define the Borg system can be computed to be

M =

(
M1 M2

M3 M4

)
and B =

(
B1 B2

B3 B4

)
,

where

M1 = D5 − p1D
3 − 2p′1D

2 +

(
8

3
p2 − p′′1

)
D + 2p′1,

M2 = −10

3
D3 +

4

3
p1D +

2

3
p′1,

M3 = −3p′1D
4 + 10p2D

3 + (3p1p
′
1 + 5p′2)D

2 +
(
p′′2 − 4p1p2 + 3(p′1)

2
)
D − 6p′1p2,

M4 = D5 − 5p1D
3 − p′1D

2 + (4p2
1 − 8p′′1 − 24p2)D + (2p1p

′
1 − 2p′′′1 − 6p′2),

B1 =
8

3
D,

B2 = 0,

B3 = 10D3 + 4p1D − 6p′1,
B4 = −24D.

Boundary conditions are to be specified so that if w is an eigenfunction (with
eigenvalue λ) of one of the three underlying fourth-order problems (1.3), (1.4), (1.5),
then z = [w2, (w′)2]T will be in the kernel of M− λB. The three fourth-order opera-
tors L(p), L1(p), and L2(p) underlying the Borg system carry the following boundary
conditions (see section 1):

L(p) : w(0) = w′′(0) = w(1) = w′′(1) = 0,

L1(p) : w(0) = w′′(0) = w′(1) = w′′′(1) = 0,

L2(p) : w(0) = w′′(0) = w(1) = w′(1) = 0.



ISOSPECTRAL SETS FOR DIFFERENTIAL OPERATORS 965

Setting u ≡ w2 and v ≡ (w′)2, one can compute directly that the boundary conditions
which determine the domain of M are:

• At x = 0 : u = u′ = u′′′ = v′ = v′′′ = u′′ − 2v = u(4) − 4v′′ = 0,
• At x = 1 : u′ = u′′′ = v′ = 0.

The operator B is to be viewed as a perturbation of M, so we take D(B) = D(M),
from which it follows that D(M− λB) = D(M).

It will also be useful to determine the boundary conditions which define the
domains of certain adjoint operators related to the Borg system. First, consider
D(M∗), where M∗ denotes the Hilbert space adjoint of the unbounded operator M.

Let z = [u, v]T ∈ D(M). An element σ = [φ, ψ]T ∈ D(M∗) must satisfy

〈Mz, σ〉 − 〈z,M†σ〉 = 0 ,

where M† denotes the formal adjoint of M. One can compute directly the following
boundary conditions which define D(M∗):

• At x = 0 : ψ = ψ′′ + 2
3φ = ψ(4) − 4

3φ
′′ + 8

3p1φ = 0,

• At x = 1 : φ = φ′′ = φ(4) = ψ = ψ′ = ψ′′ = ψ(4) = 0.
Similarly, one can compute the following boundary conditions which define D(B∗):
• At x = 0 : ψ = 0,
• At x = 1 : ψ = 5ψ′′ + 4

3φ = 0.
One immediately observes the following containment:

D(M∗) ⊂ D(B∗) .

Finally, proceeding as above, one may compute the following set of boundary
conditions which defines D((M− λB)∗):

• At x = 0 : ψ = ψ′′ + 2
3φ = ψ(4) − 4

3φ
′′ + 8

3p1φ = 0,

• At x = 1 : φ = φ′′ = φ(4) = ψ = ψ′ = ψ′′ = ψ(4) = 0 ,
which shows that D((M− λB)∗) = D(M∗).
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Abstract. We consider a simple model arising in the control of noise consisting of two coupled
hyperbolic equations of dimensions two and one, respectively. The one-dimensional equation is
assumed to be dissipative. We describe the asymptotic behavior of the eigenvalues and eigenfunctions
of the system at high frequencies. Some other interesting features of the model, like the exponential
decay of solutions or the compactness of the damping term, are also studied.
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1. Introduction. Recently several works both in the mathematical and tech-
nical literature have dealt with the problem of the active control of noise generated
in acoustic cavities by means of the vibrations of their flexible walls. Such studies
were motivated, for instance, by the development of a new class of turboprop engines
which are very fuel efficient but also very loud. In this context the low frequency high
magnitude acoustic fields produced by these engines cause vibrations in the fuselage
which in turn generate unwanted interior noise.

In this article we analyze the spectral properties of a linear two-dimensional hybrid
system arising in the development of these new technologies for noise reduction in the
interior of a cavity (plane, car, etc.) which was proposed in a series of works by Banks
et al. (see [3]).

Let us describe the system we study. We consider the two-dimensional square Ω =
(0, 1) × (0, 1) ⊂ R

2. We assume that Ω is filled with an elastic, inviscid, compressible

fluid whose velocity field
→
v is given by the potential φ = φ(x, y, t), (

→
v= ∇φ). By

linearization we assume that the potential φ satisfies the linear wave equation in
Ω × (0,∞) (see [8]).

The boundary Γ = ∂Ω of Ω is divided in two parts: Γ0 = {(x, 0) : x ∈ (0, 1)}
and Γ1 = Γ\Γ0. The subset Γ1 is assumed to be rigid and we impose zero normal
velocity of the fluid on it. The subset Γ0 is supposed to be flexible and occupied by
a flexible string that vibrates under the pressure of the fluid on the plane where Ω
lies. The displacement of Γ0, described by the scalar function W = W (x, t), obeys the
one-dimensional dissipative wave equation. On the other hand, on Γ0 we impose the
continuity of the normal velocities of the fluid and the string. The string is assumed
to satisfy Neumann boundary conditions on its extremes.
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All deformations are supposed to be small enough so that linear theory applies.
Under natural initial conditions for φ and W the linear motion of this system is

described by means of the following coupled wave equations:




φtt − ∆φ = 0 in Ω × (0,∞),

∂φ
∂ν = 0 on Γ1 × (0,∞),

∂φ
∂y = −Wt on Γ0 × (0,∞),

Wtt −Wxx + Wt + φt = 0 on Γ0 × (0,∞),

Wx(0, t) = Wx(1, t) = 0 for t > 0,

φ(0) = φ0, φt(0) = φ1 in Ω,

W (0) = W 0,Wt(0) = W 1 on Γ0.

(1.1)

By ν we denote the unit outward normal to Ω.
In (1.1) we have chosen to take the various parameters of the system to be equal

to one. This restricts the generality of our analysis. The dependence of the most
interesting features of the spectrum with respect to the various parameters of the
system will be studied elsewhere.

We remark also that, in (1.1), two wave equations, of dimensions two and one,
respectively, and representing vibrations of different nature, are coupled. Therefore
we say that (1.1) is a two-dimensional hybrid system. For examples of hybrid systems
of dimension one, such as those coupling strings or beams with rigid bodies, see [10],
[7], and [18].

System (1.1) is a modified version of the one introduced by Banks et al. in [3]
(see also [4]). In [3] the flexible part of the boundary Γ0 is assumed to be occupied by
a flexible beam, leading to a fourth-order one-dimensional equation on Γ0. We have
chosen to consider a one-dimensional wave equation instead to simplify the exposition.
However, most of the relevant spectral properties remain unchanged considering a
beam equation with appropriate boundary conditions.

We also remark that we choose Neumann boundary conditions for the string. This
choice allows us to separate the variables and to obtain an explicit equation for the
eigenvalues. In the case of Dirichlet boundary conditions, which are considered in [3],
this is no longer possible. Nevertheless, using the information we get here about the
eigenfunctions of system (1.1), it can be proved that the uniform decay fails and also
that there exist solutions uniformly distributed in Ω with arbitrarily small decay (see
[14]).

System (1.1) is well posed in the energy space

X = H1(Ω) × L2(Ω) ×H1(Γ0) × L2(Γ0)

for the variables (φ, φt,W,Wt).
The energy

E(t) =
1

2

∫
Ω

[| ∇φ |2 + | φt |2
]
dxdy +

1

2

∫
Γ0

[| Wx |2 + | Wt |2
]
dx(1.2)

satisfies

dE

d t
(t) = −

∫
Γ0

| Wt |2 dx.(1.3)
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Hence, the system (1.1) is dissipative, the damping term being localized in the
subset Γ0 of the boundary.

Some of the properties of this system like existence, uniqueness, asymptotic be-
havior, and existence of periodic solutions were studied in previous works (see [12]
and [13]).

Our aim here is to characterize the asymptotic behavior of the eigenvalues and
eigenfunctions of the differential operator corresponding to system (1.1) and to de-
scribe some interesting features of the model that are direct consequences of this
analysis. The study is made by using separation of variables. In this way the system
is reduced to an infinite number of one-dimensional systems depending on an integer
parameter k which represents the frequency of vibration in the x-direction. This al-
lows us to obtain explicit equations for eigenvalues and to use Rouché’s theorem for
their localization.

Let us describe briefly the most relevant results obtained in this paper:

(a) Whenever the frequency of vibration in the x−direction is fixed the corre-
sponding one-dimensional system does not decay uniformly. Indeed, at high frequen-
cies, the real part of the one-parameter family of eigenvalues converges to zero. This
is a typical situation in one-dimensional hybrid systems (see [7], [10], and [18]).

(b) The effect of the damping term on the global dynamics of the system is almost
negligible at high frequencies. Indeed, most of the eigenfunctions of the system (1.1)
have their energy uniformly distributed in Ω while the real part of the eigenvalues
converges to zero at high frequencies.

(c) Among the two-parameter family of eigenvalues of the two-dimensional system
only a one-parameter family of them is effectively damped so that their real parts
remain uniformly away from zero. The corresponding eigenfunctions have their energy
exponentially concentrated on the string Γ0.

(d) As a consequence of the previous property, the difference between the semi-
group generated by the damped and undamped systems is not compact. This is in
contrast with the results in [18] showing that the lack of uniform decay in damped
one-dimensional hybrid systems is typically due to the compactness of the damping
term. Thus, the noncompactness result is genuinely two-dimensional.

Let us remark that the case we have addressed is not generic. Even in the case
of surfaces of revolution the cylindrical case is a degenerate one. This was exhibited
in the thesis of Allibert in the frame of the classical wave equation with Dirichlet
boundary conditions (see [1]). Nevertheless, in [11] we show that, in the case of a
disk-shaped cavity surrounded by a circular dissipative string, the same phenomenon
is present although all rays of geometric optics meet the boundary where the losses
occur. This indicates that the same behavior can be expected for different kinds of
geometries or boundary conditions (see also [14]).

The rest of the paper is organized as follows.

In section 2 we present in detail the main results of this paper and we discuss
some of their consequences. In section 3 we localize the eigenvalues of the undamped
system corresponding to (1.1) and describe its eigenfunctions. In section 4 we obtain
asymptotic estimates for the eigenvalues and eigenmodes of the damped system (1.1).
This section is divided in two parts. In section 4.1 we distinguish three types of eigen-
values which, at high frequencies, approach the imaginary axis. The corresponding
eigenfunctions have the property that the energy concentrated in the string vanishes
asymptotically. To complete the study, in section 4.2 we prove that there exists a
sequence of eigenvalues, tending to infinity, with uniformly negative real parts. The
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corresponding eigenfunctions have the property that the energy localized on the string
does not vanish asymptotically. Moreover, as the frequency increases the whole energy
is concentrated on the string at an exponential rate. These eigenfunctions span an
infinite-dimensional subspace of the energy space in which the decay rate of solutions
is exponential.

In the last section we prove that the difference between the semigroup generated
by the differential operator associated with the undamped system and that associated
with the damped one is not compact as a consequence of the existence of an infinite-
dimensional subspace in which the damping term is effective; i.e., it produces an
exponential decay. We end up with an appendix that contains some technical lemmas.

2. The main results: Statements and discussion. As we said in the intro-
duction the aim of this paper is the study of the spectrum of (1.1). In this section
we state the main results concerning the eigenvalues and eigenfunctions of the system
and some of their consequences.

In order to analyze the spectrum of (1.1) we look for solutions in separated vari-
ables of the form (φ,W ) = (ψ(y, t), V (t)) cos(kπx).

We deduce that (ψ(y, t), V (t)) verifies the following one-dimensional system:




ψtt − ψyy + k2π2ψ = 0 in (0, 1) × (0,∞),
ψy(1) = 0 for t ∈ (0,∞),
ψy(0) = −Vt for t ∈ (0,∞),
Vtt + k2π2V + Vt + ψt(0) = 0 for t ∈ (0,∞).

(2.1)

Now if we look for solutions of (2.1) of the form (ψ(y, t), V (t)) = eλ t(ψ(y), V ),
with V ∈ R, it follows that the eigenvalues λ of system (1.1) are the roots of the
equation

e2
√
λ2+k2π2

= −λ2 −√
λ2 + k2π2(λ2 + λ + k2π2)

λ2 +
√
λ2 + k2π2(λ2 + λ + k2π2)

.(2.2)

The corresponding eigenfunctions are ϕλ = ψλ cos (kπx) where ψλ are the eigen-
functions of (2.1):

ψλ =




1

λ
cosh (

√
λ2 + k2π2(y − 1))

cosh (
√

λ2 + k2π2(y − 1))√
λ2 + k2π2

λ2
sinh (

√
λ2 + k2π2)√

λ2 + k2π2

λ
sinh (

√
λ2 + k2π2)




.(2.3)

We are interested in the asymptotic behavior of the eigenvalues λ when |λ| −→ ∞.
For each k ∈ N we get a sequence of eigenvalues (λk,m)m∈Z∗ for the system (2.1) of
modulus greater than kπ (that will be analyzed in section 4.1) and two eigenvalues λ∗

k

and λ∗∗
k with modulus less than kπ (that will be studied in section 4.2). All these are

the eigenvalues of system (1.1). For each k, (λk,m)m∈N∗ are ordered such that |λk,m|
increases as m does and λk,−m = λ̄k,m if m ∈ N

∗. The general result on the existence
of eigenvalues is given in the following theorem.

Theorem 2.1. Let k ∈ N be fixed. The spectrum of the differential operator
corresponding to system (2.1) consists of a sequence of eigenvalues (λk,m)m∈N∗ ∪{λ∗

k}
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with positive imaginary part and another sequence of eigenvalues (λk,−m)m∈N∗∪{λ∗∗
k }

with the property that λk,−m = λ̄k,m if m > 0 and λ∗∗
k = λ̄∗

k. All these eigenvalues are
zeros of the equation (2.2). If k = 0 then λ∗

k = λ∗∗
k = 0.

Remark 1. We remark that the notation λ∗
k and λ∗∗

k are used for the eigenvalues
with the smallest modulus of the system. We make this distinction since the properties
of these wave numbers are different from the others, as we shall see in Theorem
2.9. Actually, these eigenvalues correspond to the eigenfunctions whose energy is
concentrated on the string Γ0 and decay uniformly as t → ∞.

The asymptotic properties of the wave numbers and modes depend on the relation
between k and m. Therefore we divide our analysis in four cases. First, in Theorems
2.2, 2.4, and 2.6, we characterize the eigenvalues that approach the imaginary axis as
the wave number increases. These are the eigenvalues (λk,m)m∈Z∗ . Then, in Theorem
2.9, we study the eigenvalues λ∗

k and λ∗∗
k which have a uniformly negative real part.

Theorem 2.2 (eigenvalues λk,m with |λk,m| ≥ √
2k π). Let k ∈ N be fixed. The

eigenvalues λk,m of (2.1) with | λk,m |> √
2π k approach the imaginary axis when

| m |→ ∞ and satisfy the following:

| λk,m −√
k2 + m2 π i |≤ 24√

m2 + k2 π
if Imλk,m > 0 (m > k > 0),

| λk,m +
√
k2 + m2 π i |≤ 24√

m2 + k2 π
if Imλk,m < 0 (m < −k < 0).

(2.4)

Remark 2. Theorem 2.2 shows that when we fix the frequency of vibration in the
x-direction (k fixed) and we consider large frequencies in the y-direction (m large), the
system behaves like the wave equation in Ω with homogeneous Neumann boundary
conditions in all ∂Ω: {

Φtt −4Φ = 0 in Ω × (0,∞),
∂Φ
∂ν = 0 on ∂Ω × (0,∞).

(2.5)

Therefore, the influence of the vibrating string on Γ0 vanishes asymptotically.
Remark 3. Note that the existence of a sequence of eigenvalues (λk,m)m which

approach the imaginary axis when | m |→ ∞ implies that the decay rate of the energy
of solutions of (1.1) is not exponential. It is known that, for linear problems, this is
equivalent to a nonuniform decay rate of solutions (see [9]).

In fact we obtain that, for each k ∈ N, the system (2.1) does not have an ex-
ponential decay. This is not the case in the classical wave equation with boundary
dissipation:




Φtt −4Φ = 0 in Ω × (0,∞),
∂Φ
∂ν = 0 on Γ1 × (0,∞),
∂Φ
∂ν + Φt = 0 on Γ0 × (0,∞).

(2.6)

In the context of (2.6), for k fixed, the corresponding one-dimensional systems
have exponential decay, but the decay rate vanishes as k → ∞. This is due to the
fact that the region Γ0 in which the damping is concentrated does not satisfy the
necessary geometric control condition since there are rays of geometric optics that
never intersect Γ0 (see [5] and [17]). In our case the loss of uniform decay is even
worse, and it is due to the hybrid structure of the system or, equivalently, to the type
of boundary condition we have imposed on Γ0 and not only to the support Γ0 of the
damping term.
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Moreover, as we mention in Remark 6, we can find a sequence of solutions of (1.1)
with the energy uniformly distributed in all Ω and with arbitrarily small exponential
decay rate. This is not possible in the examples given in [5] and [17] where the energy
of the solutions with nonuniform decay concentrates on rays of geometric optics.

Remark 4. The fact that the eigenvalues approach the imaginary axis is a con-
sequence not only of the localization of the dissipative region but also of the hybrid
structure of the system. In [11] we show that, in the case of a disk-shaped cavity
surrounded by a circular dissipative string the same phenomenon is present although
all rays of geometric optics meet the boundary where the losses occur.

This indicates that the same behavior can be expected for different kinds of
geometries or boundary conditions (see also [14]).

We can now analyze the eigenfunctions corresponding to the wave numbers λk,m

of Theorem 2.2. Remark 2 indicates that one can expect the first two components
of the eigenfunctions of (1.1) to behave like the eigenfunctions of (2.5). Therefore we
define the function

ψk,m =




(−1)m+1i√
k2 + m2π

cos mπy cos kπx

(−1)m+1 cos mπy cos kπx
0
0


 .(2.7)

Observe that the eigenmodes of (2.5) are the first two components of ψk,m.
Theorem 2.3. The eigenfunctions ϕλ, corresponding to the eigenvalues λ = λk,m

satisfying (2.4) have the following property:

‖ ϕλ − ψk,m ‖X≤ c

m
,(2.8)

where c is a constant which does not depend on m and k.
Remark 5. Theorem 2.5 indicates that the last two components of the eigenfunc-

tion ϕλ (which correspond to the string located in Γ0) vanish asymptotically when
the frequency increases. This implies that, at high frequencies (in the sense of (2.4)),
the string does not play an important role in the dynamics of the system.

Remark 6. The solutions of (1.1) corresponding to the eigenfunctions given by
Theorem 2.3 form a sequence of solutions with the energy uniformly distributed in
all Ω and with arbitrarily small exponential decay rate. This proves that the lack of
the uniform decay of our system is related not only to the support of the dissipative
mechanism but also to the nature of the boundary conditions or of the coupling
between the different components of the system.

The second range of frequencies is studied in the following theorem.
Theorem 2.4. [eigenvalues λk,m with k π ≤ |λk,m| ≤ √

2k π, first part] For

k ∈ N sufficiently large and m = ±1,±2, ...,±[ 3
√
k] , the eigenvalues λk,m of (1.1)

satisfy

∣∣∣∣∣∣λk,m −
√
k2 +

(
2m− 1

2

)2

π i

∣∣∣∣∣∣ ≤
2π
3
√
k

if Imλk,m > 0 (1 ≤ m ≤ [
3
√
k]),

∣∣∣∣∣∣λk,m +

√
k2 +

(
2m + 1

2

)2

π i

∣∣∣∣∣∣ ≤
2π
3
√
k

if Imλk,m < 0 (−[
3
√
k] ≤ m < 0).

(2.9)
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Remark 7. Consider the following conservative wave equation:


Φtt −4Φ = 0 in Ω × (0,∞),
∂Φ
∂ν = 0 on Γ1 × (0,∞),
Φ = 0 on Γ0 × (0,∞).

(2.10)

Its eigenvalues are exactly

√
k2 +

(
2m+1

2

)2
π i. Theorem 2.4 shows that when we

fix the frequency of vibration in the y-direction (m is fixed) and we consider large
frequencies in the x-direction (k large), the eigenvalues of (1.1) behave like those of
(2.10). The influence of the vibrating string on Γ0 vanishes asymptotically in this
range of eigenvalues. However, when comparing the behavior of these eigenvalues
with those of Theorem 2.2, we observe that the boundary conditions for Φ on Γ0

change.
Let us analyze the eigenfunctions corresponding to the eigenvalues studied in

Theorem 2.4. We consider first the function

ψ̃k,m =




(−1)m+1 i√
k2 +

(
2m + 1

2

)2

π

sin
2m + 1

2
πy cos kπx

(−1)m+1 sin
2m + 1

2
πy cos kπx

0
0




(2.11)

and we remark that the first two components of it correspond to eigenfunctions of
problem (2.10).

Theorem 2.5. The eigenfunctions ϕλ corresponding to the eigenvalues λ = λk,m

of Theorem 2.4 satisfy

‖ ϕλ − ψ̃k,m ‖X≤ c
3
√
k
,(2.12)

where c is a constant which does not depend on k and m.
Remark 8. Remark 5 applies in this case too.
The following theorem completes the study of the eigenvalues with real part tend-

ing to zero as the wave number increases.
Theorem 2.6 (eigenvalues λk,m with k π ≤ |λk,m| ≤ √

2k π, second part). For

all k ∈ N sufficiently large the eigenvalues λk,m of (1.1) with [ 3
√
k] < |m| ≤ k satisfy

the following estimates:

∣∣∣λk,m −
√
π2 k2 + k2 ζ2

k,m i
∣∣∣ ≤ 1

5
√
k

if Imλk,m > 0 (k ≥ m > [
3
√
k]),∣∣∣λk,m +

√
π2 k2 + k2 ζ2

k,m i
∣∣∣ ≤ 1

5
√
k

if Im λk,m < 0 (−k ≤ m < −[
3
√
k]),

(2.13)

where ζk,m ∈ R+ is the positive root of the equation

tan k ζ =
π2

k ζ3
,(2.14)



974 S. MICU AND E. ZUAZUA

which belongs to
(
m
k π,

2m+1
2k π

)
.

Remark 9. When k remains bounded and m goes to infinity the roots ζk,m of
the equation (2.14) behave like mπ

k . This corresponds to the asymptotic behavior of
the eigenvalues λk,m studied in Theorem 2.2. On the other hand, when m remains

bounded and k goes to infinity, the zeros ζk,m of (2.14) behave like (2m+1)π
2k . This

agrees with the behavior of the eigenvalues λk,m studied in Theorem 2.4.
The eigenvalues λk,m of Theorem 2.6 make the transition from one zone to another

and still approach the imaginary axis at high frequencies.
The eigenfunctions corresponding to these eigenvalues have the same property as

those of Theorems 2.3 and 2.5; i.e., the last two components vanish asymptotically.
Theorem 2.7. The eigenfunctions ϕλ corresponding to the eigenvalues of Theo-

rem 2.6 satisfy

lim
|λ|→∞

||ϕ3
λ||H1(Γ0)

||ϕλ||X = 0, lim
|λ|→∞

||ϕ4
λ||L2(Γ0)

||ϕλ||X = 0,(2.15)

where ϕ3
λ and ϕ4

λ are the third and the fourth components of ϕλ.
Until now we have obtained eigenvalues of system (1.1) approaching the imaginary

axis when their modulus tends to infinity. The following result exhibits a sequence of
eigenvalues with uniformly bounded negative real parts.

Theorem 2.8. [eigenvalues λk with |λk| ≤ k π] The equation (2.2) has, for
sufficiently large k, two eigenvalues λ∗

k and λ∗∗
k with Imλ∗

k > 0 and

∣∣∣λ∗
k −

√
k2(α1)2 − k2π2

∣∣∣ ≤ 1

k
and λ∗

k = λ̄∗∗
k ,(2.16)

where α1 is the root of

z2 − π2 + kz3 + z
√
z2 − π2 = 0(2.17)

with the following asymptotic behavior:

α1 =
3

√
π2

k
− 1

3
3

√
π

k2
i + o

(
1

3
√
k2

)
, as k → ∞.(2.18)

Therefore, λ∗
k satisfies

Re λ∗
k −→ −1

3
when k −→ ∞.(2.19)

Remark 10. In Theorem 2.8 we prove the existence of two eigenvalues λ∗
k and λ∗∗

k

with modulus less than kπ. These are, for k fixed, the eigenvalues with smallest mod-
ulus and are the only ones uniformly dissipated by the system at large frequencies.

The corresponding eigenfunctions λ∗
k can be written as

ϕλ∗
k

=




cosh (
√

(λ∗
k)

2 + k2π2(y − 1)) cos kπx√
(λ∗

k)
2 + k2π2 sinh (

√
(λ∗

k)
2 + k2π2)

−λ∗
k cosh (

√
(λ∗

k)
2 + k2π2(y − 1)) cos kπx√

(λ∗
k)

2 + k2π2 sinh (
√

(λ∗
k)

2 + k2π2)

− 1

λ∗
k

cos kπx

cos kπx




,
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Fig. 2.1. The sequence of eigenvalues for fixed k.

and they have a different behavior.
Theorem 2.9. (i) The sequence of eigenfunctions {ϕλ∗

k
}k converge weakly to

zero in X when k tends to infinity.
(ii) The sequences {ϕj

λ∗
k
}k do not converge strongly to zero for any j = 1, 2, 3, 4

in the corresponding norms.
Remark 11. The eigenfunctions ϕλ∗

k
generate a subspace of the energy space of

infinite dimension in which, in view of (2.19), the decay rate of the energy of the
system is uniform. The energy of the solutions corresponding to the eigenfunctions
of Theorem 2.9 is concentrated in the string. Indeed, the estimates of Theorem 2.9
allow us to prove that∫ 1

0

∫ 1

ε

(
||ϕ1

λ∗
k
||2H1(Ω) + ||ϕ2

λ∗
k
||2L2(Ω)

)
dx dy ≤ Ce−2

3√
k2π2ε.

This indicates that the energy of the acoustic wave decays exponentially fast from Γ0

to the interior of the domain.
Figure 2.1 describes the behavior of the different families of eigenvalues for each k.

3. The conservative system. In this section we analyze the spectral properties
of the conservative system corresponding to (1.1):



φtt − ∆φ = 0 in Ω × (0,∞),
∂φ
∂ν = 0 on Γ1 × (0,∞),
∂φ
∂y = −Wt on Γ0 × (0,∞),

Wtt −Wxx + φt = 0 on Γ0 × (0,∞),
Wx(0, t) = Wx(1, t) = 0 for t > 0.

(3.1)

In (3.1) the dissipative term Wt of the equation of displacement of the string has
been dropped. The energy of this system is defined by (1.2) too, but in this case we
have that dE

d t (t) = 0. This means that (3.1) is an undamped system.
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The eigenvalues of (3.1) are characterized in the following theorem.
Theorem 3.1. System (3.1) has a two-parameter sequence of purely imaginary

eigenvalues (νk,m)k∈N,m∈Z∗ given by

νk,m =
√
z2
k,m + k2π2 i if m > 0 and νk,m = −νk,−m if m < 0 ,(3.2)

where (zk,m)m∈N∗ are the roots of the equation

tan z =
z2 + k2π2

z3
.(3.3)

Moreover, there are another two eigenvalues of (3.1), ν∗k , and ν∗∗k , with the mod-
ulus less than k π, given by

ν∗k =
√
k2π2 − (z∗k)2 i , ν∗∗k = ν̄∗k ,(3.4)

where z∗k is the unique positive root of the equation

e2 z =
z3 − z2 + k2π2

z3 + z2 − k2π2
.(3.5)

In the last case, ν∗k = ν∗∗k = 0 when k = 0.
Proof. In order to study the spectrum of (3.1) we look for solutions of this system

in separated variables: (φ,W ) = eνt(ψ, V ) cos (nπx), where ψ = ψ(y) and V ∈ R. It
follows that the eigenvalues ν satisfy the following transcendental equation:

e2
√
ν2+k2π2

= −ν2 −√
ν2 + k2π2(ν2 + k2π2)

ν2 +
√
ν2 + k2π2(ν2 + k2π2)

.(3.6)

Considering the change of variable ν =
√
ζ2 − k2π2, equation (3.6) becomes

e2ζ =
ζ3 − ζ2 + k2π2

ζ3 + ζ2 − k2π2
.(3.7)

Since the differential operator corresponding to (3.1) is conservative its eigenvalues
will be all purely imaginary. Hence, we have to look only for those roots of (3.7) which
are purely imaginary or real. It follows that the imaginary roots of (3.7) are the roots
of the equation (3.3) and the real ones are roots of (3.5).

We analyze now the eigenfunctions. By separation of variables, it is easy to see
that the eigenfunctions have the following form:

ξν =




−i√
z2 + k2π2

cos z(y − 1) cos kπx

−cos z(y − 1) cos kπx

− z

z2 + k2π2
sin z cos kπx

z i√
z2 + k2π2

sin z cos kπx




.(3.8)

Theorem 3.2. The eigenfunctions ξν defined by (3.8) corresponding to the eigen-
values ν given by (3.3) have the following property:

lim
|ν|→∞

||ξ3
ν ||H1(0,1)

||ξν ||X = 0, lim
|ν|→∞

||ξ4
ν ||L2(0,1)

||ξν ||X = 0,
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where ξjν is the jth component of ξν .
Proof. If ν is one of the eigenvalues of (3.1) with |ν| > k π, it follows that

ζ =
√
ν2 + k2π2 is a purely imaginary number. Therefore ζ = z i, where z ∈ R is a

solution of the equation (3.3).
Taking into account that z satisfies (3.3), a simple calculation gives us that

||ξ1
ν ||2H1 + ||ξ2

ν ||2L2 =
1

2
+

1

4(z2 + k2π2)
+

(1 + 2k2π2) sin 2z

8z(z2 + k2π2)

=
1

2
+

1

4(z2 + k2π2)
+

2z3(z2 + k2π2)

4(z6 + (z2 + k2π2)2)
,

||ξ3
ν ||2H1 =

z2(1 + k2π2) sin 2z

2(z2 + k2π2)2
=

z2(1 + k2π2)

2(z6 + (z2 + k2π2)2)
,

||ξ4
ν ||2L2 =

z2 sin 2z

2(z2 + k2π2)
=

z2(z2 + k2)

2(z6 + (z2 + k2π2)2)
.

We observe that if k remains bounded when |ν| → ∞ then, necessarily, |z| → ∞.
This remark allows us to conclude that

||ξ1
ν ||2H1 + ||ξ2

ν ||2L2 −→ 1

2
and ||ξ3

ν ||2H1 + ||ξ4
ν ||2L2 −→ 0, when ν −→ ∞.

Remark 12. One can also see that ν∗k does not have this property; i.e.,

lim inf
|ν∗

k
|→∞

||ξ3
ν∗
k
||H1(0,1)

||ξν∗
k
||X 6= 0 and lim inf

|ν|→∞

||ξ4
ν∗
k
||L2(0,1)

||ξν∗
k
||X 6= 0.

The proof of this fact is similar to that of Theorem 2.9.

4. The dissipative case. In this section we give the proofs of Theorems 2.1,
2.2, 2.3, 2.4, 2.5, 2.6, 2.7, 2.8, and 2.9 which characterize the asymptotic behavior of
the eigenvalues and the eigenfunctions of (1.1).

We begin with the proof of Theorem 2.1.
Proof of Theorem 2.1. Suppose first that k 6= 0. It is easy to see that the differen-

tial operator corresponding to (2.1) has compact resolvent (see [11]). Therefore, the
spectrum of (2.1) consists of a sequence of complex eigenvalues (λk,m)m∈N∪(λ̄k,m)m∈N

with the property that limm→∞ |λk,m| = ∞ and λk,m 6= 0 for all m ∈ Z.
If k = 0, the operator has the same properties but the first two eigenvalues λ0,0

and λ̄0,0 are equal to zero.
Moreover, since all the elements of the spectrum are eigenvalues of the operator

it follows that they are roots of equation (2.2).

With the change of variable

√(
λ
k

)2
+ π2 = z equation (2.2) is reduced to

e2k z = −z2 − π2 − kz3 − z
√
z2 − π2

z2 − π2 + kz3 + z
√
z2 − π2

.(4.1)
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We present now four technical lemmas which give us the information we need
about the poles of the function in the right-hand side of (4.1). The proofs of these
lemmas will be presented in an appendix at the end of this paper.

Lemma 4.1. If α is a root of the equation

z2 − π2 + kz3 + z
√
z2 − π2 = 0,(4.2)

then, for k large enough, we have

π

2 3
√
k
<| α |< 2π

3
√
k
.(4.3)

Lemma 4.2. For k large enough, the equation (4.2) has three roots αi , i = 1, 2, 3,
with the property that ∣∣∣∣∣αi − 3

√
π2

k
ωi

∣∣∣∣∣ ≤
10
3
√
k2

,(4.4)

where ωi , i = 1, 2, 3, are the three cubic roots of unity.
Lemma 4.3. The root α1 of (4.2) satisfies

α1 =
3

√
π2

k
− 1

3
3

√
π

k2
i + o

(
1

3
√
k2

)
as k → ∞.(4.5)

Lemma 4.4. For k large enough, the equation

z2 − π2 − kz3 − z
√
z2 − π2 = 0(4.6)

has three roots βi , i = 1, 2, 3, with the property that∣∣∣∣∣βi − 3

√
π2

k
ω̃i

∣∣∣∣∣ ≤
10
3
√
k2

,(4.7)

where ω̃i = −ωi , i = 1, 2, 3.
We can pass now to prove Theorems 2.2, 2.3, 2.4, 2.5, 2.6, 2.7, 2.8, and 2.9. In

section 4.1 we analyze the case of the eigenvalues with real parts tending to zero, as
the frequency increases (Theorems 2.2, 2.3, 2.4, 2.5, 2.6, and 2.7). In section 4.2 we
prove the existence of eigenvalues with uniformly negative real parts (Theorems 2.8
and 2.9).

4.1. Eigenvalues with real parts tending to zero.
Proof of Theorem 2.2. If we note

√
λ2 + k2π2 = µ, we obtain that µ satisfies the

following equation:

e2µ = −µ2 − k2π2 − µ(µ2 +
√
µ2 − k2π2)

µ2 − k2π2 + µ(µ2 +
√
µ2 − k2π2)

.(4.8)

We put the equation (4.8) in the form

e2µ − 1 = − 2(µ2 − k2π2)

µ2 − k2π2 + µ(µ2 +
√

µ2 − k2π2)
,(4.9)
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and we localize its roots applying Rouché’s theorem.
In order to do this we consider the functions

f(z) = e2z − 1 and g(z) = − 2(z2 − k2π2)

z2 − k2π2 + z(z2 +
√
z2 − k2π2)

.

We remark that the equation f(z) = 0 has the roots (αm)m∈Z with αm = mπ i.
For each m ∈ Z \ {0} we define the square γ1

m of center αm and side 2εm and the
rectangle γ2

m defined by the lines Re z = ±δm and Imz = mπ ± 3π
4 . Moreover, we

consider the square γ0 of center 0 and side 2Mk (see Fig. 4.1).
The constants εm, δm, and Mk will be chosen in such a way that

| f(z) |>| g(z) | for all z ∈ γ1
m ∪ γ2

m ∪ γ0.(4.10)

First of all we have that, for all z ∈ CI,

| f(z) |2=| e2z − 1 |2= (e2Re z − cos 2 Imz)2 + ( sin 2 Imz)2

≥ max {| e2Re z − 1 |, | sin 2 Imz |}.(4.11)

In order to estimate g we consider the region G1 of the complex plane defined by

G1 = {z ∈ CI :| z |> max {k π, 4}},(4.12)

where g(z) is analytic in view of Lemma 4.2. We deduce that, for all z ∈ G1,

| g(z) |=
∣∣∣∣∣

2(z2 − k2π2)

z2 − k2π2 + z(z2 +
√
z2 − k2π2)

∣∣∣∣∣ ≤
2

| z |
∣∣∣ z2+

√
z2−k2π2

z2−k2π2

∣∣∣− 1

≤ 2

| z | |z|2−|√z2−k2π2|
|z|2+k2π2 − 1

≤ 2

| z | |z|2−√
2|z|

|z|2+k2π2 − 1
≤ 2

|z|
4 − 1

≤ 8

| z | −4
.(4.13)

We are now in condition to determine the constants εm, δm, and Mk such that
(4.10) is satisfied.

If z ∈ γ1
m ∩G1, we obtain that | f(z) |> εm >| g(z) | if 16

2mπ−9 < εm < 1
2 .

Applying Rouché’s theorem, it turns out that there exists a unique root of the
equation (4.8) in each square γ1

m if m ≥ k + 1. We denote those roots by µk,m.
If z ∈ γ2

m ∩G1, we obtain that | f(z) |> 1
2 >| g(z) | if δm > 1

2 .
Since we did not impose any upper bound for δm we can apply again Rouché’s

theorem and we obtain that, for each m ≥ k+1 in the regions |Imz −mπ| ≤ 3π
4 , the

equation (4.8) has the same number of roots as f(z) = 0 does. This implies that the
only roots of (4.8) in G1 are µk,m found above.

Finally, if we choose Mk = k π + 3π
4 we obtain, like above, that if z ∈ γ0 ∩ G1,

then | f(z) |> 1/2 >| g(z) | .
Applying Rouché’s theorem, we deduce that the number of roots of (4.8) in γ0 is

equal to 2k + 2.
In order to obtain the roots of (2.2) we return to the variable λ.
First of all we remark that if λ solves (2.2) then λ̄ is a solution too. Hence, it is

sufficient to look for those λ with Imλ > 0, the other eigenvalues being conjugates of
these. On the other hand, when we pass from µ to λ we are interested in those values
which have the property that Re λ < 0, since the energy of the system decreases as t
increases (see (1.2) and (1.3) above and [11] for a detailed discussion on this). Those
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Fig. 4.1.

remarks indicate that we can establish a bijective correspondence between the zeros
of the equation (4.8) and those of the equation (2.2).

Since the previous analysis gives us the roots µ of (4.8) with the property that

| µ | > max {k π, 4}, we obtain all the roots λ =
√
µ2 − k2π2 of (2.2) with the

property that | λ |> √
2k π. For those eigenvalues λ with Imλ > 0 we have

| λ−
√
m2 + k2 π i |=|

√
µ2 − k2π2 −

√
m2 + k2 π i |

=
| µ−mπ i | | µ + mπ i |√

| Im
√
µ2 − k2π2 +

√
m2 + k2π |2 + | Re

√
µ2 − k2π2 |2

≤ εm | µ + mπ i |
Im

√
µ2 − k2π2 +

√
m2 + k2π

≤ εm(εm + 2mπ)√
k2 + m2π

≤ 3m√
k2 + m2

εm.

It turns out that, for m > k + 1, the eigenvalues λk,m with Imλk,m > 0 satisfy
(2.4). The corresponding result for the case λk,m with Imλk,m < 0 can be obtained
in the same way.

Remark 13. Theorem 2.2 tells us that, for each k ∈ N and for each eigenvalue
(λk,m)m∈Z∗ with |m| ≥ k+1, the index m is given by the nearest value ±√

k2 + m2 π i.
The other eigenvalues, which belong to the circle centered in 0 and of radius

√
2 k π,

are ordered in the increasing way with respect to the modulus: λ∗
k, λ

∗∗
k , λk,±1, λk,±2,...,
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λk,±k (see Theorems 2.4, 2.6, and 2.8). Hence, for k fixed, λ∗
k and λ∗∗

k are the eigen-
values with the smallest modulus, while the modulus of λk,±k approaches

√
2kπ when

m increases.
We prove now Theorem 2.3.

Proof of Theorem 2.3. From (2.4) we deduce that
√

λ2 + k2π2 = µ = mπ i+α(m)
with |α(m)| ≤ 1

m .
The eigenfunction ϕλ can be decomposed as follows:

ϕλ =




1

λ
cosh

√
λ2 + k2π2(y − 1) cos kπx

−cosh
√
λ2 + k2π2(y − 1) cos kπx

−
√
λ2 + k2π2

λ2
sinh (

√
λ2 + k2π2) cos kπx

√
λ2 + k2π2

λ
sinh (

√
λ2 + k2π2) cos kπx




=




(−1)m+1 i

λ
cosh α(m)(y − 1) cos mπy cos kπx

(−1)m i cosh α(m)(y − 1) cos mπy cos kπx
0
0




+




(−1)m
1

λ
sinh α(m)(y − 1) sin mπy cos kπx

(−1)m+1 sinh α(m)(y − 1) sin mπy cos kπx

(−1)m+1

√
λ2 + k2π2

λ2
sinh α(m) cos kπx

(−1)m
√
λ2 + k2π2

λ
sinh α(m) cos kπx




.

We denote by ϕ1 and ϕ2 the two vector-valued functions above.
We estimate first the norm of ϕ2 in X :

‖ϕ2‖2
X =

∫ 1

0

∫ 1

0

{(∣∣∣∣ 1λ cos kπx

∣∣∣∣
2

+

∣∣∣∣kπλ sin kπx

∣∣∣∣
2
)
| sinh α(m)(y − 1) sin mπy|2

+

∣∣∣∣
(
α(m)

λ
coshα(m)(y − 1) sinmπy +

mπ

λ
sinhα(m)(y − 1) cosmπy

)
cos kπx

∣∣∣∣
2
}

+

∫ 1

0

∫ 1

0

| sinh α(m)(y − 1) sin mπy cos kπx|2 dx dy

+

∫ 1

0



∣∣∣∣∣
√
λ2 + k2π2

λ2
sinhα(m) cos kπx

∣∣∣∣∣
2

+

∣∣∣∣∣
kπ

√
λ2 + k2π2

λ2
sinhα(m) sin kπx

∣∣∣∣∣
2

 dx
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+

∫ 1

0

∣∣∣∣∣
√
λ2 + k2π2

λ
sinh α(m) cos kπx

∣∣∣∣∣
2

dx ≤
∫ 1

0

{∣∣∣∣ 1λ sinh α(m)(y − 1)

∣∣∣∣
2

+

∣∣∣∣α(m)

λ
cosh α(m)(y − 1)

∣∣∣∣
2

+

(
(k2 + m2)π2

|λ|2 + 1

)
| sinh α(m)(y − 1)|2

}
dy

+



∣∣∣∣∣
√
λ2 + k2π2

λ2

∣∣∣∣∣
2

+

∣∣∣∣∣
kπ

√
λ2 + k2π2

λ2

∣∣∣∣∣
2

+

∣∣∣∣∣
√
λ2 + k2π2

λ

∣∣∣∣∣
2

 | sinh α(m)|2

≤ 4
| α(m) |2

|λ|2 + 4|α(m)|2 + 5
| α(m) |2

|λ|2 + 4
(k2 + m2)π2 | α(m) |2

|λ|2

+4|α(m)|2
∣∣∣∣λ

2 + k2π2

λ4

∣∣∣∣
2 ∣∣1 + k2π2 + λ2

∣∣2 ≤ 33|α(m)|2 ≤ c′

m2
,

where we take into account that |sinh α(m)| ≤ 2|α(m)| and |cosh α(m)| ≤ 2.
In this way we obtain that

‖ϕ2‖X ≤ c′

m
.(4.14)

We estimate now

‖ ϕ1 − ψk,m ‖X=

∫ 1

0

∫ 1

0

{∣∣∣∣ i√
m2 + k2π

+
1

λ
coshα(m)(y − 1)

∣∣∣∣
2

| cosmπy cos kπx|2

+

∣∣∣∣ i√
m2 + k2π

+
1

λ
cosh α(m)(y − 1)

∣∣∣∣
2

|kπ cos mπy sin kπx|2

+

∣∣∣∣ i√
m2 + k2π

+
1

λ
coshα(m)(y − 1)

∣∣∣∣
2

|mπ sinmπy cos kπx|2

+

(∣∣∣∣α(m)

λ
sinhα(m)(y − 1)

∣∣∣∣
2

+ |1 − coshα(m)(y − 1)|2
)
|cosmπy cos kπx|2

}
dxdy

≤
∫ 1

0

{∣∣∣∣ i√
m2 + k2π

+
1

λ
cosh α(m)(y − 1)

∣∣∣∣
2



SPECTRAL ANALYSIS OF A HYBRID SYSTEM 983

+

∣∣∣∣ i(k
2 + m2)π2

√
m2 + k2π

+
(k2 + m2)π2

λ
cosh α(m)(y − 1)

∣∣∣∣
2

+

∣∣∣∣α(m)

λ
sinh α(m)(y − 1)

∣∣∣∣
2

+ |1 − cosh α(m)(y − 1)|2
}

dy

≤
∣∣∣∣ i√

m2 + k2π
+

1

λ

∣∣∣∣
2

+

∫ 1

0

∣∣∣∣ 1λ (1 − cosh α(m)(y − 1))

∣∣∣∣
2

dy

+(k2 +m2)π2

∣∣∣∣ i√
m2 + k2π

+
1

λ

∣∣∣∣
2

+(m2 +k2)π2

∫ 1

0

∣∣∣∣ 1λ (1 − cosh α(m)(y − 1))

∣∣∣∣
2

dy

+

∫ 1

0

∣∣∣∣α(m)

λ
sinh α(m)(y − 1)

∣∣∣∣
2

dy +

∫ 1

0

|1 − cosh α(m)(y − 1)|2 dy

≤ c′′

m2
+ 4|α(m)|2 + 2

c′′

m2
+ 8|α(m)|2 + 4|α(m)|2 + 4|α(m)|2 ≤ c′′′

m2
,

where we take into account that |1 − cosh α(m)| ≤ 2 | α(m) | .
We obtain that

‖ ϕ1 − ψk,m ‖X≤ c′′′

m
.(4.15)

From estimates (4.14) and (4.15) we deduce that (2.8) holds.
Next we prove Theorem 2.4 which gives estimations for the eigenvalues λk,±1,

λk,±2, . . . , λk,±q for q = q(k) ≤ [ 3
√
k]. By [ · ] we denote the integer part function.

Proof of Theorem 2.4. If we consider the change of variable λ =
√
k2z2 − k2π2

the equation (2.2) is transformed in

e2k z = −z2 − π2 − kz3 − z
√
z2 − π2

z2 − π2 + kz3 + z
√
z2 − π2

.(4.16)

Let k ∈ N be sufficiently large so that Lemma 4.1 holds. We define the functions

f(z) = e2kz + 1, g(z) =
2(kz3 + z

√
z2 − π2)

z2 − π2 + kz3 + z
√
z2 − π2

.

For each integer m with 0 ≤ |m| ≤ [ 3
√
k] let γ1

k,m be the square of center 2m−1
2k π i

and sides 3π

2k
3√
k
. For all z ∈ γ1

k,m, we have

| f(z) |=| e2kz + 1 |≥ max {| e2kRe z − 1 |, | sin 2k Imz |},
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and since |ex − 1| > |x|
2 and | sin x| > |x|

2 for small x, we deduce that

| f(z) |≥ 3π

4 3
√
k

∀z ∈ γk,m.(4.17)

We now estimate g in the region G2 =
{
z ∈ CI :| z |≤ π

3√
k2

}
.

Lemma 4.1 implies that g is analytic in G2.

For all z ∈ G2 we have |z| 3
√
k ≤ π. Therefore we obtain that

lim
k→∞

kz2 = lim
k→∞

z2 = lim
k→∞

kz3 = 0.

Hence, for all z ∈ G2,

lim
k→∞

∣∣∣∣∣
kz2 +

√
z2 − π2

z2 − π2 + kz3 + z
√
z2 − π2

∣∣∣∣∣ =
1

π
,

which implies that, for k sufficiently large,

∣∣∣∣∣
kz2 −√

z2 − π2

z2 − π2 + kz3 − z
√
z2 − π2

∣∣∣∣∣ ≤ 1 ∀z ∈ G2.

This result allows us to estimate the function g in G2:

| g(z) |= 2 | z |
∣∣∣∣∣

kz2 +
√
z2 − π2

z2 − π2 + kz3 + z
√
z2 − π2

∣∣∣∣∣ ≤ 2|z| ≤ 2π
3
√
k2

.

Finally, we obtain that |f(z)| > |g(z)| for all z ∈ γ1
k,m if k is sufficiently large and

γ1
k,m ⊂ G2. Remark that γ1

k,m ⊂ G2 if |m| ≤ [ 3
√
k].

Applying Rouché’s theorem we deduce that the equation (4.16) has a root zk,m
in each square γ1

k,m if |m| ≤ [ 3
√
k]. This root satisfies

∣∣∣∣zk,m+1 − 1

2k
(2m + 1)π i

∣∣∣∣ ≤ 3
√

2π

4k 3
√
k
≤ 2π

k 3
√
k

if m ≥ 0,

∣∣∣∣zk,m +
1

2k
(2m + 1)π i

∣∣∣∣ ≤ 3
√

2π

4k 3
√
k
≤ 2π

k 3
√
k

if m < 0.

We deduce that the eigenvalues λk,m =
√
k2z2

k,m − k2π2 with 0 < |m| ≤ [
3
√
k]

satisfy (2.9).

Proof of Theorem 2.5. Estimates (2.9) imply that

√
λ2 + k2π2 = µ =

2m + 1

2
π i + α(k) with |α(k)| ≤ 2π

3
√
k
.

We write the eigenfunction ϕλ in the following form:
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ϕλ =




1

λ
cosh (

√
λ2 + k2π2(y − 1)) cos kπx

−cosh (
√
λ2 + k2π2(y − 1)) cos kπx

−
√
λ2 + k2π2

λ2
sinh (

√
λ2 + k2π2) cos kπx

√
λ2 + k2π2

λ
sinh (

√
λ2 + k2π2) cos kπx




=




(−1)m
1

λ
cosh α(k)(y − 1) sin

2m + 1

2
πy cos kπx

(−1)m+1cosh α(k)(y − 1) sin
2m + 1

2
πy cos kπx

0
0




+




(−1)m+1 i

λ
sinh α(k)(y − 1) cos

2m + 1

2
πy cos kπx

(−1)mi sinh α(k)(y − 1) cos
2m + 1

2
πy cos kπx

(−1)m+1i

√
λ2 + k2π2

λ2
cosh α(k) cos kπx

(−1)mi

√
λ2 + k2π2

λ
cosh α(k) cos kπx




.

Let ϕ1 and ϕ2 be the vector-valued functions appearing in the decomposition of
ϕλ above.

We evaluate first the norm of ϕ2 in X :

‖ϕ2‖2
X =

∫ 1

0

∫ 1

0

∣∣∣∣ 1λ cos kπx

∣∣∣∣
2

sinh α(k)(y − 1) cos
2m + 1

2
πy

+

∫ 1

0

∫ 1

0

{∣∣∣∣kπλ sinh α(k)(y − 1) cos
2m + 1

2
πy sin kπx

∣∣∣∣
2

+

∣∣∣∣α(k)

λ
cosh α(k)(y − 1) cos

2m + 1

2
πy cos kπx +

(2m + 1)π

2λ
sinh α(k)(y − 1)

× sin
2m + 1

2
πy cos kπx

∣∣∣∣
2
}

+

∫ 1

0

∫ 1

0

∣∣∣∣ sinh α(k)(y − 1) cos
2m + 1

2
πy cos kπx

∣∣∣∣
2

+

∫ 1

0



∣∣∣∣∣
√
λ2 + k2π2

λ2
coshα(k) cos kπx

∣∣∣∣∣
2

+

∣∣∣∣∣
kπ

√
λ2 + k2π2

λ2
coshα(k) sin kπx

∣∣∣∣∣
2


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+

∫ 1

0

∣∣∣∣∣
√
λ2 + k2π2

λ
cosh α(k) cos kπx

∣∣∣∣∣
2

≤
∫ 1

0

{∣∣∣∣ 1λ sinh α(k)(y − 1)

∣∣∣∣
2

+

∣∣∣∣α(k)

λ
coshα(k)(y − 1)

∣∣∣∣
2

+

((
k2 +

(
2m + 1

2

)2
)

π2

|λ|2 + 1

)
|sinhα(k)(y − 1)|2

}

+

∣∣∣∣∣
√
λ2 + k2π2

λ2
coshα(k)

∣∣∣∣∣
2

+

∣∣∣∣∣
kπ

√
λ2 + k2π2

λ2
coshα(k)

∣∣∣∣∣
2

+

∣∣∣∣∣
√
λ2 + k2π2

λ
coshα(k)

∣∣∣∣∣
2

≤ 4
|α(k)|2
|λ|2 + 5

|α(k)|2
|λ|2 +

(
k2 +

(
2m + 1

2

)2
)

|α(k)|2π2

|λ|2 + 4|α(k)|2

5(k2π2 + 1)

∣∣∣∣∣
√
λ2 + k2π2

λ2

∣∣∣∣∣
2

+ 5

∣∣∣∣∣
√
λ2 + k2π2

λ

∣∣∣∣∣
2

≤ 14|α(k)|2 + 60|α(k)|2 ≤ c′
3
√
k
,

where we take into account that, for k large enough,∣∣∣∣∣
√
λ2 + k2π2

λ

∣∣∣∣∣ ≤ 2|α(k)|, | sinh α(k)| ≤ 2|α(k)| and | cosh α(k)| ≤ 5.

We obtain that

‖ϕ2‖X ≤ c′
3
√
k
.(4.18)

We compute now

‖ ϕ1 − ψ̃k,m ‖2
X

=

∫ 1

0

∫ 1

0

∣∣∣∣∣∣
i√(

2m+1
2

)2
+ k2π

+
1

λ
cosh α(k)(y − 1)

∣∣∣∣∣∣
2 ∣∣∣∣ sin

2m + 1

2
πy cos kπx

∣∣∣∣
2

+

∫ 1

0

∫ 1

0



∣∣∣∣∣∣

i√(
2m+1

2

)2
+ k2π

+
1

λ
cosh α(k)(y − 1)

∣∣∣∣∣∣
2 ∣∣∣∣kπ sin

2m + 1

2
πy sin kπx

∣∣∣∣
2

+

∣∣∣∣∣
α(k)

λ
sinh α(k)(y − 1) sin

2m + 1

2
πy cos kπx

∣∣∣∣
2
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+

∣∣∣∣∣∣

 i√(

2m+1
2

)2
+ k2π

+
1

λ
coshα(k)(y − 1)


 2m + 1

2
π cos

2m + 1

2
πy cos kπx

∣∣∣∣∣∣
2

+

∣∣∣∣(1 − cosh α(k)(y − 1)) sin
2m + 1

2
πy cos kπx

∣∣∣∣
2
}

dxdy

≤
∫ 1

0

((
(2m + 1)π

2

)2

+ k2π2 + 1

)∣∣∣∣∣∣
i√(

2m+1
2

)2
+ k2π

+
1

λ
cosh α(k)(y − 1)

∣∣∣∣∣∣
2

+

∫ 1

0

∣∣∣∣α(m)

λ
sinh α(m)(y − 1)

∣∣∣∣
2

+ |1 − cosh α(k)(y − 1)|2

≤
((

(2m + 1)π

2

)2

+ k2π2 + 1

)∣∣∣∣∣∣∣∣
i√(

(2m+1)
2

)2

+ k2π

+
1

λ

∣∣∣∣∣∣∣∣

2

+

((
2m + 1

2

)2

π2 + k2π2 + 1

)∫ 1

0

∣∣∣∣ 1λ (1 − cosh α(k)(y − 1))

∣∣∣∣
2

+

∫ 1

0

∣∣∣∣α(k)

λ
sinh α(k)(y − 1)

∣∣∣∣
2

+

∫ 1

0

|1 − cosh α(m)(y − 1)|2

≤ 2π
3
√
k

+ 4|α(k)|2 + 2
2π
3
√
k

+ 8|α(m)|2 + 4|α(k)|2 + 4|α(k)|2 ≤ c′′
3
√
k

since, for k large enough (k > (2π)3), |1 − cosh α(k)| ≤ 2 | α(k) | .
We obtain that

‖ ϕ1 − ψ̃k,m ‖X≤ c′′′
3
√
k
.(4.19)

The estimates (4.18) and (4.19) imply that (2.12) holds.
We pass now to the analysis of the roots of (2.2) λk,±(q+1), λk,±(q+2), . . . , λk,±k,

with q = [ 3
√
k], which make the transition from the eigenvalues studied in Theorem

2.2 to those studied in Theorem 2.4. First we prove the following lemma.
Lemma 4.5. For each k ∈ N

∗, the equation

e2k z =
π2 + kz3

−π2 + kz3
(4.20)
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has a sequence of roots ±ζk,m i, m ∈ N
∗, where ζk,m ∈ R+ is the positive root of the

equation (2.14) which belongs to
(
m
k π,

2m+1
2k π

)
.

Proof. We look for roots of (4.20) of the form z = ζ i. Hence, ζ is a root of the
equation

e2k ζ i =
π2 − k ζ3 i

−π2 − k ζ3 i
.(4.21)

Consequently, z is a root of (4.20) if ζ satisfies

− π2 cos kζ + kζ3 sin kζ = 0,(4.22)

which is equivalent to (2.14).
It is easy to see that (4.22) has a zero in each interval

(
m
k π,

2m+1
2k π

)
that we

denote by ζk,m (see [15]).
We pass now to study the eigenvalues λk,±([

3√
k]+1), λk,±([

3√
k]+2), . . . , λk,±k.

Proof of Theorem 2.6. We saw that the change of variables λ =
√
k2z2 − k2π2

transforms (2.2) in (4.16).
We define the region of the complex plane

G3 =

{
z ∈ CI :

π

2
3
√
k2

≤ |z| ≤ 2π, |Re z| ≤ 1

k
, Imz > 0

}

and we prove that (4.16) has a set of zeros zk,m in G3 satisfying the estimate

|zk,m − ζk,m i| ≤ 1

k 5
√
k
, m ∈ {[ 3

√
k] + 1, . . . , k},(4.23)

where ζk,m are the zeros of (2.14).

We remark that if m ∈ {[ 3
√
k] + 1, . . . , k}, then ζk,m belongs to G3.

We write (4.16) in the following form:

e2k z − π2 + kz3

−π2 + kz3
= − 2z(kz4 + π2

√
z2 − π2)

(−π2 + kz3)(z2 − π2 + kz3 + z
√
z2 − π2)

,

and applying Rouché’s theorem we prove that the zeros of (4.16) approach those of
(4.20).

We consider first the function

g(z) = − 2z(kz4 + π2
√
z2 − π2)

(−π2 + kz3)(z2 − π2 + kz3 + z
√
z2 − π2)

,

and we obtain an upper bound for g in G3.
To do this we evaluate first the denominator of g:

|2z(kz4 + π2
√
z2 − π2)| ≤ 2k|z|5 + 2π2|z|2 + 4π3|z|.

We obtain that

|2z(kz4 + π2
√
z2 − π2)| ≤




6k|z|5 if
π

2
3
√
k2

≤ |z| ≤ π
4
√
k
,

6π3|z| if
π
4
√
k
≤ |z| ≤ 2π.
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We estimate now the numerator of g:

|(−π2 + kz3)(z2 − π2 + kz3 + z
√
z2 − π2)|

≥ | − π2 + kz3| (| − π2 + kz3| − |z|(|z| +
√
|z|2 + π2))

≥ | − π2 + kz3|2 − 5π|z| | − π2 + kz3|.
If π

2
3√
k2

≤ |z| ≤ π
4√
k

and |Re z| ≤ 1
k we have that, for k sufficiently large,

| − π2 + kz3| ≥ Re (−π2 + kz3) ≥ π

2
.

If π
4√
k
≤ |z| ≤ 2π we have that

| − π2 + kz3| (| − π2 + kz3| − |z|(|z| +
√
|z|2 + π2)) ≥

√
kk|z|4

(√
k|z|2 − 2π√

k

)
.

From the last two inequalities, we deduce that, for k sufficiently large, the follow-
ing estimate holds:

|(−π2 + kz3)(z2 − π2 + kz3 + z
√
z2 − π2)| ≥




c1 if
π

2
3
√
k2

≤ |z| ≤ π
4
√
k
,

c2
√
k k |z|4 if

π
4
√
k
≤ |z| ≤ 2π,

where c1 and c2 are two positive constants which do not depend on k.
Going back to the function g we obtain that, for k sufficiently large,

|g(z)| ≤ c
4
√
k

for all z in G3,

where c is a positive constant which does not depend on k.
We study now the function

f(z) = e2k z − π2 + kz3

−π2 + kz3
.

For each m ∈ N
∗ we consider the circle γ2

k,m of center ζk,m i and radius rk,m = 1

k
5√
k

and the circle γ̂2
k,m with the same center but with radius Rk,m = 1

k .

In G3 the function f is analytic. Applying Taylor’s formula at ζk,m i we obtain
that

f(z) = f(ζk,m i) + (z − ζk,m i)f ′(ζk,m i)

+
(z − ζk,m i)2

2π i

∫
γ̂2
k,m

f(ζ) dζ

(ζ − ζk,m i)2(ζ − z)
.

(4.24)

We look for an upper bound for the error term on the circumference γ2
k,m. We

have∣∣∣∣∣
(z − ζk,m i)2

2π i

∫
γ̂2
k,m

f(ζ) dζ

(ζ − ζk,m i)2(ζ − z)

∣∣∣∣∣ ≤
r2
k,m

2π

2πRk,mM

R2
k,m(Rk,m − rk,m)

=
M

5
√
k( 5

√
k − 1)

,
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where M is an upper bound for f on the circumference γ̂2
k,m.

On the other hand

|f(z)| =

∣∣∣∣e2k z − π2 + kz3

−π2 + kz3

∣∣∣∣ ≤ |e2k z| +
∣∣∣∣ π2 + kz3

−π2 + kz3

∣∣∣∣ ≤ e2k |Re z| + 1 +
2π2

|π2 − k z3| .

Since |Re z| < 1
k in G3, we obtain that |π2 − k z3| > 1 and |f(z)| < M =

e2 + 1 + 2π2. Therefore the error term in Taylor’s formula on γ2
k,m satisfies

∣∣∣∣∣
(z − ζk,m i)2

2π i

∫
γ̂2
k,m

f(ζ) dζ

(ζ − ζk,m i)2(ζ − z)

∣∣∣∣∣ ≤
M

5
√
k( 5

√
k − 1)

.

On the other hand,

|(z − ζk,m i)f ′(ζk,m i)| = rk,m

∣∣∣∣∣2k
π2 − kζ3

k,m i

−π2 − k ζ3
k,m i

− 6π2kζ2
k,m

(−π2 − k ζ3
k,m i)2

∣∣∣∣∣ ≥ 2krk,m.

Going back to Taylor’s formula (4.24), we deduce that if z belongs to the circum-
ference γ2

k,m, then

|f(z)| ≥ |(z − ζk,m i)f ′(ζk,m i)| −
∣∣∣∣∣
(z − ζk,m i)2

2π i

∫
γ̂2
k,m

f(ζ) dζ

(ζ − ζk,m i)2(ζ − z)

∣∣∣∣∣

≥ 2krk,m − 20
5
√
k( 5

√
k − 1)

≥ C
5
√
k
.

Finally, we obtain that |f(z)| > |g(z)| for all z in γ2
k,m.

Applying Rouché’s theorem we deduce that the equation (4.16) has a unique zero
zk,m which satisfies (4.23) in each circle γ2

k,m.

Taking into account that λ =
√
k2π2 + k2z2 we deduce immediately the desired

result.
Proof of Theorem 2.7. The eigenvalues λk,m studied in Theorem 2.6 approach√

π2 k2 + k2 ζ2
k,m i, where ζk,m are the roots of the equation

tan k ζ =
π2

k ζ3
.(4.25)

By a similar method one can prove that λk,m satisfy the estimates

∣∣∣λk,m −
√
π2 k2 + k2 %2

k,m i
∣∣∣ ≤ 1

5
√
k

if Imλk,m > 0 (k ≥ m > [
3
√
k]),

∣∣∣λk,m +
√
π2 k2 + k2 %2

k,m i
∣∣∣ ≤ 1

5
√
k

if Imλk,m < 0 (−k ≤ m < −[
3
√
k]),

(4.26)

where %k,m is the root of the equation

tan k % =
π2 + %2

k%3
,(4.27)

which belongs to the interval
(
m
k π,

2m+1
2k π

)
.
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Taking into account the estimates of Theorem 3.1 for the eigenvalues νk,m of the
conservative problem, we deduce that, for the eigenvalues λk,m studied in Theorem
2.6, we have:

|λk,m − νk,m| ≤ 1
5
√
k

for [
3
√
k] < |m| ≤ k.(4.28)

Since the eigenfunctions ϕλk,m
and ξνk,m

have the same form, we deduce that

||ϕλk,m
− ξνk,m

||X ≤ 1
5
√
k
.

The properties of the eigenfunctions ϕλk,m
are obtained from the corresponding

properties of ξνk,m
(see Theorem 3.2).

4.2. Eigenvalues with uniform negative real parts. The eigenvalues ob-
tained in Theorems 2.2, 2.4, and 2.6 have in common the fact that their real parts
tend to zero when the modulus increases. On the other hand, the last two components
of the corresponding eigenfunctions vanish asymptotically.

Next we prove that there exists a sequence of eigenvalues (λ∗
k)k of modulus less

than kπ with completely different properties.
Proof of Theorem 2.8. We consider again equation (4.16) and we look for the

roots with real part going to infinity.

In the circle δ1 of center 3

√
π2

k and radius 10
3√
k2

the function h(z) = z2−π2−kz3−
z
√
z2 − π2 does not vanish (the three roots of this function are 3

√
π2

k ω̃i, where ω̃i are

the cubic roots of −1 as we saw in Lemma 4.3).
We write the equation (4.16) in the form

e−2k z = −z2 − π2 + kz3 + z
√
z2 − π2

z2 − π2 − kz3 − z
√
z2 − π2

.(4.29)

If z belongs to the circle δ1 we have that Re z > π

2
3√
k

and hence

∣∣e−2kz
∣∣ = e−2kRe z ≤ e

−2k π

2
3√
k = e−π

3√
k2
.

We consider now the circle C′ centered in α1 and of radius 1
k2 (see Fig. 4.2).

Since the circle C′ is contained in δ1 we have that

∣∣e−2kz
∣∣ =≤ e

−2k π

2
3√
k = e−π

3√
k2 ∀z ∈ C′.(4.30)

In C′ the function u(z) = z2−π2+kz3+z
√
z2 − π2 is analytic and it has a unique

zero α1.
Since

|u′(α1)| ≥ |3kα2
1| −

(∣∣∣∣
√
α2

1 − π2

∣∣∣∣ + |α1|
∣∣∣∣∣2 +

α1√
α2

1 − π2

∣∣∣∣∣
)

> 3k
π2

4
3
√
k2

−
(
|α1| + π + |α1|

∣∣∣∣∣2 +
α1√

α2
1 − π2

∣∣∣∣∣
)

>
4
√
k



992 S. MICU AND E. ZUAZUA

Fig. 4.2.

for k sufficiently large, by applying Taylor’s theorem we obtain

|u(z) − u′(α1)(z − α1)| ≤ a|z − α1|2,

where a is a constant depending on k.
Nevertheless, we have that |a| ≤ sup {|u′′(z)| : z ∈ C′ } < k.
We obtain that, if z belongs to the circumference of C′,

|u(z)| ≥ |u′(α1)||z − α1| − a|z − α1|2 >
1

k2
.

Hence∣∣∣∣∣−
z2 − π2 + kz3 + z

√
z2 − π2

z2 − π2 − kz3 − z
√
z2 − π2

∣∣∣∣∣ ≥
|u(z)|

| kz3 + π2 | +|z||z −√
z2 − π2| ≥

1

k3
.

Thus, for k sufficiently large and z on the circumference of C′, we have

∣∣e−2k z
∣∣ <

∣∣∣∣∣
z2 − π2 + kz3 + z

√
z2 − π2

z2 − π2 − kz3 − z
√
z2 − π2

∣∣∣∣∣ .

Applying Rouché’s theorem we deduce that the equation (4.29) has a unique root
z∗k in C′. Remark that if z∗k is a root of (4.29), then z∗∗k = z̄∗k, −z∗k, and −z∗∗k are roots
of this equation too.

Since z∗k ∈ C′ it follows that z∗k = α1 + O (
1
k2

)
. Hence, Lemma 4.3 ensures that

z∗k =
3

√
π2

k
− 1

3
3

√
π

k2
i + o

(
1

3
√
k2

)
.(4.31)

We go back to the equation (2.2) and we obtain two roots λ∗
k and λ∗∗

k setting
λ∗
k =

√
k2(z∗k)2 − k2π2 and λ∗∗

k =
√
k2(z∗∗k )2 − k2π2.

We have

∣∣∣λ∗
k −

√
k2(α1)2 − k2π2

∣∣∣ =

∣∣(λ∗
k)

2 − (k2(α1)
2 − k2π2)

∣∣∣∣∣λ∗
k +

√
k2(α1)2 − k2π2

∣∣∣ =

∣∣k2(z∗k)2 − k2(α1)
2
∣∣∣∣∣λ∗

k +
√

k2(α1)2 − k2π2
∣∣∣
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=
k2 |(z∗k − α1)(z

∗
k + α1)|∣∣∣λ∗

k +
√
k2(α1)2 − k2π2

∣∣∣ ≤
|z∗k + α1|

k
∣∣∣√(z∗k)2 − π2 +

√
(α1)2 − π2

∣∣∣ ≤
1

|k| .

A similar result is obtained for λ∗∗
k .

We now prove (2.19). Remark first that if ζ =
√
a + b i, a, b ∈ R then (Re ζ)2 =

1
2 (a +

√
a2 + b2). We deduce that

(Re λ∗
k)

2 =
1

2

(
− k2π2 + k2((Re z∗k)2 − (Imz∗k)2)

+

√
(−k2π2 + k2((Re z∗k)2 − (Imz∗k)2))

2
+ (2k2Re z∗k Imz∗k)

2

)
.

(4.32)

Since z∗k satisfies (4.31) we deduce from the relation (4.32) that

(Re λ∗
k)

2 =
1

2

(
− k2π2 + k2((Re z∗k)2 − (Imz∗k)2)

+

√
(−k2π2 + k2((Re z∗k)2 − (Imz∗k)2))

2
+ (2k2Re z∗k Imz∗k)

2

)

= 2k4(Re z∗k Imz∗k)2
[
k2π2 − k2((Re z∗k)2 − (Imz∗k)2)

+

√
(−k2π2 + k2((Re z∗k)2 − (Imz∗k)2))

2
+ (2k2Re z∗k Imz∗k)

2

]−1

.

Finally, taking into account the asymptotic expression for z∗k, (4.31), we obtain
that (2.19) holds.

Proof of Theorem 2.9. (i) The weak convergence of {ϕλ∗
k
}k is a direct consequence

of the equation they satisfy.
(ii) We prove first that {ϕ3

λ∗
k
}k does not tend strongly to zero in H1(0, 1). We

have

||ϕ3
λ∗
k
||H1(0,1) =

1

|λ∗
k|2

(∫ 1

0

| cos kπx|2 +

∫ 1

0

|kπ sin kπx|2
)

=
1 + k2π2

2|λ∗
k|2

.

Since (λ∗
k)

2 = −k2π2 + k2α1 + O(k) = −k2π2 + O(k) we obtain that ϕ3
λ∗
k

does

not tend to zero in H1(0, 1). Evidently, ϕ4
λ∗
k

does not tend to zero in L2(0, 1).

We pass now to the study of ϕ1
λ∗
k
. We evaluate first the expression

|ak|2 =

∣∣∣∣∣
1√

(λ∗
k)

2 + k2π2 sinh (
√

(λ∗
k)

2 + k2π2)

∣∣∣∣∣
2

=
1

|(λ∗
k)

2 + k2π2| (| sinh Re
√

(λ∗
k)

2 + k2π2|2 + | sin Im√
(λ∗

k)
2 + k2π2|2) .



994 S. MICU AND E. ZUAZUA

Now,

∣∣∣∣
∣∣∣∣ cosh

(√
(λ∗

k)
2 + k2π2(y − 1)

)
cos kπx

∣∣∣∣
∣∣∣∣
2

H1(Ω)

=
1

2

∫ 1

0



∣∣∣∣∣ cosh

(√
(λ∗

k)
2 + k2π2(y − 1)

)∣∣∣∣∣
2

+ k2π2

∣∣∣∣∣ cosh

(√
(λ∗

k)
2 + k2π2(y − 1)

)∣∣∣∣∣
2

+ ((λ∗
k)

2 + k2π2)

∣∣∣∣∣ sinh

(√
(λ∗

k)
2 + k2π2(y − 1)

)∣∣∣∣∣
2



=
1

4

∫ 1

0

(
(−|(λ∗

k)
2 + k2π2| + k2π2 + 1) cos

(
Im

√
(λ∗

k)
2 + k2π2(y − 1)

)

+(|(λ∗
k)

2 + k2π2| + k2π2 + 1) sinh

(
2Re

√
(λ∗

k)
2 + k2π2(y − 1)

))

=
(−|(λ∗

k)
2 + k2π2| + k2π2 + 1) sin 2Im√

(λ∗
k)

2 + k2π2

8Im√
(λ∗

k)
2 + k2π2

+
(|(λ∗

k)
2 + k2π2| + k2π2 + 1) sinh 2Re

√
(λ∗

k)
2 + k2π2

8Re
√

(λ∗
k)

2 + k2π2
.

Taking into account that
√

(λ∗
k)

2 + k2π2 = kz∗k =
3
√
k2π2 − 1

3
3
√
kπ i + o( 3

√
k), we

obtain that

||ϕ1
λ∗
k
||2H1(Ω) −→

3
√
π2

4
.

Similarly it turns out that ||ϕ2
λ∗
k
||L2(Ω) does not tend to zero.

5. A noncompactness result. The following result is a direct application of the
existence of a sequence of eigenvalues with modulus tending to infinity and uniformly
negative real parts.

It is well known that, in the context of one-dimensional hybrid systems, the
dissipative term is often a compact perturbation of the differential operator associated
with the corresponding conservative system. This argument was used to prove that
the decay rate of the energy of those systems is not uniform (see [18]). Nevertheless, in
our case, this kind of argument cannot be used since the dissipative term (0, 0, 0,Wt)
is, at least apparently, a bounded but not compact perturbation of the conservative
operator. It is natural to study whether this term produces a compact perturbation
of the underlying conservative system.
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A way to do this consists of analyzing whether the difference between the
semigroup generated by the conservative operator and the semigroup generated by the
dissipative one is compact or not. The existence of the sequence (λ∗

k)k of eigenvalues
implies that the answer is negative.

Theorem 5.1. Let {SD(t)}t≥0 be the semigroup generated by the dissipative
operator and let {SC(t)}t≥0 be the semigroup generated by the conservative system.
Then, for all t > 0, the difference (SD − SC)(t) is not a compact operator in X .

Proof. Suppose that there exists t0 > 0 such that (SD−SC)(t0) is compact. The-
orem 2.9 implies that there exists a sequence of eigenfunctions {ϕλ∗

k
}k, corresponding

to the eigenvalues λ∗
k, which converges weakly to zero in X . So,

||(SC(t0) − SD(t0))ϕλ∗
k
||X −→ 0 when k −→ ∞.

Since ϕλ∗
k

is an eigenfunction of the dissipative problem we have that

SD(t0)ϕλ∗
k

= eλ
∗
k t0ϕλ∗

k
.

Hence,

||SC(t0)ϕλ∗
k
− eλ

∗
k t0ϕλ∗

k
||X −→ 0 when k −→ ∞.(5.1)

Since the conservative operator generates a group of isometries (see [16]) we get
that

||SC(t0)ϕλ∗
k
||X = ||ϕλ∗

k
||X ,

and therefore

||ϕλ∗
k
||X = ||SC(t0)ϕλ∗

k
||X ≤ ||SC(t0)ϕλ∗

k
− eλ

∗
k t0ϕλ∗

k
||X +

∣∣∣eλ∗
k t0

∣∣∣ ||ϕλ∗
k
||X .(5.2)

In view of Theorem 2.8 we have that the sequence (λ∗
k)k has the property that

Re λ∗
k → −1

3 , when k → ∞, and hence, there exists k1 ∈ N such that Re λ∗
k < − 1

4
for all k > k1.

We deduce that, for all t > 0, there exists a constant ε, depending on t but
independent of k, such that ∣∣∣eλ∗

k t
∣∣∣ = eRe λ∗

k t < 1 − ε.

Let us take t = t0 in the last equality. Going back to (5.2), we obtain

ε||ϕλ∗
k
||X ≤ ||SC(t0)ϕλ∗

k
− eλ

∗
k t0ϕλ∗

k
||X .(5.3)

Remark that (5.1) and (5.3) imply that ||ϕλ∗
k
||X goes to zero when k → ∞ and

this is a contradiction with the result of Theorem 2.9.
Finally, we obtain that (SD − SC)(t) is not a compact operator for any

t > 0.
Remark 14. In order to compare the noncompactness result of Theorem 5.1 for

our two-dimensional case with analogous one-dimensional models we consider the
following problem (see [18]):


utt − uxx = 0, x ∈ (0, 1), t > 0,
u(t, 0) = 0, t > 0,
utt(t, 1) + ut(t, 1) = −ux(t, 1), t > 0.

(5.4)
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This is a “string-mass” model since it couples the vibrations of a string with a
rigid body at the end x = 1 (see [9] and [18]).

The natural energy space corresponding to (5.4) is

Z = V × L2(0, 1) × R,

where V =
{
v ∈ H1(0, 1) : v(0) = 0

}
.

Observe that if we define the energy of a solution u of (5.4) by

E(t) =
1

2

∫ 1

0

(|ut|2 + |ux|2
)
dx +

1

2
|ut(t, 1)|2,(5.5)

we obtain that

dE

dt
(t) = −(ut(t, 1))2 ≤ 0.(5.6)

Therefore we are dealing with a dissipative hybrid system, ut(t, 1), in the last
relation of (5.4), being the damping term.

Let us now consider the vector-valued unknown U = (u, ut, u(· , 1)) and write
equation (5.4) in the following abstract form:

{
Ut + AD(U) = 0, t > 0,
U(0) = U0.

(5.7)

The operator AD in (5.7) is an unbounded operator in Z defined by

D := D(AD) = {U ∈ Z : AD(U) ∈ Z}
=

{
U = (u, v, p) ∈ H2(0, 1) ∩ V × V × R : u(1) = p

}
,

AD(u, v, p) = (−v,−uxx, v(1) + ux(1)).

It is easy to show that (D, AD) is a maximal monotone operator in Z.
Let us now consider the projection operator

B : Z → Z, B(u, v, p) = (0, 0, p).

Observe that B is a compact operator in Z and AC = AD −B is the conservative
operator corresponding to (5.4).

Let {TD(t)}t≥0 be the strongly continuous semigroup generated by the dissipative
operator AD and let {TC(t)}t≥0 be the strongly continuous semigroup generated by
the conservative operator AC .

For (5.4) all the eigenvalues of the operator AD approach the imaginary axis
when the frequency increases. This is one of the consequences of the fact that AD is
obtained from AC by a compact perturbation B. In the case of our system (1.1) this
is not the case; the perturbation term is only bounded in the energy space. This is
one of the major differences between one- and two-dimensional hybrid systems.

Moreover, since B is a compact operator, it can be shown that, for all t ≥ 0, the
difference (TD − TC)(t) is a compact operator in Z.

6. Comments. Our results indicate that the interaction between the fluid and
structure in this type of model is very weak at high frequencies. As a consequence of
this, if we try to change the dynamics of the system acting only on the string located
on Γ0, we have to impose very restrictive conditions on the data of the system. This
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explains the results obtained in the context of the controllability of these systems and
concerning the existence of periodic solutions (see [12] and [13]). The analysis of these
problems was based on nonharmonic Fourier series (see [2]) and asymptotics for the
spectrum.

The weak interaction of the string and the fluid is a consequence of both the
hybrid structure of the system and of the localization of the string in a relatively
small part of the boundary of Ω.

In [11] we analyze a slightly different model in which the domain Ω is a ball of
R

2 and the dissipation acts on the whole boundary. We prove that the energy does
not decay uniformly. This clearly shows that the very weak interaction between fluid
and structure at high frequencies is due to the hybrid structure of the system.

From our study the property of completeness of the eigenfunctions of the differ-
ential operator associated with (1.1) is easy to prove. The question of whether these
eigenfunctions form a Riesz basis is open (for the notions of completeness and Riesz
basis see [6]). For the one-dimensional systems, obtained by separation of variables
fixing the number of oscillations in the x-variable, we can prove that the eigenfunc-
tions do form a Riesz basis. However our estimates are not enough to give an answer
to this question in the context of the two-dimensional problem.

We also remark that we have been able to obtain very precise information about
the eigenvalues because we had the explicit equation they satisfy. We got this equation
by separation of variables, which was possible since we considered Neumann boundary
conditions for the string. The analysis in the case of Dirichlet boundary conditions
for the string is much more difficult. Partial results, like the nonuniform decay of the
energy of the system, were obtained in [11] (see also [14]).

The analysis of the rate of decay of low frequencies is a relevant problem for
applications. Obviously, the techniques developed in this paper do not allow us to
answer this question. This problem requires different approaches.

7. Appendix. We present here the proofs of Lemmas 4.1, 4.2, 4.3, and 4.4.
Proof of Lemma 4.1. If α is a root of (4.2), then

| k || α |3=| α2 − π2 + α
√

α2 − π2 |≤ 2 | α |2 +π | α | +π2 ≤ max {4 | α |2, 4π2}.

We obtain that

| α |≤ max

{
4

k
,

3

√
4π2

k

}
<

2π
3
√
k

for all k ≥ 1.(7.1)

On the other hand we have

| k || α |3=| α2 − π2 + α
√

α2 − π2 |= π2 | α2 − π2 |
| α2 − π2 − α

√
α2 − π2 |

≥ π2 | α2 − π2 |
| α |2 +π2+ | α | √| α |2 +π2

|≥ π2(π2− | α |2)
| α |2 +π2+ | α | (| α | +π)

.

In view of (7.1) we obtain that, if k > 8π3, then

k | α |3> π2(π2 − 1)

2 + π2 + π
>

π3

8
.
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Proof of Lemma 4.2. We study the relation between the roots of (4.2) and those
of the equation

kz3 − π2 = 0.(7.2)

The last equation has three roots ai = 3

√
π2

k ωi , i = 1, 2, 3, where ωi are the three

cubic roots of unity.
We consider the functions u(z) = kz3 − π2 and v(z) = z

√
z2 − π2 + z2 defined in

the circle δ0 of center 0 and radius 2π
3√
k
, where both are analytic.

In the circle δ0 we have

| v(z) |=| z
√
z2 − π2 + z2 |≤| z | (

√
| z |2 +π2+ | z |) ≤ 10π2

3
√
k
,

and hence

| v(z) |< 10π2

3
√
k

if | z |≤ 2π
3
√
k
.(7.3)

On the other hand,

| u(z) |=| kz3 − π2

∣∣∣∣∣ = k | z − 3

√
π2

k
ω1

∣∣∣∣∣
∣∣∣∣∣z − 3

√
π2

k
ω2

∣∣∣∣∣
∣∣∣∣∣z − 3

√
π2

k
ω3

∣∣∣∣∣.
If z belongs to the circumference δ0 we have that

∣∣∣∣∣z − 3

√
π2

k
ωi

∣∣∣∣∣ ≥ |z| −
∣∣∣∣∣ 3

√
π2

k
ωi

∣∣∣∣∣ =
2π
3
√
k
− 3

√
π2

k
>

3

√
π3

k
, i = 1, 2, 3.

Hence

| u(z) |> π3 if | z |= 2π
3
√
k
.(7.4)

The inequalities (7.3) and (7.4) imply that |u(z)| > |v(z)| for all z on the circum-
ference δ0.

Applying Rouché’s theorem, we obtain that (4.2) has the same number of roots
as (7.2) in the circle δ0. It follows that (4.2) has three roots which satisfy (4.3). The
inequality (7.3) is still valid in δi, i = 1, 2, 3. On the other hand, for all z on the
circumference δi,

| u(z) |=| kz3 − π2 |= k

∣∣∣∣z − 3

√
π2

k
ω1

∣∣∣∣
∣∣∣∣ z − 3

√
π2

k
ω2

∣∣∣∣
∣∣∣∣z − 3

√
π2

k
ω3

∣∣∣∣

> k
10
3
√
k2

(
π
3
√
k

)2

=
10π2

3
√
k
.

Applying Rouché’s theorem, we deduce that the roots of (4.2) are located in the
circles δi and the estimate (4.5) holds.

Proof of Lemma 4.3. Step 1: We prove first that the equation
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Fig. 7.1.

− π2 + kz3 + πz i = 0(7.5)

has a unique solution pk in the circle δ1 of center 3

√
π2

k and radius 10
3√
k2

and hence

pk =
3

√
π2

k
− 1

3
3

√
π

k2
i + o

(
1

3
√
k2

)
.

The existence of the root pk in δ1 follows by applying the estimates obtained in
Lemma 4.2 to the functions u(z) = −π2 + kz3 and v(z) = πz i.

We define now rk = pk − 3

√
π2

k and we deduce that rk satisfies

kr3
k + 3kr2

k
3

√
π2

k
+ 3krk

3

√
π4

k2
+ πrk i + π

3

√
π2

k
i = 0.

Multiplying the last equation by 3
√
k we deduce that

3
√
k

(
3krk

3

√
π4

k2
+ π

3

√
π2

k
i

)
=

3
√
k

(
−kr3

k − 3kr2
k

3

√
π2

k
− πrk i

)
.

Since |rk| =

∣∣∣∣pk − 3

√
π2

k

∣∣∣∣ ≤ 10
3
√
k2

we have that rk = −1
3

3
√

π
k2 i + o

(
1

3√
k2

)
.

Hence, pk = 3

√
π2

k − 1
3

3
√

π
k2 i + o

(
1

3√
k2

)
.

Step 2: We prove now that the root α1 of (4.2) belongs to the circle C centered in
pk and of radius sk = 1

4√
k3

(see Fig. 7.1). This implies immediately that α1 satisfies

(4.5).
We use again Rouché’s theorem considering the functions

u(z) = −π2 + kz3 + πz i, v(z) = −z2 − z
√
z2 − π2 + πz i.

For z in δ1 we have

|v(z)| = |z|2
∣∣∣∣−1 − z√

z2 − π2 + π i

∣∣∣∣ ≤ 2|z|2 ≤ 100
3
√
k2

.
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On the other hand, applying Taylor’s formula in the point pk, we get

u(z) = u′(pk)(z − pk) − (z − pk)
2

2π i

∫
γ̂

u(ζ) dζ

(ζ − pk)2(ζ − z)
,

where γ̂ is the circle of center pk and radius Sk = 1
3√
k
.

We estimate first the quantity

∣∣∣∣ (z − pk)
2

2π i

∫
γ̂

u(ζ)d ζ

(ζ − pk)2(ζ − z)

∣∣∣∣ ≤ s2
k

2π

M

S2
k(Sk − sk)

2πSk ≤ 2M
12

√
1

k10
,

where M is an upper bound for u in γ̂.
On the other hand

|z− pk| |u′(pk)| = sk|3kp2
k +π i| ≥ sk (3k|pk|2 −π) ≥ 1

4
√
k3

(
3k

3

√
π4

k2
− π

)
≥ 1

2
12

√
1

k5
.

We obtain that for k sufficiently large and z on the circumference C,

|u(z)| > |z − pk| |u′(pk)| − 2M
12

√
1

k10
≥ 1

2
12

√
1

k5
− 2M

12

√
1

k10
>

1

4
12
√
k5

>
100
3
√
k2

.

We conclude that, for k sufficiently large, |u(z)| > |v(z)| on the circumference
of C.

Applying Rouché’s theorem, we deduce that α1 satisfies (4.5).
Proof of Lemma 4.4. We simply remark that, making z = −s, the equation (4.6)

is transformed into (4.2).
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Abstract. A mean-field model for dynamics of superconducting vortices is studied. The model,
consisting of an elliptic equation coupled with a hyperbolic equation with discontinuous initial data,
is formulated as a system of nonlocal integrodifferential equations. We show that there exists a

unique classical solution in C1+α
(
Ω̄0

)
for all t > 0, where Ω0 is the initial vortex region that is

assumed to be in C1+α. Consequently, for any time t, the vortex region Ωt is of C1+α, and the

vorticity is in Cα
(
Ω̄t

)
.

Key words. high-temperature superconductor, nonequilibrium superconductivity, mixed-state
region, vorticity, London equations
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1. Introduction. One of the phenomena that characterize a superconducting
material is the Meissner effect. This refers to the exclusion from the material of
time-independent as well as time-varying magnetic fields.

This state of exclusion, the Meissner phase, is independent of past history. Ma-
terials are superconducting, and thus exhibit a Meissner state, only below a certain
critical temperature Tc. On the other hand, at any 0 < T < Tc, the Meissner state is
destroyed and the magnetic field penetrates the whole material (normal phase) when
the magnetic field exceeds some critical value Hc (T ) . A relation between magnetic
field H and current J in the material was proposed to explain the Meissner effect:

λ2∇× J + H = 0,(1.1)

where λ is a characteristic length scale. With Ampére’s law,

J = ∇× H;

this leads to the London equation [11]

λ2∇×∇× H + H = 0.

It follows from this equation—and this has been corroborated by experiments—that
λ gives the depth of penetration of the magnetic field.

The London equations follow from the Ginzburg–Landau equations, which couple
the electrodynamics to the dynamics of an order parameter, in the limit as κ = λ/ξ
gets arbitrarily large, where ξ, the so-called coherence length, represents the length
scale on which the order parameter (density of superconductivity) varies [6]. Thus,
the London equations represent a superconductor with zero stiffness in the order
parameter.
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For high-κ (type-II) superconductors, the London relation (1.1) needs to be mod-
ified [11]. It was observed that the Meissner phase obtains for magnetic fields below
a certain critical field Hc1 , that the normal phase obtains above a higher critical field
Hc2 , and that a different phase, the so-called Abrikosov–Shubnikov, or mixed-state,
phase obtains for intermediate values of the magnetic field between Hc1 and Hc2 . In
this phase the magnetic field penetrates the material in the form of quantized vortices;
each vortex carries a quantum of flux, φ0, known as a fluxon. These vortices interact
with each other and move under the influence of applied and induced currents. As
κ → ∞, the difference between Hc1 and Hc2 increases so that for high-κ materials,
which include the high temperature superconductors, this mixed state is the phase of
importance.

The London equations for a single vortex filament Γ are then

λ2∇×∇× H + H = −φ0δΓ.

A mean-field model for the mixed state was arrived at in [4] by averaging the above
equations over the individual vortices

λ2∇×∇× H + H = −ω.

The variable ω represents the density of quantum vortices and will be referred to
as the vorticity. The vorticity is assumed to be convected at a velocity u, which is
the terminal speed in the presence of Lorentz forces due to the mean field (and is
perpendicular to the current). In the case that the vorticity and the magnetic field
remain in a fixed direction, say x3 − axis, i.e., ω = (0, 0, ω) , H = (0, 0, H) , the
complete system then reads (see [4])

ωt + ∇ · (ωu) = 0,(1.2)

∆H −H = −ω,(1.3)

u = −sign (ω)∇H.(1.4)

In the region Ωt = {ω (·, t) 6= 0} , where vortices exist, the material is in the phase
of the mixed state. The boundary then represents the interface between the mixed-
state phase and the superconducting phase. The evolution of such a boundary is
important since any such motion is manifested as electrical resistance [7]. An approach
taken in [1] is to calculate the forces experienced by any vortex due to a magnetic
field formed by integration over fluxons. Among other configurations, the authors
studied, via numerical simulations, the evolution of the vortex lattice starting from a
configuration where vortices are concentrated in a bounded region. In the mean-field
setting (1.2)–(1.4), this configuration corresponds to the case of an initially isolated
mixed-state domain Ω̄0 evolving in the environment of a Meissner phase. In other
words, the initial data should be taken as

ω (x, 0) = ω0 (x) = $0 (x)χΩ̄0
(x) ,(1.5)

where χΩ̄0
is the characteristic function of Ω0, which is the initial mixed-state or

vortex region, and $0 is a continuous function in the whole space. In the present
paper, we are mainly concerned with the problem (1.2)–(1.4) along with the initial
condition (1.5).

Since the initial vorticity (1.5) is discontinuous only on ∂Ω0, one expects that
the discontinuity will evolve with the velocity u. Hence, the motion equation (1.2)
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is understood in the distribution sense. In order to define solutions in appropriate
spaces, it has been proposed in [4] to treat the system as the following free boundary
problem:

ωt = ∇ · (|ω| ∇H) in Ωt,(1.6)

∆H −H = −ω in Ωt,(1.7)

∆H −H = 0 in R2\Ωt,(1.8)

[H] =

[
∂H

∂n

]
= 0 on Γt = ∂Ωt,(1.9)

Vn = −sign (w)
∂H

∂n
on Γt,(1.10)

where Ωt is the moving domain initially at Ω0, n is the outward normal, Vn is the
normal velocity of the moving boundary Γt, and the bracket [·] denotes the jump
across Γt.

In the present paper we propose a different approach to deal with the problem
(1.2)–(1.5). The system will be formulated as the following integro-differential equa-
tion:

dΦ (x, t)

dt
= −

∫
Ωt

∇K (Φ (x, t) − y)
(
J (Φ)

−1
$0

) (
Φ−1 (y, t)

)
dy,(1.11)

Φ (x, 0) = x for x ∈ Ω̄0,

where Φ : Ω̄0 × [0, T ) 7→ R2, K (x) is the Green’s function for the elliptic equation
(1.3), J is the Jacobian, and Φ−1 (·, t) is the inverse mapping for any fixed t. One of
the advantages of the above formulation is that we can work on the fixed domain.

The main intention is to investigate classical solutions Φ for the system (1.11).
We shall study uniqueness, global existence, and regularity of solutions for system
(1.11).

This approach is motivated by [8] in which the authors used a system analogue to
(1.11) to study motion of charged particles. We shall modify the method developed
in [8] to establish short-time existence and uniqueness of the solution for (1.11). The
treatment for long-time existence is partially motivated by [3]. One observes that
system (1.2)–(1.5) has a certain similarity to vorticity evolution for a two-dimensional
incompressible Euler system. Roughly speaking, in a two-dimensional Euler system,
instead of (1.3), the relationship between the vorticity and the fluid velocity is through
the Biot–Savart law [10]. When $0 (x) is a constant (and consequently $ (x, t) re-
mains constant for all t), a global smooth solution for a two-dimensional Euler system
was established in [3], [5]. In our system (1.2)–(1.5), the vorticity $ (x, t) has a more
complicated structure. The main idea introduced in this paper is to estimate—instead
of a Cα norm as one usually did (see [3], [8], and [5])—a Cβ norm of $ (·, t) for some
0 < β < α. We then use this norm to bound the velocity.

The paper is organized as follows. In section 2, some preliminaries, notations,
and main results will be introduced. Uniqueness and short-time existence will be
investigated in section 3. Section 4 will be devoted to the derivation of some a priori
estimates for solutions. Global existence will be proved in section 5.

2. Preliminaries and main results. Throughout the paper, we assume that
Ω0 is a bounded domain and that

∂Ω0 ∈ C1+α, $0 (x) > 0, $0 ∈ Cα.(2.1)
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Suppose that u and ω are smooth. Then the equation (1.2) can be rewritten as

ωt + (u · ∇)ω = −ω∇ · u.(2.2)

Let Φ (x, t) be the solution of

dΦ

dt
= u (Φ, t) , Φ (x, 0) = x for x ∈ Ω̄0.(2.3)

By (2.2), ω (Φ (x, t) , t) solves

dω

dt
= −ω∇ · u.(2.4)

Let J (Φ) be the Jacobian of Φ. It is known that J (Φ) solves

dJ (Φ)

dt
= J (Φ)∇ · u(2.5)

so that J (Φ)
−1

is the solution of

dJ (Φ)
−1

dt
= −J (Φ)

−1 ∇ · u.(2.6)

Comparing (2.4) to (2.6), it follows from the uniqueness theory of ordinary differential
equations (ODE) that

ω (Φ (x, t) , t) = J (Φ)
−1

(x, t)ω0 (x) for x ∈ Ω̄0.(2.7)

Since at t = 0, J (Φ) = 1, the expression (2.7) suggests that ω (Φ (x, t) , t) > 0 for
x ∈ Ω̄0, provided J (Φ) (x, t) does not vanish for t. Set

Ωt = Φ (Ω0, t) .

Then Ωt represents the mixed-state region at time t. We extend ω (x, t) by 0 for x /∈
Ω̄t.

Let K (x) be the fundamental solution of the elliptic equation (1.3) that has the
form [2]

K (x) =
1

2π
K0 (|x|) =

1

2π
(− ln (|x|) + S (|x|)) ,(2.8)

where K0 is the 0th-order modified Bessel’s function of the second kind (or Hankel
function of imaginary part) and S is its regular part. Hence, assuming that H (x, t) →
0 as |x| → ∞, we have, from (1.3),

H (x, t) =

∫
Ωt

K (x− y)ω (y, t) dy.(2.9)

It is easy to check that

∇H (x, t) = ∇
∫
R2

K (x− y)ω (y, t) dy =

∫
Ωt

∇xK (x− y)ω (y, t) dy.(2.10)
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Substituting this expression, (1.4), and (2.7) into (2.3), and noting that ω (x, t) > 0
in Ω̄t, we arrive at the following integro-differential equation for Φ (x, t) in Ω̄0× [0, T ):

dΦ (x, t)

dt
= −

∫
Ωt

∇K (Φ (x, t) − y)
(
J (Φ)

−1
$0

) (
Φ−1 (y, t) , t

)
dy,(2.11)

Φ (x, 0) = x for x ∈ Ω̄0.

Before proceeding to state our main results, we need to introduce some function spaces
and notations.

For any subset G ⊆ R2, multi-index β = (β1, β2) , m = |β| , 0 < α < 1, and any
function f in G, denote by |f |m+α and ‖f‖m+α, respectively, the Hölder seminorm
and norm defined as

|f |m+α = sup
x,y∈G, |β|=m

∣∣Dβf (x) −Dβf (y)
∣∣

|x− y|α

and

‖f‖m+α = sup
x∈G, |β|≤m

∣∣Dβf (x)
∣∣ + |f |m+α .

Denote by Cm+α (G) the set of all functions f (x) defined in G such that ‖f‖m+α is
finite. If f (x, t) is defined in Gt for t < T, where Gt ⊆ R2 depends on t, we sometimes
use the notation f ∈ Cm+α

x (Gt) to specify that f (·, t) ∈ Cm+α (Gt) for any fixed t.
For clarity, sometimes we shall also use the notations |f (t)|m+α,Gt

and ‖f (t)‖m+α,Gt

to specify the dependence on the domain Gt. We also introduce the following notation:

|f (t)|inf,∂Gt
= inf

x∈∂Gt

|f (x, t)| .

Definition 2.1. A function Φ (x, t) , defined for (x, t) ∈ Ω̄0 × [0, T ) with values
in R2, is called a C1+α

(
Ω̄0

)
solution of (2.11) for t < T if, for any fixed t < T,

Φ (·, t) , DtΦ (·, t) ∈ C1+α
(
Ω̄0

)
, Φ−1 (·, t) ∈ C1+α

(
Ω̄t

)
, and Φ (x, t) solves (2.11)

pointwise in Ω̄0 × [0, T ).
We shall verify in the next section that in the class of C1+α, formulation (2.11)

is equivalent to (1.2)–(1.5). We conclude this section with a statement of the main
result of this paper.

Theorem 2.2. Assume (2.1). Then there exists a unique C1+α
(
Ω̄0

)
solution

Φ (x, t) for (2.11) for t > 0. Consequently, the mixed-state region Ω̄t is of C1+α for
all t > 0.

3. Short-time existence. Let Φ (x, t) be a C1+α (Ω0) function for fixed t, and
J (Φ) 6= 0. Introduce an operator A by

A (Φ) (x, t) = x−
t∫

0

∫
Ωs

∇K (Φ (x, s) − z)
(
J (Φ)

−1
ω0

) (
Φ−1 (z, s) , s

)
dzds.(3.1)

In this section, we shall show that under the assumption of (2.1), this operator has a
unique fixed point in C1+α

x for 0 < t < T for some T > 0. This fixed point is obviously
a C1+α

(
Ω̄0

)
solution for (2.11).
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Notice that at r = 0 the singular part of ∇K (x) (see (2.8)) is the Newtonian
kernel x/ |x| . We need the following modified version of [8, Lemma 3.1] that will be
frequently used throughout the section.

Lemma 3.1. Let Ω be a bounded domain in R2. Suppose that there exists a
ϕ ∈ C1+α

(
R2

)
such that Ω = {ϕ (x) < 0} and that inf

∂Ω
|∇ϕ (x)| > 0. Define function

w (x) and G (x) , for any g ∈ Cα, by

w (x) = Pv

∫
Ω

∇
(

x− z

|x− z|2
)

dz,

G (x) =

∫
Ω

∇
(

x− z

|x− z|2
)

(g (x) − g (z)) dz,

where Pv means the principal value. Then

|w|0,Ω ≤ c ln (2 + δd (Ω)) ,(3.2)

|w|α,Ω ≤ cδ ln (2 + δd (Ω)) ,(3.3)

|G|α,Ω ≤ c |g|α,Ω ln (2 + δd (Ω)) ,(3.4)

where c is a constant depending only on α and Ω, d (Ω) is the diameter of Ω, and

δ =
|∇ϕ|α,∂Ω

|∇ϕ|inf,∂Ω

.(3.5)

Proof. By analyzing the proof of [3, Proposition 1], one found that |w|0,Ω ≤ c if
δd (Ω) < 1. Assertion (3.2) then follows from [3, Proposition 1]. By carefully tracking
various constants in the proof of [8, Lemma 3.1] and using (3.2), inequality (3.3)
follows. Estimate (3.4) follows from (3.2) and [8, Lemma 3.2].

It follows that ∇A (Φ) (x, t) exists for x ∈ Ω0 and that it has interior limit for
x ∈ ∂Ω0. One can actually compute ∇A (Φ) as

∇A (Φ) (x, t) = I + A1 (Φ) (x, t) + A2 (Φ) (x, t) ,(3.6)

for x ∈ Ω̄0, where

A1 (Φ) (x, t) = −
t∫

0

Pv

∫
Ωs

∇2K (Φ (x, s) − z)

·
(
J (Φ)

−1
ω0

) (
Φ−1 (z, s) , s

)∇Φ (x, s) dzds,(3.7)

A2 (Φ) (x, t) = − 1

2π

t∫
0

(
J (Φ)

−1
ω0

)
(x, s)∇Φ (x, s) ds .(3.8)

For convenience, in the following we will leave out the designation Pv; all singular
integrals in the paper shall be understood as the principal values.

By (3.6)–(3.8), we can show that the C1+α
(
Ω̄0

)
solution is a weak solution in the

following sense.
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Definition 3.2. Assume (2.1). A pair of functions (ω,H) ∈ L2
(
R2 × (0, T )

)×
L2

(
W 2,2

(
R2

)
, (0, T )

)
is called a weak solution of (1.2)–(1.5) for 0 ≤ t < T if

T∫
0

∫
R2

ω (x, t)∇H (x, t)∇ξ (x, t) dxdt

=

T∫
0

∫
R2

ω (x, t) ξt (x, t) dxdt +

∫
R2

ω0 (x) ξ (x, 0) dx,(3.9)

∆H (x, t) −H (x, t) = −ω (x, t) , H (x, t) −→ 0 as |x| −→ ∞,(3.10)

for any ξ (x, t) ∈ C∞
0

(
R2 × [0, T )

)
.

Proposition 3.3. Assume (2.1). Let Φ be a C1+α
(
Ω̄0

)
solution of (2.11) for

t < T. Define ω (x, t) by (2.7) for x ∈ Ω̄t and by 0 otherwise, and define H by (2.9).
Then (ω,H) is a classical solution of (1.2)–(1.5) in the sense that the equations (2.4),
(1.3), and (1.5) hold pointwise in Ω̄t, with u = −∇H and ∇·u (x, t) being understood
as the limit from the interior for x ∈ ∂Ω̄t, and that (1.3) holds in R2. The converse
is also true. Consequently, any C1+α

(
Ω̄0

)
solution is a weak solution.

Proof. We only sketch the proof. Suppose that Φ is a C1+α
(
Ω̄0

)
solution of

(2.11). By (2.7), (2.11), and Lemma 3.1, it is clear that, for any x ∈ Ω̄0, ω (Φ (x, t) , t)
is differentiable in t, and that H (·, t) ∈ C2+α (Ωt) . From expression (3.6)–(3.8), one
can easily verify (2.4) and (1.3)–(1.5). Obviously, (ω,H) ∈ L2 × W 2,2, and (3.10)
follows from (2.9). By (2.7), for any ξ (x, t) ∈ C∞

0

(
R2 × [0, T )

)
and x ∈ Ω0,

d

dt
(ω (Φ (x, t) , t) J (Φ) (x, t) ξ (Φ (x, t) , t))

= ω (Φ (x, t) , t) J (Φ) (x, t)
d

dt
ξ (Φ (x, t) , t)

= ω (Φ (x, t) , t) J (Φ) (x, t)

(
∇ξ (Φ (x, t) , t) · dΦ (x, t)

dt
+ ξt (Φ (x, t) , t)

)
,

where ξt (x, t) = ∂ξ/∂t. Hence, by integration in x and t, we obtain, by (2.3),

−
∫
Ω0

ω0 (x) ξ (x, 0) dx = −
T∫

0

∫
Ω0

ω (Φ (x, t) , t)∇H · ∇ξ (Φ (x, t) , t) J (Φ) (x, t) dxdt

+

T∫
0

∫
Ω0

ω (Φ (x, t) , t) ξt (Φ (x, t) , t) J (Φ) (x, t) dxdt.

Assertion (3.9) follows by changes of variables y = Φ (x, t) and by the fact that
ω (x, t) = 0 outside Ω̄t.

We next derive some C1+α estimates for the operator A defined in (3.1) and use
them to establish a fixed point. Notice that the function K0 in (2.8) has the specific
form

K0 (r) = − ln r + S (r) , S (r) = −
(
ln

r

2
+ γ

)
I0 − ln

γ

2
+ I1,
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where γ is the Euler constant (≈ 0.56), and

I0 =
∞∑
i=1

(r/2)
2i

i!Γ (i + 1)
, I1 =

∞∑
i=1

(r/2)
2i

(i!)
2


 i∑

j=1

1

j


 .

The following properties can be verified through direct computations [2]:
(i) S (r) is smooth for r ≥ 0;
(ii) K0 (r) = (e−r/

√
r) (1 + O ((1/r))) , as r → ∞;

(iii) K0 (r) = − ln r + O (r) , as r → 0.
We need the following estimates for solutions of the equation (1.3).
Lemma 3.4. Suppose that ω (x) = $ (x)χΩ, where $ ∈ Cα, Ω = {ϕ (x) < 0}

with ϕ ∈ C1+α, |∇ϕ|inf,∂Ω > 0. Let H be the solution of (1.3) that vanishes at infinity.
Then

0 ≤ H ≤ |$|0,Ω ,(3.11)

‖H‖2,Ω ≤ c |$|0,Ω ln
[
(2 + δd (Ω))

(
2 + |$|−1

0,Ω |$|α,Ω d (Ω)
)]

,(3.12)

‖H‖2+α,Ω ≤ c
(
‖$‖α,Ω + δ |$|0,Ω

)
ln (2 + δd (Ω)) ,(3.13)

where c is a universal constant, d (Ω) is the diameter of Ω, and

δ =
|∇ϕ|α,∂Ω

|∇ϕ|inf,∂Ω

.

Proof. The inequalities (3.11) follow from the maximum principle for elliptic
equations. By (2.10), for x ∈ Ω̄, we have the integral formula for ∇2H (analogous to
(3.6)) as follows:

∇2H (x, t) =

∫
Ω

∇2K (x− z)ω (z) dz +
1

2π
ω (x)

=
1

2π

∫
Ω

∇
(

x− z

|x− z|2
)

dzω (x)(3.14)

+
1

2π

∫
Ω

∇
(

x− z

|x− z|2
)

(ω (z) − ω (x)) dz

+
1

2π
ω (x) +

∫
Ω

∇2S (|x− z|)ω (z) dz = k1 + k2 + k3 + k4.

By Lemma 3.1, it is easy to see that

‖k1‖α + ‖k3‖α ≤ c
(
‖$‖α,Ω + δ |$|0,Ω

)
ln (2 + δd (Ω)) .(3.15)

To estimate k2, we write

k2 =
1

2π




∫
Ω\Bε

+

∫
Bε


∇

(
x− z

|x− z|2
)

(ω (z) − ω (x)) dz = k21 + k22,
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where Bε is the ball centered at x with radius ε that will be chosen later on. By
integration,

|k21| ≤ c |$|0,Ω
∫

Ω\Bε

1

|x− z|2 dz ≤ c |$|0,Ω ln

(
d (Ω)

ε

)

if ε ≤ d (Ω) . Otherwise, k21 = 0. Since $ ∈ Cα, we find that

|k22| ≤ c |$|α,Ω
∫
Bε

1

|x− z|2−α dz ≤ c |$|α,Ω εα.

By choosing εα = |$|0,Ω
( |$|α,Ω

)−1
, we deduce that

|k2| ≤ c |$|0,Ω
(
1 +

∣∣∣ln(
2 + |$|−1

0,Ω |$|α,Ω d (Ω)
)∣∣∣) .(3.16)

By Lemma 3.1, we also have

|k2|α ≤ c |$|α,Ω ln (2 + δd (Ω)) .(3.17)

Combining (3.15)–(3.17), one sees that |k1 + k2 + k3|0 is bounded by the left-hand
side of (3.12) and that ‖k1 + k2 + k3‖α is bounded by the left-hand side of (3.13).
The assertions thus follow from the fact that ∇2S is smooth in R2 and that ∇2S
decays at the rate r−2 as r → ∞.

Theorem 3.5. Suppose that the initial data satisfy (2.1). Then there exists a
unique C1+α (Ω0) solution Φ (x, t) of (2.11) for t < T for some T > 0.

Proof. For simplicity, we assume that there exists ϕ0 ∈ C1+α with |∇ϕ0|inf,∂Ω0
6=

0 such that Ω0 = {ϕ0 (x) < 0} . For any M,T > 0 to be chosen later on, we define a
set W (M,T ) of vector value functions in Ω̄0 × [0, T ) as follows:

W (M,T ) = {Φ (x, t) ∈ R2 : Φ (x, 0) = x,

‖Φ (t)‖1+α,Ω0
≤ M, ‖Φ (x)‖α,[0,T ) ≤ M, |∇Φ − I|0 ≤ 1/2}.

Since |∇Φ − I| ≤ 1/2, Φ−1 (·, t) exists and maps Ωt onto Ω0 so that the mapping A
defined in (3.1) is well defined for any Φ ∈ W (M,T ) . By applying Lemma 3.4 to
A (Φ) with

$ =
(
J (Φ)

−1
ω0

) (
Φ−1 (x, s) , s

)
,(3.18)

we find that

‖A (Φ)‖1+α,Ω0
≤ c0 + c

t∫
0

(
‖Φ‖1+α,Ω0

)1+α (
1 + δs |$|0,Ωs

+ ‖$‖α,Ωs

)

·
(
ln (2 + d (Ωs) δs) + ln

(
2 + |$|−1

0,Ω ‖$‖α,Ωs
d (Ωs)

))
ds,(3.19)

where c is a constant independent of Φ, c0 = supx∈Ω0
|x| , δt is defined in terms of Ωt

by

δt =
|∇ϕ (x, t)|α,∂Ωt

|∇ϕ (x, t)|inf,∂Ωt

=

∣∣∇ϕ0

(
Φ−1 (x, t)

)∇Φ−1 (x, t)
∣∣
α,∂Ωt

|∇ϕ0 (Φ−1 (x, t))∇Φ−1 (x, t)|inf,∂Ωt

,(3.20)
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since Ωt = {ϕ (x, t) < 0} , where ϕ (x, t) = ϕ0

(
Φ−1 (x, t)

)
. Notice that, by direct

calculation,

∣∣∇Φ−1
∣∣
α,Ωt

≤ |∇Φ|α,Ω0

(∣∣∇Φ−1
∣∣
0,Ωt

)2+α

,∥∥∥J (Φ)
−1

∥∥∥
α,Ωt

≤ c0

(
|∇Φ|α,Ω0

+ 1
)(∣∣∇Φ−1

∣∣
0,Ωt

+ 1
)3+α

,

where c0 is a universal constant. Since Φ ∈ W (M,T ) , it is easy to see that

δt ≤ c (M) , d (Ωt) ≤ 2 |Φ|0 ≤ 2M, ‖$‖α,Ωt
≤ c (M) ,

where the last inequality is due to (3.18), and the constant c (M) is a polynomial of
M with coefficients depending only on initial data. Hence (3.19) results in, for t < T,

‖A (Φ) (t)‖1+α,Ω0
≤ c0 + c (M)T.

It is easy to derive the following estimates:

‖A (Φ) (x, ·)‖α ≤ c (M)T 1−α

and

|∇ (A (Φ)) − I| ≤ c (M)T.

We now choose M = 1+c0 and T = min
(
(2C (M))

−1
, (1 + c0)

1/(1−α)
C (M)

−1/(1−α)
)
.

Then A (Φ) ∈ W (M,T ) . The mapping A maps W (M,T ) into itself.
For any Φ, Φ̃ ∈ W (M,T ) . Set Ωt = Φ (Ω0, t) , Ω̃t = Φ̃ (Ω0, t) and define

ρ (t) =
∣∣∣Φ (t) − Φ̃ (t)

∣∣∣
0,Ω0

.

By changing variables in the expressions for A (Φ) and A
(
Φ̃
)
, we obtain, from (3.1),

A (Φ) (x, t) = x +

t∫
0

∫
Ω0

∇K (Φ (x, s) − Φ (z, s))ω0 (z) dzds,

A
(
Φ̃
)

(x, t) = x +

t∫
0

∫
Ω0

∇K
(
Φ̃ (x, s) − Φ̃ (z, s)

)
ω0 (z) dzds.

It follows that∣∣∣A (Φ) (x, t) −A
(
Φ̃
)

(x, t)
∣∣∣

≤ c

t∫
0

∫
Ω0

∣∣∣∇K (Φ (x, s) − Φ (z, s)) −∇K
(
Φ̃ (x, s) − Φ̃ (z, s)

)∣∣∣ dzds.(3.21)

For ε > 0 to be determined later, we decompose the right-hand side of (3.21) as∫
Ω0

∣∣∣∇K (Φ (x, s) − Φ (z, s)) −∇K
(
Φ̃ (x, s) − Φ̃ (z, s)

)∣∣∣ dz(3.22)

=

∫
Ω0\Bε(x)

+

∫
Ω0∩Bε(x)

= k1 + k2.
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From (2.8),

∇K (z) = − z

2π |z|2 + S′ (|z|) z

2π |z| .

Since ∇Φ−1 and ∇Φ̃−1 are bounded, we have

|Φ (x, s) − Φ (z, s)| ,
∣∣∣Φ̃ (x, s) − Φ̃ (z, s)

∣∣∣ ≥ c |x− z| .

Therefore, ∣∣∣∇K (Φ (x, s) − Φ (z, s)) −∇K
(
Φ̃ (x, s) − Φ̃ (z, s)

)∣∣∣
≤ cρ (s)

(
1 +

1

|x− z| +
1

|x− z|2
)
.

Consequently, k1 in (3.22) is bounded by

|k1| ≤ cρ (s)

d(Ω0)∫
ε

(
r + 1 +

1

r

)
dr = cρ (s) (1 + |ln ε|) .(3.23)

Since |Φ (x, s) − Φ (z, s)| ≤ cε for |x− z| ≤ ε, we know that

S′ (|Φ (x, s) − Φ (z, s)|) ≤ cε for |x− z| ≤ ε.

It follows from the obvious estimates

|∇K (Φ (x, t) − Φ (z, t))| ≤ |Φ (x, t) − Φ (z, t)|−1
+ S′ (|Φ (x, s) − Φ (z, s)|)

≤ c
(
1 + |x− z|−1

)

and ∣∣∣∇K
(
Φ̃ (x, s) − Φ̃ (z, s)

)∣∣∣ ≤ ∣∣∣Φ̃ (x, s) − Φ̃ (z, s)
∣∣∣−1

+ S′ (|Φ (x, s) − Φ (z, s)|)

≤ c
(
1 + |x− z|−1

)

that the term k2 in (3.22) can be estimated as

|k2| ≤ c

ε∫
0

(
1 +

1

r

)
r dr ≤ c

(
ε + ε2

)
.(3.24)

We now choose ε = min (ρ (t) , 1) . From (3.21)–(3.24), it follows that

∣∣∣A (Φ) (x, t) −A
(
Φ̃
)

(x, t)
∣∣∣ ≤ c

t∫
0

ρ (t) (1 + |ln ρ (t)|) dt.(3.25)

Define a sequence Φn (x, t) by

Φ0 = x, Φn+1 (x, t) = A (Φn) (x, t) .
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Since Φn ∈ W (M,T ) , this sequence {Φn} is precompact under the C1+γ,γ
x,t norm

for any γ < α. Hence we can select a subsequence, still denoting it as {Φn} , and a
function Φ ∈ C1+γ,γ

x,t (Ω0 × [0, T )) such that

Φn −→ Φ in C1+γ,γ
x,t norm.

This implies that Φ ∈ W (M,T ) (by checking from the definitions) and by (3.25),

|Φn+1 (x, t) −A (Φ) (x, t)| = |A (Φn) (x, t) −A (Φ) (x, t)|
≤ cT sup

0≤t≤T

(
|Φn (t) − Φ (t)|0,Ω0

∣∣∣ln |Φn (t) − Φ (t)|0,Ω0

∣∣∣) .

Letting n → ∞, we find that Φ is a fixed point for A, i.e., A (Φ) = Φ. Next, set

ρn (t) = sup
x

|Φn (x, t) − Φ (x, t)| .

It follows from (3.25) that

ρn+1 (t) ≤ c

t∫
0

ρn (t) (1 + |ln ρn (t)|) dt.

By [9, section 9], it follows that

ρn (t) ≤ c |T lnT |n .
For small T, the above inequality implies uniqueness of the fixed point. The proof is
complete.

Using exactly the same argument, we can extend the assertions of Theorem 3.5
to the equation (2.11) with more general initial data:

dΦ (x, t)

dt
= −

∫
Φ(Ω̄0,t)

∇K (Φ (x, t) − y)
(
J (Φ)

−1
$0

) (
Φ−1 (y, t)

)
dy,(3.26)

Φ (x, 0) = Φ0 (x) for x ∈ Ω̄0.

Corollary 3.6. In addition to the assumptions in Theorem 3.5, suppose also
that Φ0 ∈ C1+α (Ω0) , J (Φ0) 6= 0. Then there exists a unique C1+α (Ω0) solution
Φ (x, t) for (3.26) for t < T for some T > 0. Moreover, T depends only on ‖Φ0‖1+α ,∥∥Φ−1

0

∥∥
1+α

, d (Ω0) and δ0.
Corollary 3.6 will be used in the next section to extend the solutions for large

time.

4. A priori estimates. From Corollary 3.6, it appears that a priori estimates
on the C1+α norms of Φ and Φ−1 will be sufficient to establish existence of global
solutions. We first show that, actually, a uniform bound on the vorticity ω will be
enough to guarantee that the solution can be extended for all t > 0.

Lemma 4.1. Suppose that Φ (x, t) is the C1+α solution. Then, for x ∈ Ω̄0,

ω (Φ (x, t) , t) =
ω0 (x) eσ(x,t)

1 + ω0 (x)
t∫
0

eσ(x,s)ds

,(4.1)



1014 CHAOCHENG HUANG AND THOMAS SVOBODNY

where

σ (x, t) =

t∫
0

H (Φ (x, s) , s) ds.(4.2)

Proof. From (2.4), (1.3), (1.4), and the fact that ω (Φ (x, t) , t) > 0 for x ∈ Ω̄0,
one sees that ω (Φ (x, t) , t) is the solution of the following ODE:

dω

dt
= ωH − ω2.(4.3)

Let p (t) = ω (Φ (x, t) , t)
−1

. Then p solves

dp

dt
= −pH + 1.

Integrating this ODE directly, we obtain (4.1).
Lemma 4.2. Let Φ (x, t) be the C1+α solution for t < T. Suppose that

η (T ) ≡
T∫

0

‖$ (t)‖0,Ωt
dt < ∞.(4.4)

Then there exists a 0 < β (T ) ≤ α depending only on η (T ) such that for t < T,

‖$ (t)‖β,Ωt
≤ c (η (T )) ,(4.5)

c (η (T )) being a constant depending only on η (T ) and T.
Proof. From Lemma 3.4, we know that u = −∇H is Lipschitz in Ωt. However,

the Lipschitz constant may depend on the Cα characters of ω and the domain Ωt. We
claim that ∇H is quasi-Lipschitz, with the constant depending only on ‖$ (t)‖0,Ωt

,

i.e., for x, y ∈ Ω̄t, |x− y| ≤ 1/2,

|∇H (x, t) −∇H (y, t)| ≤ c ‖$ (t)‖0,Ωt
|x− y| (1 + |ln |x− y||) ,(4.6)

where c is a universal constant. We point out at this moment that c in general also
depends on the L1

(
Ω̄t

)
norm of $ (·, t) . However, by (2.7), our previous claim remains

true.
Indeed, from (2.8) and (2.9), we have

∇H (x, t) =
1

2π

∫
Ωt

x− z

|x− z|2$ (z, t) dz +

∫
Ωt

∇xS (|x− z|)$ (z, t) dz

= ∇H1 (x, t) + ∇H2 (x, t) .

The results in [10] lead to

|∇H1 (x, t) −∇H1 (y, t)| ≤ c ‖$ (t)‖0,Ωt
|x− y| (1 + |ln |x− y||) .

Since ∇S is smooth and S′ (r) ∼ r−1 for large r, the inequality (4.6) thus follows
immediately.
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Now, since

dΦ

dt
= −∇H (Φ, t) ,

it follows that the quantity ρ (t) = |Φ (x, t) − Φ (y, t)|2 , for x 6= y ∈ Ω̄t, satisfies

∣∣∣∣dρ (t)

dt

∣∣∣∣ ≤ c ‖$ (t)‖0,Ωt
ρ (t) (1 + |ln ρ (t)|) .

By the Gronwall lemma, we deduce that

c |x− y|1/β̃(t) ≤ ρ (t) = |Φ (x, t) − Φ (y, t)| ≤ c |x− y|β̃(t)
,(4.7)

where β̃ (t) = exp (−cη (t)) is decreasing in t. The inequality (4.7) implies

|Φ (t)|β̃(t),Ω0
+
∣∣Φ−1 (t)

∣∣
β̃(t),Ωt

≤ c.

By the regularity theory for elliptic partial differential equations (PDEs), we know
that the solution H of (1.3) is of the class C1 and

‖∇H (t)‖0 ≤ c ‖$ (t)‖0,Ωt
.(4.8)

Hence, the function σ (x, t) defined in (4.2) is of the class Cβ and

|σ (t)|β̃(t),Ω0
≤

t∫
0

‖∇H (s)‖0 |Φ (s)|β̃(s),Ω0
ds ≤ cη (t) ,

for t < T. The bounds on |σ (t)|0,Ω0
can be easily derived from (4.2). Choose β (T ) =

min(β̃ (T )
2
, α). It then easy to see that the assertion (4.5) hence follows from (4.1).

Lemma 4.3. Under the assumptions of Lemma 4.1, we have

∣∣∇ (
Φ
(
Φ−1 (x, t) , s

))∣∣ ≤ exp




t∫
s

|∇u (τ)|0 dτ


 ,

for 0 < s < t, and

|∇ϕ (t)|inf,∂Ωt
≥ |∇ϕ (0)|inf,∂Ω0

exp


−

t∫
0

|∇u (τ)|0 dτ


 .

Proof. The first inequality follows from the dynamical property of (2.3). Since
ϕ (Φ (x, t) , t) = ϕ0 (x) , we have

∇ϕ (Φ (x, t) , t) =
(
(∇Φ (x, t))

T
)−1

∇ϕ0 (x) .

By (2.3), we have

d

dt
(∇Φ (x, t))

−1
= − (∇Φ (x, t))

−1 ∇u (Φ (x, t) , t) = (∇Φ (x, t))
−1 ∇2H (Φ (x, t) , t) .
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Hence,

d

dt
∇ϕ (Φ (x, t) , t) =

(∇2H
)T ∇ϕ (Φ (x, t) , t) .

The second assertion of Lemma 4.3 follows from the Gronwall lemma.
Lemma 4.4. Under the assumptions of Lemma 4.1, we have

δt,β ≤ c (η (T )) ,

where δt,β is defined in (3.20) with α being replaced with β = β (T ) .
Proof. We recall that by definition, Ωt = {ϕ < 0} with ϕ = ϕ0

(
Φ−1 (x, t)

)
. Since

Φ solves (2.3), we find that ϕ satisfies

∂ϕ

∂t
+ u · ∇ϕ = 0, u = −∇H.

Hence ∇ϕ satisfies

∂∇ϕ

∂t
+ (u · ∇)∇ϕ = − (∇u)

> ∇ϕ.(4.9)

Since ∇ · u = −∆H = H − ω, this equation can be rewritten as

∂∇⊥ϕ
∂t

+ (u · ∇)∇⊥ϕ = ∇u∇⊥ϕ + (ω −H)∇⊥ϕ,(4.10)

where ∇⊥ϕ = (−D2ϕ,D1ϕ) is divergence free and tangential to ∂Ωt. By (3.14), we
have

∇u = −∇2H (x, t)

= − 1

2π

∫
Ωt

∇
(

x− z

|x− z|2
)

dzω (x, t)

− 1

2π

∫
Ωt

∇
(

x− z

|x− z|2
)

(ω (z, t) − ω (x, t)) dz

− 1

2π
ω (x, t) −

∫
Ωt

∇2S (|x− z|)ω (z, t) dz = k1 + k2 + k3 + k4.

Since ∇⊥ϕ is divergence free and tangential to ∂Ωt, we find by direct computation
that

k1∇⊥ϕ =

∫
Ωt

∇
(

x− z

|x− z|2
)(∇⊥ϕ (x, t) −∇⊥ϕ (z, t)

)
dzω (x, t) .

Consequently we deduce that, by Lemma 3.1, for t ≤ T,

∥∥k1∇⊥ϕ (t)
∥∥
β
≤ c

(
|ω (t)|β

∣∣∇⊥ϕ (t)
∣∣
0

+ |ω|0
∣∣∇⊥ϕ (t)

∣∣
β

)

·
(
ln
(
2 + |ω|−1

0 |ω (t)|β d (Ωt)
)

+ ln (2 + d (Ωt) δt,β)
)
,
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where β = β (T ) obtained in Lemma 4.2. In a similar manner, we have

∥∥k2∇⊥ϕ (t)
∥∥
β
≤ c

(
|ω (t)|β

∣∣∇⊥ϕ (t)
∣∣
0

+ |ω|0
∣∣∇⊥ϕ (t)

∣∣
β

)

·
(
ln
(
2 + |ω|−1

0 |ω (t)|β d (Ωt)
)

+ ln (2 + d (Ωt) δt,β)
)
.

Since ∇2S is smooth, it then follows that∥∥∇u∇⊥ϕ (t)
∥∥
β
≤ c (η (T ))

∥∥∇⊥ϕ (t)
∥∥
β

·
(
ln
(
2 + |ω|−1

0 |ω (t)|β d (Ωt)
)

+ ln (2 + d (Ωt) δt,β)
)
,

where we have used the assertion of Lemma 4.2. Since ∂Φ/∂t = −∇H (Φ, t) , from
(4.5) and (4.8), it is clear that d (Ωt) ≤ 2 |Φ|0 ≤ c (η (T )) . Hence∥∥∇u∇⊥ϕ (t)

∥∥
β
≤ c (η (T ))

∥∥∇⊥ϕ (t)
∥∥
β

ln (2 + δt,β) .(4.11)

Next, from (4.10), we have for x ∈ Ωt,

∇⊥ϕ (x, t) = ∇⊥ϕ0

(
Φ−1 (x, t)

)
+

t∫
0

(∇u∇⊥ϕ
) (

Φ
(
Φ−1 (x, t) , s

)
, s
)
ds

+

t∫
0

(
(ω −H)∇⊥ϕ

) (
Φ
(
Φ−1 (x, t) , s

)
, s
)
ds.

Therefore, by using Lemma 4.3, we find

∣∣∇⊥ϕ (t)
∣∣
β
≤ ∣∣∇⊥ϕ0

∣∣
β

exp




t∫
0

|∇u (τ)|0 dτ




+c

t∫
0

(∣∣∇u∇⊥ϕ (s)
∣∣
β

)
exp




t∫
s

|∇u (τ)|0 dτ


 ds(4.12)

+c

t∫
0

(∣∣(ω −H)∇⊥ϕ (s)
∣∣
β

)
exp




t∫
s

|∇u (τ)|0 dτ


 ds.

It follows from (4.11) and (4.8) that

∥∥∇⊥ϕ (t)
∥∥
β

exp


−

t∫
0

|∇u (τ)|0 dτ


 ≤ ∥∥∇⊥ϕ0 (t)

∥∥
β

(4.13)

+c (η (T ))

t∫
0

‖∇ϕ (s)‖β · ln (2 + δt,β) exp


−

s∫
0

|∇u (τ)|0 dτ


 .

Set

f (t) = ‖ϕ (t)‖1+β exp


−

t∫
0

|∇u (τ)|0 dτ


 + 2.
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Using the second assertion in Lemma 4.3, we obtain

δt,β ≤ |∇ϕ (t)|β
|∇ϕ (0)|inf,∂Ω0

exp




t∫
0

|∇u (τ)|0 dτ


 .

Therefore

ln (2 + δt,β) ≤ c ln f +

t∫
0

|∇u (τ)|0 dτ.

It follows from (4.13) that

f (t) ≤ c + c (η (T ))

t∫
0

f (s)


ln f (s) +

s∫
0

|∇u (τ)|0 dτ


 ds.

Denote by h (t) the function on the right-hand side of the above inequality:

h (t) = c + c (η (T ))

t∫
0

f (s)


ln f (s) +

s∫
0

|∇u (τ)|0 dτ


 ds.

Then

h′ (t) ≤ c (η (T ))h (t)


lnh (t) +

t∫
0

|∇u (τ)|0 dτ


 .

It follows that

d

dt
lnh (t) ≤ c (η (T ))


lnh (t) +

t∫
0

|∇u (τ)|0 dτ


 .

By the standard Gronwall inequality, we obtain

ln f ≤ lnh (t) ≤ cec(η(T ))


1 +

t∫
0

c (η (T ))

s∫
0

|∇u (τ)|0 dτ ds




≤ cec(η(T ))


1 +

t∫
0

c (η (T )) ds

t∫
0

|∇u (τ)|0 dτ


(4.14)

≤ c (η (T ))


1 +

t∫
0

|∇u (τ)|0 dτ


 ,

where in the last inequality, c (η (T )) is a constant depending only on η (T ) and T. By
Lemmas 3.4 and 4.2 and equation (4.13) we deduce

t∫
0

|∇u (s)|0,Ωs
ds =

t∫
0

∣∣∇2H (s)
∣∣
0,Ωs

ds
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≤ c

t∫
0


ln f +

s∫
0

|∇u (τ)|0 dτ


 ds(4.15)

≤ c (η (T )) + c (η (T ))

t∫
0




s∫
0

|∇u (τ)|0 dτ


 ds.

It follows that

t∫
0

|∇u (τ)|0 dτ ≤ c (η (T )) , for t < T.

Substituting this into (4.14), we find ‖∇ϕ (t)‖β(T ) is bounded uniformly. Therefore,

δt,β is bounded by a constant depending on η (T ) and T for t ≤ T. The proof of
Lemma 4.4 is complete.

Theorem 4.5. Suppose that the assumptions in Lemma 4.2 hold. Then there
exists a unique C1+α (Ω0) solution Φ (x, t) of (2.11) for t < T + T0 for some T0 > 0
depending only on η (T ) .

Proof. By Corollary 3.6, it suffices to show that ‖∇Φ (t)‖α,Ω0
and

∥∥∇Φ−1 (t)
∥∥
α,Ωt

are uniformly bounded by c (η (T )) . Recall that by differentiating (2.3), ∇Φ (x, t)
satisfies

∂∇Φ (x, t)

∂t
= ∇u (Φ (x, t) , t)∇Φ (x, t) = −∇2H (Φ (x, t) , t)∇Φ (x, t) .

Applying Lemma 3.4 (estimate (3.12)) with α = β (T ) , and using Lemma 4.2 and
4.4, we deduce ∣∣∇2H (Φ (x, t) , t)

∣∣ ≤ c (η (T )) .

Therefore, ∣∣∣∣∂ |∇Φ (t)|0,Ω0

∂t

∣∣∣∣ ≤ c (η (T )) |∇Φ (t)|0,Ω0
.

It follows that

ce−c(η(T )) ≤ |∇Φ (t)|0,Ω0
≤ cec(η(T )).(4.16)

Since, recalling definitions,

ω (x, t) =
(
J (Φ)

−1
ω0

) (
Φ−1 (x, t)

)
, ϕ (x, t) = ϕ0

(
Φ−1 (x, t)

)
,

it follows that

δt,α + ‖ω (t)‖α,Ωt
+ d (Ωt) ≤ c (η (T )) ‖Φ (t)‖1+α,Ω0

.

By (3.19), since A (Φ) = Φ, we obtain

‖Φ (t)‖1+α,Ω0
≤ c+c (η (T ))

t∫
0

‖ω (t)‖0,Ωt
‖Φ (t)‖1+α,Ω0

(
1 + ln

(
1 + ‖Φ‖1+α,Ω0

))
dt.

By the Gronwall inequality, it follows that ‖Φ (t)‖1+α,Ω0
≤ c (η (t)) for t < T. Com-

bining this estimate and (4.16), we also obtain
∥∥Φ−1 (t)

∥∥
1+α,Ω0

≤ c (η (t)) for t < T.

The proof is now complete.
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5. Proof of Theorem 2.2. From Theorem 4.5, it suffices to obtain an a priori
estimate for η (t) defined in (4.4). We shall use the expression (4.1) to estimate η (t) .

Lemma 5.1. Suppose that Φ is a C1+α solution for t < T, and ω is the vorticity.
Then, for t < T,

|ω (t)|0,Ωs
≤ |$0|0,Ω0

eσh(t)

1 + |$0|0,Ω0

t∫
0

eσh(s)ds

,(5.1)

where

σh (t) =

t∫
0

|ω (s)|0,Ωs
ds.

Proof. By the maximum principle, we know that H (x, t) ≤ |ω (t)|0,Ωs
for t < T.

Since ω ≥ 0, by (4.3), we obtain that ω (Φ (x, t) , t) satisfies

dω

dt
= ωH − ω2 ≤ ω |ω (s)|0,Ωs

− ω2.

Integrating this differential inequality as in Lemma 4.1, we derive

ω (Φ (x, t) , t) ≤ $0 (x) eσh(t)

1 + $0 (x)
t∫
0

eσh(s)ds

.

Noticing that the function x (1 + cx)
−1

is increasing in x (for c > 0), the assertion
follows.

Proof of Theorem 2.2. Let σh be the integral defined in Lemma 5.1 and

f (t) =

t∫
0

eσh(s)ds.

Then

f ′ (t) = eσh(t), f ′′ (t) = eσh(t)σ′
h (t) = |ω (t)|0,Ωs

f ′ (t) .

It follows from (5.1) that

f ′′ (t) ≤ |$0|0,Ω0
(f ′ (t))2

1 + |$0|0,Ω0
f (t)

or equivalently

f ′′ (t)
f ′ (t)

≤ |$0|0,Ω0
f ′ (t)

1 + |$0|0,Ω0
f (t)

.

By integration, noticing that f (0) = 0, f ′ (0) = 1, we deduce

f ′ (t) ≤ 1 + |$0|0,Ω0
f (t) .(5.2)
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Applying the Gronwall inequality, it follows that

f (t) ≤
(
et|$0|0,Ω0 − 1

)
|$0|0,Ω0

.

Combining this with (5.2), we find

exp




t∫
0

|ω (s)|0,Ωs
ds


 = f ′ (t) ≤ et|$0|0,Ω0 .

Consequently

η (t) ≤ t |$0|0,Ω0
.

The assertion of Theorem 2.2 follows from Theorem 4.5.
By differentiating the equations (1.2) and (1.3) in x, we find that ∇ω satisfies a

similar system. Applying the same methods, we can also show the following regularity
result.

Theorem 5.2. Suppose that Ω0 ∈ Cm+1+α, $0 ∈ Cm+α. Then the solution Φ of
(2.11) is in Cm+1+α

x (Ω0) .

Acknowledgment. The authors would like to thank the referee for many helpful
suggestions.
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Abstract. The γ (sub)level set of the solution to wt + H(γ,Dxw) = 0 is the same as the
γ (sub)level set of the solution to ut + H(u,Dxu) = 0, and the solution u may be built from w.
This result is applied to determining upper and lower bounds for a solution of ut + H1(u,Du) +
H2(u,Du) = 0, with H1 convex and H2 concave, as well as ut +H(u,Du) = 0, but with initial data
u(0, x) = g1(x) ∨ g2(x) or g1(x) ∧ g2(x), with g1 quasi-convex and g2 quasi-concave. A differential
game in L∞ is constructed giving a new proof of the Hopf formula.

Key words. Hopf–Lax formula, Hamilton–Jacobi equation, differential game, level sets

AMS subject classifications. 35F20, 35B45, 49A45

PII. S0036141097319966

1. Introduction. Two papers have motivated the problems studied here. First,
the paper by Bardi and Evans [1] used a representation theorem for the solution of
a Hamilton–Jacobi equation as the value function of a differential game to prove the
classical Hopf formula for ut +H(Du) = 0 (see [17], [25]). Second, the paper by Bardi
and Faggian [3] used the classical Hopf and Lax formulas to find sophisticated upper
and lower bounds to some nonconvex and nonconcave problems. Specifically, they con-
sidered two problems. The first uses the Lax formula on the equation ut +H1(Du) +
H2(Du) = 0, but with arbitrary initial data, with H1 convex and H2 concave to get
an upper and lower bound for u. The second uses the Hopf formula on the equation
ut+H(Du) = 0, with data u(0, x) = g1(x)+g2(x) and g1 convex, g2 concave to also ob-
tain upper and lower bounds for u. The objective of the present paper is to extend this
result as much as possible to Hamiltonians which have u dependence and to
quasi-convex–quasi-concave initial data.

We begin by looking at the connection between differential games in L∞ and
Hamilton–Jacobi equations (see [5]–[7]). In section 3, we use a representation due
to Subbotin [26] for degree one homogeneous Hamiltonians to represent the solution
of ut + H(u,Du) = 0 with quasi-convex terminal data u(T, x) = g(x) as the value
function of a differential game in L∞, see [6]. But we know that the solution of this
problem is given by the Hopf formula from [10], [11]. Thus, it is the goal of this section
to prove, using the differential game, that we recover the Hopf formula, i.e, that the
value of the differential game is given by the Hopf formula. This is an extension of
the idea of using optimal control in L∞ to prove the Lax formula [9] as is done for
the classical case in [1].

The following section contains the main result of this paper. For fixed γ ∈ R, we
consider the solution to wt+H(γ,Dw) = 0 and let u be the solution of ut+H(u,Du) =
0. We prove that

{(t, x) : w(t, x) ≤ γ} = {(t, x) : u(t, x) ≤ γ},
∗Received by the editors April 21, 1997; accepted for publication (in revised form) July 23, 1997;
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and u(t, x) = inf{γ : w(t, x) ≤ γ}. This level set result is proved under a variety of
hypotheses using the Hopf and Lax formulas of [9]–[11]. The referee has provided a
proof (Theorem 4.2) under conditions which require only a comparison principle for
the equation and H(γ, p) nondecreasing in γ and homogeneous degree one in p. This
level set result says that, in some sense, the equation with u in the hamiltonian is no
more complicated than the equation without u—a remarkable fact.

Our level set result is of critical use in the proof of the upper and lower bound
for solutions of ut + H1(u,Du) + H2(u,Du) = 0, with H1(·, p) convex and H2(·, p)
concave, and arbitrary initial data. The idea, which is due to Bardi and Faggian [3]
and Bardi and Osher [2], is to double the variables, replace H2 by a linear function
in p, and apply the Lax formula to the resulting Hamiltonian, which is now convex
again. The problem when one has u dependence is that the linear function will depend
on u, creating a serious problem for carrying out the rest of the proof. But if we use
the level set result, we may fix the u variable and the problem disappears. Then we
use the construction of the actual solution from the level sets to obtain the upper and
lower bounds in our case. The bounds are more complicated than those of Bardi and
Faggian [3], but that is to be expected.

The final section seeks upper and lower bounds for solutions of ut+H(u,Du) = 0,
but with initial data for the upper bound u(0, x) = g1(x) ∨ g2(x), and u(0, x) =
g1(x)∧g2(x) for the lower bound, where g1 is quasi-convex and g2 is quasi-concave. In
some ways this extends the result of [2] and [3] because, when u(0, x) = g1(x)+g2(x),
a lower bound can be found from the initial data 2(g1 ∧ g2) and an upper bound from
2(g1 ∨ g2). The proof of this result is a straightforward adaptation of the doubling
argument of [2], [3].

Of course the purpose of obtaining upper and lower bounds for equations is of
obvious importance in numerical approximation of solutions.

One must take note that throughout this paper the Hamiltonians are assumed
to be homogeneous degree one in the gradient variable. A device of Subbotin [26]
allows one to dispense with this assumption in many cases, but as shown in [10],
this will impose more severe convexity assumptions on the initial data to yield to our
Hopf formula. The difficulty is that the sum of a quasi-convex function and a linear
function is quasi-convex if and only if the quasi-convex function is convex. See [10]
for a discussion of this.

2. Preliminary results. The following definitions are standard. See [18]-[20],
[21], for the theory of quasi-convex duality.

Definition 2.1. A function g : R
n → R is quasi-convex if {x : g(x) ≤ α}

is convex for all α ∈ R1. Equivalently, g is quasi-convex if g(λx + (1 − λ)y) ≤
max{g(x), g(y)} for all x, y ∈ R

n, and λ ∈ (0, 1). g is quasi-concave if −g is quasi-
convex.

The following quasi-convex and quasi-concave conjugates will be used in this
paper.

Given a function f : R
n → R∪ {±∞} satisfying the condition introduced in [19],

∀γ < supx f(x), there exists a continuous affine functional k, such that

k(x) ≤ f(x), ∀ x ∈ f−1([−∞, γ]).(2.1)

Define

f#(γ, p) = sup{p · x : x ∈ R
n, f(x) ≤ γ}, γ ∈ R1, p ∈ R

n,(2.2)

f##(x) = inf{γ ∈ R1 : sup
p∈Rn

(p · x− f#(γ, p)) ≤ 0}.(2.3)
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The definition of f#(γ, p) says that f# is the support function of the γ (sub)level
set of f . The function f is lower semicontinuous and quasi-convex if and only if
f = f##. In general, f## is the greatest quasi-convex minorant of f .

For quasi-concave conjugates, for −f satisfying (2.1) define

fc#(γ, p) = inf{p · x : x ∈ R
n, f(x) ≥ γ}, γ ∈ R1, p ∈ R

n,(2.4)

f c##(x) = sup{γ ∈ R1 : inf
p∈Rn

(p · x− fc#(γ, p)) ≥ 0}.(2.5)

The function f is upper semicontinuous and quasi-concave if and only if f = fc##.
In general, f c## is the greatest quasi-concave majorant of f .

Viewing a quasi-convex function as the supremum of piecewise linear function
of a particular type leads to the alternative definition of quasi-convex conjugates
reminiscent of the usual Legendre–Fenchel conjugate.

f∗(γ, p) = sup{p · x− f(x) : x ∈ R
n, f(x) ≤ γ}, γ ∈ R1, p ∈ R

n,

f∗∗(x) = sup{(p · x− f∗(γ, p)) ∧ γ : γ ∈ R, p ∈ R
n}.

and the quasi-concave conjugates

f c∗(γ, p) = inf{p · x + f(x) : x ∈ R
n, f(x) ≥ γ}, γ ∈ R1, p ∈ R

n,

f c∗∗(x) = inf{(p · x + fc∗(γ, p)) ∨ γ : γ ∈ R, p ∈ R
n}.

Again, f is lower (upper) semicontinuous and quasi-convex (quasi-concave), if and
only if f = f∗∗ (respectively, f = fc∗∗).

Remark 2.1. The theory of quasi-convex duality and the conjugates defined here
is due to Crouzeix, Martinez-Legaz, Penot, Volle, and others. See [14],[15],[18]–[21]
and the references therein, especially [19]. Some of their results were rederived in [8]
under stronger hypotheses on f , coercivity, for example. The condition (2.1) due to
Martinez-Legaz [19] is the weakest possible assumption for duality, i.e., f = f∗∗.

In the next section we discuss the Hopf formula from [10], so in this section we
record the Lax formula from [9] for the viscosity solution of ut + H(u,Du) = 0 on
(0,∞)×R

n with initial condition u(0, x) = g(x). The application of the Lax formula
assumes that γ 7→ H(γ, p) is nondecreasing and upper semicontinuous, p 7→ H(γ, p) is
convex and positively homogeneous degree one and continuous, and g is, say, Lipschitz
and bounded. Then viewing H(γ, p) as the first quasi-convex conjugate of a quasi-
convex function H#(x), we have

u(t, x) = min
y∈Rn

(
g(y) ∨H#

(
x− y

t

))
.

The formula is obviously valid for g which is merely continuous, since we may approx-
imate by a sequence of Lipschitz and bounded functions.

3. The differential game in L∞ and Hamilton–Jacobi equation. The
problem we consider here is the backward Hamilton–Jacobi equation

ut + H(u,Du) = 0,(3.1)

on [0, T ) × R
n, with terminal condition

u(T, x) = g(x), x ∈ R
n.(3.2)
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In this section, we study the backward problem due to the desired representation of
u as the value function of a differential game for which terminal data is natural.

In [10] and [11] we proved the following theorem.
Theorem 3.1. Assume that
(A) The function g : R

n → R is continuous and quasi-convex and satisfies (2.1).
(B) The Hamiltonian function H : R1 ×R

n → R1 is continuous in both variables
and

(i) H(γ, λp) = λH(γ, p) for all γ ∈ R1, λ ≥ 0, p ∈ R
n;

(ii) |H(γ, p) −H(γ, p′)| ≤ KL|p− p′| for all γ ∈ [−L,L], p, p′ ∈ R
n;

(iii) γ 7→ H(γ, p) is nonincreasing for γ ∈ R1.
Let

u(t, x) = inf{γ ∈ R1 : sup
p∈Rn

inf
{y:g(y)≤γ}

(p · (x− y) + (T − t)H(γ, p)) ≤ 0}.(3.3)

Then u is a continuous viscosity solution of (3.1)–(3.2). In other words, using the
definition of the quasi-convex conjugates,

u(t, x) = (g#(γ, p) − (T − t)H(γ, p))#(x),(3.4)

where the # operation is performed only in x.
The fact that H is homogeneous in p allows us to assume that the solution is

bounded, as the next proposition shows.
Proposition 3.1. Assume (B) and let g be continuous. Given L > 0 define

β(r) =



L, if r ≥ L,

r, if |r| ≤ L,

−L, if r ≤ −L,

and set w = β(u), where u is the viscosity solution of (3.1)–(3.2). Then w is a
bounded viscosity solution of

wt + H(w,Dxw) = 0, (t, x) ∈ [0, T ) × R
n, w(T, x) = β(g(x)).

Proof. We will only prove that w is a subsolution since the proof that it is a
supersolution is entirely similar.

Let w − ϕ achieve a unique, zero maximum at (t0, x0), t0 < T, with ϕ a smooth
function. If u(t0, x0) > L, then u > L in a neighborhood of (t0, x0) and so w(t, x) = L
in this neighborhood. Hence, ϕ achieves a minimum at (t0, x0) and so ϕt(t0, x0) =
|Dxϕ(t0, x0)| = 0. Since H(γ, 0) = 0, we have ϕt(t0, x0)+H(w(t0, x0), Dxϕ(t0, x0)) =
0. If u(t0, x0) ≤ −L, then ϕ(t0, x0) ≥ −L, so again ϕt(t0, x0) = |Dxϕ(t0, x0)| = 0.
If |u(t0, x0)| < L, w is a subsolution immediately by definition of β. Finally, we are
reduced to the case u(t0, x0) = L.

Suppose that βε is a smooth approximation to β, which is strictly monotone
increasing and satisfies βε(r) = r when |r| < L, and βε is linear when |r| > L+ ε, and
βε → β uniformly, as ε → 0. Let wε = βε(u). Then, wε−ϕε achieves a zero maximum
at (tε, xε), where ϕε is at most a linear translation of ϕ, and (tε, xε) → (t0, x0) (since
(t0, x0) is the unique maximum [4]). Also, wε(tε, xε) → w(t0, x0) = L as ε → 0. But
then u− β−1

ε (ϕε) achieves a zero maximum at (tε, xε). Since u is a subsolution, this
implies

1

β′
ε(ϕε(tε, xε))

(ϕε)t(tε, xε) + H(u(tε, xε),
1

β′
ε(ϕε(tε, xε))

Dxϕε(tε, xε)) ≥ 0.
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Now we use the homogeneity property of H and the fact that β′
ε(ϕε(tε, xε)) > 0 to

conclude that

(ϕε)t(tε, xε) + H(u(tε, xε), Dxϕε(tε, xε)) ≥ 0.

Letting ε → 0, we get

ϕt(t0, x0) + H(u(t0, x0), Dxϕ(t0, x0)) = ϕt(t0, x0) + H(w(t0, x0), Dxϕ(t0, x0)) ≥ 0,

and so w is a subsolution of (3.1). Since w(T, x) = β(g(x)) is bounded, we are
done.

Note also that if g is quasi-convex, so is β(g).
In this section, for the purpose of representing the solution of (3.1) as the value

function of a differential game in L∞, we will assume the following strengthened
condition on g:

(C) g is uniformly Lipschitz continuous, and coercive, i.e., lim|x|→∞ g(x) = ∞.
In view of the preceding proposition, without loss of generality, we may replace

(B)(ii) by the following assumption:
(D) |H(γ, p) −H(γ, p′)| ≤ K|p− p′| for all γ ∈ R1, p, p′ ∈ R

n.
We use K to denote a generic constant greater than both of the Lipschitz constants

of H and g.
Remark 3.1. Under the assumptions (A)–(D) there is a unique, bounded, Lipschitz

continuous viscosity solution of (3.1)–(3.2) with Lipschitz constant no greater than
K. Furthermore, (C) implies that (2.1) holds for g.

Using (A)–(D), we will represent the Hamiltonian H in a form suitable for use in
a differential game in L∞. This representation is introduced in [26].

Lemma 3.1. Let (A)–(D) hold. Then setting

F (z, q) = {f ∈ R
n : |f | ≤ K

√
2 = K ′, f · q ≥ H(z, q)}

we have

H(γ, p) = max
q∈B(0,K′)

min
z≤γ

min
f∈F (z,q)

p · f, |p| ≤ K ′.(3.5)

Here B(0,K ′) is the closed ball centered at the origin with radius K ′.
Proof. By (C) and (B)(iii),

H(γ, p) ≥ H(γ, q) −K ′|p− q|, ∀q ∈ R
n

= min
f∈B(0,K′)

H(γ, q) + f · (p− q)

= min
z≤γ

min
f∈B(0,K′)

H(z, q) + f · (p− q).

Hence, for p ∈ B(0,K ′), we obtain

H(γ, p) = max
q∈B(0,K′)

min
z≤γ

min
f∈B(0,K′)

H(z, q) + f · (p− q).

Next, using (B)(i),

H(γ, p) = |p|H(γ, p/|p|) = max
q∈B(0,K′)

min
z≤γ

min
f∈B(0,K′)

H(z, q)|p| + |p|f · (p/|p| − q)

= max
q∈B(0,K′)

min
z≤γ

min
f∈B(0,K′)

p · f + |p|(H(z, q) − f · q)
≤ max

q∈B(0,K′)
min
z≤γ

min
f∈F (z,q)

p · f.
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To prove the opposite inequality, Subbotin [26] proves that if one defines the
vector

f0 =



qH(z, q) + K ′(p · q q − p)

√
1 − (p · q)2, if 0 ≤ p · q < 1,

q−p
|q−p|K

′, if −1 ≤ p · q < 0,

qH(z, q), if p · q = 1,

then f0 satisfies |f0| ≤ K ′ and both conditions f0 · q ≥ H(z, q), f0 · p ≤ H(z, p), ∀p, q.
Here z is fixed and p and q may be assumed to be unit vectors by (B)(i). Hence,

H(γ, p) = min
z≤γ

H(z, p) ≥ min
z≤γ

min
f∈F (z,q)

p · f,

and since this is true for every q ∈ B(0,K ′), we are done.
We relabel K ′ as K in the following.
Remark 3.2. Evans and Souganidis [16] also have a way of representing H as a

max-min. We chose this representation from [26] because it gives a particularly easy
proof of Theorem 3.2 below.

Now we consider the lower differential game associated with the dynamical system

dξ

dτ
= ϕ(τ), t < τ ≤ T, ξ(t) = x ∈ R

n(3.6)

and payoff functional

P ((ζ, ϕ), η) = g(ξ(T )) ∨ ess sup
t≤s≤T

ζ(s).(3.7)

The minimizing controls of P are (ζ, ϕ), while η tries to maximize P . In the lower
game, given a control choice η by the maximizing player, the minimizing player uses
a nonanticipating strategy ∆, i.e.,

∆ : L∞([t, T ];B(0,K)) → L∞[t, T ] × L∞([t, T ];B(0,K)),

such that ∆[η](τ) = (ζ(τ), ϕ(τ)) if and only if ϕ(τ) ∈ F (ζ(τ), η(τ)). We shall denote
the class of all such strategies by D. Then the lower value of the differential game
associated with (3.6) and payoff (3.7) is given by

V (t, x) = inf
∆∈D

sup
η∈B(0,K)

P ((ζ, ϕ), η), t ∈ [0, T ], x ∈ R
n, 0 ≤ t ≤ T.

Proposition 3.2. If (A)–(D) hold, then V is the unique uniformly Lipschitz
continuous viscosity solution of (3.1) satisfying (3.2).

Proof. Even though this is not quite a standard differential game due to the set
valued map F (z, q), and the fact that the ζ controls are not in a uniformly bounded
set, the particular form of the problem allows us to apply the same argument as in
[6], using dynamic programming, to prove that V is the unique viscosity solution of

max{Vt + max
q∈B(0,K)

min
z≤V

min
f∈F (z,q)

DxV · f,max
q

min
z,f

z − V } = 0,

and V (T, x) = maxq minz,f g(x) ∨ z. Since minz z = −∞ from (3.5) we get

Vt + H(V,DxV ) = 0 and V (T, x) = g(x).
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See also [9] for similar details involving the optimal control problem and the Lax
formula.

Theorem 3.2. Assume (A)–(D). Then the value function V and the function u
in Theorem 3.1 are identical.

Proof. The function u in (3.3) is continuous on [0, T ] × R
n with u(T, x) =

limt→T−0 u(t, x) = g(x). Furthermore, u is quasi-convex in both t and x.
We need to prove that V (t, x) = u(t, x) for all t ∈ [0, T ] and x ∈ R

n.
First we will show that V ≤ u. Let t ∈ [0, T ) and x ∈ R

n. Fix γ such that

sup
p∈Rn

inf
{y:g(y)≤γ}

(p · (x− y) + (T − t)H(γ, p)) ≤ 0.(3.8)

We will show that V ≤ γ and consequently V ≤ u.
From (3.8), we have for any control, γ(·),

inf
{y:g(y)≤γ}

(η(τ) · (x− y) + (T − t)H(γ, η(τ))) ≤ 0, τ ∈ [0, T ).(3.9)

Set Eγ := {y : g(y) ≤ γ} and consider infy∈Eγ
η(τ) · (x− y). Since Eγ is convex,

the infimum of a linear function is either achieved (on the boundary) or −∞. If
the infimum is bounded from below we set y = y(τ) ∈ Eγ such that infy∈Eγ η(τ) ·
(x − y) = η(τ) · (x − y(τ)), and otherwise let y(τ) ∈ Eγ be any vector such that

η(τ) · (x − y(τ)) + (T − t)H(γ, η(τ)) ≤ 0. Define ϕ(τ) = y(τ)−x
T−t . Finally, we define

the strategy

∆[η](τ) = (ζ(τ), ϕ(τ)) ≡ (γ, ϕ(τ)).

This strategy is obviously nonanticipating, but we must show it is admissible, i.e, we
must show H(γ, η(τ)) ≤ η(τ) · ϕ(τ) for τ ∈ [0, T ]. By definition of ϕ we have from
the definition of γ,

η(τ) · ϕ(τ) = −η(τ) · x− y(τ)

T − t
≥ H(γ, η(τ)),

and hence ∆ is admissible. Then, letting ξ(·) denote the trajectory associated with

∆ and η, we have ξ(T ) = x +
∫ T

t
ϕ(τ)dτ , and

V (t, x) ≤ sup
η∈B(0,K)

g(ξ(T )) ∨ γ

≤ sup
η∈B(0,K)

g

(
x +

∫ T

t

ϕ(τ)dτ

)
∨ γ

≤ sup
η∈B(0,K)

g

(
1

T − t

∫ T

t

x + (T − t)ϕ(τ)dτ

)
∨ γ

≤ sup
η∈B(0,K)

ess sup
t≤s≤T

g(x + (T − t)ϕ(s)) ∨ γ

= sup
η∈B(0,K)

ess sup
t≤s≤T

g(y(s)) ∨ γ

= γ.

The last line follows from the fact that g(y(s)) ≤ γ for all s ∈ [0, T ]. The next to
last line follows from the extended Jensen inequality for quasi-convex functions [9],
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which says that g(
∫
h(s)dµ(s)) ≤ ess sups g(h(s)), when g is quasi-convex and µ is a

probability measure.

We conclude that V (t, x) ≤ u(t, x).

To prove the opposite inequality we first claim that

V (t, x) ≥ max
q∈B(0,K)

min
z

min
f∈F (z,q)

g(x + (T − t)f) ∨ z.(3.10)

To see that this is true, let ε > 0 and let ∆∗ ∈ D be ε−near optimal. Then, letting
(ζ∗, ϕ∗) = ∆∗[η] and ξ∗ the associated trajectory, we have from

V (t, x) = inf
∆∈D

sup
η∈B(0,K)

g(ξ(T )) ∨ ess sup
t≤s≤T

ζ(s)

that

V (t, x) + ε ≥ sup
η∈B(0,K)

g(ξ∗(T )) ∨ ess sup
t≤s≤T

ζ∗(s)

≥ max
q∈B(0,K)

g(ξ(T )) ∨ ess sup
t≤s≤T

ζ∗(s), ξ the outcome of (∆[q], q)

≥ max
q∈B(0,K)

min
z

min
f∈F (z,q)

g(x + (T − t)f) ∨ z,

and the claim follows. Observe that given the constant control η(τ) = q ∈ B(0,K),
we have dξ/dτ = ϕ(τ) and ϕ(τ) ∈ F (ζ(τ), q). Using (3.10),

V (t, x) = inf
∆∈D

sup
η∈B(0,K)

g(ξ(T )) ∨ ess sup
t≤s≤T

ζ(s)

≥ max
q∈B(0,K)

min
z

min
f∈F (z,q)

g(x + (T − t)f) ∨ z

≥ max
q∈B(0,K)

min
z

min
{w:q·w−x

T−t ≥H(z,q)}
g(w) ∨ z

≥ max
q∈B(0,K)

min
z

min
{w:q·(x−w)+(T−t)H(z,q)≤0}

g(w) ∨ z

≡ α.

Fix q ∈ B(0,K) and ε > 0. Let z∗ and w∗ satisfy α + ε ≥ g(w∗) ∨ z∗ and
q · (x− w∗) + (T − t)H(z∗, q) ≤ 0. Then α + ε ≥ g(w∗) and α + ε ≥ z∗ imply that

inf
{w:g(w)≤α+ε}

q · (x− w) + (T − t)H(α + ε, q) ≤ q · (x− w∗) + (T − t)H(z∗, q) ≤ 0,

since H(γ, p) is nonincreasing in γ. Since ε is arbitrary and the left side is continuous
from the right in α (using the coercivity of g, [8]), by definition of u(t, x) we conclude
that V (t, x) ≥ α ≥ u(t, x).

Remark 3.3. Differential games in L∞ may also be used to gives a representation
theorem for more general Hamilton–Jacobi equations, say, with t and x dependence
in H, as in [16]. Once the solution of the equation is written as the value function
of a differential game, one has the problem of evaluating the value function—not an
easy task in general. Under the conditions assumed here, we are able to determine
the value function as precisely the Hopf–Lax formula of [10]. We may view this as
providing yet a new proof of the Hopf–Lax formula, but we note that the conditions
assumed for the differential game are more stringent than necessary (see [11]).
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4. Level sets. In the previous section it was natural to consider the terminal
value problem because of the differential game formulation. In the rest of this paper
we consider the forward problem on (0,∞) × R

n.
The next theorem is the main result of this paper. It says that the solution of

the problem ut + H(u,Du) = 0 may be built by looking at solutions, say, wγ of
the problem with Hamiltonian Hγ(Dwγ) = H(γ,Dwγ). It is remarkable that these
problems have the same level sets and that the function u may be constructed from
wγ .

The theorem will apply to both hypotheses for the Hopf formula of [10] and the
Lax formula of [9]. In fact, following the theorem we will see that the result holds
under more general circumstances.

Theorem 4.1. Assume that γ 7→ H(γ, p) is nondecreasing in γ ∈ R1 and p 7→
H(γ, p) is positively homogeneous degree one. Assume that g satisfies (2.1).

For each γ ∈ R1, let wγ denote the viscosity solution of

wγ
t (t, x) + H(γ,Dxw

γ(t, x)) = 0, wγ(0, x) = g(x).

Let u denote the solution of

ut(t, x) + H(u(t, x), Dxu(t, x)) = 0, u(0, x) = g(x).

Assume that either
(a) g is quasi-convex and continuous and H is Lipschitz continuous; or
(b) g is continuous and p 7→ H(γ, p) is convex. Then,

W γ = {(t, x) : wγ(t, x) ≤ γ} = {(t, x) : u(t, x) ≤ γ} = Uγ ,

and hence wγ and u have the same γ (sub)level sets. Furthermore,

u(t, x) = inf{γ : wγ(t, x) ≤ γ}.(4.1)

Proof. Case (a). By the Hopf formula [10], [11] for quasi-convex data, we have

wγ(t, x) = inf{α : sup
p

p · x− g#(α, p) − tH(γ, p) ≤ 0},(4.2)

and

u(t, x) = inf{α : sup
p

p · x− g#(α, p) − tH(α, p) ≤ 0}.(4.3)

Then, since α 7→ supp p · x− g#(α, p) − tH(α, p) is nonincreasing,

W γ = {(t, x) : wγ(t, x) ≤ γ}
= ∪α≤γ{(t, x) : sup

p
p · x− g#(α, p) − tH(γ, p) ≤ 0}

= {(t, x) : sup
p

p · x− g#(γ, p) − tH(γ, p) ≤ 0}

= ∪α≤γ{(t, x) : sup
p

p · x− g#(α, p) − tH(α, p) ≤ 0}

= {(t, x) : u(t, x) ≤ γ}.
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Observe that for fixed (t, x), the set {γ : wγ(t, x) ≤ γ} is nonempty. Indeed,
if we fix γ′ ≥ u(t, x), then by what we just proved (t, x) ∈ Uγ′

= W γ′
, and thus

wγ′
(t, x) ≤ γ′. So, fix (t, x) and let γ ≥ wγ(t, x). Then, by (4.2), replacing α by γ,

we get

sup
p

p · x− g#(γ, p) − tH(γ, p) ≤ 0.

However, by (4.3) for u, γ is admissible and so u(t, x) ≤ γ. Since γ was arbitrary,
u(t, x) ≤ v(t, x) = inf{γ : wγ(t, x) ≤ γ}.

Suppose that u(t, x) ≤ v(t, x)−ε for some ε > 0. By definition of v as the smallest
γ, we must have wv−ε > v − ε at (t, x). But (t, x) ∈ Uv−ε = W v−ε , and this is a
contradiction. Hence u(t, x) = v(t, x).

Case (b). By the Lax formula [9] for convex H and continuous g, we have

wγ(t, x) = min
y∈Rn

g(x− ty) ∨H#
γ (y),

where

H#
γ (y) = inf{α : sup

p
p · y −H(γ, p) ≤ 0},

and

u(t, x) = min
y∈Rn

g(x− ty) ∨H#(y),

where

H#(y) = inf{α : sup
p

p · y −H(α, p) ≤ 0}.

However,

H#
γ (y) = inf{α : sup

p
p · y −H(γ, p) ≤ 0} =

{
+∞, if supp p · y −H(γ, p) > 0,

−∞, if supp p · y −H(γ, p) ≤ 0.

Hence,

wγ(t, x) = min
y∈Rn

g(x− ty) ∨H#
γ (y) = min

y
{g(x− ty) : sup

p
p · y −H(γ, p) ≤ 0}.

Let (t0, x0) ∈ W γ . There is a y′ such that supp p·y′−H(γ, p) ≤ 0 and g(x0−t0y
′) ≤

γ. However, H#(y′) ≤ γ as well, and so g(x0 − t0y
′) ∨ H#(y′) ≤ γ. Consequently,

u(t0, x0) ≤ γ and so (t0, x0) ∈ Uγ .
Now let (t0, x0) ∈ Uγ . Then, there is a point y′ ∈ R

n with g(x0 − t0y
′) ≤ γ and

H#(y′) ≤ γ. Since H#(y′) ≤ γ, there is an α′ ≤ γ so that supp p · y′ −H(α′, p) ≤ 0.
Since α 7→ H(α, p) is nondecreasing, we have supp p · y′ −H(γ, p) ≤ 0. This implies
that

min
y

{g(x0 − t0y) : sup
p

p · y −H(γ, p) ≤ 0} ≤ γ,

and therefore (t0, x0) ∈ W γ . We have shown that W γ = Uγ .
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Since the proof that u(t, x) = inf{γ : wγ(t, x) ≤ γ} is exactly the same as in case
(a), we have completed the proof of the theorem.

It was pointed out to us by the referee that the previous theorem will hold under
much more general conditions than stated above. As long as a comparison principle
holds for the equations, we may drop any convexity or quasi-convexity assumptions
and retain only the homogenous degree one property of H. To be precise we state the
following whose proof is due to the referee.

Theorem 4.2. Assume (B) and g continuous. Then the conclusions of Theo-
rem 4.1 hold.

Proof. Set uγ(t, x) = u(t, x) ∨ γ and wγ(t, x) = wγ(t, x) ∨ γ. Using the same
argument as in Proposition 3.1, by the fact that H(γ, p) is nondecreasing in γ and
homogeneous degree one in p, it is not hard to see that uγ is a subsolution and wγ is
a solution of

ϑt + H(γ,Dxϑ) = 0, ϑ(0, x) = g(x) ∨ γ.

By comparison (see [4], [12], [13]), we conclude that uγ(t, x) ≤ wγ(t, x) everywhere.
Consequently, {wγ = γ} ⊂ {uγ ≤ γ}. However,

{wγ ≤ γ} = {wγ = γ} ⊂ {uγ ≤ γ} = {u ≤ γ}.

For the opposite inclusion we now define uγ(t, x) = u(t, x) ∧ (γ + ε) and wγ(t, x) =
wγ(t, x)∧(γ+ε), where ε > 0 is fixed. By the same argument, using the nondecreasing
property in γ and homogeneous property in p of H(γ, p), one shows that uγ is a
supersolution and wγ is a solution of

ϑt + H(γ,Dxϑ) = 0, ϑ(0, x) = g(x) ∧ (γ + ε).

By comparison we may again conclude that uγ(t, x) ≥ wγ(t, x) everywhere. Then, if
u(t, x) ≤ γ we have uγ(t, x) = u(t, x) ≥ wγ(t, x) ∧ (γ + ε), so γ ≥ u(t, x) ≥ wγ(t, x)
and the opposite inclusion obtains.

Observe that the comparison principle applied in the proof is for bounded func-
tions, which is applicable by Proposition 3.1. Observe also that the proof of the
theorem is much more succinct than Theorem 4.1 and in principle easier, but it was
the explicit formulas of Hopf and Lax which led us to the conjecture.

Remark 4.1. Consider the equation (3.1) with u(0, x) = g(x).
If H(γ, p) is concave and positively homogeneous degree one in p, and nondecreas-

ing in γ, we have for any continuous g,

u(t, x) = max
y∈Rn

{
g(y) ∧Hc#

(
x− y

t

)}
,

where

Hc#(y) = sup{α : inf
p∈Rn

p · y −H(α, p) ≥ 0}.

In addition, H(γ, p) = inf{p · y : Hc#(y) ≥ γ}.
On the other hand, if g is continuous and quasi-concave, but now H(γ, p) is only

positively homogeneous degree one in p and nondecreasing in γ, then

u(t, x) = sup{γ : inf
p
p · x− gc#(γ, p) − tH(γ, p) ≥ 0},
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with gc#(γ, p) = inf{p · x : g(x) ≥ γ}. In both cases, the analogous (super)level set
result of the theorem remains true:

W γ = {(t, x) : wγ(t, x) ≥ γ} = {(t, x) : u(t, x) ≥ γ} = Uγ(t, x), ∀γ.

In addition, u(t, x) = sup{γ : wγ(t, x) ≥ γ}.
5. The case H(γ, p) = H1(γ, p)+H2(γ, p). The level set theorem is applied

in this section to determine an upper and lower bound for equations with continuous
data but Hamiltonians which are neither convex nor concave, but rather split into the
sum of a convex and concave part. This extends the result of Bardi and Faggian [3] to
Hamiltonians which depend on u, but we have the added assumption of homogeneity.
Throughout the remainder of this paper we assume that initial conditions satisfy (2.1).

Theorem 5.1. Let H(γ, p) = H1(γ, p)+H2(γ, p), where H(γ, p) is assumed to be
nondecreasing in γ, and Hi(γ, p), i = 1, 2 are assumed to be continuous and positively
homogeneous degree one in p ∈ Rn. H1(γ, p) is convex in p and nondecreasing in γ.
H2(γ, p) is concave in p and nondecreasing in γ.

Then the viscosity solution of ut +H(u,Du) = 0 with u(0, x) = g(x), x ∈ Rn, and
g assumed continuous, satisfies

inf

{
γ : max

{z2:H
c#
2 (z2)≥γ}

min
y1∈Rn

(
g(x− t(y1 + z2)) ∨H#

1 (y1)
)
≤ γ

}
≤ u(t, x),

sup

{
γ : min

{z1:H
#
1 (y1)≤γ}

max
y2∈Rn

(
g(x− t(z1 + y2)) ∧Hc#

2 (y2)
)
≥ γ

}
≥ u(t, x),

with x ∈ R
n, t ≥ 0.

Proof. We use the following representations for H1 and H2:

H1(γ, p1) = sup
{z1:H

#
1 (z1)≤γ}

p1 · z1, H2(γ, p2) = inf
{z2:H

c#
2 (z2)≥γ}

p2 · z2, pi ∈ R
n, i = 1, 2,

where

H#
1 (z1) = inf{γ : sup

p1∈Rn

p1 · z1 −H1(γ, p1) ≤ 0},

Hc#
2 (z2) = sup{γ : inf

p2∈Rn
p2 · z2 −H2(γ, p2) ≥ 0}.

The function H#
1 (z1) is quasi-convex and Hc#

2 (z2) is quasi-concave (see [8], for exam-
ple). Furthermore,

inf
z1∈Rn

H#
1 (z1) = −∞ and lim

|z1|→∞
H#

1 (z1) = +∞,(5.1)

and

sup
z2∈Rn

Hc#
2 (z2) = +∞ and lim

|z2|→∞
Hc#

2 (z1) = −∞.(5.2)

It follows that for any γ ∈ R1,

Eγ,H#
2

:= {z ∈ R
n : Hc#

2 (z2) ≥ γ} 6= ∅.



1034 E. N. BARRON, R. JENSEN, AND W. LIU

Fix γ and z2 ∈ Eγ,H#
2

, noting that z2 depends on γ. Then, writing p = (p1, p2) ∈
R2n with p1, p2 ∈ R

n we have

H(γ, p) = H1(γ, p1) + H2(γ, p2) ≤ H1(γ, p1) + p2 · z2 =: H(γ, p; z2).

Now, H(γ, p; z2) is nondecreasing in γ, convex in p = (p1, p2), and positively homoge-
neous degree one in p. Hence, it is the conjugate of a quasi-convex function given as
follows:

H#(x1, x2; z2) = inf{γ : sup
p1,p2

p1 · x1 + p2 · x2 −H(γ, (p1, p2); z2) ≤ 0}

= inf{γ : sup
p1,p2

p1 · x1 + p2 · x2 −H1(γ, p1) − p2 · z2 ≤ 0}

= inf{γ : sup
p1

p1 · x1 −H1(γ, p1) + sup
p2

p2 · (x2 − z2) ≤ 0}

=

{
+∞, if x2 6= z2,

H#
1 (x1), if x2 = z2.

Now, we shall use the doubled variables argument in [3]. We consider the function
Uγ : [0, T ]×R

n×R
n → R1 which is the solution of the problem (recall that γ is fixed)

Uγ
t + H1(γ,Dx1U

γ) + H2(γ,Dx2U
γ) = 0, (t, x1, x2) ∈ (0,∞) ×R2n,(5.3)

U(0, x1, x2) = g(x1 + x2), x1, x2 ∈ R
n.(5.4)

Then, as in [3], wγ(t, x) is a viscosity solution of

wγ
t (t, x) + H(γ,Dxw

γ(t, x)) = 0, wγ(0, x) = g(x), x ∈ R
n

if and only if Uγ(t, x1, x2) = wγ(t, x1 + x2) is the solution of (5.3).

With z2 ∈ Eγ,H#
2

= {z : Hc#
2 (z) ≥ γ} still fixed, consider next the Cauchy

problem

ϕt(t, x) + H(γ,Dxϕ; z2) = 0, (t, x) ∈ (0,∞) ×R2n, ϕ(0, x) = g(x1 + x2),

where x = (x1, x2). This problem has the explicit solution given by the Hopf–Lax
formula in [9]:

ϕγ(t, x; z2) = min
y∈R2n

(
g(y1 + y2) ∨H#

(
x− y

t
; z2

))

= min
y∈R2n

(
g(x1 − ty1 + x2 − ty2) ∨H#(y; z2)

)
.

Using the calculation for H# and y = (y1, y2) we get

ϕγ(t, (x1, x2); z2) = min
y1∈Rn

(
g(x1 + x2 − t(y1 + z2)) ∨H#

1 (y1)
)
.(5.5)

Since H(γ, p) ≤ H(γ, p; z2) we have by comparison of viscosity solutions (see, for
example, Barles [4]) that

ϕγ(t, x; z2) ≤ Uγ(t, x1, x2), ∀z2 ∈ Eγ,Hc#
2

.



HOPF–LAX APPLICATIONS 1035

Using (5.5) we see that

max
z2∈E

γ,H
c#
2

min
y1∈Rn

(g(x1 + x2 − t(y1 + z2)) ∨H∗
1 (y1)) ≤ Uγ(t, x1, x2).

By Theorem 4.1, we have that U(t, x1, x2) := inf{γ : Uγ(t, x1, x2) ≤ γ} is the solution
of

Ut + H1(U,Dx1U) + H2(U,Dx2U) = 0, (t, x) ∈ (0,∞) ×R2n,

and initial condition U(0, x1, x2) = g(x1 + x2). Given x ∈ R
n write it as x = x1 + x2

for some x1, x2 ∈ R
n. Then the solution of our original problem

ut + H1(u,Dxu) + H2(u,Dxu) = 0, (t, x) ∈ (0,∞) ×Rn, u(0, x) = g(x)

is given by u(t, x) = U(t, x1, x2). Combining these facts results in

inf

{
γ : max

{z2:H
c#
2 (z2)≥γ}

min
y1∈Rn

(
g(x− t(y1 + z2)) ∨H#

1 (y1)
)
≤ γ

}
≤ u(t, x).

For the upper bound inequality in the theorem, we use the quasi-concave conju-
gates. Thus, in a similar manner we prove that

sup

{
γ : min

{z1:H
#
1 (y1)≤γ}

max
y2∈Rn

(
g(x− t(z1 + y2)) ∧Hc#

2 (y2)
)
≥ γ

}
≥ u(t, x).

6. The case g(x) = g1(x)∨g2(x) or g(x) = g1(x)∧g2(x). We first consider
the case when the data splits into the maximum of a quasi-convex function g1 and
a quasi-concave function g2. Thus, we consider the Hamilton–Jacobi equation (3.1)
with the initial data

u(0, x) = g1(x) ∨ g2(x).

We assume that H(γ, p) is nondecreasing in γ and homogeneous degree one in p.
Again, we go through the problem with doubled variables

Ut + H(U,Dx1
U + Dx2

U) = 0, U(0, x1, x2) = g1(x1) ∨ g2(x2).

Then (with the same proof as in [3]) u(t, x) = U(t, x, x). Label the solution of the
doubled problem Ug1∨g2

.
Now, since g2 is assumed to be quasi-concave, it is the infimum of piecewise linear

functions lying above it. Precisely, using the alternate version of the quasi-concave
conjugates (see section 2) from [11], [8], we have

g2(x2) = inf
p2,γ2

(p2 · x2 + gc∗2 (γ2, p2)) ∨ γ2,

where

gc∗2 (γ2, p2) = inf
{x2:g2(x2)≥γ2}

p2 · x2 + g2(x2)

is the first quasi-concave conjugate of g2 (see [11]).
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Fix γ2 ∈ R1 and p2 ∈ R
n with (γ2, p2) ∈ dom(gc∗2 ) and set

h(x1, x2; γ2, p2) = g1(x1) ∨ (p2 · x2 + gc∗2 (γ2, p2)) ∨ γ2.

Consider the following problem for Uh with initial data h:

Ut + H(U,Dx1U + Dx2U) = 0,

U(0, x1, x2) = h(x1, x2; γ2, p2).

Since (p2 · x2 + gc∗2 (γ2, p2)) ∨ γ2 is quasi-affine, i.e., both quasi-convex and quasi-
concave, and the maximum of two quasi-convex functions is quasi-convex, we now
have initial data h which is quasi-convex. Thus, we may apply the Hopf–Lax formula
in [10] to obtain the solution

Uh(t, x1, x2) = inf{γ : sup
p1,p2

p1 · x1 + p2 · x2 − h#(γ, p1, p2; γ2, p2) − tH(γ, p1 + p2) ≤ 0}.

We must calculate h#(γ, p1, p2; γ2, p2). By definition, we have, for γ2 ≤ γ,

h#(γ, p1, p2; γ2, p2) = sup
{x1,x2:h(x1,x2;γ2,p2)≤γ}

p1 · x1 + p2 · x2

= sup
{x1:g1(x1)≤γ}

p1 · x1 + sup
{x2:p2·x2+gc∗

2 (γ2,p2)≤γ}
p2 · x2

= g#
1 (γ, p1) + sup

{x2:p2·x2+gc∗
2 (γ2,p2)≤γ}

p2 · x2.

If γ2 > γ, h#(γ, p1, p2; γ2, p2) = −∞.

Now set S = {x2 : p2 · x2 + gc∗2 (γ2, p2) ≤ γ}. This is a closed convex set, in fact
a half space, and we seek the support function of S, which is the supremum on the
preceding line.

If we consider the half space C = {x : α · x + β ≤ 0}, the Legendre–Fenchel
conjugate of the affine function f(x) = α · x + β is

f∗(p) =

{
+∞, if p 6= α,

−β, if p = α.

From Theorem 13.5, page 118 in Rockafellar [22], the support function σC(p) of C is
then given by

σC(p) = inf
λ>0

λf∗
( p

λ

)

=

{
+∞, if p 6= λα, ∀λ > 0,

−βλ, if p = λα, ∃λ > 0.

Applying this result to S we get

σS(p2) = sup
{x2:p2·x2+gc∗

2 (γ2,p2)≤γ}
p2 · x2 =

{
+∞, if p2 6= λp2, ∀λ > 0,

(γ − g#
2 (γ2, p2))λ, if p2 = λp2, ∃λ > 0.
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Summarizing, we have

h#(γ, p1, p2; γ2, p2) =



−∞, if γ2 > γ

+∞, if p2 6= λp2, ∀λ > 0,

g#
1 (γ, p1) + λ(γ − gc∗2 (γ2, p2)), if p2 = λp2, ∃λ > 0.

Putting this into the formula for Uh, we get

Uh(t, x1, x2) = inf{γ ≥ γ2 : sup
p1∈Rn,λ>0

p1 · x1 + λp2 · x2 − g#
1 (γ, p1)

− λ(γ − gc∗2 (γ2, p2)) − tH(γ, p1 + λp2) ≤ 0}.
(6.1)

Notice that the expression in the supremum is homogeneous degree one in (p1, p2)
together, but not individually.

Since

Uh(0, x1, x2) = h(x1, x2; γ2, p2) ≥ g(x1) ∨ g(x2) = Ug1∨g2(0, x1, x2),

comparison for (3.1) gives us Uh(t, x1, x2) ≥ Ug1∨g2
(t, x1, x2) for all t ≥ 0, x1, x2 ∈ R

n.
Using (6.1) and the fact that (γ2, p2) in dom(gc∗2 ) was arbitrary, results in

inf
γ2,p2∈dom(gc∗

2 )
inf{γ ≥ γ2 : sup

p1,λ>0
p1 · x1 + p2 · x2 − g#

1 (γ, p1)

−λ(γ − gc∗2 (γ2, p2)) − tH(γ, p1 + λp2) ≤ 0} ≥ Ug1∨g2
(t, x1, x2).

Finally, since u(t, x) = Ug1∨g2
(t, x, x), we conclude

u(t, x) ≤ inf
γ2,p2∈dom(gc∗

2 )
inf{γ ≥ γ2 : sup

p1,λ>0
(p1 + λp2) · x− g#

1 (γ, p1)

− λ(γ − gc∗2 (γ2, p2)) − tH(γ, p1 + λp2) ≤ 0}.
(6.2)

Similarly, if u satisfies the initial data u(0, x) = g1(x) ∧ g2(x), we prove that

u(t, x) ≥ sup
γ1,p1∈dom(g∗

1 )

sup{γ ≤ γ1 : inf
p2,λ>0

(λp1 + p2) · x

− λ(γ + g∗1(γ1, p1)) + gc#2 (γ, p2) − tH(γ, λp1 + p2) ≥ 0}.
(6.3)

We have proved the theorem.
Theorem 6.1. Let g1 and g2 be continuous functions with g1 quasi-convex and

g2 quasi-concave. Let H(γ, p) satisfy (B)(i)–(ii), and γ 7→ H(γ, p) nondecreasing for
any fixed p ∈ R

n. Then the solution u of (3.1) with initial data u(0, x) = g1(x)∨g2(x)
satisfies (6.2), and with initial data u(0, x) = g1(x) ∧ g2(x), satisfies (6.3).

Remark 6.1. It is very interesting that the upper and lower bounds in this theorem
use both versions of the quasi-convex or quasi-concave conjugates, i.e., # and ∗ (see
section 2), and this seems unavoidable. Of course, if we needed two ## or two ∗∗, this
remark would not be true since they both lead to the greatest quasi-convex minorant.
But the first conjugates are not the same.

Remark 6.2. If we have initial data u(0, x) = g(x) which may be represented as
g1∨g2 and as h1∧h2 for some quasi-convex functions g1, h1 and quasi-concave function
g2, h2, then we obtain an upper bound for u using the g’s and a lower bound using
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the h’s. This raises the question as to what kind of functions may be represented as
the max or min of quasi-convex, quasi-concave functions. More will be said in the
following remark.

Remark 6.3. If we have initial data given by u(0, x) = g1(x) + g2(x) where g1

is convex and g2 is concave, as in [3], a natural way to obtain an upper bound is to
replace the initial data by 2(g1 ∨ g2) and 2(g1 ∧ g2) for a lower bound. Using the
results of this paper we may carry out this plan not just for convex and concave g’s
but also for quasi-convex, quasi-concave g’s.

The class of functions representable as the sum of convex and concave is very
wide. Indeed, any function with bounded second derivatives may be so represented.
To see this, let K denote the bound on the second derivatives of a smooth function
g and consider g2(x) = g(x) − K|x|2 and g1(x) = K|x|2. Then, g2 is concave, g1 is
convex, and g = g1 + g2.
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which motivated this paper. We also thank the anonymous referee who provided a
nice proof of Theorem 4.2 and who pointed out that Theorem 4.1 is true under under
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Abstract. We adapt ideas presented by Auscher to impose boundary conditions on the con-
struction of multiresolution analyses on the interval, as introduced by Cohen, Daubechies, and Vial.
We construct new orthonormal wavelet bases on the interval satisfying homogeneous boundary condi-
tions. This construction can be extended to wavelet packets in the case of one boundary condition at
each edge. We present in detail the numerical computation of the filters and the derivative operators
associated with these bases. We derive quadrature formulae in order to study the approximation
error at the edge of the interval. Several examples illustrate the present construction.

Key words. wavelet, multiresolution analysis, boundary conditions
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1. Introduction. Our ultimate goal is to solve numerically partial differential
equations, for example, linear elliptic equations of the type

{ − ∆u + λu = f in Ω,
u = 0 on ∂Ω

(1)

where Ω = [0, 1]d, f ∈ L2(Ω), and λ ≥ 0. The boundary conditions being taken by
u ∈ H1

0 (Ω), the variational form of equation (1) is

Find u ∈ H1
0 (Ω) such that ∀v ∈ H1

0 (Ω),

∫
Ω

∇u∇v dτ + λ

∫
Ω

uv dτ =

∫
Ω

fv dτ .(2)

Riesz theorem proves the existence and the uniqueness of u satisfying (2). We want to
find a function close to u according to the H1

0 (Ω) norm by using a Galerkin method.
Thus, we have to construct finite dimensional subspaces Vj of H1

0 (Ω) such that ∀j, Vj ⊂
Vj+1 and

⋃
Vj = H1

0 (Ω). Then an approximate solution uj is given by solving a finite
dimensional problem:

Find uj ∈ Vj such that ∀v ∈ Vj ,

∫
Ω

∇uj∇v dτ + λ

∫
Ω

ujv dτ =

∫
Ω

fv dτ .(3)

By introducing {vj,k}k, an orthonormal basis of Vj as test functions v, (3) is
reduced to a linear system. Such embedded spaces Vj can be obtained from a mul-
tiresolution analysis (MRA). Test functions in (3) can be chosen among the scaling
functions of the MRA, as in [BNR 94]; such a method then has convergence properties
similar to those of spectral methods, the precision being limited by the regularity of
the MRA. In order to derive adaptive schemes based on nonlinear approximation of the
exact solution u (see [DVJP 92]), we prefer to consider as test functions v the wavelet
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basis; this will reduce significantly the number of degrees of freedom, owing to the
compression properties of the wavelet transform. These compression properties have
been practically observed in numerical experiments computing the wavelet solution
of linear PDEs with periodic boundary conditions ([MPR 91], [LPT 92], [ChPe 96]).
Jaffard has already proven that, by using a diagonal preconditioner, the condition
number of the linear system deduced from (3) is independent of the mesh size in the
wavelet basis, which leads to a fast resolution of such a system (see [Jaff 92]). Our
present objective is then to construct an MRA on the interval [0, 1] and the associ-
ated orthonormal wavelet basis satisfying the boundary conditions in (1) and finally
to derive the expressions for the Galerkin derivative operators.

We want to construct an MRA, of H1
0 ([0, 1]). More generally, we want to char-

acterize subspaces of Hs(Ω) defined by vanishing values of some derivatives at the
boundaries 0 and 1. Even if we do not impose conditions at the boundaries, the
construction of wavelets on the interval is not trivial. The simplest solution is to
use periodic wavelets (defined in [Meye 90] and implemented in [PeBa 89]) adapted
to nonperiodic conditions by the Chebyshev transform x = 1/π arccosy, which leads
to “Chebyshev” wavelets (see [PST 95]) and allows to use spectral schemes based
on Tau methods [MaRa 92]. In 1989, Jaffard and Meyer proposed a construction of
wavelet bases on open sets of R

n starting from spline functions [JM 89]. However,
their construction was theoretical and has not yet been implemented numerically.
More recently, other constructions of wavelet bases on the interval [0, 1] have been
proposed; they are all based on Daubechies compactly supported wavelets in L2(R)
[Daub 88]. The first construction was done by Meyer (see [Meye 92]). It was rather
theoretical and had some drawbacks, the most important being its numerical instabil-
ity. Another construction avoiding these problems was then proposed independently
by [CDV 93] and [AHJP 93], and extended in dimension 2 in [CDDe 95]. Neverthe-
less, these wavelets take arbitrary values at the boundaries and are not well adapted to
the resolution of boundary value problems. This problem was theoretically solved by
Auscher (see [Ausc 93]) who adapted Meyer’s construction when boundary conditions
are imposed.

Our goal is to construct the wavelets of [CDV 93] in a practical way using Auscher’s
ideas. The construction presented here was already roughly described in [MoPe 95].
Since the submission of the present paper, an alternative construction was indepen-
dently developed by Chiavassa and Liandrat [ChLi 97]. First, we want to construct
embedded spaces Vj as introduced in (3). For that, we will construct MRAs on the
interval [0, 1]. Section 2 recalls the basic properties of MRAs on R, then we describe
the construction on [0,+∞[ in section 3, on [0, 1] in section 4, and the computation of
the numerical filters in section 5. The expressions of the first two derivative operators
are computed in section 6, an interpolation procedure is derived in section 7, and
finally we give some numerical results in section 8.

2. Orthonormal wavelet bases on R. We briefly review wavelets and MRA
of L2(R) (for further details, see [Daub 92, Mall 89, Meye 90]). An MRA is a set
(Vj)j∈Z of closed subspaces of L2(R) satisfying:

1. {0} =
⋂

j∈Z
Vj ⊂ · · · ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ · · · ⊂ ⋃

j∈Z
Vj = L2(R);

2. f(x) ∈ V0 ⇐⇒ f(2jx) ∈ Vj ;
3. ∃g ∈ V0 such that g(.− k)k∈Z

is a Riesz basis of V0.

From g, it is possible to construct a function Φ (called the scaling function) of V0 such

that {Φ(. − k)}k∈Z is an orthonormal basis of V0 and
∫ +∞
−∞ Φ(x)dx = 1. Moreover,
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because V0 ⊂ V1 and from point 2, there exist reals hk such that

Φ(x) =
√

2
+∞∑

k=−∞
hkΦ(2x− k).(4)

Changing the scale, it follows that {2j/2Φ(2j .− k)}k∈Z is an orthonormal basis of Vj .
Defining Wj as the orthogonal complement of Vj in Vj+1:

Wj = Vj+1 ª Vj ,

it is easy to verify that L2(R) =
⊕

j∈Z
Wj . Then it is possible to construct a function

Ψ (called wavelet) of V1 such that {Ψ(.−k)}k∈Z is an orthonormal basis of W0. Then
{2j/2Ψ(2j . − k)}j,k∈Z is an orthonormal basis of L2(R) and Ψ satisfies a two-scale
equation:

Ψ(x) =
√

2
+∞∑

k=−∞
gkΦ(2x− k).(5)

The number N of vanishing moments of the wavelet Ψ plays an important role in the
approximation and in the compression of functions:

∫ +∞

−∞
xkΨ(x)dx = 0 for k = 0, . . . , N − 1.(6)

From (4) and (5) it follows that

√
2 Φ(2x− n) =

∑
k

(hn−2kΦ(x− k) + gn−2kΨ(x− k)) .(7)

Equations (4), (5), and (7) allow us to describe a fast algorithm to analyze and
synthesize a given function in the wavelet basis (see [Mall 89]); it consists of a tree
algorithm, each step of which is a filtering with the discrete filters hk and gk. In the
case where only a finite number of these coefficients are nonzero, the wavelet and the
scaling function are compactly supported. Daubechies was the first to construct such
wavelets (see [Daub 88]) for every (finite) number of zero moments. For N vanishing
moments, Φ and Ψ are supported on [−N + 1, N ] (or whatever interval of integer
boundaries and length 2N − 1) and the nonzero hk and gk are (h−N+1, . . . , hN ) and
(g−N+1, . . . , gN ). Such wavelets have the minimal-length support between all the
possible wavelets with N vanishing moments. Furthermore, the regularity of these
functions increases asymptotically linearly with N :

Φ,Ψ ∈ CµN(8)

for N sufficiently large, µ ' 0.2.

3. Orthonormal wavelet bases on [0,+∞[. We will focus on the construction
of an MRA on [0,+∞[. Then, by a simple trick, it will be easy to construct an MRA
on [0, 1].

3.1. MRA on [0,+∞[ without boundary conditions. We follow first the
construction of [CDV 93] by applying Auscher’s ideas [Ausc 93]. We establish a few
well-known properties based on Daubechies compactly supported wavelets, in order
to define scaling functions at the edge 0.
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3.1.1. Expression of monomials in V. We start from a usual MRA of L2(R)
given by spaces Vj and a scaling function Φ. Although the monomials do not belong
in the usual sense to V0, we can write

For ` = 0, . . . , N − 1,
x`

`!
=

+∞∑
k=−∞

P`(k) Φ(x− k)(9)

with P` the polynomials defined by

P`(X) =
∑̀
n=0

C`−n

n!
Xn,(10)

where

Cm =

∫ +∞

−∞

xm

m!
Φ(x)dx = Pm(0).(11)

The equality in (9) should be understood as a pointwise convergence on R or as a
uniform or L2 convergence on any compact set of R. In fact, if we restrict to a
compact set, the convergence is an equality since Φ is compactly supported, so that
in the right-hand side of (9) only a finite number of terms participate in the sum. The
proof of the existence of polynomial P` in (9) can be found, for example, in [CDV 93].
Remark that P` is a polynomial of degree ` and that P0(X) = 1.

The coefficients C` can be computed recursively using (see [CDV 93]):


C0 = 1

C` =
1

2` − 1

∑̀
r=1

MrC`−r

with

Mr =
1√
2

∑
m

hm
mr

r!
.

As in the case of the MRA on R, we want the polynomials up to degree N − 1

to remain in our new space V
[0,+∞[
0 . For that, following [Ausc 93], we define the edge

scaling functions.
Definition 3.1. For ` = 0, . . . , N − 1, the edge scaling functions are defined by

Φ̃`(x) =
N−1−α∑
k=−N+1

P`(k) Φ(x− k) χ[0,+∞[(x),(12)

where α is a fixed parameter whose value is 0 or 1.
The interest of the parameter α will be clear later. It is linked to the (finite)

dimension of the MRA spaces of L2([0, 1]). The functions Φ̃` are such that for all x
in [0,+∞[

x`

`!
= Φ̃`(x) + P`(N − α) Φ(x− (N − α)) + · · · .

Remark that the functions Φ(. − k) for k ≥ N − α are all supported on [0,+∞[.
Moreover, according to (9), the functions Φ̃` are purely polynomials on [0, 1] if α = 0.
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Proposition 3.2. The edge scaling functions Φ̃`, ` = 0, . . . , N − 1, are linearly
independent and are orthogonal to the functions Φk = Φ(.− k) for k ≥ N − α (called
the interior scaling functions on [0,+∞[).

Proof. Knowing that the functions Φk.χ[0,+∞[, for k = −N + 1, . . . , N − 1 − α
are linearly independent (see [Meye 92]) and that the degree of the polynomial P` is
exactly `, it is easy to see that by definition of the Φ̃` these functions are independent.
Moreover, for ` ∈ {0, . . . , N − 1} and k ≥ N − α, we have

〈
Φ̃` | Φk

〉
[0,+∞[

=

N−1−α∑
m=−N+1

P`(m)

∫ +∞

0

Φ(x−m)Φ(x− k)dx

=

N−1−α∑
m=−N+1

P`(m)

∫ +∞

−∞
Φ(x−m)Φ(x− k)dx = 0.

We define now

V
[0,+∞[
0 = Span

{
(Φ̃`)`=0,...,N−1, (Φk)k≥N−α

}
,

and, more generally,

V
[0,+∞[
j = Span

{(
Φ̃`(2j .)

)
`=0,...,N−1

, (Φ(2j .− k))k≥N−α

}
.(13)

Then polynomials up to degree N − 1 are in V
[0,+∞[
j in the same sense as in (9).

3.1.2. Two-scale equation. We will show that the set of spaces V
[0,+∞[
j is an

MRA of L2([0,+∞[) after establishing some preliminary results.
Lemma 3.3. For ` = 0, . . . , N − 1 and k ∈ Z we have

P`(k)

2`
=

√
2

∑
m∈Z

P`(m) hk−2m.(14)

Proof. By definition of the polynomial P`

x`

`!
=

∑
m

P`(m) Φ(x−m).

Changing the variable (x 7→ x/2) and using the two-scale equation (4)

1

2`
x`

`!
=

(x
2

)` 1

`!
=

∑
m

P`(m)

(√
2
∑
k

hk−2m Φ(x− k)

)

=
∑
k

(√
2
∑
m

P`(m) hk−2m

)
Φ(x− k),

which leads to (14), by unicity of the polynomial P`.
This lemma will be useful to prove the following two-scale equation.
Proposition 3.4. There exists a matrix b of size N x (2N − 1 − α) such that,

writing D = (dij)1≤i,j≤N the diagonal matrix dij = δi−j/2
i−1,


Φ̃0

...

Φ̃N−1


(x

2

)
= D




Φ̃0

...

Φ̃N−1


 (x) + b




ΦN−α

...
Φ3N−2−2α


 (x).(15)
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Moreover, the general term of the matrix b is

bi+1,j−N+α+1 =
Pi(j)

2i
−

√
2

b j+N−1
2 c∑

m=N−α

Pi(m)hj−2m(16)

for i = 0, . . . , N − 1 and j = N − α, . . . , 3N − 2 − 2α, where bxc is the integer
part of x.

Notice that this formula has the advantage to use a diagonal matrix D, which
is to be compared to the triangular matrix of [CDV 93]; this will be useful below.
Although, contrary to [CDV 93], the supports of Φ̃` are not staggered.

Proof. We know that for x ≥ 0

xi

i!
= Φ̃i(x) +

+∞∑
k=N−α

Pi(k) Φ(x− k).

Rewriting this at x/2 and using 2i(x/2)i = xi leads to

2i

[
Φ̃i(x/2) +

√
2

+∞∑
m=N−α

Pi(m)

2m+N∑
k=2m−N+1

hk−2mΦ(x− k)

]

= Φ̃i(x) +
+∞∑

k=N−α

Pi(k)Φ(x− k) .

Inverting the sums in the left-hand side:

2i


Φ̃i(x/2) +

√
2

+∞∑
k=N−2α+1


b k+N−1

2 c∑
m=N−α

Pi(m)hk−2m


Φ(x− k)




= Φ̃i(x) +
+∞∑

k=N−α

Pi(k)Φ(x− k).

Thus

Φ̃i(x/2) =
1

2i
Φ̃i(x) +

+∞∑
k=N−α


Pi(k)

2i
−
√

2

b k+N−1
2 c∑

m=N−α

Pi(m)hk−2m


Φ(x− k)

with the convention
∑

∅ = 0. It just remains to show that

Pi(k)

2i
=

√
2

b k+N−1
2 c∑

m=N−α

Pi(m)hk−2m

when k ≥ 3N − 1 − 2α. But for such values of k, all the hk−2m = 0 for m < N − α
or m > bk + N − 1/2c, so that this is exactly (14).

Using (14) we could also write

bi+1,j−N+α+1 =
√

2
N−α−1∑

m=d j−N
2 e

Pi(m)hj−2m.
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The next proposition will be useful later.
Proposition 3.5. The rank of the matrix b defined in equations (15–16) is N−α,

and every submatrix b′ obtained by extracting N − α rows of b and keeping one other
two column, starting from the (α + 1)th is of full rank.

Proof.
(i) For α = 0. Note P the N ×N matrix Pi,j = Pi−1(j − 1):

P =




P0(0) . . . P0(N − 1)
...

...
...

PN−1(0) . . . PN−1(N − 1)


 .

Since degree Pi = i, the determinant of this matrix is the same as the one of a
Vandermonde matrix; it is thus invertible. We can now write

b =
√

2 P




hN 0 0 . . . . . . 0

hN−2 hN−1 hN
. . .

...
...

...
. . .

. . .
...

...

h−N+4 h−N+5
. . . 0 0

h−N+2 h−N+3 . . . . . . hN−1 hN




,

and thus the rank of b is the same as the one of the right matrix. But this N×(2N−1)
matrix is of rank N : extracting the square matrix by taking one other two column
(including thus the first and the last), we get a triangular matrix whose diagonal is
only composed of hN 6= 0. It is thus invertible.

(ii) For α = 1. Note this time P the N × (N − 1) matrix Pi,j = Pi−1(j − 1):

P =




P0(0) . . . P0(N − 2)
...

...
...

PN−1(0) . . . PN−1(N − 2)


 .

Its rank is N − 1 and getting out whatever line we get a square matrix of rank N − 1.
Moreover,

b =
√

2 P




hN−1 hN 0 . . . . . . . . . 0

hN−3 hN−2 hN−1 hN
. . .

. . .
...

...
...

...
...

. . .
. . .

...

h−N+5 h−N+6 h−N+7 . . .
. . . 0 0

h−N+3 h−N+4 h−N+5 . . . . . . hN−1 hN




,

and the (N − 1) × (2N − 2) right matrix is of rank N − 1 (extract one other two
column, starting from the second column to see that). Then it becomes clear that b
is of rank N − 1 and that every extracted matrix b′ taking any N − 1 rows is also of
rank N − 1.

Now, we can prove the main point of the section in the following.

Theorem 3.6. The set of spaces {V [0,+∞[
j }j∈Z is an MRA of L2([0,+∞[) in the

sense:
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1. {0} =
⋂

j∈Z
V

[0,+∞[
j ⊂ · · · ⊂ V

[0,+∞[
−1 ⊂ V

[0,+∞[
0 ⊂ V

[0,+∞[
1 ⊂ · · · ⊂⋃

j∈Z
V

[0,+∞[
j = L2([0,+∞[).

2. f(x) ∈ V
[0,+∞[
0 ⇐⇒ f(2jx) ∈ V

[0,+∞[
j .

Proof.

(i) First verify that V
[0,+∞[
−1 ⊂ V

[0,+∞[
0 . Thanks to (15), we can see that

Φ̃`(x/2) ∈ V
[0,+∞[
0 . Moreover, using (4), Φk(x/2) =

√
2
∑N

m=−N+1 hmΦ2k+m(x),
and for k ≥ N −α and m ≥ −N + 1, we have 2k +m ≥ N + 1− 2α ≥ N −α, so that

Φk(x/2) ∈ V
[0,+∞[
0 .

(ii) The density of
⋃

j∈Z V
[0,+∞[
j in L2([0,+∞[) is directly derived from the den-

sity of
⋃

j∈Z Span
{
Φ(2j .− k) ; k ≥ N

}
in L2([0,+∞[) (see [Meye 92], [CDV 93]).

(iii) The property
⋂

j∈Z V
[0,+∞[
j = limj→−∞ V

[0,+∞[
j = 0 results from the fact

that all basis functions of V
[0,+∞[
0 are in L∞([0,+∞[).

3.2. Multiresolution analysis on [0,+∞[ with boundary conditions. Let
us introduce the notations for the homogeneous boundary conditions we impose to
the functions.

Definition 3.7. Let Λ ⊂ {0, . . . , N − 1} (it may be ∅). We define by BC(Λ) the
vector space of functions f in L2([0,+∞[) that are at least max Λ times derivable at
0 and satisfy

∀λ ∈ Λ, f (λ)(0) = 0.

We define now the spaces

V
[0,+∞[
j (Λ) = V

[0,+∞[
j

⋂
BC(Λ) .(17)

Notice that in the case α = 0, all edge functions are polynomial near 0, so there
is no problem of derivability at 0. On the contrary, if α = 1, the regularity of the edge
scaling functions at 0 depends on N . In this case, we will suppose in the following
that N is sufficiently large so that no problem of derivability would occur.

Remark that by definition of the edge scaling functions, we have

Φ̃
(λ)
` (0) = δ`−λ for ` ∈ {0, . . . , N − 1}, and Φ

(λ)
k (0) = 0 for k ≥ N − α,

whatever λ ∈ Λ. So that according to Proposition 3.2, a basis of V
[0,+∞[
0 (Λ) is given

by the family

{
Φ̃`

}
`6∈Λ

⋃
{Φk}k≥N−α .

To get an orthonormal basis of V
[0,+∞[
0 (Λ), it is sufficient to orthonormalize the

functions Φ̃` for ` 6∈ Λ. Let ˜̃Φ`, ` 6∈ Λ the functions obtained by orthonormalization
(the orthonormalization will be detailed in section 5). We will now construct the
wavelets associated with this MRA.

3.3. Construction of the wavelets. In this section we construct the wavelet
basis associated to the MRA {V [0,+∞[

j (Λ)}, with or without boundary conditions (this
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latter case corresponds to Λ = ∅). We define the subspace of L2([0,+∞[) orthogonal

to V
[0,+∞[
j (Λ) in V

[0,+∞[
j+1 (Λ):

W
[0,+∞[
j (Λ) = V

[0,+∞[
j+1 (Λ) ª V

[0,+∞[
j (Λ).

By scale invariance, the wavelet basis will be constructed from a basis of W
[0,+∞[
0 (Λ).

It is easy to see that the functions Ψk, for k ≥ N − α belong to W
[0,+∞[
0 (Λ). These

are called interior wavelets. Let us now define the edge wavelets.
Definition 3.8. For ` ∈ {0, . . . , N − 1} the edge wavelets Ψ̃` are defined by

For x ≥ 0, Ψ̃`(x) =
√

2
(
I − P

V
[0,+∞[
0 (Λ)

)(
Φ̃`(2x) − 2`Φ̃`(x)

)
,

where I is the identity operator.

Notice that for ` ∈ Λ the equality simplifies because Φ̃` ∈ V
[0,+∞[
0 (Λ) and there-

fore
(
I − P

V
[0,+∞[
0 (Λ)

)(
Φ̃`

)
= 0. Using (15) we can also write (using the notations of

(15)): 


Ψ̃0

...

Ψ̃N−1


 = −

√
2
(
I − P

V
[0,+∞[
0 (Λ)

)
D−1b




ΦN−α(2.)
...

Φ3N−2−2α(2.)


 .(18)

The main point of the section is the following.
Theorem 3.9. The edge wavelets Ψ̃` for ` = 0, . . . , N − 1 verify:

1. The functions Ψ̃` belong to V
[0,+∞[
1 (Λ).

2. The functions Ψ̃` are orthogonal to V
[0,+∞[
0 (Λ).

3. The functions Ψ̃` are orthogonal to the interior wavelets Ψk, k ≥ N − α.

4. The rank of the family
{

Ψ̃0, . . . , Ψ̃N−1

}
is N − α and every subfamily of

N − α functions is of full rank.
Proof. By definition, the functions Ψ̃` verify the boundary conditions, and (18)

leads to the point 1. The point 2 comes directly from Definition 3.8. For the point 3,
let ` ∈ {0, . . . , N − 1} and k ≥ N − α, then〈
Ψ̃` | Ψk

〉
=

〈
Φ̃`(2.) | Ψk

〉
−2k

〈
Φ̃` | Ψk

〉
−
〈
P
V

[0,+∞[
0 (Λ)

(
Φ̃`(2x) − 2`Φ̃`(x)

)
| Ψk

〉
.

Since Ψk is orthogonal to V
[0,+∞[
0 (Λ), and using the two-scale equation (5), we get〈

Ψ̃` | Ψk

〉
=

〈
Φ̃`(2.) | Ψk

〉
=

∑
m

gm

〈
Φ̃`(2.) | Φ(2.−m)

〉
= 0,

by the orthogonality between the edge scaling functions Φ̃` and the interior scaling
functions Φm.

The last point comes from a dimensional argument. By definition of the functions
Ψ̃`, and using (5), it is easy to verify that

Span
{

Φ̃`

}
`6∈Λ

⊕ Span
{

Ψ̃`

}
`=0,...,N−1

= Span
{

Φ̃`(2.)
}
`6∈Λ

⊕ Span


b




ΦN−α(2.)
...

Φ3N−2−2α(2.)




 ;
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then

dim Span
{

Ψ̃`

}
`=0,...,N−1

= dim Span


b




ΦN−α(2.)
...

Φ3N−2−2α(2.)




 = N − α,

since the rank of the matrix b is N − α, and the result holds from Proposition
3.5.

Then

W
[0,+∞[
0 (Λ) = span

{
{Ψ̃`}0≤`≤N−1 ; {Ψk}k≥N−α

}
.

To obtain a basis of W
[0,+∞[
0 (Λ) it is sufficient to extract N −α functions of {Ψ̃0, . . . ,

Ψ̃N−1} and to add the set of functions {Ψk}k≥N−α. Then, orthonormalizing N − α

of the functions Ψ̃` and adding the interior wavelets, we obtain an orthonormal basis

of W
[0,+∞[
0 (Λ).

4. Adaptation to the interval [0, 1]. The previous sections were devoted to
the half line. Our goal is to construct an MRA on [0, 1]. We will see how to adapt
the above construction to this case. The boundary conditions at edge 0 are taken into
account by constructing an MRA of L2([0,+∞[) with boundary conditions BC(Λ0),
and those at edge 1 by constructing an MRA of L2(]−∞, 1]) with boundary conditions
BC(Λ1). Then, merging the two MRAs will lead to the result.

4.1. MRA on ]−∞, 1] with boundary conditions. The MRA on ] −∞, 1]
will be constructed from an MRA on [0,+∞[ by a change of variable given by the
operator T :

for f ∈ L2(R), T f(x) = f(1 − x).(19)

Then Tf belongs to L2(R). We see that support TΦ = [−N + 1, N ], the same as Φ.
TΦ satisfies a two-scale relation:

TΦ(.) =
√

2
N∑

k=−N+1

ȟk TΦ(2.− k),(20)

where ȟk = h1−k for all k in Z.
Notice that this operator is isometric from L2([0,+∞[) to L2(] −∞, 1]):

∫ 1

−∞
Tf(x) Tg(x)dx =

∫ +∞

0

f(x)g(x)dx,

and it is involutive on L2(R): TT = I.
Starting from the function TΦ, instead of Φ, we can construct a new MRA of

L2([0,+∞[) satisfying boundary conditions defined by the set Λ1. It provides us with
the following:

(i) edge scaling functions Φ̃]
` for ` 6∈ Λ1,

(ii) interior scaling functions TΦk for k ≥ N − α1,

(iii) edge wavelets Ψ̃]
` for ` = 0, . . . , N − 1 − α1,

(iv) interior wavelets TΨk for k ≥ N − α1,
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with a parameter α1 which is either 0 or 1. Thus, to generate a basis of an MRA of
L2(] −∞, 1]) it is sufficient to consider the functions:

T (Φ̃]
`), T (TΦk), T (Ψ̃]

`), and T (TΨk).

Remark.

T
(
T
[
Φk(2

j .)
])

(x) = Φ−1−k+2j (2jx).

4.2. MRA on [0, 1] with boundary conditions. We merge the two MRAs
of L2([0,+∞[) and L2(] − ∞, 1]), in order to construct an MRA on [0, 1] verifying

boundary conditions, {V [0,1]
j (Λ0,Λ1)}j≥jmin

. We will choose jmin so that edge func-
tions at 0 and edge functions at 1 do not interact (i.e., their supports are disjoint).
For a given scale j, the functions at edge 0 are supported on [0, (2N −1−α0)/2

j ] (we
note α0 instead of α not to confuse the parameters of both edges) and the functions
at edge 1 are supported on [1 − (2N − 1 − α1)/2

j , 1]. Then jmin will be so that

2jmin ≥ 4N − α0 − α1.

Since α0, α1 ≤ 1, we get

jmin = dlog2 4Ne.

The vector space V
[0,1]
j (Λ0,Λ1) for j ≥ jmin will be the span of the following

functions:
(i) Φ̃`(2

j .) for ` 6∈ Λ0 (edge functions at 0),

(ii) Φ̃]
`(2

j(1 − .)) for ` 6∈ Λ1 (edge functions at 1),
(iii) Φk for {k ≥ N−α0;∃` ≥ N−α1, k = −1−`+2j} (interior scaling functions).

The interior scaling functions are those common in the MRA of L2([0,+∞[) and
L2(] −∞, 1]). They correspond to

N − α0 ≤ k ≤ 2j −N − 1 + α1.

We would like to renumber the scaling functions at edge 1. So we define

Φ̃2j−1−l
def
= Φ̃]

`.

The indices cannot be confused with those at edge 0 when j ≥ jmin.

The vector space W
[0,1]
j (Λ0,Λ1) for j ≥ jmin is constructed similarly. Let us

evaluate the dimensions of these spaces:

dim V
[0,1]
j (Λ0,Λ1) = (N − #Λ0) +

(
(2j −N − 1 + α1) − (N − α0) + 1

)
+ (N − #Λ1)

= 2j − #Λ0 − #Λ1 + α0 + α1,

dim W
[0,1]
j (Λ0,Λ1) = (N − α0) +

(
(2j −N − 1 + α1) − (N − α0) + 1

)
+ (N − α1)

= 2j .

The interest of parameters α0 and α1 is now clear; when we need equal di-
mensions (for example, in order to construct wavelet packets), if there is at most
one boundary condition at each edge, we can fix the parameters α0 and α1 so that

dimV
[0,1]
j (Λ0,Λ1) = 2j . Therefore, we will choose

α0 = δ#Λ0−1 and α1 = δ#Λ1−1.
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5. Practical computations.

5.1. Orthonormalization of the scaling functions. It is often more interest-

ing to have an orthonormal basis than a Riesz basis for the spaces V
[0,1]
j (Λ0,Λ1) and

W
[0,1]
j (Λ0,Λ1). As we have seen before, orthonormalizing the edge functions would

lead to orthonormal bases, since they are already orthogonal to interior functions. For
that, we need their Gram matrix.

We use (15). Multiplying by the transpose of each term of this equality and
integrating on [0,+∞[ each member leads to the following proposition.

Proposition 5.1. The Gram matrix GΦ̃ of the edge scaling functions Φ̃` for
` = 0, . . . , N − 1 is given by

2GΦ̃ = DGΦ̃D + btb,(21)

where the matrices D and b have been introduced in (15).

Actually the product DGΦ̃D is the term-by-term multiplication of the matrix GΦ̃

by the matrix M of general term Mij = 1/2i+j−2 for 1 ≤ i, j ≤ N . Denoting by

M1 the N ×N matrix whose general term is 1, computing GΦ̃ is equivalent to divide
term-by-term the matrix btb by the matrix 2M1 −M . Note that the computation of
this matrix is easier than in [CDV 93].

To take into account the boundary conditions, we retain only the functions Φ̃`

for ` 6∈ Λ. Their Gram matrix is obtained from GΦ̃ by keeping only the rows and the
columns whose index is not in 1 + Λ. The 1 comes from the fact that we number the
rows and columns of the matrix starting from 1 and not from 0: let GΦ̃

Λ this matrix.
The Gram procedure allows us to orthonormalize the edge scaling functions (Φ̃`)`6∈Λ.

Proposition 5.2. Defining




˜̃Φ0

...
˜̃ΦN−1




`6∈Λ

= (GΦ̃
Λ)−

1
2




Φ̃0

...

Φ̃N−1




`6∈Λ

(22)

the family of scaling functions { ˜̃Φ`}`6∈Λ is orthonormal and satisfies the two-scale
equation

1√
2




˜̃Φ0

...
˜̃ΦN−1




`6∈Λ

(x
2

)
= H0




˜̃Φ0

...
˜̃ΦN−1




`6∈Λ

(x) + h0




ΦN−α

...
Φ3N−2−2α


 (x)(23)

where H0 and h0 are the (N−#Λ)×(N−#Λ) and (N−#Λ)×(2N−1−α) matrices:

H0 =
1√
2

(GΦ̃
Λ)−1/2 DΛ (GΦ̃

Λ)1/2 and h0 =
1√
2

(GΦ̃
Λ)−1/2 bΛ.

The matrix DΛ is extracted from D retaining only rows and columns of numbers not
in Λ + 1 and bΛ from b retaining rows of numbers not in Λ + 1.

Remark that H0
tH0 + h0

th0 = I.
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5.2. Orthonormalization of the wavelets. Similarly as for the scaling func-
tions, orthonormalizing the wavelet basis amounts to orthonormalizing the edge wavelets

Ψ̃`. To compute the Gram matrix GΨ̃ of the Ψ̃`, we need the following lemma.
Lemma 5.3. The edge wavelets Ψ̃` satisfy

1√
2




Ψ̃0

...

Ψ̃N−1


(x

2

)
= g1




˜̃Φ0

...
˜̃ΦN−1




`6∈Λ

(x) + g2




ΦN−α

...
Φ3N−2−2α


 (x)(24)

with g1 = D−1b th0H0 and g2 = D−1b (th0h0 − I).
Proof. By definition (18) of the Ψ̃`:

(
1√
2
Ψ̃`

(x
2

))
`=0,N−1

= −D−1b




ΦN−α(x)
...

Φ3N−2−2α(x)




+D−1b P
V

[0,+∞[
0 (Λ)




ΦN−α(2.)
...

Φ3N−2−2α(2.)


(x

2

)
.

Let us compute, for k = N − α, . . . , 3N − 2 − 2α:

P
V

[0,+∞[
0 (Λ)

(Φk(2.))
(x

2

)
=

∑
`6∈Λ

〈 Φk(2.) | ˜̃Φ`〉 ˜̃Φ`

(x
2

)
+

∑
n≥N−α

〈Φk(2.) | Φn〉 Φ
(x

2
− n

)
.

We have 〈Φk(2.) | Φn〉 = 0 for N − α ≤ k ≤ 3N − 2 − 2α and n ≥ N − α.

Applying twice (23) and the orthonormality between the ˜̃Φ` leads to

(
〈Φk(2.) | ˜̃Φ`〉

)
N−α≤k≤3N−2−2α

`6∈Λ
=

1√
2

th0,

and using (23) once more:

P
V

[0,+∞[
0 (Λ)




ΦN−α(2.)
...

Φ3N−2−2α(2.)


(x

2

)
= th0 H0




˜̃Φ0(x)
· · ·

˜̃ΦN−1(x)




`6∈Λ

+ th0 h0




ΦN−α(x)
...

Φ3N−2−2α(x)


 ,

which gives the expected result.

It is then easy to compute the Gram matrix GΨ̃of the edge wavelets:

GΨ̃ = g1
tg1 + g2

tg2.

Remember that in the case α = 1, we must skip one of the functions Ψ̃` then we skip

the row and the corresponding column in GΨ̃. This matrix will be called GΨ̃ again.
In order to simplify the notations, let us assume that the removed function is Ψ̃N−1.
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Proposition 5.4. Let G0 = (GΨ̃)−1/2 g1 and g0 = (GΨ̃)−1/2 g2, we can write

1√
2




˜̃Ψ0

...
˜̃ΨN−1−α




(x
2

)
= G0




˜̃Φ0

...
˜̃ΦN−1




k 6∈Λ

(x) + g0




ΦN−α

...
Φ3N−2−2α


 (x).(25)

As in [Ausc 93], the bases constructed here allow us to characterize some sub-
spaces of Hs([0, 1]) defined by vanishing derivatives at the edges. The characteriza-
tions provide, moreover, a diagonal preconditioner for the derivative operators, as in
[Jaff 92].

Numerically, all the calculations have been done to obtain the two-scale relations
(23) and (25) that give the matrices used in the fast algorithms.

5.3. Fast algorithms. As in the case of the real line, we can describe a fast
algorithm for analyzing and synthesizing vectors in the spaces of the MRA. The
algorithm is based on the elementary step

V
[0,1]
j (Λ0,Λ1) = V

[0,1]
j−1 (Λ0,Λ1) ⊕W

[0,1]
j−1 (Λ0,Λ1).

Suppose that we know the scalar products of a given function f in V
[0,1]
j (Λ0,Λ1) with

the corresponding scaling functions, and that we want to compute scalar products

with the scaling functions of V
[0,1]
j−1 (Λ0,Λ1) and with the wavelets of W

[0,1]
j−1 (Λ0,Λ1).

We start then from a vector cj composed of:

(i) 〈 f | 2j/2 ˜̃Φ`(2
j .) 〉 for ` ∈ {0, . . . , N − 1}\Λ0,

(ii) 〈 f | 2j/2Φk(2
j .) 〉 for N − α0 ≤ k ≤ 2j − 1 −N + α1,

(iii) 〈 f | 2j/2 ˜̃Φ`(2
j .) 〉 for ` ∈ {2j − 1, . . . , 2j −N}\{2j − 1 − Λ1}.

To obtain the projection of the function f on V
[0,1]
j−1 (Λ0,Λ1), we have to multiply

the vector cj by the matrix


 H0 h0 0

0 Hj 0
0 h1 H1


 ,

where:
(i) Hj is the square (2j − 2N + α0 + α1) × (2j − 2N + α0 + α1) matrix whose

general term is Hj
k,l = h−N+1+α0+l−2k (the classical filter hk is defined in (4)),

(ii) h0 (defined, as H0, in (23) for the edge 0) is completed with columns of 0
at the right to fit the width of Hj ,

(iii) h1 (defined, as H1, in (23) for the edge 1) with columns of 0 at the left.

To obtain the projection on W
[0,1]
j−1 (Λ0,Λ1), we multiply cj by the matrix


 G0 g0 0

0 Gj 0
0 g1 G1


 ,

where
(i) Gj is the square (2j − 2N + α0 + α1) × (2j − 2N + α0 + α1) matrix whose

general term is Gj
k,l = g−N+1+α0+l−2k (the classical filter gk is defined in (5)),
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(ii) g0 (defined, as G0, in (25) for the edge 0) is completed with columns of 0 at
the right to fit the width of Gj ,

(iii) g1 (defined, as G1, in (25) for the edge 1) with columns of 0 at the left.
The result lies in the vectors cj−1 and dj−1.

To find cj starting from cj−1 and dj−1, we have to multiply the column vector

(
cj−1

dj−1

)

by the matrix




tH0 0 0 tG0 0 0
th0 H̃j th1

tg0 G̃j tg1

0 0 tH1 0 0 tG1


 ,

where the matrices H̃j and G̃j (which have the same size as Hj and Gj) are built from
the hk and gk and h0, g0, h1, g1 are completed with columns of zeros, as above. Notice
that in practice, for this algorithm, matrix multiplication is used only for the edges;
for interior points it is much faster to rely on discrete convolutions as on the real line.

5.4. Numerical filters and graphs. As an example we compute, for N = 2
vanishing moments, the discrete edge filters H0, H1, h0, h1, G0, G1, g0, g1 introduced
in (23–25) (Tables 1, 2, and 3), for various boundary conditions and values of α.
These filters are associated to the classical filters on R defined by [Daub 88]:

h−1 = 0.48296291314453 g−1 = −0.12940952255126
h0 = 0.83651630373781 g0 = −0.22414386804201
h1 = 0.22414386804201 g1 = 0.83651630373781
h2 = −0.12940952255126 g2 = −0.48296291314453.

In addition, we plot the graphs of the corresponding edge scaling functions and edge
wavelets for Dirichlet boundary conditions and for the two possible values of the
parameter α:

– for α = 0: table 2 and Figure 1 (edge 0),
– for α = 1: table 3 and Figure 2 (edge 0).

Note that for α = 0 the edge functions are polynomials up to degree N − 1 near the

boundary, this is no more true for α = 1, but in this case dim V
[0,1]
j (Dirichlet) =

dim W
[0,1]
j (Dirichlet) = 2j .

6. Computation of operators. In the following, we will suppose that N is
large enough so that the scaling functions and the wavelets are sufficiently differen-
tiable, in order to compute the derivative operators.

6.1. First-order derivative operator. We focus first at edge 0. We want to
compute the map:

P
V

[0,+∞[
j

(Λ)

(
d

dx

)
P
V

[0,+∞[
j

(Λ)
,

where P
V

[0,+∞[
j

(Λ)
is the orthogonal projection on V

[0,+∞[
j (Λ). Since we know an

orthonormal basis of V
[0,+∞[
j (Λ), it is sufficient to estimate the operator on each
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Fig. 1. Scaling function (first column) and wavelets (second) at edge 0 for N = 2,Λ = {0}, α =
0 (Dirichlet boundary conditions).
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Fig. 2. Scaling function (first column) and wavelet (second) at edge 0 for N = 2,Λ = {0}, α = 1
(Dirichlet boundary conditions).
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Table 1
Discrete filters at the edges for N = 2,Λ = ∅ (without boundary conditions).

H0 h0
0.88593511638920 0.21935410044001 0.36114692232438 0.16562528942820 -0.09562380543598

-0.43402397094665 0.17472505539062 0.86653097274512 0.15054506203086 -0.08691723208868
G0 g0

0.12072248810796 -0.11030975957357 0.27289605514679 -0.82102934519411 0.47402151346040
-0.11030975957357 0.95351281616018 -0.21029673524411 -0.16067128595389 0.09276361019652

h1 H1
0.44293306463308 0.76718257229668 0.36758039943505 0.18330518269759 -0.21569668742557
0.01383403229066 0.02396124680098 0.24198194598437 0.41343371796754 0.87735498908223

g1 G1
-0.02810340334383 -0.04867652245712 -0.44874160052110 0.84864346408161 -0.27436479678578
0.22984585818723 0.39810470428955 -0.77779197972887 -0.27436479678578 0.32931310397683

Table 2
Discrete filters at the edges for N = 2,Λ = {0} (Dirichlet boundary condition), α = 0.

H0 h0

0.35355339059327 0.89982198849888 0.22133750644759 -0.12778926892928
G0 g0

0.32472811514904 0.13816747232024 -0.81030614623011 0.46783047165196
0.87724093111970 -0.41379963582216 0.21074548066631 -0.12167395999319

h1 H1

0.41483432960318 0.71851413559648 0.43202999424892 0.35355339059327
g1 G1

-0.24314023061746 -0.42113123279346 0.24823276949896 0.83780176961381
0.13709597819763 0.23745719975166 -0.86702397672507 0.41603869391197

vector of the basis. Using the fact that we are working on an MRA of L2([0,+∞[)
which is scale invariant, we just have to compute

∂0 = P
V

[0,+∞[
0 (Λ)

(
d

dx

)
P
V

[0,+∞[
0 (Λ)

.

We have thus to compute four types of inner products:

rk,` =

〈
Φk|dΦ`

dx

〉
for k, ` ≥ N − α,(26)

Bk,` =

〈
Φk|d

˜̃Φ`

dx

〉
for k ≥ N − α, ` 6∈ Λ,(27)

B′
k,` =

〈
˜̃Φk|dΦ`

dx

〉
for k 6∈ Λ, ` ≥ N − α,(28)

Ak,` =

〈
˜̃Φk|d

˜̃Φ`

dx

〉
for k, ` 6∈ Λ.(29)

Notice that integrating by parts we have since Φ`(0) = 0, B′
k,` = −B`,k. The calcu-

lation of the rk,` is as follows:

rk,` =

∫ +∞

0

Φ(x− k)
dΦ

dx
(x− `) dx =

∫
R

Φ(x− (k − `))
dΦ

dx
(x) dx

def
= rk−`.

As explained in [Beyl 92], the ri can be computed by an eigenvalue problem.
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Table 3
Discrete filters at the edges for N = 2,Λ = {0} (Dirichlet boundary condition), α = 1.

H0 h0

0.35355339059327 -0.81009258730098 0.46770717334674
G0 g0

0.93541434669349 0.30618621784790 -0.17677669529664

h1 H1

0.46770717334674 0.81009258730098 0.35355339059327
g1 G1

-0.17677669529664 -0.30618621784790 0.93541434669349

It remains to obtain the matrices A and B corresponding to the terms Ak,` and
Bk,`. According to the supports of the scaling functions, A is a square matrix of size
(N − #Λ)2 and B a rectangular matrix, of size (N − #Λ) x (2N − 2).

Proposition 6.1. The matrices A and B in (29) and (27) can be expressed:
(i) The matrix B of size (N − #Λ) × (2N − 2 − α) is given by

B = (GΦ̃
Λ)−1/2 BΦ̃

where

BΦ̃
i+1,j−N+α+1

def
=

〈
Φ̃i | dΦj

dx

〉

=
N−1−α∑
k=−N+1

Pi(k) rk−j,(30)

for i = 0, . . . , N − 1, i 6∈ Λ, and N − α ≤ j ≤ 3N − 3 − 2α.
(ii) The matrix A of size (N − #Λ) × (N − #Λ) is given by

A = (GΦ̃
Λ)−1/2 AΦ̃ t(GΦ̃

Λ)−1/2

where AΦ̃ satisfies

AΦ̃ = DΛ AΦ̃ DΛ − bΛ
tBΦ̃ DΛ + DΛ BΦ̃ tbΛ + bΛ r tbΛ(31)

(r is the square matrix of size 2N − 1 − α whose general term is ri−j, DΛ is the
submatrix of D in (15) containing only the rows and columns of numbers not in
1+Λ, bΛ the submatrix of b in (15) containing only the rows of numbers not in 1+Λ,

and GΦ̃
Λ is defined in (21)).

Actually in the case α = 0, the above equation has no meaning because of the

size of BΦ̃: we must add a new column of 0 at the right corresponding to the zero
value of the scalar products 〈Φ̃k|dΦ3N−2/dx〉 (the intersection of the supports of these
functions is reduced to one point).

Proof. Equation (30) comes directly from Definition 3.1 of the edge functions
Φ̃i. Equation (31) is derived from (15) by taking the derivative of each member,

transposing, multiplying at right with (15), and integrating. AΦ̃ is the matrix of the
scalar products 〈Φ̃k|dΦ̃`/dx〉.

As for the Gram matrix in (21), AΦ̃ can be computed by a term by term division
of matrices. Nevertheless, we can see that here, if 0 6∈ Λ, this does not determine the
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upper left term of AΦ̃. Fortunately, we can compute it directly:

AΦ̃
1,1 =

∫ +∞

0

Φ̃0(x)
dΦ̃0

dx
(x)dx = −1

2
Φ̃0(0)

2
= −1

2
.

As for the construction of the MRA on [0, 1], the adaptation to the interval is
given through the operator T (given in (19)) and

T
df

dx
(x)

def
=

df

dx
(1 − x) = −d Tf

dx
(x),

which leads to the following shape for the matrix of the first-order derivative operator

in V
[0,1]
j (Λ0,Λ1):

δj =


 A0 B0 0

−tB0 rj −tB1

0 B1 A1




where the matrices B0 (edge 0) and B1 (edge 1) are completed with columns of zeros,
and rj is built from the rk. Notice that as usual, the multiplication of a column vector
by rj can be computed by a discrete convolution, which is more efficient.

It is often more interesting to know the derivative operator expressed in the basis
of scaling functions at the largest scale and wavelets at intermediate scales. Actually

we know the matrix of the derivative operator in the basis of V
[0,1]
J (Λ0,Λ1). We use

the decomposition

V
[0,1]
J (Λ0,Λ1) = W

[0,1]
J−1 (Λ0,Λ1) ⊕ · · · ⊕W

[0,1]
jmin

(Λ0,Λ1) ⊕ V
[0,1]
jmin

(Λ0,Λ1).

Let B the basis V
[0,1]
J (Λ0,Λ1) composed of scaling functions at the coarsest scale

and wavelets at intermediate scales (called the “wavelet” basis). To compute the
derivative matrix in this “wavelet” basis, since all the bases are orthonormal, the

matrix of the change of basis P from the scaling function basis of V
[0,1]
J (Λ0,Λ1) to

B satisfies P−1 = tP , so that the matrix of the derivative operator in B is tPδJP .
Figure 3 gives the shape of the first-order derivative operator and the number of
nonzero coefficients, in the two bases.

6.2. Second-order derivative operator. In this section we want to compute
the Galerkin operator:

P
V

[0,+∞[
j

(Λ)

(
d2

dx2

)
P
V

[0,+∞[
j

(Λ)
.

Knowing this time the scalar products among the scaling functions

2rk =

〈
Φk | d

2Φ

dx2

〉
,

we want to compute the matrices 2A and 2B of the scalar products:

2Ai,j =

〈
˜̃Φi | d

2 ˜̃Φj

dx2

〉
,(32)
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Fig. 3. Shape of the first-order derivative operator in the basis of scaling functions (left) and
in the wavelet basis (right) (N = 4, j = 8,Λ = ∅). We give the number (nz) of nonzero coefficients
in each case.

2Bi,j =

〈
˜̃Φi | d

2Φj

dx2

〉
.(33)

Remark that integrating twice by parts we get 2Bi,j = 〈 Φj | d2 ˜̃Φi/dx
2 〉. Similarly,

as for Proposition 6.1, we derive the following proposition.
Proposition 6.2. The matrices 2A and 2B in (32–33) can be expressed:

(i) The matrix 2B of size (N − #Λ) × (2N − 2 − α) is given by

2B = (GΦ̃
Λ)−1/2

2B
Φ̃

where

2B
Φ̃
i+1,j−N+α+1

def
=

〈
Φ̃i | d2Φj

dx2

〉

=
N−1−α∑
k=−N+1

Pi(k) 2rk−j,(34)

for i = 0, . . . , N − 1, i 6∈ Λ, and N − α ≤ j ≤ 3N − 3 − 2α.
(ii) The matrix 2A of size (N − #Λ) × (N − #Λ) is given by

2A = (GΦ̃
Λ)−1/2

2A
Φ̃ t(GΦ̃

Λ)−1/2

where AΦ̃ satisfies

1

2
(2A

Φ̃) = DΛ (2A
Φ̃) DΛ − bΛ (t2B

Φ̃) DΛ + DΛ (2B
Φ̃) tbΛ + bΛ 2r

tbΛ(35)

(2r is the square matrix of size 2N − 1 − α whose general term is 2ri−j, DΛ is the
submatrix of D in (15) containing only the rows and columns of numbers not in 1+Λ,
bΛ the submatrix of b in (15) containing only the rows of numbers not in 1 + Λ, and

GΦ̃
Λ is defined in (21)).
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If 0 6∈ Λ and 1 6∈ Λ, (35) allows us to compute all the coefficients of the matrix

2A
Φ̃ except the terms 2A

Φ̃
1,2 and 2A

Φ̃
2,1. We must compute them directly by

2A
Φ̃
1,2

def
=

∫ +∞

0

Φ̃0(x)
d2Φ̃1

dx2
(x) dx

=

∫ +∞

0

(1 −
+∞∑

k=N−α

Φ(x− k))
d2Φ̃1

dx2
(x)dx

=
[
Φ̃′

1(x)
]+∞

0
−

+∞∑
k=N−α

(
2B

Φ̃
Λ

)
2,k−N+α+1

= −1 −
3N−3−α∑
k=N−α

(
2B

Φ̃
Λ

)
2,k−N+α+1

,

and integrating by parts,

2A
Φ̃
2,1 =

[
Φ̃′

0(x)Φ̃1(x)
]+∞

0
−

∫ +∞

0

Φ̃′
0(x)Φ̃′

1(x)dx

= −
[
Φ̃0(x)Φ̃′

1(x)
]+∞

0
+

∫ +∞

0

Φ̃0(x)
d2Φ̃1

dx2
(x)dx

= 1 + 2A
Φ̃
1,2.

For the edge 1, things happen in the same way since〈
Tf | d

2Tg

dx2

〉
L2([0,+∞[)

=

〈
f | d2g

dx2

〉
L2(]−∞,1])

.

7. Quadrature formulae. The problem discussed here is: Given a continuous

function f on [0, 1], how to compute its projection on the space V
[0,1]
j (Λ0,Λ1) ? Nu-

merically, the problem is formulated slightly differently.
1. Given the collocation values {f(k/2j)}0≤k≤2j , how to approximate the inner

products:

{ 〈 f | 2j/2 ˜̃Φ`(2
j .) 〉 }`6∈Λ0 ,

{ 〈 f | 2j/2Φk(2
j .) 〉 }N−α0≤k≤2j−1−N+α1

,

{ 〈 f | 2j/2 ˜̃Φ`(2
j(1 − .)) 〉 }`6∈2j−1−Λ1

?

This point addresses the problem of quadrature formulae, as presented by Sweldens
and Piessens in [SwPi 94]; in the case of the real line, they estimate the accuracy of
the approximation obtained by the quadrature formulae presented below. We will
adapt their method to the interval for our construction of scaling functions (with and
without boundary condition).

2. Given a function f in V
[0,+∞[
j (Λ0,Λ1) by its scalar products on the related

basis, how to compute the grid values {f(k/2j)}0≤k≤2j ? This point is concerned
with the values of scaling functions at points k/2j . We will see how to compute these
values in our case.
Note that these two problems are not unisolvant since we have (2j − #Λ0 − #Λ1 +
α0 + α1) scalar products whereas 2j + 1 values of f .
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Thus, to go through to solve the point 1, we introduce an integer q ≥ N , and,
as explained in [SwPi 94] and also by Masson in [Mass 96], we consider the nodes for
0 ≤ p ≤ q:

xp = −bq/2c + p,

yp = p.(36)

From the grid values of f at these points, we deduce an approximation of:
• the scalar product 〈 f | 2j/2Φk(2

j .) 〉 thanks to the values of f at nodes
(k + xp)/2

j ,

• the edge scalar product 〈 f | 2j/2 ˜̃Φ`(2
j .) 〉 thanks to the values of f at nodes

yp/2
j (for the edge 0) or (1 − yp)/2

j (for the edge 1).
The weight coefficients wp are introduced such that

∫
R

P (x) Φ(x) dx =

q∑
p=0

wp P (xp)(37)

for all polynomial function P of degree ≤ q. To find the weights wp, it is sufficient to
solve the linear system




x0
0

0! . . .
x0
q

0!
...

...
xq
0

q! . . .
xq
q

q!







w0

...
wq


 =




C0

...
Cq




(the Ck are recursively defined in (11)). Then the inner product is approximated by

〈 f | 2j/2Φk(2
j .) 〉 ≈

q∑
p=0

wp f((k + xp)/2
j).

Remarks. 1. Since the quadrature formula is exact for polynomials up to degree
q, the accuracy of the previous interpolation is of order q+1; that is, the error between
f and its interpolation in Vj is of order 2−j(q+1)s in L2-norm for a s-regular function.
To be consistent with the accuracy order of the wavelet projection in Vj , that is 2jNs

for Daubechies wavelets (see [Daub 92]), it is sufficient to take q = N − 1. But as
experimented by Sweldens and Piessens in [SwPi 94], the choice q = N − 1 can ruin
the approximation properties of the wavelet expansion. Therefore, it is preferable to
choose q ≥ N .

2. As the nodes xp are equally spaced, we derive no more than a Lagrangian
interpolation to compute each coefficient, and for high values of q, the system is ill
conditioned. As stated in [SwPi 94], it is then advisable in this case to use Chebyshev
nodes.

To take into account these two remarks, we will take q close to N in numerical
experiments (see section 8.1).

For the edge 0, we proceed similarly to define the weights w`
p for ` 6∈ Λ0 by

∫ +∞

0

P (x) ˜̃Φ`(x)dx =

q∑
p=0

w`
p P (yp),
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for all polynomial function P of degree ≤ q. The remarks stated above concerning
the choice of q are also valid for the quadrature formula at the edges, since the
approximation properties of wavelets on the interval are similar (see [CDV 93] and
[Ausc 93]).

As above, we have to compute the moments of the edge scaling functions. For
0 ≤ p ≤ q, define the column vector Xp (vector of edge moments) by

Xp =

∫ +∞

0




˜̃Φ0(x)
...

˜̃ΦN−1(x)




`6∈Λ0

xp

p!
dx.

Then using (23) we get

Xp =
1

2p+1/2


H0Xp + h0

∫ +∞

0




Φ(x−N + α0)
...

Φ(x− (3N − 2 − 2α0))


 xp

p!
dx


 ,

so that changing of variable in the integrals and using the binomial formula:

(2p+1/2I −H0)Xp = h0




(N−α0)
p

p! . . . (N−α0)
0

0!
...

...
(3N−2−2α0)

p

p! . . . (3N−2−2α0)
0

0!







C0

...
Cp


 ,

which determines exactly Xp since H0 is similar to 1/
√

2DΛ0
, so that 2p+1/2 cannot

be an eigenvalue of H0. Then the w`
p are determined by the linear systems




w0
0 . . . w0

q
...

...

wN−1
0 . . . wN−1

q




`6∈Λ0




x0
0

0! . . .
xq
0

q!
...

...
x0
q

0! . . .
xq
q

q!


 = ( X0 | · · · | Xq ) ,

and the inner product is approximated by

〈 f | 2j/2 ˜̃Φ`(2
j .) 〉 ≈

q∑
p=0

w`
p f(p/2j).

The same procedure should be done for the edge 1.

Let us now see how to deal with problem 2. It is clear that it is sufficient to know
the values of the scaling functions at integer points. To compute this for interior
scaling functions, see [DaMi 93]; using the two-scale equation, we have to solve an
eigenvalue problem. For edge scaling functions, we proceed as follows: The nonzero
integer values of the Φ̃` are at points 0, 1, . . . , 2N − 2 − α0. We use Definition 3.1 to
obtain the values Φ̃`(k) for ` 6∈ Λ0 and 0 ≤ k ≤ 2N − 2− α0, then (22) for the values
˜̃Φ`(k).

Notice that all these values could have been approximately obtained via the cas-
cade algorithm (see [Daub 92]).
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Fig. 4. Interpolation error (left column) and projection error (right column) in space V8 for
f(x) = sin(2πx)sin(50x), for N = q = 2 (first row), N = 4, q = 5 (second row), and N = 6, q = 8
(last row).

8. Numerical results.

8.1. Interpolation and projection error. It becomes possible then to com-

pute numerically the projection on V
[0,1]
j (Λ0,Λ1) of a given function f .

To compare the interpolation error at the edges and in the interior, we draw the
points: (

k

2p
,
(
f − f̃j

)
(
k

2p
)

)
0≤k≤2p

where f̃j is the interpolating function of f in V
[0,1]
j (Λ0,Λ1), computed by the procedure

described in section 7, from the values of f at node points k/2j .

To compare this interpolation error to the projection error
(
f − P

V
[0,1]
j

(Λ0,Λ1)
f
)
,

we also draw the points(
k

2p
,
(
f − P

V
[0,1]
j

(Λ0,Λ1)
f̃j+4

)(
k

2p

) )
0≤k≤2p

.

In this case, the interpolation error to compute f̃j+4 will be negligible with regard to

the projection in V
[0,1]
j (Λ0,Λ1).
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Figure 4 represents these curves plotted for (N = 2, q = 2), (N = 4, q = 5),
and (N = 6, q = 8) (q + 1 is the number of nodes defined in (36) for the quadrature
formulae), and j = 8, p = 9 and without boundary conditions, analyzing the projection
of f(x) = sin(2πx)sin(50x).

Experiments show that the interpolation procedure has the same order of accuracy
as the projection error. In both cases, we can see that the error is not satisfactory at
edge 1, comparatively with the interior. This difference between the error in the inte-
rior and the error at the edges grows rapidly with the order N of vanishing moments.
However, numerical experiments show that the global error decreases as expected,
both in the interior and at the edges, when j is growing. This (relatively) bad result
at edge 1 can be interpreted in two manners.

The interpolation error at edge 1 comes from the fact that in the quadrature
formula, the N + 1 equidistant nodes are localized near the edge. Recalling that
the length of the support of the edge basis functions is 2−j(2N − 1) at scale j, the
nodes cover only half the support of the integrated function! Since usual Daubechies
compactly supported wavelets present a strong asymmetry, they are more localized at
the left of their support. If we had chosen the least asymmetric ones, the interpolation
error would be shared by the two edges.

The projection error at the edges is due to the fact that we keep only N functions
at each edge, whereas there are 2N − 1 scaling functions of R that contain 0 in their
support. The consequence is that there is a loss at the edges of the superconvergence
phenomenon observed for the wavelet approximation on R [Go 95]. The fact that this
problem is not visible at the edge 0 comes from the strong asymmetry of the chosen
wavelets.

Note that the curves plotted in Figure 4 are very close to those obtained by
Masson in [Mass 96], studying the projection error with biorthogonal wavelet bases
on the interval.

0 0.5 1

−0.25
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−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

0 0.5 1
−0.015

−0.01

−0.005

0

0.005

0.01

0.015

Fig. 5. Derivative error for N = 4 (left column) and N = 6 (right column) of f(x) =
sin(2πx)sin(50x) (j = 8 scales).

8.2. Derivative error. We draw on Figure 5 the derivative error for N = 4 and
N = 6 vanishing moments, without boundary conditions for f(x) = sin(2πx)sin(50x),
between the exact derivative and the derivative obtained by the Galerkin procedure,
as explained in section 6, for j = 8 scales. As previously, this derivative error being
linked to the projection error, the accuracy is lost at the right edge.
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pp. 53–67.

[PST 95] G. Plonka, K. Selig, and M. Tasche, On the construction of wavelets on a bounded
interval, preprint.

[SwPi 94] W. Sweldens and R. Piessens, Quadrature formulae and asymptotic error expansions
for wavelet approximations of smooth functions, SIAM J. Numer. Anal., 31 (1994),
pp. 1240–1264.



HOPF-TYPE ESTIMATES AND FORMULAS FOR NONCONVEX
NONCONCAVE HAMILTON–JACOBI EQUATIONS∗

MARTINO BARDI† AND SILVIA FAGGIAN‡

SIAM J. MATH. ANAL. c© 1998 Society for Industrial and Applied Mathematics
Vol. 29, No. 5, pp. 1067–1086, September 1998 001

Abstract. Simple explicit estimates are presented for the viscosity solution of the Cauchy
problem for the Hamilton–Jacobi equation where either the Hamiltonian or the initial data are the
sum of a convex and a concave function. The estimates become equalities whenever a “minmax”
equals a “maxmin” and thus a representation formula for the solution is obtained, generalizing the
classical Hopf formulas as well as some formulas of Kružkov [Functional Anal. Appl., 2 (1969),
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1. Introduction. We consider the initial value problem for the Hamilton–Jacobi
equation 


(HJ) ut +H(Dxu) = 0 in R

N × (0, T ),

(IC) u(x, 0) = u0(x) in R
N × {0},

where H ∈ C(RN ) is continuous and u0 : R
N → R is uniformly continuous. This

problem has a unique viscosity solution u in the space UCx(R
N × [0, T ]) of the con-

tinuous functions which are uniformly continuous in x uniformly in t, see [23] or [15]
(for the general theory of viscosity solutions we refer to [12, 14, 5, 34, 2]).

We are interested in giving explicit pointwise upper and lower bounds for the
solution, yielding in some cases a representation formula for u, and involving only a
finite number of max-min operations over finite dimensional sets of parameters. The
prototypes of this sort of results are the first Hopf formula (sometimes called Lax
formula)

(1.1)
u(x, t) : = infz∈RN supy∈RN {u0(z) + y · (x− z)− tH(y)}

= minz∈RN

{
u0(z) + tH∗ (x−z

t

)}
= mink∈RN {u0(x− tk) + tH∗(k)}

holding for convex (or concave) Hamiltonian and Lipschitz initial data [22, 30, 19, 3,
18], or for Lipschitz and convex H and continuous u0 [34, section 10.1], or also for
strictly convex Hamiltonian and lower semicontinuous (l.s.c.) u0 [26, 27], and the
second Hopf formula

(1.2)
u(x, t) : = supy∈RN infz∈RN {u0(z) + y · (x− z)− tH(y)}

= maxy∈RN {x · y − u∗0(y)− tH(y)}
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in the case of Lipschitz and convex (or concave) initial data and merely continuous
Hamiltonian [22, 3, 31], or for convex u0 and Lipschitz H [34, section 10.1]. Here H∗

and u∗0 denote, respectively, the Legendre transforms (convex conjugates) of H and
u0, and in the following we denote with F ∗ also the Legendre transform of a concave
function F, namely,

F ∗(y) = −(−F )∗(y) = inf
x∈RN

{−x · y − F (x)}.

Let us mention that both formulas were recently extended to the case of quasiconvex
data by means of a suitable notion of quasiconvex conjugate function [8, 9, 10].

Our main results are the following extensions of the Hopf formulas.
Theorem A. If H(p) = H1(p) + H2(p) with H1 convex, H2 concave, and u0

is uniformly continuous, then the unique viscosity solution u ∈ UCx(R
N × [0, T ]) of

(HJ)(IC) satisfies

max
w∈RN

min
k∈RN

g(k,w, x, t) ≤ u(x, t) ≤ min
k∈RN

max
w∈RN

g(k,w, x, t),

where g(k,w, x, t) := u0(x− t(k − w)) + tH∗
1 (k) + tH∗

2 (w).
Theorem B. If u0 = u1+u2, with u1 convex and Lipschitz continuous, u2 concave

and Lipschitz continuous, and H ∈ C(RN ), then the unique viscosity solution u ∈
UCx(R

N × [0, T ]) of (HJ)(IC) satisfies

max
k∈RN

min
w∈RN

f(k,w, x, t) ≤ u(x, t) ≤ min
w∈RN

max
k∈RN

f(k,w, x, t),

where f(k,w, x, t) := x · (k + w)− u∗1(k)− u∗2(−w)− tH(k + w).
The main features of the estimates of both theorems are that
(i) all the inequalities are equalities at the initial time t = 0,
(ii) the lower and upper bound on u are, respectively, the max-min and the min-

max of the same family of explicit functions, so they might be shown to coincide in
many cases.

These properties suggest that one should be able to derive a representation for-
mula for u at least for short times, by applying some min-max theorem. Indeed, we
give results of this kind under some additional assumptions on the data.

Also note that the assumption that H be the sum of a convex and a concave
function, is a rather mild regularity property which is satisfied, for instance, by semi-
concave or semiconvex functions, e.g., by functions with second derivatives bounded
either from above or below.

Theorem A contains as a special case the extension of the first Hopf formula (1.1)
to the case of uniformly continuous initial data. Moreover, the representation formula
we obtain for short times coincides with a formula of Kružkov [28] for the short time
classical solution of (HJ)(IC) in the case of smooth data.

On the other hand, Theorem B contains the second Hopf formula (1.2), as well
as the estimates of Bardi and Osher [4] for the case of initial data sum of a convex
function in a group of variables and a concave function in the remaining variables.
Indeed we use their result to prove Theorem B. A similar pair of inequalities for some
special Hamiltonians is the intermediate step in the proof of Theorem A. We borrow
from Kružkov [28] an idea of “doubling the variables” to complete the proofs once
this first step is established.

If the Hamiltonian depends explicitly on the variable x, i.e., H = H(x,Dxu), then
the solution u of (HJ)(IC) can be represented as the value function of a differential
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game, that is, as an inf-sup over infinite dimensional sets of controls and strategies,
see [20, 25]. Here we show that for some Hamiltonians depending on x in a rather
special way one can derive a much simpler representation formula by using Theorem
A or B after a change of variables.

The classical Hopf formulas are important tools for the study of several properties
of solutions of Hamilton–Jacobi equations, such as the asymptotic behavior as time
goes to infinity [30, 6], the connection with geometric solutions in the sense of sym-
plectic mechanics [11], uniqueness [7], and they have been used for numerical schemes
[4, 33, 16, 17]. Moreover, from any formula for a viscosity solution of (HJ) one derives
a representation formula for the entropy weak solution of a scalar conservation law,
such as the Lax–Oleinik formula if one starts from the first Hopf formula, see, e.g.,
[13, 32, 18]. The results of this paper have similar applications that will be studied
elsewhere.

The paper is organized as follows. In section 2 we extend the first Hopf formula
to the case of uniformly continuous initial data. In section 3 we prove Theorem A
and some related results. Section 4 is devoted to the proof of Theorem B. In section
5 we describe some cases where Theorems A and B give representation formulas for
the solution, as well as some examples where the inequalities are strict. Finally, in
section 6 we give an extension to equations with Hamiltonian depending on x.

2. First Hopf formula for uniformly continuous initial data. In this sec-
tion, we revisit the first Hopf formula (1.1) for convex Hamiltonian H under the
relaxed assumption u0 ∈ UC(RN ) on the initial data. The main result of the section
is in the following.

Theorem 2.1. If H : R
N → R is convex and u0 : R

N → R uniformly continuous,
then

(2.1) u(x, t) :=




min
z∈RN

{
u0(z) + tH∗

(
x− z

t

)}
in R

N × (0,+∞),

u0(x) in R
N × {0}

gives the unique viscosity solution of (HJ)(IC) in the space UCx(R
N × [0,+∞)) of

continuous functions of (x, t), uniformly continuous in x, uniformly in t.
The proof of Theorem 2.1 is only slightly different from its previous editions,

such as in [30, 3, 18], so we omit it. We check only that (2.1) defines a function of
UCx(R

N × [0,+∞)), in particular, that u(x, t) is continuous in t because the proof
of this part is different. Note that in [18, 3] the authors proved that u0 Lipschitzean
implies that u defined by (2.1) is itself Lipschitzean in both x and t, which is not
necessarily true in our case.

Let us observe that the min in (2.1) is attained because H∗ is l.s.c. and super-
linear, i.e., lim|p|→+∞H∗(p)/|p| = +∞.

As done in [18], it can be shown that for any fixed x ∈ R
N , and t > 0

(2.2) u(x, t) = min
y∈RN

{
u(y, s) + (t− s)H∗

(
x− y

t− s

)}

for any fixed s ∈ [0, t], and this crucial relation is used throughout the proof of the
theorem. We need the following lemma.

Lemma 2.2. Let x ∈ R
N , t ≥ 0. If z∗ := z∗(x, t) ∈ R

N is such that

u(x, t) = u0(z
∗) + tH∗

(
x− z∗

t

)
,
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then

(2.3) lim
t→0+

z∗(x, t) = x.

Moreover, for any fixed h ∈ [0, t], let y∗ := y∗(x, t, h) be such that

u(x, t) = u(y∗, t− h) + hH∗
(
x− y

h

)
.

Then,

(2.4) lim
h→0+

y∗(x, t, h) = x.

Proof. Fix any δ > 0, 0 < t < δ, and b ∈ dom(H∗). Since u(x, t) ≤ tH∗(b) +
u0(x− tb), we have

tH∗
(
x− z∗

t

)
≤ u0(x− tb)− u0(z

∗) + tH∗(b).

It is easy to check that H∗ is superlinear, that is, |v| = H∗(v)o(1), as |v| → +∞.
Then

|x− z∗| ≤ o(1)(u0(x− tb)− u0(z
∗) + tH∗(b)),

for |x − z∗|/t → +∞. Now observe that u0 ∈ UC(RN ) implies that for all z ∈ R
N ,

|u(z)| ≤ C(1 + |z|) for some constant C > 0. Hence, ∃C1 > 0 such that

(2.5) |x− z∗| ≤ o(1)(C|z∗|+ C1),

and then ∃C2 > 0 such that

(2.6) |z∗|(1 + Co(1)) ≤ C2 + o(1)

for |x − z∗|/t → +∞. Let tn be any sequence such that tn → 0+, as n → ∞. We
claim that z∗n := z∗n(x, tn) is bounded. In fact, if this is false, then we can find a
subsequence tnk such that |z∗nk | → +∞, as k →∞. In this case |x− z∗nk |/tnk → +∞,
as k →∞, then plugging z∗nk into (2.6) and passing to limits as k →∞, we derive a
contradiction.

In order to prove that (2.3) holds, we assume by contradiction that tn is a sequence
such that tn → 0+, as n → ∞, and |z∗n − x| ≥ α > 0 for all n ∈ N and for some
α > 0. Again, |x− z∗n|/tn → +∞, as n→∞, and by passing to limits in (2.5) we get
a contradiction.

The second assertion can be proved in a similar way using (2.2).
Proposition 2.3. In the hypotheses of Theorem 2.1, u(x, t), defined by (2.1), is

a continuous function of (x, t); it is also uniformly continuous in x, uniformly in t.
Proof. It can be easily shown that |u(x, t)− u(x̄, t)| ≤ ω0(|x− x̄|) for any x, x̄ ∈

R
N , t > 0, where ω0 is a modulus of continuity for u0 (see [18, 3]).

Then, we observe that

|u(y, t)− u0(x)| ≤ ω0(|x− y|) + |u(x, t)− u0(x)|
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so it’s enough to show that |u(x, t)− u0(x)| → 0, as t→ 0 + . Pick z∗ = z∗(x, t) as in
(2.2), and note that H∗(v) ≥ −H(0), ∀v ∈ R

N . Hence,

u0(x)− u(x, t) ≤ ω0(|x− z∗|) + |H(0)|t,

and the right-hand side tends to 0 as t tends to 0+ . Also, for any fixed b ∈ dom(H∗),
we have

u(x, t)− u0(x) ≤ u0(x− tb) + tH∗(b)− u0(x)
≤ ω0(|b|t) + |H∗(b)|t

and again the right-hand side goes to 0, as t→ 0 + .
We see last that t 7→ u(x, t) is continuous, for any fixed x ∈ R

N . Suppose t̄ < t.
From (2.2) we derive

u(x, t) ≤ (t− t̄)H∗
(
x− y

t− t̄

)
+ u(y, t),

where y can be chosen in such a way that q := x− y/(t− t̄) ∈ dom(H∗). Then,

u(x, t)− u(x, t̄) ≤ ω0(|q||t− t̄|) + |H∗(q)||t− t̄|.

Now we choose y∗ = y∗(x, t, t− t̄) as in (2.4). Then,

u(x, t̄)− u(x, t) ≤ ω0(|y∗ − x|) + |H(0)||t− t̄|,

and the proof is complete by Lemma 2.2.
Remark. It was shown by other authors that the first Hopf formula (2.1) gives

the viscosity solution of (HJ)(IC) under weaker assumptions on the initial data and
stronger hypotheses on the Hamiltonian. Subbotin [34, Proposition 10.3] proved that
if H is Lipschitz continuous and u0 is merely continuous, then (2.1) gives the unique
minimax solution, and therefore viscosity solution, of the problem. Kružkov [26, 27]
proved that in the case of l.s.c. u0 with at most linear growth at infinity and H of
class C2 with positive least eigenvalue of the Hessian matrix, (2.1) gives the unique
generalized solution of (HJ)(IC) in his sense, which is equivalent to the viscosity
sense.

3. Estimates for the solution for Hamiltonians sum of a convex and a
concave function. Now we relax the convexity hypothesis on H, replace it with

(H1)



H1 : R

N → R convex,
H2 : R

N → R concave,
H(p) = H1(p) +H2(p),

still assume u0 : R
N → R uniformly continuous, and under these assumptions we

prove sharp estimates for the solution of (HJ)(IC). To this end, set g : R
N × R

N ×
R
N × [0,+∞) → R

(3.1) g(k,w, x, t) := u0(x− t(k − w)) + tH∗
1 (k) + tH∗

2 (w),

where H∗
1 , H

∗
2 are, respectively, the Legendre transforms of H1, H2. Set also

(3.2) u−(x, t) := sup
w∈RN

inf
k∈RN

g(k,w, x, t),
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(3.3) u+(x, t) := inf
k∈RN

sup
w∈RN

g(k,w, x, t).

Theorom A. Assume u0 : R
N → R uniformly continuous and (H1). Then the

unique viscosity solution u ∈ UCx(R
N × [0, T ]) of (HJ)(IC) satisfies

(3.4) u−(x, t) ≤ u(x, t) ≤ u+(x, t)

for all (x, t) ∈ R
N × [0, T ].

Remark. Note that for t = 0 the inequalities in (3.4) are equalities and u−(x, 0) =
u(x, 0) = u+(x, 0) = u0(x). Note further that if H2 = 0, then

H∗
2 (p) =

{−∞ if p 6= 0,
0 if p = 0,

and a simple computation shows that u−, u+ (and then u itself) are both given by the
Hopf formula for convex Hamiltonian. Similarly, if H1 = 0 we get the Hopf formula
for concave Hamiltonian.

The proof of Theorem A consists essentially of two steps. First, we follow an
idea of Kružkov [28], and show in Lemma 3.1 that the solution u of (HJ)(IC) can be
related to the solution of the following Cauchy problem in doubled state variables

{
Ut +H1(DyU) +H2(DzU) = 0 in R

2N × (0, T ) (HJ ′),
U(y, z, 0) = u0(y + z) in R

2N × {0} (IC ′),

where U is the unknown, and DyU (respectively, DzU) denotes the gradient of U with
respect to the first (resp., the last) N space variables. Next, we prove an estimate
like (3.4) in the case of H1 depending only on the first j variables and H2 depending
only on the last N − j (forthcoming Proposition 3.2). Finally, we apply this result to
(HJ ′) (IC ′) and derive (3.4) from the related estimate on U.

Lemma 3.1. The function u(x, t) is a viscosity solution of (HJ)(IC) if and only
if U(y, z, t) := u(y + z, t) is a viscosity solution of (HJ ′)(IC ′).

Proof. Let (x0, t0) be fixed in R
N × (0, T ), and y0, z0 ∈ R

N such that y0 + z0 =
x0. Trivially, u satisfies (IC) if and only if U satisfies (IC ′). First we show that if
U(y, z, t) = u(y+z, t) is a viscosity solution of (HJ ′) then u(x, t) is a viscosity solution
of (HJ). Consider a test function ψ ∈ C1(RN × (0, T )) such that u − ψ has a local
maximum at (x0, t0), and set ϕ(y, z, t) := ψ(y + z, t). Then,

(U − ϕ)(y, z, t) ≤ (U − ϕ)(y0, z0, t0)

for every (y, z, t) sufficiently close to (y0, z0, t0). Hence, since U is a subsolution of
(HJ ′), we have

ϕt +H1(Dyϕ) +H2(Dzϕ) ≤ 0 at (y0, z0, t0),

and by replacing ϕt, Dyϕ, Dzϕ with the corresponding expressions involving ψ, we
deduce

ψt +H(Dxψ) ≤ 0 at (x0, t0).

Since (x0, t0) was arbitrary, we have proved that u is a subsolution of (HJ). By similar
reasoning, we also obtain that u is a supersolution of (HJ).
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Next we show that if u is a viscosity solution of (HJ), then U(y, z, t) = u(y+z, t)
is a viscosity solution of (HJ ′). Let (y0, z0, t0) ∈ R

N ×R
N × (0, T ) and ϕ ∈ C1(RN ×

R
N × (0, T )) such that U −ϕ has a local maximum at (y0, z0, t0). Adding if necessary

a constant to ϕ, we may assume

(3.5) (U − ϕ)(y, z, t) ≤ (U − ϕ)(y0, z0, t0) = 0

for all (y, z, t) near (y0, z0, t0). Thus, by fixing z = z0 and using the definition of U,
we get

(3.6) u(y + z0, t)− ϕ(y, z0, t) ≤ u(y0 + z0, t0)− ϕ(y0, z0, t0)

for all (y, t) close to (y0, t0). Since ϕ(·, z0, ·) ∈ C1(RN×(0, T )) and (y, t) 7→ u(y+z0, t)
is itself a viscosity solution of (HJ) (easy proof), (3.6) establishes

ϕt +H1(Dyϕ) +H2(Dzϕ) ≤ 0 at (y0, z0, t0).

To demonstrate that U is a subsolution of (HJ ′) at (y0, z0, t0) it is enough to show
that

Dyϕ(y0, z0, t0) = Dzϕ(y0, z0, t0).

Set z := z0 − sei and y := y0 + sei, where s ∈ R, note that (3.5) holds for |s| small
enough and gives

ϕ(y0, z0, t0)− ϕ(y0 + sei, z0 − sei, t0) ≤ 0.

We divide both sides by s > 0 (s < 0), and by passing to limits as s → 0+ (resp.,
as s→ 0−) we obtain ∂ϕ/∂yi ≤ ∂ϕ/∂zi (resp., ∂ϕ/∂yi ≥ ∂ϕ/∂zi) at (y0, z0, t0), and
then Dyϕ = Dzϕ at (y0, z0, t0).

In a similar way we can show that U is a supersolution of (HJ ′) at an arbitrarily
fixed (y0, z0, t0), and thus the proof is complete.

From now on, we write p = (pA, pB) and mean pA ∈ R
j , pB ∈ R

N−j .
Proposition 3.2. Assume u0 ∈ UC(RN ), H1 : R

N → R convex, H2 : R
N →

R concave, and H(p) = H1(pA) + H2(pB). Then the unique viscosity solution u ∈
UCx(R

N × [0, T ]) satisfies for all (x, t) ∈ R
N × [0, T ]

(3.7) sup
zB∈RN−j

inf
zA∈Rj

G(z, x, t) ≤ u(x, t) ≤ inf
zA∈Rj

sup
zB∈RN−j

G(z, x, t),

where G : R
N × R

N × [0,+∞) → R is either defined by

(3.8) G(z, x, t) = u0(xA − tzA, xB + tzB) + tH∗
1 (zA) + tH∗

2 (zB)

or, for t 6= 0, by

(3.9) G(z, x, t) = u0(z) + tH∗
1

(
xA − zA

t

)
+ tH∗

2

(
zB − xB

t

)
.

Proof. We prove (3.7) for G given by (3.8): the other case can be immediately
derived from the change of variables w = x − tz. Since H2 can be written as the
Legendre transform of H∗

2 , we have

H(p) ≤ H1(pA)− zB · pB −H∗
2 (zB) =: H(zB , p)
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∀zB ∈ R
N−j . Let zB ∈ dom(H∗

2 ) be fixed; then H∗
2 (zB) > −∞. The Legendre trans-

form of the convex function p 7→ H(zB , p) is then given by

H∗(zB , p) =

{
H∗

2 (zB) +H∗
1 (pA), if pB = −zB ,

+∞, if pB 6= −zB .

Let’s now consider the following Cauchy problem:

{
ψt +H(zB , Dxψ) = 0 in R

N × (0, T ),
ψ(zB , x, 0) = u0(x) in R

N × {0}.
Its unique viscosity solution is given by the first Hopf formula that is

(3.10)
ψ(zB , x, t) = minzA∈Rj{u0(xA − tzA, xB + tzB) + tH∗

2 (zB) + tH∗
1 (zA)}

= minzA∈Rj G(z, x, t)
= minzA∈dom(H∗

1 ) G(z, x, t).

Furthermore, ψ(zB , x, t) is a subsolution of (HJ)(IC), since

ϕt +H(Dxϕ) ≤ ϕt +H(zB , Dxϕ) ≤ 0, at (x, t)

for any x ∈ R
N and t > 0, provided that ϕ ∈ C1(RN × (0, T )) is a test function such

that ψ(zB , ·, ·)− ϕ(·, ·) has a local maximum at (x, t). Hence, a standard comparison
theorem for unbounded viscosity solutions (see, e.g., [15]) gives

ψ(zB , x, t) ≤ u(x, t) ∀zB ∈ dom(H∗
2 ).

By taking the supremum for zB ∈ dom(H∗
2 ) we deduce

sup
zB∈dom(H∗

2 )

ψ(zB , x, t) = sup
zB∈dom(H∗

2 )

min
zA∈dom(H∗

1 )
G(z, x, t) ≤ u(x, t)

that is the first inequality in (3.7), for we note that

sup
zB∈dom(H∗

2 )

min
zA∈dom(H∗

1 )
G(z, x, t) = sup

zB∈RN−j
min
zA∈Rj

G(z, x, t).

The second inequality in (3.7) can be derived by similar reasoning. We apply the
first Hopf formula to compute the unique viscosity solution of

{
ξt + H̃(zA, Dxξ) = 0 in R

N × (0, T ),
ξ(zA, x, 0) = u0(x) in R

N × {0},
where

H̃(zA, p) := zA · pA −H∗
1 (zA) +H2(pB) ≤ H(p)

is a concave function of p, H̃ 6≡ −∞, for all fixed zA ∈ dom(H∗
1 ). Similarly, we get

max
zB∈RN−j

G(z, x, t) = ξ(zA, x, t) ≥ u(x, t)

by means of the same comparison theorem, and draw the conclusion by taking the
infimum for zA ∈ dom(H∗

1 ).
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Proof of Theorem A. We observe that the initial data U0(y, z) = u0(y+z) and the
Hamiltonian h(p, q) = H1(p) +H2(q) of the problem (HJ ′)(IC ′) satisfy the assump-
tions of Proposition 3.2, and then the unique viscosity solution U(y, z, t) of (HJ ′)(IC ′)
in UCy,z(R

N × R
N ××[0, T ]) verifies

(3.11) U−(y, z, t) ≤ U(y, z, t) ≤ U+(y, z, t),

where

U−(y, z, t) = supw∈RN infk∈RN {u0(y + z + t(w − k)) + tH∗
1 (k) + tH∗

2 (w)},
U+(y, z, t) = infk∈RN supw∈RN {u0(y + z + t(w − k)) + tH∗

1 (k) + tH∗
2 (w)}.

Since, by Lemma 3.1, u(y+z, t) is a solution of (HJ ′)(IC ′), then it coincides with
U(y, z, t). Now we fix z0 ∈ R

N . Then, for every x ∈ R
N , (3.11) holds, in particular,

for z = z0 and y = x− z0, which gives exactly (3.4).
Remark 1. Theorem A has an interpretation within the theory of differential

games. Consider the controlled dynamical system

y′(s) = b(s)− a(s), y(0) = x,

where the controls a and b belong to L = L1([0, t],RN ) and the cost functional

J(a, b, x, t) :=

∫ t

0

(H∗
1 (a(s)) +H∗

2 (b(s))) ds+ u0(y(t)),

which the controller of a seeks to minimize while that of b wants to maximize. Consider
the set of nonanticipating strategies S, i.e., the maps α : L → L such that, for all
τ > 0, b(s) = b̃(s) for all s ≤ τ implies α[b](s) = α[b̃](s) for all s ≤ τ. The value of
this differential game is

v(x, t) := inf
α∈S sup

b∈L
J(α[b], b, x, t) = sup

β∈S
inf
a∈LJ(a, β[a], x, t),

provided the last equality holds, and the PDE

(3.12) ut +H1(Du) +H2(Du) = 0 on R
N × (0,∞)

is the Isaacs equation associated to the game by the dynamic programming method.
By the results of [20, 25] the value function v exists and it is the unique solution of
(3.12) such that u(x, 0) = u0(x). On the other hand, if the choice of both controllers
is restricted to constant controls a(·) ≡ k, b(·) ≡ w, we have the so–called game with
simple motions, a static game where the decision variables k and w are chosen in R

N .
In this case

J(a, b, x, t) = g(k,w, x, t),

so u−(x, t) and u+(x, t) are, respectively, the lower and the upper value of this game.
Therefore, Theorem A states that the value v(x, t) of the differential game is between
the lower and the upper value of the game with simple motions.

In the case of a single controller, i.e., either H1 or H2 is null, the first Hopf formula
states that constant controls generate the same value function as integrable controls
(see [3]). In general, this is no longer true for two controllers, as we will see on some
examples in section 5.
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Remark 2. Observe that all ‘inf’ and ‘sup’ in (3.2), (3.3), (3.7) can be computed,
respectively, on dom(H∗

1 ), dom(H∗
2 ) (see proof of Proposition 3.2), and that they are

actually attained. For instance,

(3.13) sup
zB

inf
zA

G(z, x, t) = max
zB

min
zA

G(z, x, t).

In fact, directly from the first Hopf formula we get that ‘inf’=‘min,’ and since the
inf-envelope in (3.13) defines an upper semicontinuous (u.s.c.) function of zB , and
lim|p|→+∞H∗

2 (p)/|p| = −∞, we have also ‘sup’=‘max.’
Remark 3. A simple computation shows that if H1 (resp., H2) depends only on

the first j variables (resp., the last N − j variables) then dom(H1) ⊂ {(pA, 0) ∈ R
N :

pA ∈ R
j} (resp., dom(H2) ⊂ {(0, pB) ∈ R

N : pB ∈ R
N−j}). Thus the inequalities in

(3.7), which we use indeed to demonstrate Theorem A, are special cases of (3.4).
Remark 4. The functions u−, u+ defined in Theorem A are, respectively, a sub

and a supersolution of (HJ)(IC) in the generalized sense of Ishii [24].
Proof. Since u− is l.s.c., we have to prove that the upper semicontinuous envelope

u− is a viscosity subsolution of (HJ) in the usual sense. By a result of Ishii [24],
this is true if u− is a (finite) sup of subsolutions. In the assertion and proof of
Proposition 3.2, replace N, j, xA, xB , zA, zB with, respectively, 2N,N, y, z, k, w, and
consider for any fixed w ∈ dom(H∗

2 ), the function ψ(w, (y, z), t) defined by (3.10) with
such substitutions. Then ψ is the solution of

{
ψt +H(w,Dyψ,Dzψ) = 0 in R

2N × (0, T ),
ψ(w, y, z, 0) = u0(y + z) in R

2N × {0},

where, for p, q ∈ R
N

(3.14) H(w, p, q) := H1(p)− w · q −H∗
2 (w) ≥ H1(p) +H2(q).

Since the data of this problem satisfy the assumptions of Lemma 3.1, the unique
viscosity solution of

{
ψ̃t +H(w,Dxψ̃,Dxψ̃) = 0 in R

N × (0, T ),
ψ̃(w, x, 0) = u0(x) in R

N × {0}

is given by ψ̃(w, x, t) := ψ(w, (x0, x − x0), t), for any fixed x0 ∈ R
N . Since (3.14)

holds, we observe that ψ̃(w, ·, ·) is a (continuous) subsolution of (HJ)(IC) for all
w ∈ dom(H∗

2 ), and we reach the conclusion by noting that the proof of Proposition
3.2 gives

u−(x, t) = max
w∈RN

ψ(w, (x0, x− x0), t).

A similar argument shows that u+ is a generalized supersolution of (HJ)(IC), i.e.,
its lower semicontinuous envelope is a viscosity supersolution.

Remark 5. In a special case, Kružkov proved that U+ is Lipschitz and satisfies
(HJ) almost everywhere, see Theorem 4 in [28] for the precise assumptions.

Remark 6. It can be shown that if u0 is Lipschitz continuous, then ‘inf’ and ‘sup’
in formulas (3.2), (3.3) can be computed on particular compact subsets of R

N , i.e.,

max
|w|≤L2

min
|k|≤L1

g(k,w, x, t) ≤ u(x, t) ≤ min
|k|≤L1

max
|w|≤L2

g(k,w, x, t),
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where L1 (resp., L2) is the Lipschitz constant of H1 (resp., H2) on B̄(0, Lip(u0)). This
result follows from the lemma below.

Lemma 3.3. Let the hypotheses of Proposition 3.2 be satisfied, assume u0 Lipschitz
continuous, and let L1 > 0 (respectively, L2 > 0) be such that |H1(pA) −H1(qA)| ≤
L1|pA − qA|, for all |pA|, |qA| ≤ Lip(u0), (resp., |H2(pB) − H2(qB)| ≤ L2|pB − qB |,
for all |pB |, |qB | ≤ Lip(u0),). Then, for any compact K1 ⊂ R

j , (resp., K2 ⊂ R
N−j),

such that K1 ⊃ B(xA, L1t) (resp., K2 ⊃ B(xB , L2t)), we have

max
zB∈K2

min
zA∈K1

G(z, x, t) ≤ u(x, t) ≤ min
zA∈K1

max
zB∈K2

G(z, x, t),

if G is given by (3.9), and

max
|zB |≤L2

min
|zA|≤L1

G(z, x, t) ≤ u(x, t) ≤ min
|zA|≤L1

max
|zB |≤L2

G(z, x, t),

if G is defined by (3.8).
Proof. Observe that, for any fixed zB ∈ R

N−j , the solution w(zB , xA, t) of

{
wt +H1(DxAw) = 0, in R

j × (0, T ),
w(xA, 0) = u0(xA, zB), in R

j × {0}
is given by

w(zB , xA, t) =min
zA∈Rj

{
u0(zA, zB) + tH∗

1

(
xA − zA

t

)}
+ tH∗

2

(
zB − xB

t

)

= min
zA∈B(xA,L1t)

{
u0(zA, zB) + tH∗

1

(
xA − zA

t

)}
+ tH∗

2

(
zB − xB

t

)

by the property of the cone of dependence. Now we take the max for zB ∈ B(xB , L2t)
and use (3.7), (3.9) to get

max
zB∈K2

w(zB , xA, t) ≤ sup
zB∈RN−j

inf
zA∈Rj

G(z, x, t) ≤ u(x, t).

By similar reasoning we get the second inequality. The inequalities with G given by
(3.8) follow from the change of variables w = (x− z)/t.

4. Estimates for the solution with initial data sum of a convex and a
concave function. In this section we give a result similar to that of Theorem A for
the following type of data:

(H2)



u1 : R

N → R convex and Lipschitzean,
u2 : R

N → R concave and Lipschitzean,
u0(x) = u1(x) + u2(x)

and H : R
N → R merely continuous. We set f : R

N × R
N × R

N × [0,∞) → R

(4.1) f(k,w, x, t) := x · (k + w)− u∗1(k)− u∗2(−w)− tH(k + w),

where u∗1, u
∗
2 are, respectively, the Legendre transforms of u1, u2; we set also

(4.2) v−(x, t) := sup
k∈RN

inf
w∈RN

f(k,w, x, t),
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(4.3) v+(x, t) := inf
w∈RN

sup
k∈RN

f(k,w, x, t).

Theorem B. Assume (H2) and H continuous. The unique viscosity solution
u ∈ UCx(R

N × [0, T ]) of (HJ)(IC) satisfies

(4.4) v−(x, t) ≤ u(x, t) ≤ v+(x, t)

for all (x, t) ∈ R
N × [0, T ].

Remark. Note that for t = 0 the inequalities in (4.4) are equalities, and that for
u2 = 0 (resp., u1 = 0), both u−, u+ are given by the second Hopf formula for convex
(resp., concave) initial data.

The idea of the proof of Theorem B is similar to that of Theorem A. We study
the Cauchy problem in doubled state variables

Vt +H(DyV +DzV ) = 0 in R
2N × (0, T ) (HJ ′′),

V (y, z, 0) = u1(y) + u2(z) in R
2N × {0} (IC ′′).

Let V = V (y, z, t) be the unique viscosity solution of (HJ ′′) (IC ′′) in UCy,z(R
2N ×

(0, T )). The initial data of this problem is the sum of a convex function of the first N
variables and a concave function of the last N variables, so the analogue of Proposition
3.2 for this problem is known from [4] and gives the following estimate:

(4.5) sup
k∈RN

inf
w∈RN

F (k,w, y, z, t) ≤ V (y, z, t) ≤ inf
w∈RN

sup
k∈RN

F (k,w, y, z, t),

where F : R
N × R

N × R
N × R

N × [0,∞) → R is defined by

(4.6) F (k,w, x, t) := y · k + z · w − u∗1(k)− u∗2(−w)− tH(k + w).

The next step is the connection between V and u, which is given by the following
statement.

Lemma 4.1. Let u0 satisfy (H2), H be continuous, and V (y, z, t) be a continuous
viscosity solution of (HJ ′′)(IC ′′). Then, u(x, t) := V (x, x, t) is a viscosity solution of
(HJ)(IC).

Proof. The initial condition (IC) is trivially satisfied by u(x, t) = V (x, x, t). We
claim now that u is a subsolution of (HJ). Let ϕ ∈ C1(RN × [0, T ]) and suppose u−ϕ
has a local strict maximum at (x0, t0), that is ∃δ > 0 such that

(4.7) V (x, x, t)− ϕ(x, t) < V (x0, x0, t0)− ϕ(x0, t0)

for all (x, t) ∈ K := B̄(x0, δ)× [t0 − δ, t0 + δ] \ {(x0, t0)}. Define the sequence of test
functions

Φn(y, z, t) := ϕ(y, t) + n|y − z|2, n ∈ N,

and let (yn, zn, tn) be the point at which V − Φn attains its maximum in K. Then,

(4.8) (V − Φn)(yn, zn, tn) ≥ (V − Φn)(x0, x0, t0) = V (x0, x0, t0)− ϕ(x0, t0),

and by adding and subtracting V (yn, yn, tn)− ϕ(yn, tn) to the left-hand side of (4.8)
and employing (4.7), we see also that

(V − Φn)(yn, zn, tn) ≤ V (yn, zn, tn)− V (yn, yn, tn)
+V (x0, x0, t0)− ϕ(x0, t0)− n|yn − zn|2.
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Now we combine this last inequality with (4.8) and deduce by the continuity of V
that n|yn−zn|2 is bounded on K. Thus we may assume, upon passing to subsequences
and reindexing if necessary, that

(yn, zn, tn) → (ȳ, z̄, t̄) ∈ K,
n|yn − zn|2 → α ∈ R,
n→ +∞.

In particular, |yn − zn| → 0, n → +∞, that implies ȳ = z̄. Now, by passing to
limits as n→ +∞ in (4.8), we derive

V (ȳ, ȳ, t̄)− ϕ(ȳ, t̄)− α ≥ V (x0, x0, t0)− ϕ(x0, t0).

Then from (4.7) we get α = 0, (ȳ, t̄) = (x0, t0). Provided V is a subsolution of (HJ ′′),
we have

∂Φn

∂t
+H(DyΦn +DzΦn) ≤ 0 at (yn, zn, tn)

and then, letting n→∞,

∂ϕ

∂t
+H(Dxϕ) ≤ 0 at (x0, t0),

i.e., u(x, t) is a subsolution of (HJ) at (x0, t0). Similarly, it can be shown that u is a
supersolution of (HJ) at any point (x0, t0), by using in this case the sequence of test
functions

Ψn(y, z, t) = ξ(y, t)− n|y − z|2,
where ξ ∈ C1(RN × (0, T )) is such that u − ξ has a local strict minimum at
(x0, t0).

Proof of Theorem B. Just put y = z = x in (4.5).
Remark 1. The result of Bardi and Osher (4.5) is a special case of Theorem B. It

can be obtained from (4.4) by assuming u1(x) = u2(xA) and u2(x) = u2(xB) and by
simple calculations. A similar computation shows that (4.4) implies the second Hopf
formula (1.2), provided u2 ≡ 0.

Remark 2. Also in this case ‘inf’ and ‘sup’ in (4.2), (4.3) are actually attained,
for they can be computed, respectively, on the bounded sets dom(u∗2), dom(u∗1).

Remark 3. The function v−, v+ defined in Theorem B, are, respectively, a sub
and a supersolution of (HJ)(IC) in the generalized sense of Ishii [24].

Proof. As proved by Bardi and Osher in their paper [4], for any fixed k ∈ dom(u∗1),
the function

(y, z, t) → ξ(k, y, z, t) := min
w∈RN

F (k,w, y, z, t),

where F is defined by (4.6), is the viscosity solution of (HJ ′′), with the initial condition

(4.9) ξ(k, y, z, 0) = k · y − u∗1(k) + u2(z) ≤ u1(y) + u2(z)

(see [4], proof of Theorem 1, for details). Hence, Lemma 4.1 shows (x, t) → ξ(k, x, x, t)
solves (HJ), and since (4.9) holds, this function is also a (continuous) subsolution of
(HJ)(IC). Finally,

v−(x, t) = max
k∈RN

ξ(k, x, x, t)

yields the thesis. The proof for v+ is symmetric.
Remark 4. Van, Than, and Hoang [35] have recently proved that v+, defined by

(4.3), is Lipschitz continuous in R
N × [0, T ] and satisfies (HJ) almost everywhere.
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5. Representation formulas. In this section, we study sufficient conditions for
(3.4) and (4.4) to hold as equalities, and hence derive representation formulas for the
solution of (HJ)(IC) in both sets of assumptions: (H1) and general u0, (H2) and
general H.

Consider f : R
N → R and define the index of nonconvexity as

µ(f) = inf{α ∈ R : f(x) + α|x|2 convex} ≤ +∞.

It is easy to check that if the ‘inf’ is finite it is actually attained, that f is convex
iff µ(f) ≤ 0 and semiconvex iff µ(f) is finite. It is also easy to show that if f ∈ C2(RN )
and semiconvex and λ is the infimum of the eigenvalues of D2f(x) for x ∈ R

N , then
λ = −2µ(f).

Hereafter, we show that a representation formula can be obtained at least for
small times, i.e., for t ∈ [0, T ], where T can be estimated in terms of the index of
nonconvexity of the data.

We can assume with no loss of generality that 0 < µ(u0), µ(−u0), (if u0 is convex
or concave the second Hopf formula applies) and we will also assume µ(u0), µ(−u0) <
+∞, which are equivalent, respectively, to the semiconvexity and semiconcavity of u0.

Proposition 5.1. Under the hypotheses of Theorem A, assume

T ≤ min

{ |µ(H∗
1 )|

µ(u0)
,
|µ(−H∗

2 )|
µ(−u0)

}
,

and 0 < µ(u0), µ(−u0) < +∞. Then the unique viscosity solution of (HJ)(IC) in
UCx(R

N × [0, T ]) is given by

u(x, t) = u−(x, t) = u+(x, t),

where the functions u−, u+ are defined in (3.2), (3.3).
The proof of this proposition is based on the following theorem, which is a sim-

plified version of the classical minimax results in [1, chapter 6, section 2].
Minimax Theorem. Let A ⊂ R

n and B ⊂ R
m be convex sets. Let also L :

A×B → R be such that the following assumptions are satisfied:
(i) ∀b ∈ B, a 7→ L(a, b) is l.s.c. and convex, and ∀a ∈ A, b 7→ L(a, b) is u.s.c. and

concave;
(ii) ∃b0 ∈ B and ∃a0 ∈ A such that ∀λ ∈ R the sets {a ∈ A : L(a, b0) ≤ λ} and

{b ∈ B : L(a0, b) ≥ λ} are bounded.
Then there exists a saddle point, that is, (a∗, b∗) ∈ A×B such that

L(a∗, b∗) = min
a∈A

max
b∈B

L(a, b) = max
b∈B

min
a∈A

L(a, b).

Proof of Proposition 5.1. We first observe that k 7→ g(k,w, x, t) is l.s.c. and that
it is convex since it can be written as the sum of four convex functions of k as follows:

g(k,w, x, t) = {u0(x− t(k − w)) + µ(u0)|x− t(k − w)|2}
+ {−µ(u0)

(|x|2 + t|w|2 + 2tx · w − 2t(x+ tw) · k)+ tH∗
2 (w)}

+ {t(H∗
1 (k) + µ(H∗

1 )|k|2) } + { − t(µ(H∗
1 ) + tµ(u0))|k|2}.

For any fixed x, t, w ∈ dom(H∗
2 ) and λ ∈ R, set

Aλ := {k ∈ dom(H∗
1 ) | g(k,w, x, t) ≤ λ}.
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SinceH∗
1 is superlinear, we haveH∗

1 (k) = |k|h(k) with h:RN → R such that lim|k|→∞ h(k)
= +∞; moreover, let C > 0 be such that u0(x) ≥ −C(|x|+ 1). Then,

(5.1)
g(k,w, x, t)− tH∗

2 (w) = u0(x− t(k − w)) + tH∗
1 (k)

≥ t|k|(h(k)− C) +K

for a suitable K > 0, dependent only from x, t, C,w. Note that the right-hand side of
(5.1) tends to +∞ as |k| → ∞, thus lim|k|→∞ g(k,w, x, t) = +∞. Then there exists
R > 0 such that |x| > R implies g(k,w, x, t) > λ, and so Aλ ⊂ B̄(0, R).

Similarly, it can be shown that w 7→ g(k,w, x, y) is concave and u.s.c., and that
for all fixed x, t, k ∈ dom(H∗

1 ) and λ ∈ R, the set

Bλ := {w ∈ dom(H∗
2 ) | g(k,w, x, t) ≥ λ}

is a bounded subset of R
N .

Remark. In the case of smooth H and u0, Kružkov [28, Theorem 1] proved an
analogue of Proposition 5.1 for smooth solutions, where the index of nonconvexity of
the data is replaced by a bound on the eigenvalues of the Hessian matrix.

While Proposition 5.1 applies to the general case, a stronger assertion can be
proved in the case H(p) = H1(pA)+H2(pB), where T can be arbitrarily large in some
special cases. Set

µA(u0) = sup
vB∈RN−j

µ(u0(·, vB)), µB(−u0) = sup
vA∈Rj

µ(−u0(vA, ·))

and consider the properties

(5.2) for any fixed vB ∈ R
N−j , vA 7→ u0(vA, vB) convex,

(5.3) for any fixed vA ∈ R
j , vB 7→ u0(vA, vB) concave.

Next, define

T1 :=




+∞ if (5.2) holds,
|µ(H∗

1 )|
µA(u0)

otherwise,

T2 :=




+∞ if (5.3) holds,
|µ(−H∗

2 )|
µB(−u0)

otherwise,

where µ(H∗
1 ) (resp., µ(−H∗

2 )) is the index of nonconvexity of H1 (resp., H2) as a
function defined on R

j (resp., R
N−j). Observe that if (5.2) (resp., (5.3)) does not

hold, we have µA(u0) > 0 (resp., µB(−u0) > 0).
Proposition 5.2. Under the hypotheses of Proposition 3.2, for T < min{T1, T2},

the unique viscosity solution in UCx(R
N × [0, T ]) of (HJ)(IC) is given by

u(x, t) = sup
zB∈RN−j

inf
zA∈Rj

G(z, x, t) = inf
zA∈Rj

sup
zB∈RN−j

G(z, x, t),

where G is the function defined either by (3.8) or (3.9).
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Proof. Apply the minimax theorem.
Remark 1. Note that if (5.2) and (5.3) hold, then T1 = T2 = +∞, so we have a

representation formula for all times. This result extends Theorem 2 in [28].
Remark 2. For times larger than the bounds indicated in Proposition 5.1 and 5.2,

it may happen that u− < u+. We show this on some examples. The first two are
taken from [29] and we report them for the reader’s convenience.

Example 5.1. Consider the equation

ut + u2
x1
− 1

2
u2
x2

= 0 in R
2 × (0,∞),

and the initial data

u0(x) = −|x1 + x2|.
Here u0 is concave, but µA(u0) = +∞, so T1 = 0. We use G given by (3.8), set
z = (k,w), and compute

g(k,w, x, t) = −|x1 + x2 − tk + tw|+ tk2

4
− tw2

2
.

By remark (6) in section 3 (see Lemma 3.3), we can restrict the minmax procedure
to compact sets and more precisely, since Lip(u0) = 1,

u−(x, t) = max
|w|≤1

min
|k|≤2

g(k,w, x, t),

u+(x, t) = min
|k|≤2

max
|w|≤1

g(k,w, x, t).

A straightforward but tedious computation gives

(5.4) u+(x, t) = −|x1 + x2| − t

2
,

(5.5) u−(x, t) =

{
u+(x, t) for |x1 + x2| ≥ t,
−t− (x1 + x2)

2/(2t) otherwise.

Example 5.2. For the equation of Example 5.1, and for fixed t > 0, a smooth
initial function u0 such that u−(x, t) < u+(x, t) can be constructed as follows. Take
the initial data of the previous example, ũ0(x) = −|x1 + x2|, and rename ũ+, ũ− the
corresponding super and subsolution given by (5.4), (5.5). It is easy to check that

|ũ+(0, t)− u+(0, t)| ≤ sup
[−2t,2t]×[−t,t]

|ũ0 − u0|

and the same inequality holds for |ũ−(0, t)− u−(0, t)|. Since ũ+(0, t)− ũ−(0, t) = t/2
by (5.4), (5.5), we can take a smooth function u0 approximating ũ0 uniformly on a
compact set so that u+(0, t)− u−(0, t) ≥ t/4.

Example 5.3. Consider the equation

ut + |ux1
| − |ux2

| = 0 in R
2 × (0,∞),

and observe that µ(H∗
1 ) = 0, so that T1 = 0. It is easy to compute

u−(x, t) = max
|w|≤1

min
|k|≤1

u0(x1 + kt, x2 + wt),
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u+(x, t) = min
|k|≤1

max
|w|≤1

u0(x1 + kt, x2 + wt).

Now we choose any u0 such that

max
|y2|≤t

min
|y1|≤t

u0(y1, y2) < min
|y1|≤t

max
|y2|≤t

u0(y1, y2).

Then u−(0, t) < u+(0, t).
In the case of general Hamiltonian and u0 satisfying (H2), we have similar results.
Proposition 5.3. Under the hypotheses of Theorem B, assume that T satisfies

T ≤ min

{ |µ(u∗1)|
µ(H)

,
|µ(−u∗2)|
µ(−H)

}

and 0 < µ(H), µ(−H) < +∞. Then the unique viscosity solution of (HJ)(IC) in
UCx(R

N × [0, T ]) is given by

u(x, t) = v−(x, t) = v+(x, t)

where the functions v−, v+ are defined in (4.2), (4.3).
Proof. Apply the minimax theorem.
As we noted before for the dual case, we have a better result for initial data

satisfying (H2) and such that u1(x) = u1(xA) and u2(x) = u2(xB). Similarly, we set

µA(H) = sup
vB∈RN−j

µ(H(·, vB)), µB(−H) = sup
vA∈Rj

µ(−H(vA, ·)),

and

(5.6) for any fixed vB ∈ R
N−j , vA 7→ H(vA, vB) convex,

(5.7) for any fixed vA ∈ R
j , vB 7→ H(vA, vB) concave,

and then

T1 :=




+∞ if (5.6) holds,
|µ(u∗1)|
µA(H)

otherwise,

T2 :=




+∞ if (5.7) holds,
|µ(−u∗2)|
µB(H)

otherwise,

where µ(u∗1) (resp., µ(−u∗2)) is the index of nonconvexity of u1 (resp., u2) as a function
defined on R

j (resp., on R
N−j).

Proposition 5.4. Assume H ∈ C(RN ) and u0 satisfying (H2) and such that
u1(x) = u1(xA) and u2(x) = u2(xB). Then for T < min{T1, T2}, the unique viscosity
solution in UCx(R

N × [0, T ]) of (HJ)(IC) is given by

u(x, t) = sup
zB∈RN−j

inf
zA∈Rj

F (z, x, t) = inf
zA∈Rj

sup
zB∈RN−j

F (z, x, t),

where F : R
N × R

N × [0,+∞) → R is defined by

F (v, x, t) = x · v − u∗1(vA)− u∗2(−vB)− tH(v).

Proof. Combine [4] Theorem 1 and the minimax theorem.
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6. Hamiltonians with dependence on the state variable. Hopf’s formula
can be extended to Cauchy problems for Hamiltonians with a particular dependence
on the state variable x, i.e.,




(HJ)x ut +H(B(x)Dxu) = 0 in R
N × (0, T ),

(IC) u(x, 0) = u0(x) in R
N × {0},

where ψ : R
N → R is a C1-diffeomorphism and B(x) = [Dψ(x)]−1. To this purpose,

we are going to study the following associated problem:




(HJ) vt +H(Dxv) = 0 in R
N × (0, T ),

(IC)ψ v(x, 0) = u0(ψ
−1(x)) in R

N × {0}.

If H is convex and u0·ψ−1 ∈ UC(RN ), its unique viscosity solution in UCx(R
N×[0, T ])

is, of course,

v(y, t) = min
z∈RN

{
u0(ψ

−1(z)) + tH∗
(
y − x

t

)}

= min
w∈RN

{u0(ψ
−1(y − tw)) + tH∗(w)}.

Lemma 6.1. Let ψ : R
N → R be a C1-diffeomorphism, u, v ∈ C(RN × [0, T ]) be

such that u(x, t) = v(ψ(x), t). Then v is a viscosity solution of (HJ)(IC)ψ if and only
if u is a viscosity solution of (HJ)x(IC).

Proof. Apply a change of variables for viscosity solutions [2].
A direct consequence of the preceding lemma is the following proposition.
Proposition 6.2. If H is convex, u0 ∈ C(RN ), and u0 · ψ−1 ∈ UC(RN ), then

the unique viscosity solution u ∈ C(RN × [0, T ]) of (HJ)x(IC) is given by

u(x, t) = min
z∈RN

{
u0(z) + tH∗

(
ψ(x)− ψ(z)

t

)}
(6.1)

= min
w∈RN

{u0(ψ
−1(ψ(x)− tw)) + tH∗(w)}.

Observe that uniqueness follows from Lemma 6.1 and the uniqueness of v as a
solution of (HJ)(IC)ψ in UC(RN × [0, T ]).

Example. Formula (6.1) applies to the following case: consider the Hamiltonian
H = H(g1(x1)ux1

, . . . , gN (xN )uxN ), where gi ∈ C(RN ), gi > 0, gi ∈ L∞(R). Then
ψ : R

N → R
N defined by

ψ(x) =

(∫ x1

0

1

g1(t)
dt, . . . ,

∫ xN

0

1

gN (t)
dt

)

is the required isomorphism, and its inverse ϕ = (ϕ1, . . . , ϕN ) is Lipschitz since it
satisfies

ϕ(yi) =

∫ yi

0

gi(ϕi(t))dt,

(see [21] for some physical examples).
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Now we extend Theorem A to problems with Hamiltonians dependent on x. Ap-
plying Proposition 3.2, Theorem A, and Lemma 6.1 to (HJ)(IC)ψ, we easily obtain
the next result.

Theorem 6.3. Assume u0 ∈ C(RN ), u0 · ψ−1 ∈ UC(RN ), H ∈ C(RN ), H(p) =
H1(p) + H2(p), with H1 convex and H2 concave. Then the unique (continuous)
viscosity solution of (HJ)x(IC), satisfies

max
w∈RN

min
k∈RN

gψ(k,w, x, t) ≤ u(x, t) ≤ min
k∈RN

max
w∈RN

gψ(k,w, x, t),

where gψ(k,w, x, t) := u0(ψ
−1(ψ(x)− t(k − w))) + tH∗

1 (k) + tH∗
2 (w).

Remark. It is clear that one can proceed similarly to extend Theorem B to
(HJ)x(IC) under the assumption of section 4 and, for example, the additional con-
dition that ψ−1 is Lipschitz continuous.
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[3] M. Bardi and L. C. Evans, On Hopf’s formulas for solutions of Hamilton–Jacobi equations,

Nonlinear Anal., 8 (1984), pp. 1373–1381.
[4] M. Bardi and S. Osher, The non-convex multidimensional Riemann problem for Hamilton–

Jacobi equations, Siam J. Math. Anal., 22 (1991), pp. 344–351.
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Abstract. When the thickness of the interface (denoted by ε) tends to zero, any stable station-
ary internal layered solutions to a class of reaction–diffusion systems cannot have a smooth limiting
interfacial configuration. This means that if the limiting configuration of the interface has a smooth
limit, it must become unstable for small ε, which makes a sharp contrast with the one-dimensional
case. This suggests that stable layered patterns must become very fine and complicated in this singu-
lar limit. In fact we can formally derive that the rate of shrinking of stable patterns is of order ε1/3.
Using this scaling, the resulting rescaled reduced equation determines the morphology of magnified
patterns. A variational characterization of the critical eigenvalue combined with the matched asymp-
totic expansion method is a key ingredient for the proof, although the original linearized system is
not of self-adjoint type.
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1. Introduction. Dynamics of interfacial patterns attracts much interest in
many fields such as population dynamics, combustion, chemical reaction, solidifi-
cation, and so on. One of the pioneering works in the pattern formation problem
can be traced back to Turing [9], who found that spatially inhomogeneous patterns
can be formed by diffusion-driven instability if the inhibitor diffuses faster than the
activator. A typical model system is of the form

(1.1)




ut = ε2∆u+ f(u, v),
(x, t) ∈ Ω× (0,∞),

vt = D∆v + g(u, v),

∂u

∂n
= 0 =

∂v

∂n
, (x, t) ∈ ∂Ω× (0,∞),

where u is the activator, v is the inhibitor, Ω is a smooth bounded domain in RN

(N ≥ 2), and ε is a small positive parameter. The nonlinearity f has at least two
stable branches for a fixed v, and the signs of g are different on these branches,
typically (f, g) = (u(1 − u)(u − a) − v, u − γv), where 0 < a < 1, γ > 0. More
precise assumptions for (f, g) are displayed at the end of this section. Although (1.1)
exhibits a variety of patterns depending on diffusion and/or reaction rates, we focus
on the stationary ones in higher space dimensions; we are especially interested in
layered solutions which have internal transition layers from one stable branch of the
nullcline f = 0 to the other one (see (A.4)). The basic issue asks, Does (1.1) have
nonconstant stable stationary solutions up to ε = 0? And, if it does, what are the
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asymptotic configurations of them as ε ↓ 0? As we shall see, this is closely related
to finding the location of free boundary called the interface separating two different
states. Numerically as well as experimentally, for a fixed ε > 0, a variety of stationary
patterns have been observed such as spots, stripes, and labyrinthine patterns for (1.1)
(see, for instance, [1] and the references therein). Hence naively one can expect that
(1.1) has a lot of stable stationary solutions for small ε up to ε = 0.

In fact, for the one-dimensional case, it is proved rigorously (see [5]) that many
stable layered solutions coexist up to ε = 0. It should be noted that each layer position
has a definite limit and the distance between layer positions remains finite as ε ↓ 0.

On the other hand, for the higher dimensional case, we know very little about
the limiting configuration of stable stationary solutions to (1.1) when ε tends to zero.
For instance, the planar front does not persist as a stable one (see [7]), and more
complicated patterns take it over for small ε. We rephrase our basic question in
the following way: Does (1.1) have an ε-family of stable stationary layered solutions
(Uε, V ε) with smooth interface Γε up to ε = 0? Here Γε is defined by

Γε ≡ {x ∈ Ω | Uε(x) = α∗},
where α∗ is an intermediate value between two stable branches of f = 0 and, for
instance, is equal to 1/2 for the above specific example. Note that “smooth up to
ε = 0” means that there exists an (N − 1)-dimensional smooth compact connected
manifold Γ0 without boundary embedded in RN such that Γε converges to Γ0 smoothly
as ε ↓ 0.

The goal in this paper is to give a negative answer to this question under the
assumption that it has a matched asymptotic expansion of order 1 (see section 2 for
details). Namely, we have the following theorem.

Theorem 1.1 (main theorem). Suppose that (1.1) has an ε-family of stationary
matched asymptotic solutions of order 1 whose interface is smooth up to ε = 0. Then
it must become unstable for small ε.

We prove this in section 3 by converting the linearized eigenvalue problem around
(Uε, V ε) to a variational one (see (3.5)) which consists of a scalar elliptic part and
a nonlocal term coming from the coupling of the two equations. A key idea is that
in the variational characterization of the maximal eigenvalue of the system, the term
associated with the (local) elliptic boundary problem is positive and it dominates
the contribution from the nonlocal term for a highly oscillating admissible function
in azimuthal direction. This instability result leads to the natural question, how
about the fate of stable ones when ε ↓ 0? The above theorem strongly suggests
that stable patterns somehow must become very fine and/or complicated when ε ↓ 0,
and if it happens, can we characterize the domain size of those patterns and their
morphologies? We shall discuss these issues in section 4; in fact we can formally derive
that the rate of shrinking of stable patterns is of order ε1/3. Using this scaling, the
resulting rescaled reduced equation determines the morphology of magnified patterns
(see also [5], [6], and [8]).

We prove the above theorem under the following assumptions.
(A.0) Γε is an (N − 1)-dimensional smooth compact connected manifold without

boundary inside of Ω, and the domain surrounded by Γε is simply connected.
(A.1) f and g are smooth functions of u and v defined on some open set O in

R2 and the partial derivative fv(resp., gu) is a negative (resp., positive) constant
function.

(A.2) (a) The nullcline of f is sigmoidal and consists of three smooth curves
u = h−(v), h0(v), and h+(v) defined on the intervals I−, I0, and I+, respectively. Let
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Fig. 1.1. Functional forms of f = 0 and g = 0.

min I− = v and max I+ = v; then the inequality h−(v) < h0(v) < h+(v) holds for
v ∈ I∗ ≡ (v, v), and h+(v) (resp., h−(v)) coincides with h0(v) at only one point v = v
(resp., v), respectively.

(b) The nullcline of g intersects with that of f at one or three points transversally
as in Figure 1.1. The critical point on u = h−(v) (resp., h+(v) or h0(v)), if it exists,
is denoted by P = (u−, v−) = (h−(v−), v−) (resp., Q = (u+, v+) = (h+(v+), v+) or
R = (u0, v0) = (h0(v0), v0)).

(A.3) J(v) has an isolated zero at v = v∗ ∈ I∗ such that dJ/dv < 0 at v = v∗,
where J(v) =

∫ h+(v)

h−(v)
f(s, v)ds. Moreover, we assume that v− < v∗ < v+.

(A.4) fu < 0 on H +∪H−, where H− (resp., H+ ) denotes the part of the curve u =
h−(v) (resp., h+(v)) defined by H− (resp., H+) = {(u, v)|u = h−(v)(resp., h+(v)) for
v− ≤ v < v∗(v∗ < v ≤ v+)}, respectively. Note that v− ≤ (resp., ≤ v+) is replaced
by v < (resp., < v) when there are no critical points on the branch u = h−(v) (resp.,
h+(v)). H+ and H− are called the stable branches of f = 0. See the thick solid part
of f = 0 in Figure 1.1.

(A.5) (a) g|H− < 0 < g|H+
,

(b) det

(
∂(f, g)

∂(u, v)

)∣∣∣∣
H+∪H−

> 0.

(A.6) gv|H+∪H− < 0.

Remark 1.1. The assumption for the partial derivatives in (A.1) is necessary to
make the problem (3.4) self-adjoint; however, it is plausible that our result holds true
for the general case.

Remark 1.2. It is not known rigorously that, under the above assumptions, any
smooth layered solution with a smooth limiting interface has a matched asymptotic
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expansion of order 1; however, it is conjectured to be true at least for a large class of
such layered solutions.

Remark 1.3. (A.4) and (A.5) (b) imply that

(1.2)
d

dv
g(h±(v), v) =

fugv − fvgu
fu

∣∣∣∣
H+∪H−

< 0.

We use the following notation throughout the paper: let σ = (σ1, σ2, . . . , σN )
denote the usual multi-index of order |σ| = σ1 + σ2 + · · · + σN with nonnegative
integers σi, and write ∂i = ∂/∂xi (1 ≤ i ≤ N).

(i) Let k be a nonnegative integer and α ∈ (0, 1). By Ck+α(Ω) we mean the
Banach space of all real-valued functions u ∈ Ck(Ω) for which the derivatives ∂σu
with |σ| = k are Hölder continuous on Ω with exponent α. The norm is

‖u‖Ck+α(Ω) =
k∑

j=0

|u|j,Ω + |u|k+α,Ω,

where

|u|j,Ω = max
|σ|=k

sup
x∈Ω

|∂σu(x)|,

and

|u|k+α,Ω = max
|σ|=k

sup
x,y∈Ω

|∂σu(x)− ∂σu(y)|
|x− y|α .

(ii) Ck+α
0 (Ω) is the subspace of Ck+α(Ω) whose elements are functions vanishing

on ∂Ω.
(iii) Ck+α

ε (Ω) is the Banach space of all real-valued functions in Ck+α(Ω) but
with the special norm depending on ε:

‖u‖Ck+α
ε (Ω) =

k∑
j=0

εj |u|j,Ω + εk+α|u|k+α,Ω.

(iv) Ck+α
ε,0 (Ω) is the subspace of Ck+α

ε (Ω) whose elements are functions vanishing
on ∂Ω.

2. Matched asymptotic expansion of singularly perturbed stationary
solutions. In this section, we summarize the necessary conditions for the existence
of the ε-family of matched asymptotic solutions with internal transition layers of the
following stationary problem:

(2.1)




0 = ε2∆u+ f(u, v)
in Ω,

0 = D∆v + g(u, v)

(2.2)
∂u

∂n
= 0 =

∂v

∂n
on ∂Ω.

Before presenting the precise form of matched asymptotic expansion, we need to do
a change of variables near the interface. Let us assume that there exists an ε-family
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of smooth solutions (Uε(x), V ε(x)) to (2.1) and (2.2) with interior transition layers
such that the interface defined by

(2.3) Γε ≡ {x ∈ Ω | Uε(x) = α∗}
is a compact smooth manifold of dimension N−1 embedded in RN and has a definite
limit Γ0 with the same properties as ε ↓ 0. Let (Xφ, φ) be a local chart on Γ0, with
φ(Xφ) an open subset of RN−1. For x0 ∈ Xφ, φ(x0) = s = (s1, . . . , sN−1) and we
denote the inverse of φ by

x0 = (x1
0(s), . . . , x

N
0 (s)).

In some tubular neighborhood Ud(Γ
0) = {x ∈ RN | |y(x)| ≤ d} of Γ0, the local

coordinate system (s, y) = (s1, . . . , sN−1, y) is defined and for x ∈ Ud(Γ
0),

(2.4) x = X(s, y) ≡ x0(s
1, . . . , sN−1) + yν(s1, . . . , sN−1)

holds, where ν(s1, . . . , sN−1) is the outward unit normal vector at s = (s1, . . . , sN−1)
to Γ0. Then, X becomes a diffeomorphism from [−d, d]× Γ0 to Ud(Γ

0) if d is strictly
smaller than the infimum of the radii of curvature of Γ0. Its inverse is denoted by
(S(x), Y (x)). Then Γε can be represented by

Γε = {x0(s) + γ(s, ε)ν(s) | s ∈ Γ0},
where

γ(s, ε) =

m∑
k=1

εkγk(s) + εmγ̂m+1(s, ε).

Here we introduce the local shift variable τ by the following relation:

(2.5) y = τ + ω
(τ
d

)
γ(s, ε),

where ω(τ) ∈ C∞(R) is a cut-off function such that

ω(τ) = 1 for |τ | ≤ 1

2
, ω(τ) = 0 for |τ | ≥ 1,

0 ≤ ω(τ) ≤ 1, |ω′| ≤ 3.

Then, by the implicit function theorem, τ = τ(s, y, ε) satisfying (2.5) is defined for
sufficiently small ε. In place of x, we use a new independent variable x̂, defined by

x̂ = X̂(x, ε) =




x, x ∈ Ω\Ud(Γ0),

X(S(x), τ(S(x), Y (x), ε)), x ∈ Ud(Γ
0).

Let Ω+
ε (resp., Ω+

0 ) be the region surrounded by Γε (resp., Γ0) and Ω−ε ≡ Ω\Ω+

ε

(resp., Ω−0 ≡ Ω\Ω+

0 ). Then, note that x̂ = X̂(x, ε) maps Γε to Γ0, and Ω±ε to Ω±0 ,
respectively; namely, the free boundary Γε becomes a fixed boundary Γ0 in the new
coordinate. Throughout the paper, we shall use the following notation:

u(x) = u(s, y), û(x̂) = û(s, τ).
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Using the above transformation, the stationary problem (2.1) with (2.2) can be rewrit-
ten as

(2.6)




ε2Mεû+ f(û, v̂) = 0
in Ω,

DMεv̂ + g(û, v̂) = 0

(2.7)
∂û

∂n
= 0 =

∂v̂

∂n
on ∂Ω,

where û = û(x̂), v̂ = v̂(x̂), and Mε is the representation of the Laplacian ∆x in x̂.
In Ω\Ud(Γ0), Mε is equal to ∆x̂. On the other hand, in the neighborhood Ud(Γ

0),
Mε is defined in the following way: for the local coordinate system (s, y) defined by
(2.4) in RN , let gij be the contravariant metric tensor and g = det(gij). Then for
u(x) = u(s, y), Laplacian ∆x is expressed by

(2.8)

(∆xu)(x) = (∆(s,y)u)(s, y)

≡ ∂2

∂y2
u(s, y) + (N − 1)H(s, y)

∂

∂y
u(s, y)

+
1√
g

N−1∑
i=1

∂

∂si


√g

N−1∑
j=1

gij
∂

∂sj
u(s, y)


 ,

where H = H(s, y) is the mean curvature of the hypersurface Γ(y) = {x0(s) + yν(s) |
s ∈ Γ0} at (s, y). Using this representation, for û(x̂) = û(s, τ), Mε is defined by

(Mεû)(x̂) ≡ ∆(s,y)û(s, τ(s, y, ε)).

It follows from this definition that Mε can be expanded as Mε =
∑

k≥0 ε
kMk, where

M0 ≡ ∆x̂, x̂ ∈ Ω,

and for k ≥ 1,

Mk =




0, x̂ ∈ Ω\Ud(Γ0),

at most the second order differential operator in
si (i = 1, . . . , N − 1) and τ,

x̂ ∈ Ud(Γ
0).

In the following, we consider only (2.6) and (2.7), so we omit the hat symbol (̂ ). A
family of solutions (Uε, V ε) ∈ Xε ≡ C2+α

ε (Ω) × C2+α(Ω) of (2.6) and (2.7) is called
an ε-family of matched asymptotic solutions of order m when it has the following
expansions (2.9)–(2.12). Roughly speaking, (Uε, V ε) is expanded separately in two
regions Ω±0 divided by the interface Γ0, and they are matched smoothly at Γ0. It
should be recalled that the boundary condition (2.3) is always satisfied at Γ0 for
small ε owing to the change of variables (2.5). More precisely, for any positive integer
m, we have

Uε(x) =




Uε
+(x) ≡ U+

m(x, ε) + Φ+
m(x, ε) + o(εm), x ∈ Ω+

0 ,

Uε
−(x) ≡ U−m(x, ε) + Φ−m(x, ε) + o(εm), x ∈ Ω−0 ,
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(2.9)

V ε(x) =




V ε
+(x) ≡ V +

m (x, ε) + ε2Ψ+
m(x, ε) + o(εm), x ∈ Ω+

0 ,

V ε
−(x) ≡ V −m (x, ε) + ε2Ψ−m(x, ε) + o(εm), x ∈ Ω−0 ,

where

(2.10) U±m(x, ε) =
m∑
k=0

u±k (x)εk, V ±m (x, ε) =
m∑
k=0

v±k (x)εk,

(2.11) Φ±m(x, ε) =




ω(Y (x)
d )

m∑
k=0

φ±k

(
S(x),

Y (x)

ε

)
εk, x ∈ Ud(Γ

0) ∩ Ω±0 ,

0, x ∈ Ω±0 \Ud(Γ0),

(2.12) Ψ±
m(x, ε) =




ω(Y (x)
d )

m∑
k=0

ψ±k

(
S(x),

Y (x)

ε

)
εk, x ∈ Ud(Γ

0) ∩ Ω±0 ,

0, x ∈ Ω±0 \Ud(Γ0),

φ±k and ψ±k are functions of s and ξ, and ξ is the stretched variable ξ ≡ τ/ε (recall
that Y (x̂) = τ). Here the topology of Landau’s o is Xε. The coefficients u±k , v±k , φ±k ,
and ψ±k satisfy the equations listed below in appropriate function spaces, which can
be obtained by making outer and inner expansions and equating like powers of εk.
The inner and outer solutions are not independent in the sense that they must satisfy
the boundary conditions as well as the C1-matching conditions between (Uε

+, V
ε
+) and

(Uε
−, V

ε
−) on Γ0. Let βε(s) = v∗ +

∑m
k=1 βk(s)ε

k + εmβm+1(s, ε) be the expansion of
the value of V ε on Γ0. Note that the 0th order should be v∗ from (A.3), since (Uε, V ε)
is a stationary solution.

We briefly explain the algorithm of the matched asymptotic expansion method
and display the equations and relations up to order O(εm). For more detailed argu-
ments, see [2] and [6].

First we divide (2.6) into two problems as follows:

(2.13)+




ε2Mεu+ + f(u+, v+) = 0
in Ω+

0 ,
DMεv+ + g(u+, v+) = 0

u+ = α∗, v+ = βε on Γ0,

(2.13)−




ε2Mεu− + f(u−, v−) = 0
in Ω−0 ,

DMεv− + g(u−, v−) = 0

u− = α∗, v− = βε on Γ0,

∂u−

∂n
= 0 =

∂v−

∂n
on ∂Ω.

Then the interface is regarded as the boundary layer at Γ0.
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Outer expansion. Let

(2.14) u± =
m∑
k=0

u±k (x)εk, v± =
m∑
k=0

v±k (x)εk,

where both u±k (x) and v±k (x) belong to C∞(Ω
±
0 ). Substituting (2.14) into (2.13)±

and equating like powers of ε, then (u±k (x), v±k (x)) satisfy the following equations:
k = 0

(2.15)




f(u±0 , v
±
0 ) = 0

in Ω±0 ,
DM0v

±
0 + g(u±0 , v

±
0 ) = 0

∂v−0
∂n

= 0 on ∂Ω,

k ≥ 1

(2.16)




f0±
u u±k + f0±

v v±k = −
∑

i+j=k−2

Miu
±
j + P±k−1

DM0v
±
k + g0±

u u±k + g0±
v v±k = −D

∑
i+j=k,i≥1

Miv
±
j +Q±k−1 in Ω±0 ,

∂v−k
∂n

= 0 on ∂Ω,

where f0±
u ≡ ∂

∂uf(u±0 , v
±
0 ), f0±

v ≡ ∂
∂vf(u±0 , v

±
0 ), and so on. P±k−1 and Q±k−1 are

functions determined only by u±0 , v
±
0 , . . . , u

±
k−1, v

±
k−1. For k = 1, we define the right-

hand side of (2.16) as equal to zero. Since (Uε, V ε) is a layered solution connecting
two stable branches of the kinetics (f, g), it follows from (A.4) and the first equation of
(2.15) that (u±0 , v

±
0 ) lies on either H+ or H−. For definiteness, we assume that u±0 =

h±(v±0 ). Then (2.16) can be uniquely solved recursively owing to the assumptions
(A.4) and (A.5). This expansion is, however, insufficient because the layer part is
not taken into account; in fact, u+

0 and u−0 are discontinuous on Γ0. To cope with
this defect, we introduce a new variable ξ = τ/ε that rescales a neighborhood of the
interface. Also note that the boundary conditions for v±k are determined by the C1-
matching conditions discussed later.

Inner expansion. We introduce the stretched variable ξ = τ/ε and let

(2.17)

u± = U±m(x, ε) +

m∑
k=0

φ±k

(
S(x),

Y (x)

ε

)
εk,

v± = V ±m (x, ε) + ε2
m∑
k=0

ψ±k

(
S(x),

Y (x)

ε

)
εk,

where φ±k = φ±k (s, ξ) and ψ±k = ψ±k (s, ξ). Since the definition domains of φ±k and
ψ±k are semi-infinite, these functions and the inhomogeneous terms of their equa-
tions listed below must have some decaying property for solvability. An appropriate
function space for this purpose is the following.
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Definition 2.1. Let E± be the set of functions E±(s, ξ, ε) defined on Γ0 × I∓ ×
[0, ε0) with the property that for each C∞ linear differential operator D of any order
in the variables s and ξ, there exist positive constants C± and K (possibly depending
on D and E±, but not on s, ξ, and ε) with |DE±| ≤ Ke−C±|ξ|. Here I− ≡ (−∞, 0)
and I+ ≡ (0,∞).

Substituting (2.17) into (2.13)± and equating like powers of ε, we obtain the
following equations:

k = 0




φ̈±0 + f(h±(v∗) + φ±0 , v
∗) = 0,

Dψ̈±0 = g(h±(v∗), v∗)− g(h±(v∗) + φ±0 , v
∗),

φ±0 (s,∓∞) = 0, ψ±0 (s,∓∞) = 0 = ψ̇±0 (s,∓∞),

k = 1




φ̈±1 + f̃0±
u φ±1 = −M̃1φ

±
0 − f̃0±

u {u±1 (s, 0) + (u±0 )τ (s, 0)ξ}

−f̃0±
v {v±1 (s, 0) + (v±0 )τ (s, 0)ξ},

Dψ̈±1 = −DM̃1ψ
±
0 + Q̃±0 ,

φ±1 (s,∓∞) = 0, ψ±1 (s,∓∞) = 0 = ψ̇±1 (s,∓∞),

k ≥ 2




φ̈±k + f̃0±
u φ±k = −

∑
i+j=k,i≥1

M̃iφ
±
j + P̃±k−1,

Dψ̈±k = −D
∑

i+j=k,i≥1

M̃iψ
±
j + Q̃±k−1,

φ±k (s,∓∞) = 0, ψ±k (s,∓∞) = 0 = ψ̇±k (s,∓∞)

for ξ ∈ I∓ and s ∈ Γ0, where · = ∂
∂ξ , f̃

0±
u ≡ ∂

∂uf(h±(v∗) + φ±0 , v
∗), (u±0 )τ (s, 0) =

∂
∂τ u

±
0 (s, 0), and so on. P̃±k−1 depends on u±0 , v

±
0 , . . . , u

±
k , v

±
k , φ±0 , ψ

±
0 , . . . , φ

±
k−1, ψ

±
k−2,

and Q̃±k−1 does, moreover, depend on ψ±k−1. The solvability of the above equations
in the space E± can be shown in a similar way to [2], so we leave the details to the
reader. M̃ε is the representation of Mε in variables s and ξ and is expanded as

M̃ε ≡ 1

ε2

∑
k≥0

εkM̃k.

Here M̃k (k ≥ 0) are at most second-order differential operators in s and ξ. The
precise forms of M̃k are presented at the end of this section.

Boundary conditions and C1-matching conditions. Now we describe the
boundary conditions of v±k and φ±k on Γ0. Then u±k , v±k , φ±k , and ψ±k are determined
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recursively. These conditions are given by

α∗ =
m∑
k=0

u±k (s, 0)εk +
m∑
k=0

φ±k (s, 0)εk,

v∗ +
m∑
k=1

βk(s)ε
k =

m∑
k=0

v±k (s, 0)εk + ε2
m−2∑
k=0

ψ±k (s, 0)εk.

Equating like powers of ε, we have the following boundary conditions:
k = 0

(2.18) φ±0 (s, 0) = α∗ − u±0 (s, 0), v±0 = v∗ s ∈ Γ0,

k ≥ 1

φ±k (s, 0) = −u±k (s, 0), v±k (s, 0) = βk(s)− ψ±k−2(s, 0) s ∈ Γ0.

In this way, we obtain the formal asymptotic solution of (2.13)±. Since (Uε, V ε) is a
stationary solution of (2.6), (Uε

±, V
ε
±) must satisfy the C1-matching conditions; that

is,

ε
∂Uε

+

∂ν
= ε

∂Uε
−

∂ν
, ε

∂V ε
+

∂ν
= ε

∂V ε
−

∂ν
on Γ0.

After some computation, we have
k = 0

(2.19) (v+
0 )τ (s, 0) = (v−0 )τ (s, 0), φ̇+

0 (s, 0) = φ̇−0 (s, 0), s ∈ Γ0.

k ≥ 1

(2.20)
(v+
k )τ (s, 0) + ψ̇+

k−1(s, 0) = (v−k )τ (s, 0) + ψ̇−k−1(s, 0),
s ∈ Γ0

φ̇+
k (s, 0) + (u+

k−1)τ (s, 0) = φ̇−k (s, 0) + (u−k−1)τ (s, 0).

The second equation of (2.15) with the boundary and C1-matching conditions
(see (2.18) and (2.19)) is called the reduced problem; namely,

(2.21)




D∆v±0 + g(h±(v±0 ), v±0 ) = 0 in Ω±0 ,

v±0 = v∗,
∂v+

0

∂ν
=
∂v−0
∂ν

on Γ0,

∂v−0
∂n

= 0 on ∂Ω.

This is a free boundary problem for Γ0 which determines the asymptotic configuration
of stationary interfacial patterns. We define v0(x) ∈ C1(Ω) by

v0(x) =




v+
0 (x), x ∈ Ω+

0 ,

v−0 (x), x ∈ Ω−0 .
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We close this section by presenting a lemma on the representations of M̃k, which
will become useful in the next section. The proof is delegated to [6].

Lemma 2.2. M̃0, M̃1, and M̃2 have the following forms:

M̃0 ≡ ∂2

∂ξ2
, M̃1 ≡ (N − 1)H0(s)

∂

∂ξ
,

M̃2 ≡ ∆Γ0 − (P1(s) + P2(s))
∂

∂ξ
+ P3(s)

∂2

∂ξ2

−Ds
∂

∂ξ
−H1(s)(ξ + γ1(s))

∂

∂ξ
,

where

P1(s) =
1

2G

N−1∑
i=1

Gsi

N−1∑
j=1

Gij∂sjγ1, P2(s) =
N−1∑
i=1

N−1∑
j=1

[Gij
si∂sjγ1 +Gij∂sisjγ1],

P3(s) =
N−1∑
i=1

N−1∑
j=1

Gij∂siγ1∂sjγ1 > 0, Ds =
N−1∑
i=1

N−1∑
j=1

Gij

(
∂siγ1

∂

∂sj
+ ∂sjγ1

∂

∂si

)
,

H1(s) ≡
N−1∑
i=1

κi(s)
2.

H0(s) (resp., κi(s)) are the mean (resp., principal) curvature of Γ0 at s ∈ Γ0, Gij is
the contravariant metric tensor for the manifold Γ0 of dimension N−1, G = det(Gij),

and ∆Γ0

is Laplace–Beltrami’s operator defined on Γ0. In particular, the coefficients
of ∂

∂sj in Ds are independent of ξ.

3. Instability result for stationary patterns as ε ↓ 0. In this section we
prove that the internal layered solutions in the previous section must become unstable
when ε tends to zero. For this purpose, we show that the linearized eigenvalue problem
around (Uε, V ε),

(3.1)




λw = ε2Mεw + fεuw + fεvz,

λz = DMεz + gεuw + gεvz,

has an unstable eigenvalue where λ is the eigenvalue parameter, where fεu = ∂
∂uf(Uε, V ε)

and so on. The main result is the following.
Theorem 3.1. Suppose that (1.1) has an ε-family of stationary matched asymp-

totic solutions of order 1 (i.e., m = 1) whose interface is smooth up to ε = 0. Then,
(3.1) has a positive (i.e., unstable) eigenvalue of O(ε) for small ε.

Proof. We divide the proof into three steps. In the first two steps we assume that
the ε-family of stationary solutions has an asymptotic expansion up to order 2 (i.e.,
m = 2), which makes the proof readable, especially to understand how to handle the
Laplacian part. Then it is easy to modify the proof to be valid for the order 1 case
(see Step 3 below). Apparently (3.1) is not a self-adjoint problem, since fεv 6= gεu.
In order to reduce the problem to a self-adjoint one, we first introduce the following
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auxiliary problem:

(3.2)




λw = ε2Mεw + fεuw + fεvz,

ηz = DMεz + gεuw + gεvz,

where η is an auxiliary parameter. The following Step 1 deals with the case η = 0,
where, by solving the second equation with respect to z (see (A.6)) and substituting
it into the first equation, we have a self-adjoint problem of w. Then the existence
of the unstable eigenvalue for (3.2) with η = 0 is shown via the variational method.
This result can be extended to case η > 0 in Step 2, where it is proved that a positive
eigenvalue of O(ε) of (3.2) exists for each η 6= 0. The proof of Theorem 3.1 for m = 2
is an immediate consequence of these two steps. Finally in Step 3 we show that
the expansion up to order 1 is sufficient for the proof of instability. Note that the
linearized instability implies a nonlinear one for the class of evolutional systems like
(1.1).

Step 1 (η = 0 case). Solving the second equation of (3.2) with η = 0 with respect
to z as

(3.3) z = (Nε)−1gεuw,

where (Nε)−1 ≡ (−DMε − gεv)
−1, which is well defined from (A.6), and then substi-

tuting (3.3) into the first equation of (3.2), we obtain a scalar problem for w:

(3.4) λw = ε2Mεw + fεuw + fεv (Nε)−1gεuw.

From (A.1), (3.4) becomes a self-adjoint problem.
Lemma 3.2. (3.4) has a positive (i.e., unstable) eigenvalue of O(ε) for small ε.
Proof. In what follows, for simplicity of notation, we can assume that fv ≡ −1 and

gu ≡ 1 without loss of generality. Since the linearized operator (3.4) is self-adjoint, we
shall prove that the largest eigenvalue λε0 of (3.4) becomes positive for small ε, which
is characterized by

(3.5) λε0 = sup
w∈H1(Ω)

∫
Ω

{−ε2|∇Mεw|2 + fεuw
2 − |(Nε)−1/2w|2}dx∫

Ω

w2dx

,

where ∇Mε is the representation of ∇ with respect to the coordinate x̂ (see section
2). Recall that we write x instead of x̂ and hence Y (x) = τ and ξ ≡ τ/ε. Now we
construct a suitable test function for our purpose. Let

Q(ξ) =




ω

(
εξ

d

)
U̇(ξ) for |ξ| ≤ d

ε
,

0 for |ξ| ≥ d

ε
,

where U is a solution of

(3.6)




Ü + f(U, v∗) = 0,

U(±∞) = h∓(v∗), U(0) = α∗.
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We define w(x) by the following product with Θ ∈ L2(Γ0) and ‖Θ‖L2(Γ0) = 1:

w(x) =




Q

(
Y (x)

ε

)
Θ(S(x)), x ∈ Ud(Γ

0),

0, x ∈ Ω\Ud(Γ0).

For this w(x), ε2|∇Mεw|2 is computed as

(3.7)
ε2|∇Mεw|2 = ε2(U̇2|∇Γ0

Θ|2 − 2Ü2U̇2∇Γ0

Θ · ∇Γ0

γ1 + Ü2|∇Γ0

γ1|2)

+Ü2Θ2 +O(ε3)

in Ud(Γ
0), where

∇Γ0

Θ1 · ∇Γ0

Θ2 ≡
N−1∑
i,j=1

Gij ∂Θ1

∂si
∂Θ2

∂sj
, |∇Γ0

Θ3|2 ≡ ∇Γ0

Θ3 · ∇Γ0

Θ3

for Θi ∈ L2(Γ0)(i = 1, 2, 3), and Gij is the contravariant metric tensor for Γ0. Here
we used the fact that

|∇Mε û|2 = |∇(s,y)u|2 ≡
N−1∑
i,j=1

gij
∂u

∂si
∂u

∂sj
+

(
∂u

∂y

)2

for û(s, τ) = u(s, y). Hence, for a function ϕ = ϕ(s, τ(s, y, ε)/ε), we note that ∂ϕ
∂si =

ϕsi + 1
εϕξτsi ,

∂ϕ
∂y = 1

εϕξτy, τsi = −ε∂siγ1 + O(ε2), and τy ≡ 1 in a neighborhood

of τ = 0 (see (2.5)). Integrating (3.7) over Ω, the first term of numerator of (3.5)
becomes

(3.8)

∫
Ω

ε2|∇Mεw|2dx

= ε

∫
Γ0

∫
|ξ|≤ d

ε

{ε2U̇2|∇Γ0

Θ|2 + ε2Ü2P̂1(s)Θ
2 + Ü2Θ2}dξdS +O(ε4),

where P̂1(s) = |∇Γ0

γ1|2. The remainder term O(ε4) depends only on Γ0 and the
L2-norm of Θ. In order to compute the second term of the numerator of (3.5), first
note that

(3.9) fεu =




F̃ 0+
u + εF̃ 1+

u + ε2F̃ 2+
u +O(ε3) in Ω+

0 ∩ Ud(Γ0),

F̃ 0−
u + εF̃ 1−

u + ε2F̃ 2−
u +O(ε3) in Ω−0 ∩ Ud(Γ0),

where

F̃ 0±
u ≡ fu(h±(v∗) + φ±0 , v

∗),

F̃ 1±
u ≡ fuu(h±(v∗) + φ±0 , v

∗){ξ(u±0 )τ (s, 0) + u±1 (s, 0) + φ±1 }

+fuv(h±(v∗) + φ±0 , v
∗){ξ(v0)τ (s, 0) + v±1 (s, 0)},
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and the remainder term O(ε3) depends only on the stationary pattern (Uε, V ε). The
O(1) term of (3.9) multiplied by w2 combined with the third term of (3.8) vanishes,
which is easily seen by differentiating (3.6) with respect to ξ. Hence we only focus on
the contribution of (3.9) coming from the O(ε)-term and higher. The next equality is
a key ingredient for the proof

(3.10)

∫ 0

−∞
F̃ 1+
u U̇2dξ +

∫ ∞

0

F̃ 1−
u U̇2dξ = (v0)τ (s, 0)

d

dv
J(v∗) > 0.

In order to show (3.10), we note that U̇ = φ̇±0 , Ü = φ̈±0 for ξ ∈ I∓ (so we omit the
superscript ± of φ̇0 and φ̈0), and p± ≡ φ̇±1 satisfy the next equation (see section 2):

(3.11) p̈± + F̃ 0±
u p± = Ω±,

where

Ω±(s, ξ) ≡ H±(s, ξ)− {(u±0 )τ (s, 0)f̃0±
u + (v0)τ (s, 0)f̃0±

v }
and

(3.12) H± ≡ −(N − 1)H0φ̈0 − F̃ 1±
u φ̇0.

Multiplying φ̇0 on both sides of (3.11) and using the relations

∫ 0

∓∞
f̃0±
u φ̇0(z)dz = −φ̈0(0),

∫ 0

∓∞
f̃0±
v φ̇0(z)dz =

∫ α∗

h±(v∗)
fv(u, v

∗)du,

we obtain, by integration by parts,

(3.13)

∫ 0

∓∞
H±(s, z)φ̇0(z)dz = φ̈±1 (s, 0)φ̇0(0)− φ̈0(0){φ̇±1 (s, 0) + (u±0 )τ (s, 0)}

+(v0)τ (s, 0)

∫ α∗

h±(v∗)
fv(u, v

∗)du.

On the other hand, multiplying φ̇0 on both sides of (3.12) and using (3.13), we have

∫ 0

−∞
F̃ 1+
u U̇2dξ +

∫ ∞

0

F̃ 1−
u U̇2dξ =

∫ 0

−∞
F̃ 1+
u φ̇2

0dξ +

∫ ∞

0

F̃ 1−
u φ̇2

0dξ

= −(N − 1)H0

∫ 0

−∞
φ̈0φ̇0dξ − (N − 1)H0

∫ ∞

0

φ̈0φ̇0dξ

−φ̈+
1 (s, 0)φ̇0(0) + φ̈0{φ̇+

1 (s, 0) + (u+
0 )τ (s, 0)} − (v0)τ (s, 0)

∫ α∗

h+(v∗)
fv(u, v

∗)du

+φ̈−1 (s, 0)φ̇0(0)− φ̈0{φ̇−1 (s, 0) + (u−0 )τ (s, 0)}+ (v0)τ (s, 0)

∫ α∗

h−(v∗)
fv(u, v

∗)du

= (v0)τ (s, 0)

∫ h+(v∗)

h−(v∗)
fv(u, v

∗)du,
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which is the required result (3.10). Here we used the fact that φ̈+
1 (s, 0) = φ̈−1 (s, 0)

and the C1-matching condition of φ±1 (see (2.20)). Using (3.8), (3.9), (3.10), and the
Hopf boundary Lemma for v0 on Γ0 (see (1.2) and (2.21)), we obtain

(3.14)

λε0 ≥ C

[
ε
m∗
K1

d

dv
J(v∗)

+

∫
Γ

ε2
{
−|∇Γ0

Θ|2 − 1

K1
(K2P̂1(s)− P̂2(s))Θ

2

}
dS

− 1

K1ε

∫
Ω

|(Nε)−1/2w|2dx
]

+O(ε3),

where

m∗ ≡ min
s∈Γ0

(v0)τ (s, 0) < 0, K1 ≡
∫ ∞

−∞
U̇2dξ, K2 ≡

∫ ∞

−∞
Ü2dξ,

P̂2(s) ≡
∫ 0

−∞
F̃ 2+
u U̇2dξ +

∫ ∞

0

F̃ 2−
u U̇2dξ,

and C is a positive constant. The objective is to choose an appropriate test function
in order to make the first term of [ · ] in (3.14) dominant, which is positive and O(ε).
First we choose Θ as the kth eigenfunction Θk of the following eigenvalue problem:

∆ΓΘk − 1

K1
(K2P̂1(s)− P̂2(s))Θk = µkΘk on Γ0.

Then the second term of (3.14) is equal to ε2µk. Note also that Θk converges to 0 as
k →∞ in weak L2(Γ0)-sense. As for the third term of (3.14), which comes from the
nonlocal part, we first note that when ε tends to zero,

(3.15)
1

ε
Q
(τ
ε

)
=

1

ε
U̇
(τ
ε

)
ω
(τ
d

)
−→ c0δ(τ) in H−1((−d, d))-sense,

where δ(τ) is a Dirac’s δ-function at 0 and c0 is a positive constant. Let Kε
k be

Kε
k ≡

∫
Ω

∣∣∣(Nε)−1/2
(wk
ε

)∣∣∣2 dx =

∫
Ω

[
(Nε)−1

(wk
ε

)](wk
ε

)
dx.

In view of (3.15) and considering that (Nε)−1 is a uniformly bounded operator map-
ping from H−1(Ω) to H1(Ω) with respect to ε, we see that Kε

k is uniformly bounded

with respect to ε and k and that
∫ d
−d(Q(τ/ε)/ε) · dτ converges to the trace operator

on Γ0 from H1(Ω) to H1/2(Γ0) in operator norm sense. Therefore, by using the fact
that Θk converges weakly to 0 as k → ∞, we see that for any given small c∗ > 0,
there exists an ε0 and k0 such that

(3.16) Kε
k < c∗ for 0 < ε ≤ ε0, k ≥ k0.

Substituting Θ = Θk and w = wk into (3.14), we have

λε0 ≥ Cε

[
m∗
K1

d

dv
J(v∗)− 1

K1
Kε
k + εµk

]
+O(ε3),
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where C is a positive constant. Using (3.16) and taking ε smaller, if necessary, we see
that

(3.17)
m∗
K1

d

dv
J(v∗)− 1

K1
Kε
k > 0.

Therefore the right-hand side of (3.5) becomes positive for sufficiently small ε > 0,
which is greater or equal to the O(ε) quantity. In the rest of the proof, we show that
the upper bound of (3.5) is also of O(ε). Since the first and the third terms of the
numerator of (3.5) are nonpositive, it holds obviously that

λε0 ≤ sup
w∈H1(Ω)

∫
Ω

fεuw
2dx∫

Ω

w2dx

.

In view of the expansion (3.9) and the assumptions (A.2) and (A.4), fεu has a positive
sign only in the ε-neighborhood along the normal direction of Γ0. Therefore we have
the estimate

λε0 ≤ Cε|Γ0|,
where C is a positive constant and | · | denotes the area, which completes the proof of
Lemma 3.2.

Step 2 (η 6= 0 case). Rewriting (3.2) as

(3.18)




λw = ε2Mεw + fεuw + fεvz,

0 = DMεz + gεuw + (gεv − η)z

and noting that gεv − η < 0 for η ≥ 0 from (A.6), we see that all the computation in
Step 1 is also valid for (3.18) with η ≥ 0. Therefore we have the following lemma.

Lemma 3.3. (3.18) has a positive eigenvalue λ = λε(η) for η ≥ 0. Moreover,
there exist positive constants C0 and C1 (C0 < C1) which are independent of η and ε
such that

(3.19) C0ε < λε(η) < C1ε

holds for η ≥ 0.
Proof of Theorem 3.1 (m = 2 case). It follows from Lemma 3.3 that λε(η) is a

continuous function of η for η ≥ 0. Since λε(η) has lower and upper bounds like (3.19),
we see that η = λε(η) holds at least at one point η = η∗ (> 0) by the intermediate
value theorem. This η∗ is the required unstable eigenvalue for (3.1).

Step 3 (extension to m = 1 case). It suffices to show how Step 1 should be changed
under the weaker assumption. When the asymptotic expansion has only terms up to
m = 1, we see from Lemma 2.2 that we lose the precise expression for the gradient
part |∇Mεw|2, and the right-hand side of (3.7) becomes Ü2Θ2 + O(ε2); namely, the
gradient part is part of the remainder term O(ε2). Similarly, the first two terms of
the integrand of the right-hand side of (3.8) move to the remainder term O(ε3). On
the other hand, (3.10) remains valid. Hence (3.14) becomes the following:

(3.20) λε0 ≥ C

[
ε
m∗
K1

d

dv
J(v∗)− 1

K1ε

∫
Ω

|(Nε)−1/2w|2dx
]

+O(ε2).
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Note that the remainder term O(ε2) depends on Θ. In order to get the estimate
(3.16), we select the function Θ in Step 1 as an eigenfunction of the elliptic operator
of second order. However it is not necessary to take such an eigenfunction; in fact it
suffices to employ any weakly convergent sequence to zero. Once we fix an appropriate
Θ and then take ε to be sufficiently small, we have a similar estimate to (3.17). It
is easy to see that Lemma 3.3 and the proof after it hold true for this case. This
completes the proof of Theorem 3.1.

4. Concluding remarks. As was mentioned in section 1, Theorem 1.1 strongly
suggests that stable patterns of (1.1) become very fine and/or complicated in the
limit of ε ↓ 0 in higher dimensional spaces. What we discuss here seeks to find an
appropriate scaling in space and time by which the resulting singular limit dynamics
could have stable patterns of finite size. Such patterns are usually maintained by the
balance of two competing forces as described below. In the course of the following
formal analysis, it is intuitive why the stable patterns of (1.1) must become fine in
the original scale.

Suppose there is a sharp transition layer (interface) Γ connecting two stable bulk
states. There are two forces that drive the interface: one is the bulk force causing the
translation of interface with certain speed W (v|Γ) which depends on the value of v at
Γ; the other is a geometric force, i.e., mean-curvature effect.

In one word, the characteristic size of stable patterns is determined by the balance
between the above two forces and turns out to be proportional to ε1/3. It should be
noted that the scale ε1/3 coincides with the fastest growing wavelength of the planar
front of (1.1) (see [7]). In what follows we consider a smooth subdomain Ω̃ε (⊂ Ω)
and assume that both u and v satisfy the Neumann boundary conditions on ∂Ω̃ε and
the diameter of Ω̃ε shrinks to zero as ε ↓ 0 with order εα. Here α (0 < α < 1) is an
unknown exponent. Typically Ω̃ε is a unit cell of some periodic structure in RN .

Applying a change of variable with unknown exponent α

y =
x

εα
(0 < α < 1)

to (1.1) (D = 1 for simplicity), we have

(4.1)




ut = ε2(1−α)∆yu+ f(u, v)

in Ω̂ε,
vt = ε−2α∆yv + g(u, v)

where ∆y stands for the Laplacian in y-variable and Ω̂ε is the stretched domain of

Ω̃ε. It is more convenient to rewrite (4.1) in the following form:

(4.2)




ε−(1−α)ut = ε1−α∆yu+ ε−(1−α)f(u, v),

ε2αvt = ∆yv + ε2αg(u, v).

Suppose Ω̂ε has a smooth limit Ω̂ as ε ↓ 0. Taking a limiting procedure similar to [3],
we obtain the following interfacial dynamics:

(4.3)




ε−(1−α)Γt = {W (v|Γ)− ε1−ακ}N on Γ(t),

ε2αv±t = ∆yv
± + ε2αg(h±(v±), v±) in Ω̂±(t),
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where Γ(t) stands for the limiting configuration of the interface, κ denotes the mean
curvature of Γ(t), N is the unit normal vector at Γ pointing from Ω̂+ to Ω̂− , W (·)
is the travelling velocity of the first equation of (1.1) with ε = 1 for a fixed v and is
typically a monotone decreasing function of v, the domain Ω̂ is divided into two parts
Ω̄±(t) by Γ(t) where u = h±(v) on each subdomain, respectively, and v is matched in
C1-sense at Γ(t). In view of the second equation of (4.3), v± may be expanded as

(4.4) v± = v±0 (y, t) + ε2αv±1 (y, t) +O(ε4α).

Substituting (4.4) into (4.3) and equating like powers of ε, we easily see that v±0 ≡ v∗,
where v∗ is the equal area level of f(u, v) (see (A.3)) with W (v∗) = 0. Expanding
W (v|Γ) into the Taylor series, the principal part of the next order of (4.3) becomes

(4.5)




ε−(1−α)Γt = {ε2αW ′(v∗)v1|Γ − ε1−ακ}N on Γ(t),

0 = ∆yv
±
1 + g(h±(v∗), v∗) in Ω̂±(t).

The first term of the right-hand side of (4.5) is the bulk force and the second one is
the mean-curvature effect. In order to make these two terms comparable, namely, in
order that the bulk force is balanced with the curvature effect, the exponent α must
be taken as α = 1

3 . Suppose α 6= 1
3 . Then either the bulk force or the curvature effect

becomes dominant as ε ↓ 0; hence there is no chance to have nontrivial stationary
patterns of finite size in such an εα-rescaled domain. Employing this exponent α = 1

3

and introducing a new time scale τ ≡ ε4/3t, the rescaled interfacial dynamics is given
by

(4.6)




Γτ = {W ′(v∗)v1|Γ − κ}N on Γ(t),

0 = ∆yv
±
1 + g(h±(v∗), v∗) in Ω̄±(t).

Suppose Ω̃ε is the unit cell of a periodic structure such as hexagonal lattice and that
Ω̃ε/ε

1/3 has a definite limit Ω̂ as ε ↓ 0; then the stationary problem of (4.6)

(4.7)




0 = {W ′(v∗)v1|Γ − κ}N on Γ,

0 = ∆yv
±
1 + g(h±(v∗), v∗) in Ω̂±,

v±1 are matched in C1 -sense at Γ

is expected to give a stable morphology of the unit cell. We call (4.7) the morphology
equations of (1.1). Note that (4.7) is exactly the same as (2.19) in [6] where Suzuki
used the matched asymptotic method to obtain it. However very little is known about
the existence problem for (4.7) as well as their geometric profiles.

There is another observation due to [4] for a related system to (1.1) from a different
point of view, that claims that the global minimizer of the following functional must
oscillate rapidly with frequency being proportional to ε1/3. The functional is given
by

(4.8)

∫
Ω

{
ε|∇u|2 +

1

ε
W (u) +

1

ε
|(−∆ + γI)−1/2u|2

}
dx,
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where W (u) is a double-well potential like u4/4−u2/2. This is related to our problem
in the following sense. Suppose the relaxation time of v is much shorter than u (i.e.,
the quasi-static assumption for v is valid); then (1.1) can be replaced by

(4.9)




ut = ε∆u+
1

ε
f0(u)− 1

ε
v

(x, t) ∈ Ω× (0,∞),
0 = D∆v + u− γv

∂u

∂n
= 0 =

∂v

∂n
(x, t) ∈ ∂Ω× (0,∞),

where f0(u) = u−u3. Solving the second equation with respect to v and substituting
it to the first equation, we have a scalar equation for u with nonlocal term

ut = ε∆u+
1

ε
f0(u)− 1

ε
(−∆ + γI)−1u,

which is the L2-gradient equation of the functional (4.8). Suppose that Ω = Q =
(0, 1)N (N -dimensional cube) with periodic boundary conditions. We see by em-
ploying the arguments of [4] that the global minimizer uε of (4.8) has to satisfy the
following inequality:

(4.10) C1ε
−1/3 ≤

∫
Q

|∇H(uε)|dx∫
Q

|uε|dx
≤ C2ε

−1/3,

where H(z) =
∫ z
0
W 1/2(s)ds and C1,C2 are positive constants independent of ε.

Roughly speaking, the middle term of (4.10) counts the number of interface, and
hence, (4.10) means that the global minimizer has to take a fine structure, although
we do not know whether uε is spatially periodic or not. Finally, it should be noted
that the estimate (4.10) is valid only for the global minimizer and not for the local
minimizers.
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Abstract. If Ω is a bounded domain in R
N provided with a mass distribution ρΩ (e.g., Lebesgue

measure restricted to Ω), another mass distribution µ sitting in Ω and producing the same external
Newtonian potential as ρΩ is sometimes called a mother body of Ω, provided it is maximally con-
centrated in some sense. We first discuss the meaning of this and formulate five desirable properties
(“axioms”) of mother bodies. Then we show that convex polyhedra do have unique mother bodies in
that sense made precise in the case that ρΩ is either Lebesgue measure on Ω, hypersurface measure
on ∂Ω, or any mixture of these two.
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1. Introduction. A mother body (or maternal or materic body) in the termi-
nology of the Bulgarian school of geophysics [Zi], [Ko1], [Ko2] is a more concentrated
mass distribution sitting in a given body and producing the same external gravita-
tional field as the latter. For example, one good mother body for a ball with constant
mass density is a point mass (of appropriate strength) at the center of the ball. The
meaning of a mother body being “more concentrated” is quite vague and there is no
general agreement of its exact meaning.

Mother bodies are an important computational tool in geophysics (see, e.g., [Zi],
[Ko2]). For solid polyhedra with constant mass density there are natural candidates
of mother bodies with support on systems of hyperplanes reaching the boundary of
the polyhedron at edges and corners. There is a beautiful example of D. Zidarov
[Zi, Sect. III.6] (see also section 4 in the present paper) showing that mother bodies
of this sort are not unique in general. One purpose of the present paper is to show
that for convex polyhedra we do have uniqueness. (Zidarov’s counterexample is a
square in two dimensions with a smaller square at one corner cut away; hence, it is
nonconvex.) The same result holds if, instead of constant volume density, the mass of
the polyhedron is sitting on its boundary and has constant density there with respect
to surface measure and even for any mixture of these two measures.

This paper however starts with a long discussion of what one should reasonably
require of a mother body. This results in five “axioms” ((1)–(5) below), which we feel
are fairly well motivated. In practice it is usually not possible to satisfy them all, but
they could at least be looked upon as guide lines. The formulation of such a system
of axioms is a secondary purpose of this paper.

Some general notation. If A ⊂ R
N we set

Ac = R
N\A,

Ae = R
N\Ā (Ā = closure of A),

int A = the interior of A,
B(x, r) = {y ∈ R

N : |y − x| < r},
LN = N -dimensional Lebesgue measure,
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HN−1 = (N − 1)-dimensional Hausdorff measure,
LNbΩ, HN−1b∂Ω: the above measures restricted to Ω and ∂Ω, respectively,
supp µ = the closed support of a distribution µ.

E(x) =

{
−c2 log |x| (N = 2),

cN |x|2−N (N ≥ 3)

is the Newtonian kernel so that −∆E = δ, the Dirac measure at the origin.
Uµ = E ∗ µ = the Newtonian potential of µ, if µ is a distribution with compact
support in R

N . Thus −∆Uµ = µ.

2. Discussion of mother bodies. By a “body” we shall mean a bounded
domain Ω ⊂ R

N satisfying Ω = int
(
Ω
)
, HN−1(∂Ω) < ∞, and provided with an

associated mass distribution ρ = ρΩ. Primarily we think of the mass distribution
with density one in the domain and density zero outside; i.e., ρ = LNbΩ. However,
the results in this paper work equally well for the case of hypersurface measure on
the boundary, i.e., ρ = HN−1b∂Ω, or for any mixture of these two.

Thus given any two constants a, b ≥ 0 with a+ b > 0 we associate with any Ω as
above the mass distribution

ρΩ = aHN−1b∂Ω + bLNbΩ.
Then ρΩ is a positive Radon measure, and we denote by UΩ its Newtonian potential

UΩ = UρΩ = E ∗ ρΩ

(a and b will be kept fixed throughout the discussion).
Given a body Ω ⊂ R

N , a mother body for it should be a signed measure µ having
certain properties. The basic requirement is that

(1) Uµ = UΩ in Ωe.

Clearly this implies that supp µ ⊂ Ω̄.
One possible additional requirement is that

(2) Uµ ≥ UΩ in all R
N .

Such a condition is natural if one wishes to think of ρΩ as being the result of applying
some kind of (partial) balayage process to µ (cf. [Zi], [Sa1], [Ko1], [Ko2], [Gu-Sa1],
[Gu-Sg], [Gu2]). Indeed, any balayage (or “sweeping”) process we know of can be
thought of as being composed of elementary steps in which point masses are swept to
measures of the kind ρB for balls B centered at the support of the point masses, and
for each such elementary step the potential of the measure decreases.

Thus in order to have a µ which is as “primitive” as possible with respect to
balayage one should ask Uµ to be as large as possible. For this to be sensible one has
to have a lower bound on µ because otherwise one can always increase a given Uµ.
For example, as is natural, one may ask µ to be positive:

(3) µ ≥ 0.

Since µ = ρΩ itself satisfies (1)–(3) and the supremum of any increasing sequence of
superharmonic functions is superharmonic (or ≡ +∞), it follows that for any given Ω
there exist (plenty of) measures µ satisfying (1)–(3) with Uµ maximal among poten-
tials of such measures. A mother body for Ω should be one of these (cf. Proposition
2.1 at the end of this section).
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In order for µ to be a good mother body it should be concentrated or minimal in
some sense, such as having small support sitting deeply inside Ω. Although this is to
some degree implicit in the desire that Uµ should be as large as possible, we also want
to formulate such conditions in direct geometric terms. One way to be concentrated
is simply to be singular with respect to Lebesgue measure. We shall find the slightly
stronger requirement

(4) LN (supp µ) = 0

convenient to work with.
It is easy to see, however, that (4) does not guarantee a good mother body. For any

Ω there are an abundance of measures µ satisfying all of (1)–(4). It is just to fill Ω with
(infinitely many) disjoint balls so that the remaining set has measure zero, and then
replace the volume part of ρΩ by the sum of the appropriate point masses sitting in the
centers of these balls. In other words, one writes Ω =

⋃∞
j=1 B(xj , rj)∪(null set), where

the B(xj , rj) are disjoint, and then takes µ = aHN−1b∂Ω + b
∑∞

j=1 LN (B(xj , rj))δxj ,

δx denoting the unit point mass at x ∈ R
N .

One way in which a mother body µ constructed as above, by ball-packing, is
not good is that supp µ typically (even if a = 0) contains all of ∂Ω, and therefore
cuts off the exterior of Ω from the interior. This must necessarily be so in general
because when supp µ does not reach ∂Ω then (1) gives a harmonic continuation of UΩ

across ∂Ω into Ω, which is not possible unless ∂Ω is real analytic (roughly speaking).
Nevertheless, whenever possible we desire something like the following to hold.

(5) Each component of R
N\supp µ intersects Ωe.

This simply means that for each x ∈ Ω\supp µ there is a curve in R
N\supp µ joining

x with some point in Ωe.
The requirements (1)–(5) are the “axioms” for a mother body which we propose.

As indicated earlier there is neither existence nor uniqueness of mother bodies sat-
isfying (1)–(5) in general (Zidarov’s counterexample fulfills all of (1)–(5)). Indeed,
the problem of finding a mother body of a given body exhibits all features of an ill-
posed problem: existence and uniqueness of solutions only under special conditions
and sensitive dependence on given data when solutions do exist. Nevertheless, for
certain particular classes of bodies, e.g., various kinds of polyhedra (see sections 3
and 4 below and [Gu-Sa2]) and certain types of algebraic domains [Sav-St-Sv], there
are constructive algorithms for computing (candidates of) mother bodies.

For the rest of this section, we discuss in more detail the roles of the axioms
(1)–(5) and various ways of relaxing or strengthening them. The axioms naturally
fall into three groups: (1); (2) and (3); (4) and (5).

Axiom (1) is the most indispensable one. In the case that Ωe has more than one
component, a possible way to relax it is to require only

∇Uµ = ∇UΩ in Ωe

(equality of the corresponding fields), which is actually more physical. An even weaker
requirement is to ask (1) to hold only in the unbounded component of Ωe.

The role of the conditions (2) and (partly) (3) is to guarantee that ρΩ is the result
of a natural balayage operator applied to µ. When a = 0, b > 0, such an operator
µ 7→ Bal(µ; b) can be defined by declaring that Bal(µ; b) shall be the measure which
is closest to µ in the energy norm among all measures ν which satisfy ν ≤ bLN . This
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makes plain sense and defines Bal(µ; b) uniquely whenever µ ≥ 0 has finite energy.
The definition can then easily be extended to the case of infinite energy. One can
show that if Ω is a body, then Bal(µ; b) = ρΩ holds if and only if both (1) and (2) are
satisfied. In particular, it is possible to reconstruct Ω from µ when (1) and (2) hold,
and both conditions are really necessary for this (there are examples of two different
Ω satisfying (1), (3)–(5) for the same µ).

Thus the perhaps abstract-looking condition (2) plays a significant role in the
context of balayage. It is probably more important than (3) because it is possible,
to a certain extent, to allow nonpositive measures µ in Bal(µ; b). We refer to [Sa1],
[Gu-Sa1], [Gu2] for details on the above balayage operators.

For a general measure µ, Bal(µ; b) will not necessarily be of the form ρΩ for some
open set Ω, but if µ satisfies (3) and (4), it will. This allows for doing “continuous
balayage,” as follows. Suppose (1)–(4) hold for the pair (Ω, µ), and define for any
t ∈ R the open set Ω(t) by Bal(etµ; b) = ρΩ(t). (This defines Ω(t) only up to a null
set, but one naturally takes the largest possible Ω(t).) Then Ω(s) ⊂ Ω(t) for s < t,
Ω(0) = Ω, and Ω(t) shrinks down to supp µ as t → −∞. Moreover, the pair (Ω(t),
etµ) satisfies (1)–(4) for each t ∈ R

N .

One important point with this family Ω(t) is that its evolution can be described
without reference to µ. Indeed, under some smoothness assumptions the evolution can
be described by a nonlocal, but µ-independent, differential equation for the motion
of ∂Ω(t): the normal velocity of the boundary ∂Ω(t) at any particular point is to be
equal to the normal derivative at that point of the function p = pΩ(t) which solves
the Dirichlet problem ∆p = 1 in Ω(t), p = 0 on ∂Ω(t). This is a Hele–Shaw type
moving boundary problem, and by solving it (backwards) for −∞ < t ≤ 0 with
Ω(0) = Ω as initial domain one should, in principle, get a canonical candidate of a
mother body, namely by taking µ = limt→−∞ e−tρΩ(t). Unfortunately, however, this
moving boundary problem is badly ill-posed and existence of global solutions is not
to be expected in general. Local in time solutions exist if, and basically only if, the
initial domain has a real analytic boundary (see, e.g., [Re-Wo], [Ti]).

It is possible to introduce balayage operators as above and to do continuous
balayage also when a > 0, but everything is more complicated in that case: the
balayage operators are less well behaved and the evolution families are less continuous
(cf. [He], [Gu-Sg]). It is not even true that µ determines Ω uniquely via (1)–(5) [He,
Prop. 6.2]. Axiom (2) does not quite suffice for this, as it does in the case a = 0, and
should therefore ideally be replaced by something stronger.

Returning now to the general case (a, b ≥ 0), another advantage with conditions
(2), (3) is that they guarantee a certain coupling between the geometry of Ω and
of supp µ. One may therefore prove [Gu-Sa1], [Sg], [Gu-Sg] that for any Ω and any
point x ∈ ∂Ω, the inward normal ray of ∂Ω at x intersects the closed convex hull of
the support of any µ satisfying (1)–(3). Without (2), (3) there will be no geometric
coupling whatsoever between Ω and supp µ. For any domain D and any (small)
ball B ⊂ D one can find a domain Ω approximating D arbitrarily well and a signed
measure µ with supp µ ⊂ B such that (1), (4), (5) hold for Ω, µ. See [Gu1], [Sa2] for
the case a = 0.

From what has been said above it should be clear that conditions (2) and (3)
have strong potential theoretic significance. There are however other points of view
for which they seem less urgent. In certain complex variable and PDE approaches, see,
e.g., [Eb], [Kh-Sh], [Sh], [St-Sv], one considers the search for mother bodies mainly
as a problem of analytic continuation (of UΩ), and one is happy if one can find
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a distribution (or even analytic functional) µ which satisfies (1) and some (usually
stronger) form of (4), (5). If supp µ is then sufficiently small there will simply be no
other good candidate for a mother body.

Also for questions of uniqueness of mother bodies conditions (2) and (3) appear
often to be dispensable.

The last group of axioms, (4) and (5), are requirements only on the set supp µ.
They imply that supp µ is minimal as a set (see Proposition 2.1 below), and they are
necessary to guarantee any reasonable degree of uniqueness of mother bodies, e.g.,
to exclude occurrence of continuous families of them. A sharper form of (5), which
together with (1) and (4) definitely guarantees uniqueness (see Proposition 2.1), is

(6) supp µ does not disconnect any open set

(i.e., D \ supp µ is connected whenever D is an open connected set). Clearly (6)
implies (5). However, with requirement (6) in place of (5), mother bodies will exist
more rarely (polyhedra will not admit mother bodies, for example). On the other
hand, in cases when one allows distributional mother bodies (5) becomes too weak to
even exclude continuous families of mother bodies and therefore has to be replaced
by something stronger, like (6).

The strongest reasonable requirement in the direction of (4), (5), (6) is to require
supp µ to consist of only finitely many points. This is what one (classically) requires
of a “quadrature domain,” namely that there exists a measure or distribution µ with
finite support and satisfying some form of (1). The word quadrature domain is however
also used in wider senses. See [Sh] for an overview.

In two dimensions, quadrature domains in the above (classical) sense can be
produced as conformal images of the unit disc under rational mapping functions.
(This is for the case a = 0, to which we stick for a moment.) Taking for example
Ω = f(B(0, 1)), where f(z) = z+c2z

2 + · · ·+cnz
n is a univalent polynomial of degree

n ≥ 2 (z = x1 + ix2), (1) will hold with µ a distribution of order n − 1 supported
at the origin. Clearly also (4)–(6) will hold then, but (2) and (3) will fail. By an
argument similar to the proof of Proposition 2.1 (iii), one realizes that there cannot
simultaneously exist measures satisfying (1), (4), and (5).

Thus such a simple and smooth domain as the conformal image of the unit disc
under a quadratic (or higher degree) polynomial does not admit a mother body in
our sense. This is of course disappointing, but one has to keep in mind that the
problem of finding a mother body is ill-posed and that the requirements (1)–(5) taken
all together combine several different aspects of it (balayage, analytic continuation,
minimality, etc.).

Indeed, as the following proposition shows, our axioms for a mother body seem
to be fairly complete in the sense that they contain or imply many of the criteria for
concentration and minimality which have been used previously for similar purposes.
Examples of such criteria are minimality of supp µ as a set, largeness of Uµ (e.g.,
Kounchev [Ko2] maximizes integrallike

∫
Ω
Uµdx among all µ satisfying (1), (3)), and

µ being an extremal point in a suitable convex set [An1],[An2], [Ka-Pi]. Proposition
2.1 shows (in particular) that if (1), (3), (4), (5) hold for a measure µ then, within
the class of measures satisfying (1) and (3), supp µ is minimal, Uµ is maximal, and
µ is an extremal point.
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Proposition 2.1. Let µ be a measure satisfying (1), (4), (5) with respect to a
given body Ω, and let ν, µ1, µ2 be (possibly) other measures.

(i) If ν satisfies (1) and supp ν ⊂ supp µ, then ν = µ.

(ii) If ν satisfies (1), (3) and Uν ≥ Uµ in all R
N , then ν = µ.

(iii) If ν satisfies (1), (4), (6), then ν = µ.

(iv) If µ1, µ2 satisfy (1), (3) and µ = 1
2 (µ1 + µ2), then µ1 = µ2 = µ.

Proof. We first consider statements (i)–(iii). Since Uν , Uµ ∈ L1
loc(R

N ) it is enough
to prove that Uν = Uµ holds almost everywhere (a.e.), or by (4) a.e. in R

N\supp µ.
So let D be a component of R

N\supp µ, set u = Uν − Uµ, and we shall prove that
u = 0 a.e. in D. Note that D meets Ωe by (5) and that u = 0 in D ∩ Ωe.

In case (i) u is harmonic in D; hence, it follows by harmonic continuation that
u = 0 in all D. In case (ii) u is superharmonic and nonnegative in D; hence, it is
either strictly positive in all D or vanishes identically in D. But the first alternative
has already been excluded, and we again get u = 0 in D. In case (iii) u is harmonic
in D\supp ν. Using (6) it follows that u = 0 in D\supp ν, hence, a.e. in D.

Proof of (iv): Since µ1, µ2 ≥ 0 we have supp 1
2 (µ1 + µ2) = supp µ1 ∪ supp µ2.

Thus supp µj ⊂ supp µ, and the conclusion follows immediately from (i).

Note. If, in (i)–(iii) of the proposition, one allows µ and ν to be general distribu-
tions (instead of measures), then one still gets the conclusion that Uν = Uµ outside a
compact set K of measure zero (K = supp µ in cases (i) and (ii), K = supp µ∪supp ν
in case (iii)). This means that µ − ν annihilates all functions which are harmonic in
some neighborhood of K, which is about as close to the conclusion ν = µ as one
may come in the case of distributions. Note that there are distributions with support
at a single point, e.g., the Laplacian of the Dirac measure, whose potential vanishes
identically outside that point.

3. Mother bodies for convex polyhedra. Having formulated precise require-
ments for mother bodies ((1)–(5) above) one naturally wonders which bodies admit
mother bodies in that precise sense and when they are unique. This is a question
which is largely open, but in this section we at least start answering it by proving
that convex polyhedra always have unique mother bodies.

Theorem 3.1. Let Ω ⊂ R
N be a convex bounded open polyhedron provided with

a mass distribution ρΩ as in section 2. Then there exists a measure µ satisfying (1)–
(5). Its support is contained in a finite union of hyperplanes and reaches ∂Ω only
at corners and edges (not at faces), it has no mass on ∂Ω, and Uµ is a Lipschitz
continuous function. Moreover, µ is unique among all signed measures satisfying (1),
(4), (5).

Note. The support of µ coincides with what is sometimes called the “ridge” of Ω
[Ev-Ha], [Ja]. For convex polyhedra this is the set of points in Ω which have at least
two closest neighbors on ∂Ω. See Figure 1 for an example in two dimensions.

Proof. Write Ω =
⋂m
j=1Hj , where Hj are open half spaces and m is minimal. For

any j, set

δj(x) = dist
(
x,Hc

j

)
,

uj(x) = aδj(x) +
b

2
δj(x)2.
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Fig. 1. The mother body of a convex polyhedron.

Then uj > 0 in Hj , uj = 0 on Hc
j , and ∆uj = aHN−1b∂Hj + bLNbHj . Set also

δ(x) = dist (x,Ωc)

= inf{δ1(x), . . . , δm(x)},
u(x) = aδ(x) +

b

2
δ(x)2

= inf{u1(x), . . . , um(x)},
R = {x ∈ Ω : δ(x) = δj(x) for at least two different j},
Dj = {x ∈ Ω\R : δ(x) = δj(x)}

= {x ∈ Ω : δj(x) < δk(x) for all k 6= j}.

Note that u and uj are strictly monotone functions of δ and δj , respectively (on the
range [0,+∞)).

We note that R (the “ridge”) is contained in a finite union of hyperplanes, Ω =
R ∪D1 ∪ · · · ∪Dm, u is Lipschitz continuous, u > 0 in Ω, u = 0 on Ωc. Within Ω we
have ∆uj = b for all j, hence, ∆u ≤ b in Ω, using the principle that the infimum of a
finite family of superharmonic functions (e.g., uj(x)− (b/2N)|x|2) is superharmonic.
The same principle actually gives that ∆u ≤ b +

∑m
j=1 aHN−1b∂Hj in all R

N and

hence (since u = 0 on Ωc) that ∆u ≤ bLNbΩ + aHNb∂Ω = ρΩ. Outside R we have
equality in this formula, as is easily seen. Thus ∆u = ρΩ − µ where µ is a positive
measure with supp µ ⊂ R. Since u vanishes at infinity and ∆u = ∆

(
Uµ − UΩ

)
we

have u = Uµ − UΩ. It now follows that µ satisfies (1)–(4) and that Uµ is Lipschitz
continuous.

The latter property implies that µ is absolutely continuous with respect to HN−1.
Since HN−1

(
R ∩ ∂Ω

)
= 0 it follows that µ(∂Ω) = 0.

To see finally that µ satisfies (5), take any x ∈ Ω and let y ∈ ∂Ω be a closest
point on the boundary. Then y ∈ ∂Hj for a unique j, and it is easy to see that the
whole segment (x, y) is in Dj and that y 6∈ R̄. Thus, if x 6∈ supp µ, the closed segment
[x, y + ε(y − x)] (ε > 0) connects x with Ωe without meeting supp µ, proving (5).

It remains to prove the uniqueness part of the theorem. Let µ, u, and uj be as
above, and let ν be any signed measure satisfying (1), (4), (5) (when stated for ν).
Set v = Uν −UΩ. Then v = 0 = uj in He

j and ∆(v− uj) = 0 in int(Hc
j ∪Ω) \ supp ν.

Set
ωj = the unbounded component of int(Hc

j ∪ Ω) \ supp ν.



ON MOTHER BODIES OF CONVEX POLYHEDRA 1113

It follows that

(7) v = uj in ωj

and also, since ωj is open, that

(8) ∇v = ∇uj in ωj .

Assumption (5) for ν implies that

ω1 ∪ · · · ∪ ωm = R
N\ supp ν.

Since LN (supp ν) = 0 by (4) it follows that
⋃m
j=1 ωj is an open subset of R

N satisfying

(9) LN

R

N\
m⋃
j=1

ωj


 = 0,

(10)

m⋃
j=1

ω̄j = R
N .

By (7), (8) v is continuously differentiable in
⋃m
j=1 ωj with

(11) |∇v(x)| ≤ C <∞
(
x ∈

m⋃
j=1

ωj

)
.

Next we claim that the distributional gradient of v is a locally integrable function.
To see this, note that v = Uν − UΩ = E ∗ (ν − ρΩ); hence,

(12) ∇v = (∇E) ∗ (ν − ρΩ).

Here everything is to be interpreted in the sense of distributions. Now, ∇E is a locally
integrable (vector) function and ν − ρΩ is a signed Radon measure with compact
support. It then follows (cf. [Do, Sect. 26]) from (12) that ∇v is also a locally
integrable (vector) function.

Combining this information with (9), (11) we conclude that the distributional
gradient ∇v is in L∞

(
R
N
)

and hence that v is a Lipschitz continuous function (i.e.,
has such a representative).

By continuity, for the Lipschitz continuous version of v, the relation (7) on ωj
extends to hold on all ω̄j . Thus it follows from (10) that for each x ∈ R

N we have
v(x) = uj(x) for some j.

Now let x ∈ Dj , and let y be the closest point on ∂Hj . Then uj(ξ) < uk(ξ)
for every ξ ∈ [x, y] and for every k |= j. On He

j , v = uj = 0, so by continuity
v(y) = uj(y). Since v is continuous and coincides everywhere with some uk it follows
that v(ξ) = uj(ξ) for all ξ ∈ [x, y], in particular v(x) = uj(x). Thus v = uj = u in
Dj . Since j was arbitrary we conclude that v = u and ν = µ, completing the proof of
the theorem.

Example. Let Ω be a regular polygon in R
2, say centered at the origin and with

n ≥ 3 corners uniformly distributed on the unit circle. Clearly Ω is convex. Let us
compute its mother body µ.
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The support of µ, i.e., the ridge R of Ω, consists of the n radii from the origin to
the corners of Ω. The density of µ with respect to arclength on R equals the jump of
the normal derivative of Uµ across R, or, what is the same, the jump of the normal
derivative of u = Uµ−UΩ. Since, in the notations of the proof above, ∇u = (a+bδ)∇δ
and ∇δ is a constant unit vector in each component of Ω\R, it follows that the density
of µ is proportional to a + b(1 − r) on R, where r = |x|. Indeed, evaluation of the
constant of proportionality gives that

(13) dµ =
2π

n
(a+ b(1− r))dr on R.

As n increases, Ω approaches the unit disc B(0, 1). One might hope then that
µ should approach the unique mother body of the disc, namely 2π(a + b

2 ) times the
Dirac measure at the origin. However, one sees from (13) that, as n → ∞, the
µ converge towards that measure on B(0, 1) which has density a

r + b( 1
r − 1) with

respect to area measure. This certainly is more concentrated than the original mass
distribution ρB(0,1), but less concentrated than the Dirac measure. In particular, the
mother bodies of the regular polyhedra do not converge towards the mother body of
the limiting disc.

This failure of convergence should not be surprising since, as was discussed in
section 2, the search for mother bodies is an ill-posed problem with no continuous
dependence on initial data, even when unique solutions do exist. The mother bodies
for the approximating polyhedra may actually be more useful and more realistic in
practical problems than the mother body for the disc itself. Consider, e.g., the case
a = 0, b = 1 and think of the ill-posed Hele–Shaw model briefly discussed in section
2. In experiments with Hele–Shaw flows one never sees an initially circular blob
shrinking down to a point. The predominant phenomenon always is that shrinking
occurs by development of fingers of the exterior domain penetrating into the fluid
(see, e.g., [Ho]). What eventually remains of the fluid domain is not a pointlike blob,
but rather a kind of skeleton, which is somewhat reminiscent of the mother body of
the approximating polygon Ω for a suitable n.

Thus there is a possibility that mother bodies of polyhedra could be a useful tool
for handling ill-posed Hele–Shaw problems: one approximates a given initial fluid
domain by a polygon, computes its mother body (uniquely determined and easily
computed in the convex case), and then the whole evolution in time is obtained by
balayage (section 2). The initial approximation with a polygon of course contains a
degree of arbitrariness, but it is also known, for real Hele–Shaw flows, that the onset
of the finger development contains a stochastic element.

4. General polyhedra and Zidarov’s counterexample. By a (general) poly-
hedron we mean a domain which is the interior of a finite union of compact convex
polyhedra. Mother bodies for general polyhedra will be treated in subsequent papers,
e.g., [Gu-Sa2]. The situation in higher dimensions is not completely clear at present,
but let us summarize what is known in the two-dimensional case.

When hypersurface measure is present in ρΩ, i.e., when a > 0, b ≥ 0, nonconvex
polyhedra do not admit mother bodies satisfying all of (1)–(5). Indeed, if Ω is a
nonconvex polyhedron in R

2, then Ω must have a nonconvex corner and it is well
known that classical balayage of any positive measure µ in Ω onto ∂Ω will then be
a measure on ∂Ω whose density with respect to H1 tends to infinity at the corner.
When b = 0, requirement (1) means that ρΩ will have to coincide with this balayage
measure; hence, a mother body µ cannot exist in this case. This argument extends
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to the case a > 0, b > 0.

On the other hand, extending previous work of G. Choquet and I. Deny [Ch-De]
concerning regular polyhedra, D. Siegel [Si] has constructed, in the pure hypersurface
case (a > 0, b = 0), mother bodies (or skeletons, as he calls them) for general
polyhedra which satisfy (1)–(2), (4)–(5). The construction actually works for general
a, b ≥ 0. Moreover the construction is canonical (involves no choices) and the shape
of the mother body reflects that of the original body. Hence we feel that it is a
satisfactory mother body, although the positivity requirement (3) is violated in the
nonconvex case.

Fig. 2. Two mother bodies for a nonconvex polyhedron in the case a = 0 (Zidarov’s example).

In the case of pure volume measure (a = 0, b > 0) the function Ω 7→ ρΩ is additive
under disjoint unions (even after “removal of slits,” i.e., after taking the interior of
the closure). Therefore a possible way to construct a mother body for a polyhedron
Ω is to decompose it into finitely many subpolyhedra, e.g., convex ones, each of which
has a mother body satisfying (1)–(5). By adding these up one gets a measure µ
which automatically satisfies (1)–(4) for Ω. Requirement (5) is more troublesome,
but at least in the two-dimensional case it can be met by choosing the decomposition
properly [Gu-Sa2].

In conclusion, mother bodies satisfying all of (1)–(5) do exist for arbitrary poly-
hedra when N = 2 and a = 0. However, as Zidarov discovered, there is no uniqueness
of mother bodies for nonconvex polyhedra. Zidarov’s example is a square in R

2 with
a smaller square at one corner removed, say Ω = (−1, 1)2\(−1, 0]2. This can be de-
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Fig. 3. Siegel’s mother body (with (3) violated) for the same nonconvex polyhedron (a, b ≥ 0).

composed into three squares (with side length one) in a natural way. Adding up the
mother bodies for these, one gets a measure not satisfying (5). But, if Ω is instead
decomposed into a rectangle (with side lengths one and two) and a square, the sum
of the mother bodies for these will satisfy all of (1)–(5). This decomposition can be
made in two different ways, and the result will be two different mother bodies.

These are depicted in Figure 2. Figure 3 shows the mother body obtained by
Siegel’s procedure for the same Ω. The latter does not satisfy (3), but it has other
advantages, namely that supp µ meets ∂Ω only at corners not at smooth points of
∂Ω, that it shares the symmetry properties of Ω, and that it is indecomposable in a
certain sense.
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Abstract. The scattering of time-harmonic acoustic waves by a simply connected, sound-soft
obstacle in an inhomogeneous medium in R2 is considered. We prove that the Cauchy data of
the scattered waves on a large circle for all incident waves and for an interval of wave numbers
κ uniquely determine the obstacle and the inhomogeneity. To this end we show that products of
harmonic functions satisfying a Dirichlet condition on the interior boundary of an annular plane
domain are complete. Then, we use the limit κ → 0 and obtain uniqueness of the obstacle from
Schiffer’s uniqueness result. Uniqueness of the inhomogeneity also follows from κ→ 0 together with
the denseness result for the linear span of products of harmonic functions.

Key words. inverse obstacle scattering, inhomogeneous medium, complete set, products of
harmonic functions
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1. Introduction. We consider the scattering of time-harmonic waves by a sim-
ply connected obstacle in a two-dimensional inhomogeneous medium assuming a
Dirichlet boundary condition. Problems of this type occur when a three-dimensional
acoustic scattering problem at an infinitely long cylinder is reduced to two dimensions
by assuming that the fields and the refractive index are constant along each line par-
allel to the cylinder. Similarly, the scattering of time-harmonic electromagnetic waves
by an infinitely long cylindrical conductor leads to this problem assuming a constant
magnetic permeability, the invariance of the electric permittivity in the direction of
the cylinder axis and the electric field polarized in that direction.

We suppose that on a large circle, surrounding the obstacle, the Cauchy data of
the scattered fields are known for an interval of wave numbers and for all possible
incident waves. Our aim is to prove that these data uniquely determine the obstacle
and the inhomogeneity.

Although there are many papers dealing with similar problems in the absence of
an obstacle or investigating an inverse obstacle problem in a homogeneous medium
to the author’s knowledge there is only one paper which examines an inverse obstacle
problem in an inhomogeneous medium. However, in [7] the authors assume that the
inhomogeneity in the exterior domain is known and then prove uniqueness of the
obstacle with techniques used in [6].

For the full space problem, i.e., without any obstacle, in three or more dimensions,
Sylvester and Uhlmann and others even obtained uniqueness of the inhomogeneity
assuming only the knowledge of the Cauchy data at a fixed wave number for all
incident fields (see the review of results in [10]). In two dimensions there are only
partial results of this type [10, 5] and no general uniqueness result using only one
fixed wave number is known. Therefore, we use an interval of wave numbers κ. This
means that we use more data than expected from a count of degrees of freedom. It
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is then possible to use the limit κ→ 0 to reduce the problem to two questions about
harmonic functions.

First, do the Cauchy data of a suitable harmonic function satisfying a Dirich-
let boundary condition uniquely determine the obstacle? The answer attributed to
Schiffer is yes and can be found in [3, Theorem 5.1] in a slightly different setting.

Second, are linear combinations of products of harmonic functions, satisfying a
Dirichlet condition on the interior boundary of an annular plane domain, dense in
certain function spaces? Although we use it as an auxiliary result to prove uniqueness
of the inverse scattering problem we think that this question is interesting in itself. A
positive answer for this question without imposing the Dirichlet boundary condition
was given by Calderón in [2]. We shall give a positive answer for our case in the next
section. We first assume the obstacle to be a disk and use separation of variables for
the density result. For the general case we use a conformal mapping.

In the third section we state existence and uniqueness of the direct scattering
problem and examine the behavior of the solutions as κ→ 0. There are some difficul-
ties due to the fact that in R

2 the fundamental solutions for the Helmholtz equation
do not converge as κ→ 0.

Finally, in the fourth section we combine the results of the previous sections to
prove the uniqueness result for the inverse scattering problem.

2. Completeness of products of harmonic functions. Let D0 ⊂ R
2 be

a nonempty, open, connected, and bounded set. We assume the exterior domain
D := R

2 \ D0 to be connected and to have a C2-smooth boundary ∂D = ∂D0. For
R > 0 we define the disk BR := {x ∈ R

2: |x| < R}. In the sequel we suppose that R
is sufficiently large to ensure D0 ⊂ BR. For a bounded domain, n denotes the normal
vector at the boundary directed into the exterior of the domain.

The main result of this section is the following theorem.
Theorem 2.1. Let q ∈ L2(D) satisfy q(x) = 0 for all |x| ≥ R. Furthermore,

assume that ∫
D∩B2R

q(x)u(x)v(x)dx = 0(2.1)

for all functions u, v ∈ C2(D ∩ B2R) ∩ C1(D ∩ B2R) satisfying ∆u = 0, ∆v = 0 in
D ∩ B2R, u|∂D = v|∂D = 0, and

∫
∂D

∂u
∂nds =

∫
∂D

∂v
∂nds = 0. Then q(x) = 0 almost

everywhere in D.
We shall reduce this theorem to the special case D = R

2 \ B1 with the help of
a conformal mapping. Hence, we first examine the special case D0 = B1. Using
polar coordinates x = (x1, x2) = (r cos θ, r sin θ) for x ∈ R

2 it is easily seen that the
functions

ul(x) = (x1 + ix2)
l − (x1 − ix2)

−l = (rl − r−l)eilθ , l ∈ N , x ∈ R
2 \B1 ,

ul(x) = (x1 − ix2)
|l| − (x1 + ix2)

−|l| = (r|l| − r−|l|)eilθ , −l ∈ N , x ∈ R
2 \B1 ,

satisfy ∆ul = 0 in R
2 \B1, ul|∂B1

= 0, and
∫
∂B1

∂ul
∂n ds = 0.

Equation (2.1) reads for u = ul, v = um,

2R∫
1

r

2π∫
0

q(r cos θ, r sin θ)ei(l+m)θdθ(r|l| − r−|l|)(r|m| − r−|m|)dr = 0 .
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For a fixed k ∈ N0 we choose l = k + j and m = −j, j ∈ N, and obtain

2R∫
1

r

2π∫
0

q(r cos θ, r sin θ)eikθdθ(r|k|+j − r−(|k|+j))(rj − r−j)dr = 0 , j ∈ N .(2.2)

Choosing l = k− j, m = j, j ∈ N, in the case −k ∈ N we find that the equations (2.2)
hold for all k ∈ Z, j ∈ N. Therefore, we first examine whether a function f ∈ L2(1, ρ)
satisfying

ρ∫
1

f(r)(rk+j − r−(k+j))(rj − r−j)dr = 0 , j ∈ N ,

for a fixed k ∈ N0 must vanish almost everywhere in (1, ρ).
To this end we define for j ∈ N, k ∈ N0, r ≥ 1 the functions

ej,k(r) := (rk+j − r−(k+j))(rj − r−j) ,
fj(r) := (r + r−1)(r − r−1)2j ,

gj(r) := (r − r−1)2j .

The ej,k appear in the above equation but they are difficult to work with. However,
it turns out that the fj , gj are contained in span{ej,1: j ∈ N}, span{ej,0: j ∈ N},
respectively. Since the fj , gj are essentially even polynomials in the variable (r−1/r)
they are more suitable for our purposes than the ej,k. Hence, we start with the
following lemma.

Lemma 2.2. span{gj : j ∈ N} ⊂ span{ej,0: j ∈ N} and span{fj : j ∈ N} ⊂
span{ej,1: j ∈ N}.

Proof. We observe with the help of

(r + r−1)(rj − r−j) = (rj+1 − r−(j+1)) + (rj−1 − r−(j−1)) , j ∈ N ,

that

(r + r−1)2e1,0(r) = e2,0(r) ,(2.3)

(r + r−1)2ej,0(r) = ej+1,0(r) + 2ej,0(r) + ej−1,0(r)− 2e1,0(r) , j ≥ 2 ,(2.4)

(r + r−1)2e1,1(r) = e2,1(r) + e1,1(r) ,(2.5)

(r + r−1)2ej,1(r) = ej+1,1(r) + 2ej,1(r) + ej−1,1(r)− e1,1(r) , j ≥ 2 .(2.6)

Starting with

g1(r) = e1,0(r) , f1(r) = (r + r−1)(r − r−1)2 = e1,1(r)

we now use induction to prove fN ∈ span{ej,1: j = 1, . . . , N} and

gN ∈ span{ej,0: j = 1, . . . , N} for all N ∈ N. From fN−1 =
∑N−1

j=1 αjej,1 for a fixed
N ≥ 2 we conclude

fN (r) = (r − r−1)2fN−1(r)

= ((r + r−1)2 − 4)fN−1(r)

=
N−1∑
j=1

αj(r + r−1)2ej,1(r)− 4
N−1∑
j=1

αjej,1(r) ,
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i.e., fN =
∑N

j=1 βjej,1 by (2.5) and (2.6). Using (2.3) and (2.4), a similar reasoning
yields the assertion for gN and we have proved the lemma.

Now, we prove the density result for span{ej,k: j ∈ N} with respect to the L2-
norm. C0(1, ρ) denotes the space of continuous functions having compact support in
(1, ρ).

Lemma 2.3. Assume k ∈ N0 and ρ > 1. Then, span{ej,k: j ∈ N} is dense in
L2(1, ρ); i.e., if f ∈ L2(1, ρ) satisfies

ρ∫
1

f(r)ej,k(r)dr = 0 for all j ∈ N,

then f = 0.
Proof. We start with the case k = 0 and show that for any f ∈ C0(1, ρ) there is

a sequence qN ∈ span{ej,0: j ∈ N}, N ∈ N, with ‖qN − f‖L2 → 0, N →∞. Then, the
assertion for k = 0 follows from the density of C0(1, ρ) in L2(1, ρ).

The transformation t = r − 1/r, r > 1, maps (1,∞) bijectively onto (0,∞).
The inverse map is given by r = z(t) with z(t) := t/2 +

√
1 + t2/4, t > 0. We use

this transformation to reduce the problem to an approximation problem with even
polynomials. Defining g(t) := t−2f(z(|t|)) for 0 < |t| ≤ ρ − 1/ρ and g(0) := 0, we
have that g ∈ C[−ρ + 1/ρ, ρ − 1/ρ] is an even function. Hence, by the Weierstrass
approximation theorem there is a sequence q̃N , N ∈ N, of even polynomials which
converge uniformly to g,

max{|q̃N (t)− g(t)|: t ∈ [−ρ+ 1/ρ, ρ− 1/ρ]} → 0 , N →∞ .

With qN (r) := (r−1/r)2q̃N (r−1/r), 1 ≤ r ≤ ρ, N ∈ N, we have qN ∈ span{gj : j ∈ N}
and thus qN ∈ span{ej,0: j ∈ N} by Lemma 2.2. Furthermore, using the transforma-
tion r = z(t) we can estimate

ρ∫
1

|qN (r)− f(r)|2dr =

ρ−1/ρ∫
0

|q̃N (t)− g(t)|2t4z′(t)dt

≤ cmax{|q̃N (t)− g(t)|2: t ∈ [0, ρ− 1/ρ]} → 0 , N →∞ ,

with a suitable positive constant c and we have proved the lemma for k = 0.

Now, we consider the case k ∈ N. For f ∈ C0(1, ρ) we define

g(t) := t−2
(
z(|t|) + z(|t|)−1

)−1

f((z(|t|))1/k)

for 0 < |t| ≤ ρk−1/ρk and g(0) := 0. We have again that g ∈ C[−ρk+1/ρk, ρk−1/ρk]
is an even function which can be approximated uniformly by a sequence q̃N , N ∈ N,
of even polynomials,

max{|q̃N (t)− g(t)|: t ∈ [−ρk + 1/ρk, ρk − 1/ρk]} → 0 , N →∞ .

Defining qN (s) := (s + 1/s)(s− 1/s)2q̃N (s− 1/s), 1 ≤ s ≤ ρk, N ∈ N, we have qN ∈
span{fj : j ∈ N} and qN ∈ span{ej,1: j ∈ N} by Lemma 2.2. Hence, pN (r) := qN (rk),
1 ≤ r ≤ ρ, can be represented as

pN (r) =
M∑
j=1

ajej,1(r
k) =

M∑
j=1

aj(r
k+jk − r−(k+jk))(rjk − r−jk) ,



1122 P. HÄHNER

i.e., pN ∈ span{ej,k: j ∈ N}.
With the help of the transformations r = s1/k and s = z(t) we can estimate

ρ∫
1

|pN (r)− f(r)|2dr =

ρk∫
1

|qN (s)− f(s1/k)|2(1/k)s1/k−1ds

=

ρk∫
1

∣∣∣q̃N(s− 1

s

)
−
(
s+

1

s

)−1(
s− 1

s

)−2

f(s1/k)
∣∣∣2(s+

1

s

)2(
s− 1

s

)4 1

k
s1/k−1ds

=

ρk−1/ρk∫
0

|q̃N (t)− g(t)|2w(t)dt

≤ cmax{|q̃N (t)− g(t)|2: t ∈ [0, ρk − 1/ρk]} → 0 , N →∞ ,

with a bounded function w and a positive constant c. This ends the proof of the
lemma.

Since we shall map B2R ∩D conformally on an annulus during the proof of The-
orem 2.1 we state the needed results about the conformal mapping and its inverse in
the following lemma and briefly sketch its proof.

Lemma 2.4. Let G := D ∩ B2R, D, and R as in Theorem 2.1. Then there exist
a constant ρ > 1 and a conformal mapping

ϕ: {z ∈ C: (<z,=z) ∈ G} → {w ∈ C: 1 < |w| < ρ} .
Furthermore, ϕ ∈ C1(G) and, denoting by ψ the inverse function to ϕ , |ψ′|2 is
bounded in {w ∈ C: 1 < |w| < ρ}, where ψ′ is the complex derivative of ψ.

Proof. Let u ∈ C2(G) ∩ C1(G) be the unique solution of the Dirichlet problem
∆u = 0 in G, u|∂D = 0, u|∂B2R

= 1. Uniqueness of the solution can be inferred
from the maximum principle. Existence and C1(G)-regularity of the solution can be
obtained with the help of a single-layer ansatz [9, Theorems 7.29, 7.27]. Defining
k :=

∫
∂B2R

∂u
∂nds, we conclude from Green’s theorem

k =

∫
∂G

∂u

∂n
uds =

∫
G

|∇u|2dx > 0 .

Let v be a real-valued conjugate harmonic function to u, i.e., u and v satisfy the
Cauchy–Riemann equations, and define

ϕ(x1 + ix2) := exp((2π/k)(u(x1, x2) + iv(x1, x2))) for (x1, x2) ∈ G .

Note that v is not single-valued. However, ϕ is a single-valued holomorphic function
in {z ∈ C: (<z,=z) ∈ G} and ϕ ∈ C1(G). Then ϕ is the searched-for conformal
mapping with ρ := e2π/k > 1 (see the proof of [1, Theorem 10, Chapter 6, p. 247]).

If ψ is the inverse function to ϕ we have ϕ′(ψ(w))ψ′(w) = 1 for 1 < |w| < ρ, hence
|ϕ′(z)|2 > 0 for z ∈ G. The boundary point lemma states ∂u

∂n (z) 6= 0 for z ∈ ∂G (see
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[4, Lemma 3.4]). Therefore we compute |ϕ′(z)|2 = ((2π/k)e(2π/k)u(z))2|∇u(z)|2 > 0
for z ∈ ∂G. Then, |ϕ′(z)|2 ≥ δ > 0 for all z ∈ G and |ψ′(w)|2 ≤ δ−1 for 1 < |w| < ρ.
This ends the proof of the lemma.

We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. Let us first consider the case D0 = B1 and assume equation

(2.1) holds for all harmonic functions u, v in R
2 \B1 which vanish on ∂B1 and satisfy∫

∂B1

∂u
∂nds =

∫
∂B1

∂v
∂nds = 0. By the reasoning immediately after Theorem 2.1 we

arrive at equation (2.2), which reads

2R∫
1


r

2π∫
0

q(r cos θ, r sin θ)eikθdθ


 ej,|k|(r)dr = 0 , j ∈ N , k ∈ Z .

We define, for k ∈ Z,

fk(r) := r

2π∫
0

q(r cos θ, r sin θ)eikθdθ , 1 < r < 2R ,

and obtain from Lemma 2.3 for all k ∈ Z: fk(r) = 0 almost everywhere in (1, 2R).
Since the trigonometric polynomials are a complete orthogonal system in L2(0, 2π)
we can conclude q(r cos θ, r sin θ) = 0 for almost all 1 < r < 2R, 0 ≤ θ ≤ 2π, i.e.,
q = 0.

In the general case we use the conformal mapping ϕ with inverse ψ from Lemma
2.4. For any function ũ ∈ C2(R2 \ B1) ∩ C1(R2 \ B1) with ũ|∂B1

= 0, ∆ũ = 0 in
R

2 \B1 and
∫
∂B1

∂ũ
∂nds = 0, the function

u(x) := ũ(<ϕ(x1 + ix2),=ϕ(x1 + ix2)) , x = (x1, x2) ∈ D ∩B2R ,

satisfies u ∈ C2(D ∩B2R) ∩ C1(D ∩B2R), u(x) = 0, x ∈ ∂D, and

∆u(x) = (∆ũ)(<ϕ(x1 + ix2),=ϕ(x1 + ix2))|ϕ′(x1 + ix2)|2 = 0 in D ∩B2R .

Due to
∫
∂B1

∂ũ
∂nds = 0 there is a single-valued conjugate harmonic function w̃ ∈

C2(R2 \B1) ∩ C1(R2 \B1) to ũ. Hence, defining

f(x1 + ix2) := ũ(<ϕ(x1 + ix2),=ϕ(x1 + ix2)) + iw̃(<ϕ(x1 + ix2),=ϕ(x1 + ix2))

for x = (x1, x2) ∈ D ∩ B2R, f is a single-valued holomorphic function and we can
compute ∫

∂D

∂u

∂n
ds =

∫
∂D

∂(<(f))

∂n
ds =

∫
∂D

d(=(f))

ds
ds = 0;

i.e., the condition for the normal derivative is also satisfied.
Analogously, we can define v from ṽ ∈ C2(R2 \B1) ∩C(R2 \B1) with ṽ|∂B1

= 0,∫
∂B1

∂ṽ
∂nds = 0, and ∆ṽ = 0 in R

2 \B1. Using the change of variables formula and the

fact that |ψ′(y1 + iy2)|2 is the Jacobian of the transformation in R
2 which is given by

ψ, we obtain

0 =

∫
D∩B2R

q(x)u(x)v(x)dx
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=

∫
1<|y|<ρ

q((<ψ(y1 + iy2),=ψ(y1 + iy2)))ũ(y)ṽ(y)|ψ′(y1 + iy2)|2dy

for all harmonic functions ũ, ṽ in R
2\B1 which vanish on ∂B1 and whose integral over

∂B1 of the normal derivative is zero. Therefore, from the considerations for D0 = B1

we can conclude q((<ψ(y1 + iy2),=ψ(y1 + iy2)))|ψ′(y1 + iy2)|2 = 0, almost everywhere
in 1 < |y| < ρ, hence q = 0, and we have proved Theorem 2.1.

3. The direct scattering problem. With D and BR as in the previous section
we shall examine the following scattering problems (Pκ): given κ > 0, a uniformly
Hölder continuous function q ∈ C0,α(D), 0 < α < 1, satisfying supp(1− q) ⊂ BR and
=(q) ≥ 0 in D, and an incident field ui ∈ C2(BR) with ∆ui + κ2ui = 0 in BR, find
the scattered field us ∈ C2(D) ∩ C(D) satisfying ∆us + κ2qus = κ2(1 − q)ui in D;
the Sommerfeld radiation condition |x̂ · ∇us(x) − iκus(x)|2 = o(|x|−1/2), |x| → ∞,
uniformly for all directions x̂ := |x|−1x; and the boundary condition us|∂D = −ui|∂D.

We are interested in the unique solvability of (Pκ) and in the behavior of the
solutions as κ→ 0. Therefore, we also state (P0): given an incident field ui ∈ C2(BR)
with ∆ui = 0 in BR, find the scattered field us ∈ C2(D) ∩ C(D) satisfying ∆us = 0
in D; |us(x)| = O(1), |x| → ∞, uniformly for all directions x̂ := |x|−1x; and the
boundary condition us|∂D = −ui|∂D.

We denote by

Φκ(x, y) :=
i

4
H

(1)
0 (κ|x− y|) , x, y ∈ R

2 , x 6= y , κ > 0,

and

Φ0(x, y) :=
1

2π
ln

1

|x− y| , x, y ∈ R
2 , x 6= y,

the fundamental solutions to the Helmholtz equation and Laplace equation, respec-
tively.

Theorem 3.1. (Pκ) has a unique solution for all κ ≥ 0.
Let ui0 ∈ C2(BR) be a harmonic function in BR. If for 0 < κ < 1 the incident

fields uiκ satisfy ‖uiκ − ui0‖∞,BR
→ 0, κ → 0, then the solutions usκ of (Pκ) converge

uniformly in D ∩BR to the solution of (P0) for the incident field ui0.
Proof. The existence and uniqueness results can be found in the literature. The

case κ = 0 is treated in [9, Theorem 6.20]. Since the uniqueness proofs given for the
three-dimensional case in [11, Satz 2] or in [3, Theorem 3.7] can be carried over to
our case (Pκ) has at most one solution if κ > 0. Moreover, analogously to [11, Satz
10], the existence of a solution to (Pκ), κ > 0, can be established by an ansatz of a
combined volume and double-layer potential. However, we are also interested in the
behavior of the solutions for κ → 0, and the second assertion of the theorem cannot
be inferred from the ansatz in [11] (see [12, 8] for the case q = 1). Therefore, we
choose a more complicated ansatz along the lines suggested in [8] which yields the
desired convergence.

For 0 < κ < 1, a ∈ C(D ∩BR), and ϕ ∈ C(∂D) we define

us(x) :=

∫
∂D

{ ∂Φκ

∂n(y)
(x, y) +

(
1− 2π

lnκ

)
Φκ(x, y)

}
ϕ(y)ds(y)

− 1

|∂D|
∫
∂D

Φκ(x, z)ds(z)

∫
∂D

ϕ(y)ds(y)
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+κ

∫
D∩BR

Φκ(x, y)a(y)dy , x ∈ D .(3.1)

The normal vector n is directed into D and by |∂D| we denote the arclength of ∂D.
From the mapping properties and jump relations of potentials we can conclude

that if a and ϕ are a solution of the integral equations

−a(x) + κ(q(x)− 1)

{ ∫
∂D

{ ∂Φκ

∂n(y)
(x, y) +

(
1− 2π

lnκ

)
Φκ(x, y)

}
ϕ(y)ds(y)

− 1

|∂D|
∫
∂D

Φκ(x, z)ds(z)

∫
∂D

ϕ(y)ds(y)

+ κ

∫
D∩BR

Φκ(x, y)a(y)dy

}
= κ(1− q(x))ui(x) , x ∈ D ∩BR,(3.2)

ϕ(x) + 2

{ ∫
∂D

{ ∂Φκ

∂n(y)
(x, y) +

(
1− 2π

lnκ

)
Φκ(x, y)

}
ϕ(y)ds(y)

− 1

|∂D|
∫
∂D

Φκ(x, z)ds(z)

∫
∂D

ϕ(y)ds(y)

+ κ

∫
D∩BR

Φκ(x, y)a(y)dy

}
= −2ui(x) , x ∈ ∂D,(3.3)

then us as in (3.1) is a solution to (Pκ).

Using the asymptotic behavior of H
(1)
0 (z) for |z| → 0 (see [8]), for κ → 0 we

obtain the operator( −I 0
0 I + L0

)
:C(D ∩BR)× C(∂D) → C(D ∩BR)× C(∂D)

as the uniform limit of the integral operators in equations (3.2) and (3.3). Here, I
denotes the identity map on C(D ∩BR) and C(∂D), respectively, and L0:C(∂D) →
C(∂D) is defined by

(L0ϕ)(x) := 2

∫
∂D

{ ∂Φ0

∂n(y)
(x, y) + Φ0(x, y) + 1

}
ϕ(y)ds(y)

− 2

|∂D|
∫
∂D

Φ0(x, z)ds(z)

∫
∂D

ϕ(y)ds(y) , x ∈ ∂D.

Since I + L0 has a bounded inverse [8, Theorem 2.1] we know by a Neumann series
argument that for sufficiently small κ the integral equations (3.2), (3.3) have a unique
solution and that these solutions (aκ, ϕκ) converge to (0, ϕ0), ϕ0 being the unique
solution to (I + L0)ϕ0 = −2ui0|∂D. Therefore, inserting (aκ, ϕκ) into the potential in

(3.1) and using once more the behavior of H
(1)
0 (z) for |z| → 0 we see that the solutions
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usκ converge uniformly in D ∩BR to the function

us0(x) :=

∫
∂D

{ ∂Φ0

∂n(y)
(x, y) + Φ0(x, y) + 1

}
ϕ0(y)ds(y)

− 1

|∂D|
∫
∂D

Φ0(x, z)ds(z)

∫
∂D

ϕ0(y)ds(y) , x ∈ D,

(see [8, Theorem 2.2]). us0 is harmonic and bounded in D and satisfies us0|∂D =
(1/2)(I +L0)ϕ0 = −ui0|∂D due to the jump relations. Hence, it is the solution of (P0)
for the incident field ui0. This ends the proof of the theorem.

Now, we know the behavior of the scattered fields as κ → 0. In the next section
we also need some knowledge concerning the approximation of a harmonic function by
incident fields or by the sum of incident and scattered fields as κ → 0. We establish
these results in the last theorem of this section.

Theorem 3.2.
(a) Let ui0 ∈ C2(B3R/2) be harmonic. Then, there are incident fields uiκ ∈

C2(B3R/2), 0 < κ < 1, such that ‖uiκ − ui0‖∞,BR
→ 0, κ→ 0.

(b) Let u0 ∈ C2(D ∩B2R) ∩C1(D ∩B2R) be harmonic in D ∩B2R, u0|∂D = 0,
and

∫
∂D

∂u0

∂n ds = 0. Then, there are incident fields uiκ ∈ C2(B3R/2), 0 < κ < 1, such
that the solutions usκ to (Pκ) satisfy ‖uiκ + usκ − u0‖∞,D∩BR

→ 0, κ→ 0.
Proof. For part (a) we define ϕ ∈ C(∂B3R/2) to be the unique solution to

ϕ(x)− 2

∫
∂B3R/2

∂Φ0

∂n(y)
(x, y)ϕ(y)ds(y) = −2ui0(x) , x ∈ ∂B3R/2.

It is well known that this integral equation has a unique solution [9, Theorem 6.16]
and that

ui0(x) =

∫
∂B3R/2

∂Φ0

∂n(y)
(x, y)ϕ(y)ds(y) , x ∈ B3R/2.

Now, we set

uiκ(x) =

∫
∂B3R/2

∂Φκ

∂n(y)
(x, y)ϕ(y)ds(y) , x ∈ B3R/2,

and use the convergence of the double-layer potentials as in Theorem 3.1 to obtain
‖uiκ − ui0‖∞,BR

→ 0, κ→ 0. This proves part (a).

For part (b) we choose R′ with 3R/2 < R′ < 2R. Adding

ui0(x) :=

∫
∂BR′

{∂u0

∂n
(y)Φ0(x, y)− ∂Φ0

∂n(y)
(x, y)u0(y)

}
ds(y) , x ∈ BR′ ,

and

us0(x) := −
∫
∂D

∂u0

∂n
(y)Φ0(x, y)ds(y) , x ∈ D,
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and using u0|∂D = 0 and Green’s formula, we obtain ui0(x) + us0(x) = u0(x), x ∈
D ∩ BR′ . ui0 is harmonic in BR′ . us0 is harmonic and bounded in D because of∫
∂D

∂u0

∂n ds = 0. Hence, us0 is the solution of (P0) for the incident field ui0. According
to part (a) ui0 can be approximated by uiκ in BR. Because Theorem 3.1 implies that
the solutions usκ to (Pκ) with incident fields uiκ converge to us0 we have proved the
theorem.

4. A uniqueness theorem for the inverse scattering problem. Let BR,
D0, D, and q satisfy the assumptions of the previous sections. Moreover, we assume

that D̃0 ⊂ BR, D̃ := R
2\D̃0, and q̃ ∈ C0,α(D̃) satisfy the analogous assumptions. (Pκ)

denotes the scattering problem with data D, q, and uiκ, u
s
κ is its solution. (P̃κ) denotes

the scattering problem with data D̃, q̃, and uiκ, ũ
s
κ its solution. Our final theorem

states that, if for (P̃κ) and (Pκ) the Cauchy data of the scattered fields coincide on
∂BR for all possible incident fields uiκ and for all 0 < κ < 1, then ∂D = ∂D̃ and
q = q̃; i.e., the Cauchy data for an interval of frequencies and all possible incident
fields uniquely determine the obstacle D0 and the inhomogeneity q.

Let us add two remarks before we prove the theorem.

The incident fields are very often chosen to be plane waves uiκ(x) = exp(iκd · x),
x ∈ R

2, propagating in the direction d ∈ R
2, |d| = 1. In any closed subset of BR any

solution to ∆u + κ2u = 0 in BR can be uniformly approximated by elements from
the span of the plane waves [6, Lemma 3.2]. Therefore we could also work with plane
waves instead of the larger set of incident fields.

Furthermore, in scattering theory one usually works with the far field pattern of
the scattered fields. But since the far field pattern uniquely determines the Cauchy
data of the scattered field [3, Theorem 2.13] and vice versa [3, Theorem 2.5], coinci-
dence of the far field patterns and coincidence of the Cauchy data are equivalent.

Theorem 4.1. If for all 0 < κ < 1 and for all solutions uiκ ∈ C2(B3R/2) of

∆uiκ + κ2uiκ = 0 in B3R/2 the Cauchy data of the scattered fields for (Pκ) and (P̃κ)

coincide, i.e., usκ|∂BR
= ũsκ|∂BR

and
∂usκ
∂n |∂BR

=
∂ũsκ
∂n |∂BR

, then ∂D = ∂D̃ and q = q̃.

Proof. We first prove ∂D = ∂D̃ by reducing everything to the case κ = 0 and
using Schiffer’s idea. We choose ui0(x1, x2) := x1+ix2, (x1, x2) ∈ R

2, and according to
Theorem 3.2 (a) incident fields uiκ ∈ C2(B3R/2), 0 < κ < 1, with ‖uiκ−ui0‖∞,BR

→ 0,
κ → 0. From usκ|∂BR

= ũsκ|∂BR
, 0 < κ < 1, and Theorem 3.1 we obtain us0|∂BR

=
ũs0|∂BR

. Denoting by G the unbounded component of D ∩ D̃ we have us0(x) = ũs0(x)
for all x ∈ G because of the uniqueness for the Dirichlet problem in the exterior of
BR and because harmonic functions are analytic.

If we assume D0 6= D̃0, without loss of generality, we can assume that D1 := (R2\
G)\D0 is nonempty. D1 is an open subset of D and ∂D1 ⊂ ∂G∪∂D = (∂G\∂D)∪∂D.
Since us0 coincides with −ui0 on ∂D and with ũs0 = −ui0 on ∂G \ ∂D the maximum
principle implies us0 = −ui0 in D1 and hence in D by analyticity. This is a contradiction
because ui0 is unbounded in D whereas us0 is bounded. Then, we must have D0 = D̃0,
i.e., ∂D = ∂D̃.

Now, we prove q = q̃. We first establish the relation (2.1) in Theorem 2.1 with
q − q̃. To this end we choose harmonic functions u, v ∈ C2(D ∩B2R) ∩C1(D ∩B2R)
satisfying u|∂D = v|∂D = 0 and

∫
∂D

∂u
∂nds =

∫
∂D

∂v
∂nds = 0. According to Theorem

3.2 (b) there are incident fields uiκ ∈ C2(B3R/2), 0 < κ < 1, such that the solutions
usκ to (Pκ) satisfy ‖uiκ + usκ − u‖∞,D∩BR

→ 0, κ → 0, and similarly for the solutions

ũsκ to (P̃κ) with incident field uiκ. To shorten notation we define uκ := uiκ + usκ and

ũκ := uiκ + ũsκ in D ∩BR. From usκ|∂BR
= ũsκ|∂BR

and
∂usκ
∂n |∂BR

=
∂ũsκ
∂n |∂BR

we infer
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the same equations for uκ and ũκ for 0 < κ < 1. This yields, together with Green’s
theorem,

0 =

∫
∂(D∩BR)

(
v
∂

∂n
(uκ − ũκ)− (uκ − ũκ)

∂v

∂n

)
ds

=

∫
D∩BR

(∆uκ −∆ũκ)vdx

= κ2

∫
D∩BR

(q̃ũκ − quκ)vdx

= κ2

∫
D∩BR

(q̃ − q)uκvdx+ κ2

∫
D∩BR

q̃(ũκ − uκ)vdx.

Using q(x)− q̃(x) = 0 for |x| ≥ R, dividing by κ2, and taking κ→ 0 we obtain∫
D∩B2R

(q̃ − q)uvdx = 0

because ũκ and uκ converge uniformly to u according to Theorem 3.2 (b). Then, from
Theorem 2.1 we can conclude q = q̃ and we have proved the uniqueness result.

REFERENCES

[1] L. V. Ahlfors, Complex Analysis, 2nd ed., McGraw-Hill, New York, NY, 1966.
[2] A. P. Calderón, On an inverse boundary value problem, in Seminar on Numerical Analysis

and its Applications to Continuum Physics, Soc. Brasileira de Mathemática, Rio de Janeiro,
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Abstract. In a number of useful applications, e.g., data compression, the appropriate partial
sums of the Fourier series are formed by taking into consideration the size of the coefficients rather
than the size of the frequencies involved. The purpose of this paper is to show the limitations of that
method of summation. We use several results from the number theory to construct counterexamples
to Lp-convergence for p < 2. We also show how to obtain positive results if we combine the two
points of view, i.e., cutting on frequencies and the size of coefficients at the same time. This can be
considered as a kind of uncertainty principle for Fourier sums.
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1. Introduction. For any function, f∈L1(T), we can construct its Fourier series

f(x) ∼
∞∑

k=−∞
f̂(k)e2πikx.

The traditional way of reconstructing the function from its Fourier coefficients is to
consider the partial sums

SNf(x) =
∑
|k|≤N

f̂(k)e2πikx.

It is well known that there is convergence in norm. If f ∈ Lp(T), for 1 < p <∞, then

SNf → f in Lp(T) as N →∞;

and since Carleson [1], it is also known that we have almost everywhere convergence.
However, taking into account the interpretation of the Fourier coefficients as, for

example, the x-ray diffraction pattern of a periodic electron density, it seems to be
more natural to pay attention to the coefficients that give us more information, that
is, those of bigger magnitude, and to reconstruct the function ordering the Fourier
coefficients in decreasing order. The same comments also apply if we are interested in
the application of the Fourier series to signal processing algorithms. The mathematical
expression of this fact leads us to consider, for each λ > 0, partial sums

S̃λf(x) =
∑

|f̂(k)|>λ
f̂(k)e2πikx

and their limit when λ→ 0+.
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1130 ANTONIO CÓRDOBA AND PABLO FERNÁNDEZ

In a recent paper [2], Körner answered in the negative a question asked by Car-
leson and Coifman, proving the existence of a function f ∈ L2(T) such that

lim sup
λ→0+

∣∣∣∣ ∑
|f̂(k)|≥λ

f̂(k)e2πik x
∣∣∣∣ = ∞ for almost every x ∈ T.

Körner’s proof is based on an ingenious modification of a construction due to Olevskii
for the Haar system, and it also uses a probabilistic lemma of Salem and Zygmund.

Using a different method, we show in this paper that Lp-convergence, for p < 2,
also fails for the partial sums S̃λ. More concretely, we have the following theorem.

Theorem 1.
a) If we define a maximal operator

S̃∗f(x) = sup
λ>0

∣∣∣S̃λf(x)
∣∣∣ ,

then, for all 1 ≤ p < 2, there is a function f ∈ Lp(T) (explicitly constructed) such
that

‖S̃∗f‖p = ∞.

b) For each p < 2, there exists a function f ∈ Lp such that lim supλ→0+ ‖S̃λf‖p
= ∞.

Our arguments are of a number theory nature, and we use the Farey dissection
of the interval [0, 1) and the prime number theorem in the proof.

This divergence phenomenon suggests that S̃λf is not the proper sum to be taken.
One may argue that one reason for the failure of S̃λf to converge is because we have
not taken into account the uncertainty principle in the following way: it does not
make sense to impose restrictions upon the size of |f̂(k)| and not upon |k| itself.

Let us consider the modified partial sums

SδNf(x) =
∑

|k| ≤ N

|f̂(k)| ≥ N−δ

f̂(k)e2πikx, δ > 0.

Then we have the following theorem.
Theorem 2.
a) If δ < 1

2 , then for every p < 2 there is a function f ∈ Lp(T) such that

‖ lim sup
N→∞

SδNf‖p = ∞.

b) If δ ≥ 1
2 , then

sup
N
‖SδNf‖p <∞ for every f ∈ Lp(T), 1 < p ≤ 2.

c) If δ > 1
2 , then we have

lim
N→∞

‖SδNf − f‖p = 0 for every f ∈ Lp(T), 1 < p ≤ 2.

d) If δ = 1
2 , then for every p < 2 there exists f ∈ Lp(T) such that

lim sup
N→∞

‖SδNf − f‖p > 0.
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More generally, given a decreasing function φ, one can consider partial sums

SφNf(x) =
∑

|k| ≤ N

|f̂(k)| ≥ φ(N)

f̂(k)e2πikx.

Our construction shows that the behavior of SφN depends upon the condition

N · φ2(N) = o(1).

Finally, we would like to say that we believe more important than the actual results
presented in this paper, are the methods of construction of the examples. They
illustrate, yet again, the connection between Fourier series and number theory.

2. A trigonometrical sum estimate. Take N large enough and consider

P ∗N (x) = max
1≤j≤N

∣∣∣P j
N (x)

∣∣∣ = max
1≤j≤N

∣∣∣∣∣ ∑
p prime

N < p ≤ N + j

e2πip x

∣∣∣∣∣.

Lemma 1.

‖P ∗N‖r ≥ C N3/4−1/2r log−1−1/r(N), for any 1 < r < 2.

Proof. First, we take the primes q,
√
N ≤ q <

√
2N . For each a, (a, q) = 1, we

have the Farey intervals

Ia/q =

(
a

q
− 1

8 q2
,
a

q
+

1

8 q2

)
.

It is easy to see that these intervals are disjoint. Let us consider the set

EN =
⋃

q prime√
N ≤ q <

√
2N

q−1⋃
a=1

Ia/q.

Then,

‖P ∗N‖rr =

∫ 1

0

(P ∗N (x))
r
dx ≥

∫
EN

(P ∗N (x))
r
dx

=
∑

q prime√
N ≤ q <

√
2N

q−1∑
a=1

∫
Ia/q

(P ∗N (x))
r
dx.

We have the following fact.

Fact 1. If |x − y| ≤ 1
8q2 , with q ≥ √

N , then P ∗N (x) ≥ CP ∗N (y). (The proof

follows by summation in parts.)
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Using this fact, we obtain

‖P ∗N‖rr ≥ C
∑

q prime√
N ≤ q <

√
2N

q−1∑
a=1

∫
Ia/q

dx (P ∗N (a/q))
r

≥ C
∑

q prime√
N ≤ q <

√
2N

1

q2

q−1∑
a=1

∣∣∣∣∣∣∣
∑

p prime
N < p < 2N

e2πip a/q

∣∣∣∣∣∣∣
r

= C
∑

q prime√
N ≤ q <

√
2N

1

q2

q−1∑
a=1

∣∣∣∣∣∣∣∣∣
q−1∑
r=1

∑
p prime

N < p < 2N
p ≡ r(q)

e2πip a/q

∣∣∣∣∣∣∣∣∣

r

= C
∑

q prime√
N ≤ q <

√
2N

1

q2

q−1∑
a=1

∣∣∣∣∣
q−1∑
r=1

e2πir a/q [π(2N, q, r)− π(N, q, r)]

∣∣∣∣∣
r

,

where π(x, a, b), with (a, b) = 1, counts the number of primes less than or equal to x
in the arithmetic progression b, b+ a, b+ 2a, b+ 3a, . . .. Let us rename the difference
of π’s in our expression as a coefficient bN,q,r, such that bN,q,r ≥ 0. Then, using the
inequality (∑

|aj |r
)1/r

≥
(∑

|aj |2
)1/2

, if r ≤ 2,

we can write

‖P ∗N‖rr ≥ C
∑

q prime√
N ≤ q <

√
2N

1

q2




q−1∑
a=1

∣∣∣∣∣
q−1∑
r=1

e2πir a/qbN,r,q

∣∣∣∣∣
2


r/2

= C
∑

q prime√
N ≤ q <

√
2N

1

q2


(q − 1)

q−1∑
r=1

b2N,r,q +
∑
r 6=s

bN,q,r bN,q,s

q−1∑
a=1

e2πi a (r−s)/q



r/2

= C
∑

q prime√
N ≤ q <

√
2N

1

q2


(q − 1)

q−1∑
r=1

b2N,q,r −
∑
r 6=s

bN,q,r bN,q,s



r/2

.

Since the inequality

N

N∑
j=1

a2
j −

∑
j 6=k

aj ak ≥
N∑
j=1

a2
j

holds for ak ≥ 0, we have

‖P ∗N‖rr ≥ C
∑

q prime√
N ≤ q <

√
2N

1

q2

{
q−1∑
r=1

b2N,q,r

}r/2

≥ C

N

∑
q prime√

N ≤ q <
√

2N

{
q−1∑
r=1

b2N,q,r

}r/2

.
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Now we want to estimate the size of the interior sum,
∑q−1

r=1 b
2
N,q,r. In general, it

is quite difficult to obtain lower bounds for the size of the bN,q,r’s, even assuming
the generalized Riemann hypothesis, especially if we want to make these estimates
uniform in q and r (in the considered range). Fortunately, we are dealing with the sum
of the squares and this makes things easier. By Cauchy’s inequality and Chebyshev’s
theorem, we have

(q − 1)

q−1∑
r=1

b2N,q,r ≥
(
q−1∑
r=1

bN,q,r

)2

> C
N2

log2(N)
.

Therefore,

‖P ∗N‖rr ≥
C

N

∑
q prime√

N ≤ q <
√

2N

(
N2

(q − 1) log2(N)

)r/2

≥ C

N

Nr

Nr/4 logr(N)
#{primes q /

√
N ≤ q <

√
2N}

≥ C N3r/4−1/2 log−r−1(N)

3. Basic construction. Take α > 0 (to be determined) and consider the func-
tions

f1(x) = 1 + 2
∞∑
k=0

1

2kα

2k+1−1∑
n=2k

cos(2π nx)

︸ ︷︷ ︸
f1

2k
(x)

,

f(x) = 1 + 2

∞∑
k=0

1

2kα

2k+1−1∑
n=2k

an cos(2π nx)

︸ ︷︷ ︸
f
2k

(x)

,

where an =

{
1 + 1

n if n prime,

1− 1
2k

if not.

We can evaluate the Lp norm, for p > 1, of the functions f2k using the well-known
estimates for the Lp-norm of the Dirichlet kernel,

‖f2k‖p ≤
∥∥f2k − f1

2k

∥∥
p

+
∥∥f1

2k

∥∥
p
≤ C 2k (1−1/p−α).

Therefore,

‖f‖p ≤ 1 + 2
∞∑
k=0

‖f2k‖p ≤ 1 + C
∞∑
k=0

2k(1−1/p−α).

As a result, f ∈ Lp(T) whenever α > 1− 1
p .
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For each k = 0, 1, 2 . . . and for some j, 2k < j < 2k+1 (we will see later how to
choose j), we construct the sequence

ak,j =
1

2kα

(
1 +

1

j

)
↘ 0 as k →∞.

The operator S̃ak,j keeps all the frequencies up to 2k; and from the next dyadic block,
it keeps only some prime frequencies (those less than j):

|S̃ak,jf(x)| ≥ 1

2kα

∣∣∣∣∣ ∑
ν prime

2k ≤ ν ≤ j

e2πi ν x

∣∣∣∣∣−

∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
|ν|≤2k

f̂(ν)e2πi ν x

︸ ︷︷ ︸
I

+
∑

ν prime

2k ≤ ν ≤ j

e2πi ν x

ν

︸ ︷︷ ︸
II

∣∣∣∣∣∣∣∣∣∣∣∣∣
.

Now, for each x ∈ T, we can choose j = j(x) in such a way that the first term equals
2−kαP ∗2k(x) (see the previous section for the definition of P ∗N ). On the other hand,
both terms I and II are O(1) as k →∞, so for every x ∈ T, we have

sup
λ>0

∣∣∣∣S̃λf(x)

∣∣∣∣ ≥ 1

2kα
P ∗2k(x)−O(1).

It follows that

‖S̃∗f‖p ≥ 1

2kα
‖P ∗2k‖p −O(1).

Recalling our basic lemma, with N = 2k, we obtain

‖S̃∗f‖p ≥ Cp 2k(3/4−1/2p−α)k−1−1/p −O(1).

So the Lp norm diverges when α < 3
4 − 1

2p . Therefore, for each 1 ≤ p < 2, we can find
an α with

1− 1

p
< α <

3

4
− 1

2p

such that the function f constructed above satisfies

‖f‖p <∞ and
∥∥∥S̃∗f∥∥∥

p
= ∞.

This completes the proof of Theorem 1a).
In order to prove part b), we need an extra argument. Let us begin with the

well-known estimate (see [3], Khintchin inequality)
∫ 1

0

∫ 1

0

∣∣∣∣∣∣
2n+1−1∑
k=2n

rk(t)e
2πikx

∣∣∣∣∣∣
p

dx dt




1/p

∼ 2n/2,

where {rk(t)} denotes the Rademacher system of orthonormal functions. We use it
to “construct,” for each p < 2, a polynomial

Pn(x) =
2n+1−1∑
k=2n

ak e
2πikx, where ak is either 0 or 1,



DECREASING REARRANGED FOURIER SERIES 1135

with ‖Pn‖p ≥ Cp 2n/2, for some Cp > 0. Next, we consider, for some α > 0 to be
determined, the function

Qn(x) =
2n+1−1∑
k=2n

bk e
2πikx, where bk =

{
2−nα if ak = 1,
2−nα − 2−n if ak = 0.

Then,

‖Qn‖p ≤ Cp 2n(1−1/p−α) + C ′p 2−n/p + C ′′p 2−n/2,

thus the function

f(x) =

∞∑
n=1

Qn(x)

satisfies

‖f‖p <∞ if α > 1− 1

p
.

On the other hand,∑
|f̂(k)|≥2−nα

f̂(k)e2πi k x =
∑
|k|≤2n

f̂(k)e2πi k x + 2−nαPn(x),

and so ∥∥∥∥∥∥
∑

|f̂(k)|≥2−nα

f̂(k)e2πi k x

∥∥∥∥∥∥
p

≥ 2−nα ‖Pn‖p −O(1)

≥ Cp2
n(1/2−α) −O(1).

Consequently, for each p < 2, we can find an α, 1− 1/p < α < 1/2, such that

‖f‖p <∞ and lim sup
λ→0+

‖S̃λf‖p = ∞.

This proves part b) of Theorem 1.

4. The modified partial sums. Now we consider, for each δ > 0, the modified
partial sums

SδNf(x) =
∑
|k| ≤ N

|f̂(k)| ≥ N−δ

f̂(k)e2πikx.

Case δ ≥ 1
2 . For r ≤ 2, let us compare these operators with the following partial

sums:

‖SδNf − SNf‖r =

(∫ 1

0

|SδNf(x)− SNf(x)|rdx
)1/r

=



∫ 1

0

∣∣∣∣∣∣∣∣
∑
|k| ≤ N

|f̂(k)| < N−δ

f̂(k)e2πi k x

∣∣∣∣∣∣∣∣
r

dx




1/r
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≤



∫ 1

0

∣∣∣∣∣∣∣∣
∑
|k| ≤ N

|f̂(k)| < N−δ

f̂(k)e2πi k x

∣∣∣∣∣∣∣∣
2

dx




1/2

=


 ∑

|k| ≤ N

|f̂(k)| < N−δ

|f̂(k)|2




1/2

≤ C
(
N N−2δ

)1/2 ≤ C N1/2−δ.

Therefore,

‖SδNf − SNf‖r = O(1) as N →∞.

If f ∈ Lr, the partial sums SNf tend to f in the Lr-norm. Therefore, applying the
triangular inequality, we obtain∥∥SδNf − f

∥∥
r

= O(1) as N →∞.

This proves part b) of Theorem 2. Part c) is quite easy now, because if δ > 1
2 , we

get an o(1) as N → ∞, that is, the function is recovered, in norm, when we sum its
Fourier series in this way.

Case δ < 1
2 . We have to make a slight modification of the function f defined in

section 3. Let us begin with

fk(x) =
1

2k/2

2k+1−1∑
n=2k

ane
2πinx,

with an =

{
1− 1

b2k/2δc + 1
n1/2δ if n is prime,

1− 1
b2k/2δc if not.

Thus,

f(x) =
∑
k

fk(x) is in Lp for any p < 2.

Next, we translate these frequencies to the right:

gk(x) = e2πix{b2k/2δc−2k} fk(x)

=
1

2k/2

b2k/2δc+2k∑
l=b2k/2δc

al+2k−b2k/2δce
2πilx.

The function g(x) =
∑

k gk(x) is, of course, in all Lp, p < 2. Now, take the sequence

ak,j =
1

b2k/2δcδ
(

1− 1

b2k/2δc +
1(

j + 2k − b2k/2δc)1/2δ
)
.

If we estimate the sums ∑
|ν| ≤ a−δ

k,j

|ĝ(ν)| ≥ ak,j

ĝ(ν)e2πiνx,
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it is easy to see that we are just summing∑
|ĝ(ν)|≥ak,j

ĝ(ν)e2πiνx,

and we have seen that these sums diverge in norm as k →∞ with the adequate choice
of j.

Case δ = 1
2 . We can use the same arguments with the Rademacher functions used

in the proof of part b) of Theorem 1 to construct, for each p < 2, a polynomial Pn,
with coefficients 0 or 1, such that ‖Pn‖p ≥ Cp 2

n
2 for some Cp > 0; and a polynomial

Qn (putting α = 1/2 in the definition of its coefficients) in such a way that

‖Qn‖p ≤ C ′p 2−n/2 · 2n(1−1/p).

Therefore,

f(x) =

∞∑
n=1

Qn(x) satisfies ‖f‖p ≤ C ′p
∞∑
n=1

2−n(1/p−1/2) <∞.

On the other hand,∑
|k| ≤ 2n

|f̂(k)| ≥ 2−n/2

f̂(k)e2πi k x =
∑

|k|≤2n−1

f̂(k)e2πi k x + 2−n/2Pn(x),

and so ∥∥∥∥∥∥∥∥
∑

|k| ≤ 2n

|f̂(k)| ≥ 2−n/2

f̂(k)e2πi k x − f

∥∥∥∥∥∥∥∥
p

≥ 2−n/2 ‖Pn‖p −
∥∥∥∥∥
∞∑
k=n

Qk

∥∥∥∥∥
p

≥ Cp√
2
− o(1) as n→∞.

5. Final remarks. With the use of Gaussian sums, one may produce explicit
examples of functions f ∈ Lp(T), p < 4

3 , such that

lim sup
λ→0+

∣∣∣∣∣∣
∑

|f̂(k)|≥λ
f̂(k)e2πik x

∣∣∣∣∣∣ = ∞ for almost every x ∈ T.

The construction is as follows. Take

fk(x) =

22k+2−1∑
22k

an cos(2πnx)

with an =

{
2−k/2+kε − 2−3k, if n 6= s2,
2−k/2+kε − 2−3k(22k+2 − |n|)−1/2, if n = s2.

Clearly,

‖fk‖p ∼ 2k(ε+3/2−2/p).
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For each p < 4/3, taking ε small enough, we have that

f(x) =
∞∑
k=1

fk(x) ∈ Lp.

Next, we will use the following facts.
Fact 2. If (P,Q) = 1, with M

2 ≤ Q ≤M and Q 6≡ 2 mod 4, then

sup
1≤k≤M

∣∣∣∣∣∣
M+k∑
j=M

e2πij
2P/Q

∣∣∣∣∣∣ ≥ C
√
Q.

Fact 3. If |x− y| ≤ 1
M2 , then

sup
1≤k≤M

∣∣∣∣∣∣
M+k∑
j=M

e2πij
2x

∣∣∣∣∣∣ ≥ C sup
1≤k≤M

∣∣∣∣∣∣
M+k∑
j=M

e2πij
2y

∣∣∣∣∣∣ .
Fact 4. For each x ∈ [0, 1), let us consider the sequence of convergents {Pn/Qn}

of its continuous fraction expansion. Then, for all irrational x, there are infinite Qn,
which are not congruent with 2 mod 4. Consider the function f defined by

f(x) =
∑
k

fk(x) =
∑
ν

f̂(ν) e2πiνx.

Take an irrational x and its sequence {Qn} of denominators not congruent with 2
mod 4. It determines dyadic blocks,

2n−1 ≤ Qn ≤ 2n.

We introduce the coefficients

an,j =
1

2n/2−nε
− 1

23n
√

22n+2 − |j| ,

where n identifies the dyadic block previously selected and j, 22n < j < 22n+2, is
chosen so that ∣∣∣∣∣∣

k(j)∑
ν=2n

e2πiν
2Pn/Qn

∣∣∣∣∣∣ ≥ C
√
Qn,

where k(j) is the first integer less or equal
√
j. Then,∣∣∣∣∣∣

∑
|f̂(ν)|≥an,j

f̂(ν)e2πiνx

∣∣∣∣∣∣ ≥ 1

2n/2−nε

∣∣∣∣∣∣
k(j)∑
s=2n

e2πis
2x

∣∣∣∣∣∣+O(1)

≥ C

2n/2−nε
√
Qn +O(1) ≥ C 2nε +O(1).

Hence,

sup
λ→0+

∣∣∣∣∣∣
∑

|f̂(ν)|≥λ
f̂(ν)e2πiνx

∣∣∣∣∣∣ = ∞ for almost all x ∈ [0, 1).
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As we stated in the introduction, Körner [2] obtained almost everywhere divergence
for functions f in the class L2(T).
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Abstract. In this paper, we discuss stability and linear independence of the integer translates
of a scaling vector Φ = (φ1, . . . , φr)T , which satisfies a matrix refinement equation

Φ(x) =

n∑
k=0

PkΦ(2x− k),

where (Pk) is a finite matrix sequence. We call P (z) = 1
2

∑
Pkz

k the symbol of Φ. Stable scaling
vectors often serve as generators of multiresolution analyses (MRAs) and therefore play an important
role in the study of multiwavelets. Most useful MRA generators are also linearly independent.

The purpose of this paper is to characterize stability and linear independence of the integer
translates of a scaling vector via its symbol. A polynomial matrix P (z) is said to be two-scale similar
to a polynomial matrix Q(z) if there is a polynomial matrix T (z) such that P (z) = T (z2)Q(z)T−1(z).
This kind of factorization of P (z) is called two-scale factorization. We give a necessary and sufficient
condition, in terms of two-scale factorization of the symbol, for stability and linear independence of
the integer translates of a scaling vector.

Key words. stability, linear independence, scaling vectors, multiwavelets, multiresolution anal-
ysis, two-scale similarity
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1. Introduction. In this paper, we discuss stability and linear independence of
the integer translates of a scaling vector. A distribution vector

Φ(x) = (φ1(x), φ2(x), . . . , φr(x))T , x ∈ R,

is said to be a scaling vector if it is compactly supported and satisfies a matrix
refinement equation

Φ(x) =
∑
k∈Z

PkΦ(2x− k),(1.1)

where the matrix sequence (Pk)k∈Z is called a mask of Φ. Taking the Fourier transform
of both sides of (1.1), we obtain

Φ̂(ω) = P (z)Φ̂(ω/2), z = e−iω/2,(1.2)

where P (z) := 1
2

∑
Pkz

k is a symbol of Φ. We call Φ̂(0) the moment (of order 0) of

Φ since Φ̂(0) =
∫

R
Φ(x)dx. When Φ̂(0) = 0, we call Φ a zero-moment scaling vector.

We will characterize stability and linear independence of the integer translates of a
scaling vector via a special factorization of its symbol. Our study of scaling vectors
is based on shift-invariant spaces. Hence, we first introduce some notions and results
in the theory of shift-invariant spaces.
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Let S be a linear space of distributions on R. We say that S is shift-invariant if

f ∈ S =⇒ f(· − j) ∈ S ∀j ∈ Z.

We are interested in shift-invariant spaces generated by entries of a scaling vector
[4]. In this paper, since only scaling vectors are considered, any distribution vector is
assumed to be compactly supported. Let l denote the space containing all sequences
of complex numbers and l0 denote the space of all compactly supported sequences
in l. For a distribution vector Φ, the semiconvolution of Φ with a vector sequence
a := (ak) ∈ (l)r, denoted by Φ ∗ a, is defined by

Φ ∗ a =

r∑
j=1

∑
k∈Z

aj,kφj(x− k).

We define

S0(Φ) := {Φ ∗ a; a ∈ (l0)
r} ,

S(Φ) := {Φ ∗ a; a ∈ (l)r} ,
and, if Φ ∈ (Lp)r, 1 ≤ p ≤ ∞,

Sp(Φ) := closLp(S0(Φ)).

It is obvious that these sets are shift-invariant spaces of functions and distributions.
The vector Φ is called the generator of S(Φ) (S0(Φ), Sp(Φ)).

For Φ ∈ (Lp)r, 1 ≤ p ≤ ∞, its Lp norm is defined by ‖Φ‖p = (
∑r

i=1 ‖φi‖pp)1/p.
Similarly, for a vector sequence a ∈ (lp)r, its lp norm is ‖a‖p = (

∑r
j=1

∑
k∈Z

|aj,k|p)1/p.
The integer translates of a distribution vector Φ ∈ (Lp)r are said to be lp-stable
(1 ≤ p ≤ ∞) if there exist two positive constants C1 and C2 such that, for any
a ∈ (lp)r,

C1‖a‖p ≤ ‖Φ ∗ a‖p ≤ C2‖a‖p.(1.3)

It is known that (1.3) holds if and only if the r sequences

(φ̂l(ω + 2kπ))k∈Z, l = 1, 2, . . . , r,(1.4)

are linearly independent for all ω ∈ R (see [12]), where f̂ denotes the Fourier transform
of function f :

f̂(ω) :=

∫
x∈R

f(x) exp(−ixω) dx.

Note that the linear independence of sequences (1.4) does not depend on p and that
it does make sense even for the distribution vectors not in (Lp)r. (Recall that dis-
tribution vectors in this paper are assumed to be compactly supported. Hence, their
Fourier transforms are entire function vectors.) Therefore, we give the following defi-
nition.

A distribution vector Φ is said to have stable integer translates if the sequences
in (1.4) are linearly independent for all ω ∈ R [12].

Another important notion for distribution vectors is linear independence.
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A distribution vector Φ is said to have linearly independent integer translates if
for any a ∈ (l)r, Φ ∗ a = 0 =⇒ a = 0.

Jia and Micchelli in [12] proved the following result. The integer translates of Φ
are linearly independent if and only if the sequences in (1.4) are linearly independent
for all ω ∈ C. Hence, the linear independence of the integer translates of Φ implies
the stability of the integer translates of Φ.

For a distribution vector, we also introduce the notion of finitely linear indepen-
dence.

A distribution vector Φ is said to have finitely linearly independent integer trans-
lates if for any a ∈ (l0)

r, Φ ∗ a = 0 =⇒ a = 0.
It is clear that if the integer translates of Φ are stable (or linearly independent),

then they also are finitely linearly independent. But the converse is not true.
For convenience, in the rest of the paper, we will simply say that Φ is stable (lin-

early independent, finitely linearly independent) instead of that Φ has stable (linearly
independent, finitely linearly independent) integer translates.

Stability and linear independence are important properties of distribution vectors.
Bases of shift-invariant spaces are often required to be stable so that the duality
principle can be applied efficiently (see [1], [2]). In wavelet theory, generators of MRAs
are stable. Moreover, most useful generators of MRAs also are linearly independent.
Hence, it is desirable to give a criterion for stability and linear independence of scaling
vectors in terms of their symbols.

Scaling vectors are discussed in several papers for different purposes. Goodman
and Lee [6] and Goodman, Lee, and Tang [7] discussed scaling vectors in generality and
constructed multiwavelets using MRAs generated by scaling vectors. In [8], Heil and
Colella discussed the existence and uniqueness of the solution of a matrix refinement
equation, and the regularity of the solution as well. Discussions of the supports of
scaling vectors can be found in Massopust, Ruch, and Van Fleet [15]; Ruch, So, and
Wang [19]; and So and Wang [20]. Approximation order provided by scaling vectors
was studied by Heil, Strang, and Strela [9]; Jia, Riemenschneider, and Zhou [13]; and
Plonka [16]. In [16], Plonka introduced two-scale similarity for the symbol of a scaling
vector to characterize its approximation order. This method also was successfully
applied in the construction of the scaling vectors with required regularity (see [3])
and with symmetry (see [17], [21]).

In this paper, we use two-scale similarity to characterize stability, linear indepen-
dence, and finitely linear independence of scaling vectors. In section 2, we discuss
stability and linear independence of a distribution vector. A result of [11] shows that
any generator of a shift-invariant space can be obtained as a finitely transformed
linearly independent generator in the same space. Using this result, we obtain nec-
essary and sufficient conditions for stability (linear independence) of a scaling vector
in terms of properties of the corresponding transform. In section 3, we discuss two-
scale similarity of the symbol of a scaling vector. Based on the results in section 2,
we derive necessary and sufficient conditions for stability (linear independence) of a
scaling vector in terms of two-scale similarity. Some examples are given in section 4.

2. Transform of generators of a shift-invariant space. In this section, we
discuss stability and linear independence of a distribution vector. We denote by dim Φ
the dimension (i.e., the number of the components) of a distribution vector Φ. We
start with the following result in [11].

Theorem 2.1 (Jia). Let Φ be a distribution vector. Then there exists a linearly
independent distribution vector Ψ ∈ S(Φ) such that dim Ψ ≤ dim Φ, Φ ⊂ S0(Ψ), and
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S(Ψ) = S(Φ).

We will call dim Ψ the index of Φ and denote it by Φ#. It is obvious that Φ# ≤
dim Φ, and Φ# < dim Φ if and only if Φ is finitely linearly dependent.

Let Ψ and Φ be two generators of a shift-invariant space S. Then there is a
rational function matrix T (z) such that Φ̂(ω) = T (e−iω)Ψ̂(ω), where T (z) is called the
transform (matrix) from Ψ to Φ. By Theorem 2.1, if Ψ ∈ S(Φ) is linearly independent,
then the transform T (z) is a Laurent polynomial matrix. We now introduce some
notations for transform matrices. In the rest of this paper, a polynomial always means
a Laurent polynomial. We denote the polynomial ring over C by P and denote the
field of rational functions over C by R. We shall simply call a polynomial matrix a P-
matrix and call a matrix with rational function entries an R-matrix. The set of all r×s
P-matrices is denoted by Pr×s, and the set of all r×s R-matrices is denoted by Rr×s.
When r = s, we use Pr (Rr) instead of Pr×r (Rr×r). A matrix P (z) ∈ Pr is said to
be invertible if there is an R-matrix R(z)(:= P−1(z)) ∈ Rr such that R(z)P (z) = I,
where I is the identity matrix, and P (z) is said to be invertible everywhere if P (z)
is invertible for any z ∈ C \ {0} . Hence, an invertible polynomial matrix may not
be invertible everywhere. If P (z) is invertible everywhere, then detP (z) = czk with
c 6= 0, which implies that its inverse P−1(z) is also a polynomial matrix. For a non-
square P-matrix, its rank and its everywhere rank can be defined in the same way. For
an arbitrary P-matrix, the following three types of operations are called elementary
row (column) operations:

1. multiplying the ith row (column) by czk, where c is a nonzero constant and
k is an integer;

2. interchanging the ith and the jth row (column);
3. adding the product of p(z) ∈ P and the jth row(column) to the ith row

(column), where i 6= j.

A matrix that performs an elementary operation is said to be an elementary
P-matrix, and a finite product of elementary matrices is said to be a fundamental
P-matrix. It is clear that a P-matrix is fundamental if and only if it is invertible
everywhere. Recall that a (nonsquare) everywhere full rank P-matrix can always be
extended to a (square) fundamental P-matrix. Hence, for convenience, we also call a
(nonsquare) everywhere full rank matrix a fundamental P-matrix.

Fundamental P-matrices play an important role in the study of transforms be-
tween the generators of a shift-invariant space. The first observation is that if dim Φ =
dim Ψ and the transform from Ψ to Φ is a fundamental matrix, then S(Φ) = S(Ψ)
and Φ is linearly independent (finitely linearly independent, stable) if and only if Ψ
is linearly independent (finitely linearly independent, stable).

Generally, let Φ and Ψ be two generators of a shift-invariant space S. The trans-
form T from Ψ to Φ is not necessarily fundamental. However, since both Φ and Ψ
are compactly supported, T is at least an R-matrix, and T reduces to a P-matrix if
Φ ∈ S0(Ψ).

Now we begin to discuss finitely linear dependence with the following lemma.

Lemma 2.2. If Φ is finitely linearly dependent, then there is a finitely linearly
independent distribution vector Ψ ⊂ S0(Φ) such that dim Ψ = Φ#, S0(Ψ) = S0(Φ),
and therefore the transform matrix from Ψ to Φ is fundamental.

Proof. Set r = dim Φ and s = Φ#. By Theorem 2.1, there is a linearly independent
generator ΦI ⊂ S(Φ) such that dim ΦI = s and Φ ⊂ S0(ΦI). Therefore, there is a
full rank matrix T (z) ∈ Pr×s such that Φ̂(ω) = T (e−iω)Φ̂I(ω). Let D(z) be the
canonical Smith’s form of T (z). Since T (z) has full rank, we have D(z) =

(
Ds

O

)
,
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where Ds(z) = diag{d1(z), d2(z), . . . , ds(z)} with di(z) 6= 0, 1 ≤ i ≤ s, and O is the
(r − s)× s zero matrix. Furthermore, there are two fundamental matrices L(z) ∈ Pr

and R(z) ∈ Ps such that

T (z) = L(z)D(z)R(z).(2.1)

Defining ΨI by

Ψ̂I(ω) = D(e−iω)R(e−iω)Φ̂I(ω),

we obtain ΨI = (ψ1, ψ2, . . . , ψs, 0, . . . , 0)T . Let Ψ = (ψ1, ψ2, . . . , ψs)
T and Ls(z) be

the r × s matrix containing the first s columns of L(z). Then Ψ is finitely linearly
independent and Φ̂(ω) = Ls(z)Ψ̂(ω), which implies that Φ ⊂ S0(Ψ). On the other
hand, we also have Ψ̂(z) = Lˆs(e

−iω)Φ̂(ω), where Lˆs(z) is the s×r matrix containing
the first s rows of L−1(z). Since L(z) is fundamental, so are L−1(z), Ls(z), and Lˆs(z).
Hence, Ψ ⊂ S0(Φ). The proof is completed.

The following theorem characterizes finitely linear dependence of distribution vec-
tors.

Theorem 2.3. A distribution vector Φ (dim Φ = r) is finitely linearly depen-
dent if and only if there exists a nonidentity matrix T (z) ∈ Pr such that Φ̂(ω) =
T (e−iω)Φ̂(ω).

Proof. “ =⇒”. Set Φ# = s. Since Φ is finitely linearly dependent, s < r. Let ΨI ,
Ψ, L(z), Ls(z), and Lˆs(z) be defined as in the proof of the above lemma. Then we
have Φ̂(ω) = Ls(e

−iω)Lsˆ(e−iω)Φ̂(ω) and Lˆs(e
−iω)Ls(e

−iω) 6= I.
“ ⇐=”. Suppose that there is a P-matrix T (z) 6= I such that

Φ̂(ω) = T (e−iω)Φ̂(ω).

Then we have

0 = (I − T (e−iω))Φ̂(ω),

which implies that Φ is finitely linearly dependent.
Now we characterize linear independence of a distribution vector.
Theorem 2.4. Φ is linearly dependent if and only if there is a distribution vector

Ψ ⊂ S(Φ) and a nonfundamental P-matrix P (z) such that

Φ̂(ω) = P (e−iω)Ψ̂(ω).(2.2)

Proof. “ =⇒”. If Φ is linearly dependent, then, by [12], there is a nonzero vector
(ai) such that the distribution φ =

∑r
i=1 aiφi is linearly dependent. Without loss of

generality, we may assume a1 = 1. By [18], there is a polynomial p(z) with at least one

zero in C \ {0} and a distribution g in S(φ) such that φ̂(ω) = p(e−iω)ĝ(ω). Therefore,
we have 


φ̂1(ω)

φ̂2(ω)
...

φ̂r(ω)


 =




p(e−iω) −a2 · · · −ar
1

. . .

1






ĝ(ω)

φ̂2(ω)
...

φ̂r(ω)


 ,

where p(z) has at least one zero in C \ {0} . Hence, the transform matrix is not
fundamental.
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“ ⇐=”. Assume there exists a distribution vector Ψ ⊂ S(Φ) and a nonfundamen-
tal P-matrix P (z) such that (2.2) holds. Write dim Φ = r and dim Ψ = s. If r > s,
then Φ is finitely linearly dependent. We now assume r ≤ s. Choose two square
fundamental matrices L(z) and R(z) so that P (z) = L(z)D(z)R(z), where D(z) is
the canonical Smith’s form of P (z). Setting Φ̂l(ω) = L−1(e−iω)Φ̂(ω) and Ψ̂r(ω) =
R(e−iω)Ψ̂(ω), respectively, we have Φ̂l(ω) = D(e−iω)Ψ̂r(ω). Let D =

(
Dr O

)
,

where Dr(e
−iω) = diag{d1(e

−iω), . . . , dr(e
−iω)} and O is the r × (s− r) zero matrix.

Since P (z) is nonfundamental, at least one of d1(e
−iω), . . . , dr(e

−iω) vanishes at an
ω0 ∈ C. Hence, one of the components of Φl is linearly dependent. It follows that Φ
is also linearly dependent.

Corollary 2.5. The transform between two linearly independent generators (of
a shift-invariant space) must be a fundamental matrix.

We have similar results for stability of a distribution vector.

Theorem 2.6. Let Γ = {z ∈ C; |z| = 1} . Φ is unstable if and only if there is
a distribution vector Ψ ⊂ S(Φ) such that the transform from Ψ to Φ is a P-matrix
which is singular at a value z ∈ Γ.

Corollary 2.7. The transform between two stable generators (of a shift-invariant
space) is an R-matrix invertible over Γ.

3. Stability and linear independence of a scaling vector. We now char-
acterize the linear independence (finitely linear independence, stability) of a scaling
vector in terms of its symbol. We are interested in the scaling vector Φ with a P-
matrix symbol. It is clear that if a scaling vector Φ has symbol P (z), then its moment
Φ̂(0) satisfies Φ̂(0) = P (1)Φ̂(0), which implies that Φ̂(0) is either a zero vector or a
1-eigenvector of P (1). If P (1) has more than one 1-eigenvectors, then different scaling
vectors may share one symbol.

We now assume that Φ is a solution of (1.1) with a nonvanished moment v, which
is a 1-eigenvector of P (1). If (1.1) also has a nontrivial zero-moment solution Φ0, then
all functions Φ+ cΦ0, c ∈ C, have the same symbol P (z) and the same moment v. On
the other hand, if two scaling vectors Φ1 and Φ2 have the same symbol and the same
moment, then Φ1−Φ2 is a zero-moment scaling vector. Hence, we have the following
conclusion. Let v 6= 0 be a 1-eigenvector of P (1). The solution of (1.1) with a given
moment v is unique if and only if (1.1) has no nontrivial zero-moment solution.

As mentioned in [8], if (1.1) has nontrivial zero-moment solutions, then P (1) must
have eigenvalue 2β , (β ≥ 1, β ∈ Z). We now denote by E(M) the set of all eigenvalues
of matrix M, and let

OP r =
{
A ∈ Pr; 2β 6∈ E(A(1)), β ∈ Z, β ≥ 1

}
and

SP r = {A ∈ OP r; 1 ∈ E(A(1))} .

Therefore, if P ∈ SP r and v is a 1-eigenvector of P (1), then (1.1) has a unique
solution Φ with the moment v.

In contrast with the fact that several scaling vectors may share a symbol, a scaling
vector may have more than one symbol. However, the following lemma confirms the
uniqueness of the symbol of a finitely linearly independent scaling vector.

Lemma 3.1. The symbol of a scaling vector Φ (with dim Φ = r) is unique in Pr

if and only if Φ is finitely linearly independent.
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Proof. Assume Φ is finitely linearly independent. Then dim Φ = Φ#. If Φ satisfies
the two scaling equations

Φ(x) =
∑
k∈Z

CkΦ (2x− k)

and

Φ(x) =
∑
k∈Z

DkΦ (2x− k) ,

then

0 =
∑
k∈Z

(Ck −Dk)Φ (2x− k) .(3.1)

Since Φ(·) is finitely linearly independent, so is Φ(2·). By (Ck − Dk) ∈ (l0)
r×r, we

have Ck −Dk = 0. The converse is trivial.
Since the relation between a scaling function and its symbols has been cleared, we

are ready to characterize scaling vectors via their symbols. The notion of two-scale
similarity plays an important role in characterizing scaling vectors [17]. A matrix
P ∈ Pr is said to be two-scale similar to Q ∈ Pr if there exists an invertible matrix
T ∈ Pr such that

P (z) = T (z2)Q(z)T−1(z).(3.2)

The matrix T (z) in (3.2) is called two-scale similar transform. Since the matrix
T−1(z) need not necessarily be a polynomial matrix, T (z) may be singular at some
points in C \ {0}. Hence, P being two-scale similar to Q does not imply Q being
two-scale similar to P. However, if P is two-scale similar to Q with a fundamental
transform, then Q also is two-scale similar to P . In this case, we say that P and Q are
fundamentally two-scale similar. As shown in section 2, Ψ and Φ with S(Φ) = S(Ψ)
have the same linear independence (finitely linear independence, stability) if and only
if their symbols P and Q are fundamentally two-scale similar.

The following fact is often used in the rest. If P is fundamentally two-scale similar
to Q with the two-scale transform T, and Φ satisfies the two-scaling equation

Φ̂(ω) = P (e−iω/2)Φ̂(ω/2),

then the scaling vector ΨI determined by

Ψ̂I(ω) = T−1(e−iω)Φ̂(ω)(3.3)

satisfies

Ψ̂I(ω) = Q(e−iω/2)Ψ̂I(ω/2).(3.4)

The following theorem characterizes a finitely linearly dependent scaling vector.
Theorem 3.2. Let P ∈ SP r be a symbol of Φ (dim Φ = r). Then Φ is finitely

linearly dependent if and only if the following two conditions are satisfied.
(1) P (z) is fundamentally two-scale similar to a matrix

Q(z) =

(
Qs(z) Y (z)

0 X(z)

)
,(3.5)
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where Qs ∈ SP s, X ∈ OP r−s, and s < r.
(2) Let T be the two-scale similar transform: P (z) = T (z2)Q(z)T−1(z). Then the

last r − s components of T−1(1)Φ̂(0) vanish; that is

T−1(1)Φ̂(0) = (u1, . . . , us, 0, . . . , 0)T .(3.6)

Furthermore, if P (1) has only a single 1-eigenvector, then the solution Φ of (1.1) with
Φ̂(0) 6= 0 is unique, and therefore Φ is finitely linearly dependent if and only if (1)
holds.

Proof. “ =⇒ ”. Assume Φ is finitely linearly dependent with a symbol P ∈
SP r. By Lemma 2.2, there is a finitely linearly independent scaling vector Ψ such
that Φ̂(ω) = T (e−iω)Ψ̂(ω), where T (z) is an r × s fundamental matrix. Let ΨI =
(ψ1, . . . , ψs,0, . . . , 0)T and T (z) be an r × r fundamental matrix extended from T (z).

Then Φ̂(ω) = T (e−iω)Ψ̂I(ω). Let Q(z) = T−1(z2)P (z)T (z). Then, setting z = e−iω/2,
we obtain

Ψ̂(ω) = T−1(z2)Φ̂(ω) = T−1(z2)P (z)Φ̂(ω/2)

= T−1(z2)P (z)T (z)Ψ̂(ω/2) = Q(z)Ψ̂(ω/2),

which implies that Q(z) is a symbol of ΨI . Writing

Q(z) =

(
Qs(z) Y (z)
W (z) X(z)

)
,

we have (
Ψ̂(ω)

0

)
=

(
Qs(z) Y (z)
W (z) X(z)

)(
Ψ̂(ω/2)

0

)
, z = e−iω/2.(3.7)

From (3.7), we obtain W (z)Ψ̂(ω/2) = 0. Since Ψ is finitely linearly independent, by
Lemma 3.1, W (z) = 0.

We now prove Qs ∈ SP s. From (3.7), we have

Ψ̂(ω) = Qs(e
−iω/2)Ψ̂(ω/2),(3.8)

which derives Ψ̂(0) = Qs(1)Ψ̂(0), and therefore 1 is an eigenvalue of Qs(1). Note that
matrix P (1) is similar to matrix Q(1). Hence, they have the same set of eigenval-
ues. However, all eigenvalues of both Qs(1) a nd X(1) are also eigenvalues of Q(1).
Therefore, we have the following:

P ∈ SP r ⇐⇒ Q ∈ SP r ⇐⇒ Qs ∈ SP s and X ∈ OP r−s,

which implies (1).
Choosing ω = 0 in Φ̂(ω) = T (e−iω)Ψ̂I(ω), we obtain

T−1(1)Φ̂(0) = (ψ̂1(0), . . . , ψ̂s(0), 0, . . . , 0)T ,

which is (3.6).
“ ⇐= ”. Let Φ be a scaling vector whose symbol P is fundamentally two-scale

similar to a Q(z) :

P (z) = T (z2)Q(z)T−1(z),
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where

Q(z) =

(
Qs(z) Y (z)

0 X(z)

)
, s < r,

with Qs ∈ SP s and X ∈ OP r−s, and

T−1(1)Φ̂(0) = (u1, . . . , us, 0, . . . , 0)T := uI .

We prove that Φ is finitely linearly dependent. Note that

Qs ∈ SP s and X ∈ OP r−s =⇒ Q ∈ SP r.

Besides,

Q(1)uI = T−1(1)P (1)T (1)uI = uI .

Hence, there is a unique distribution ΨI = (ψI,1, . . . , ψI,r)
T satisfying (3.4) with the

moment uI . Write u = (u1, . . . , us)
T . By (3.2) and (3.5), we have Qs(1)u = u. Let

Ψ = (ψ1, . . . , ψs)
T be the unique solution of (3.8) with the moment u. Then the scaling

vector (ψ1, . . . , ψs, 0, . . . , 0)T is a solution of (3.4) with the moment uI . Since the
solution of (3.4) with the moment uI is unique, we have ΨI = (ψ1, . . . , ψs, 0, . . . , 0)T .
By Φ̂(ω) = T (e−iω)Ψ̂I(ω), Φ is finitely linearly dependent.

Finally, we prove that if P (1) has only a single 1-eigenvector, then (2) will
be unconditionally satisfied. In fact, if P (1) has only a single 1-eigenvector, so
do Q and Qs(z). Let u = (u1, . . . , us)

T be the 1-eigenvector of Qs. Then uI =
(u1, . . . , us, 0, . . . , 0)T is the only 1-eigenvector (without counting the scalar multiples)
of Q(1). Recalling that Φ̂(0) is the only 1-eigenvector (without counting the scalar
multiples) of P (1), we have T−1(1)Φ̂(0) = cuI = (cu1, . . . , cus, 0, . . . , 0)T , which im-
plies that (2) is true.

Remark 1. If P (1) has more than one (linearly independent) 1-eigenvector, then
the solutions of (1.1) corresponding to different moments (without counting the scalar
multiples) may have differently linearly independent properties. We illustrate this
phenomenon in the following example.

Example 1. Let

P (z) =

(
( 1+z

2 )2 0
0 ( 1+z

2 )4

)
.

It is clear that P (z) ∈ SP 2 and vector (0, 1) and (1, 1) are two linearly independent
1-eigenvectors of P (1). Obviously, P (z) is two-scale fundamentally similar to itself
with transform T (z) = I. Denote by Nm(x) the mth order cardinal B-spline [2]. The
scaling vectors Φ1 = (N2(x), 0)T and Φ2 = (N2(x), N4(x))T are solutions of (1.1)
with the moments Φ̂1(0) = (1, 0)T and Φ̂2(0) = (1, 1)T , respectively. Note that Φ1 is
finitely linearly dependent but Φ2 is not. Note also that the vector (1, 0)T satisfies
(3.6) while (1, 1)T does not.

Remark 2. If, in Theorem 3.2, P (z) is merely assumed to be in Pr, then the
solution of (1.1) with a certain moment is not necessarily unique. In this case, if a
solution of (1.1) Φ with Φ̂(0) 6= 0 is finitely linearly dependent, then its symbol P
is still fundamentally two-scale similar to a matrix Q in the form (3.5), but Qs is
no longer necessarily in SP r and X is no longer necessarily in OP r−s. On the other
hand, if one of Φ’s symbols is fundamentally two-scale similar to Q in the form (3.5)
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with a matrix X such that the refinement equation F̂ (ω) = X(e−iω/2)F̂ (ω/2) has
only the trivial solution F = 0 with F̂ (0) = 0, and if Φ̂(0) satisfies the condition (2)
in 3.2, then Φ is finitely linearly dependent. The proof of this remark is similar to
that for Theorem 3.2.

According to Theorem 3.2, from the set of symbols of a finitely linearly dependent
scaling vector, we can select a relatively simple symbol for it.

Corollary 3.3. If Φ ( dim Φ = r) is finitely linearly dependent and Φ# = s and
one of its symbols is in SP r, then Φ has a symbol fundamentally two-scale similar to
a matrix (

Qs(z) 0
0 0

)
.(3.9)

Proof. Let P be a symbol of Φ. By Theorem 3.2, P is fundamentally two-scale
similar to a matrix Q in the form (3.5) with a two-scale transform matrix T , and
T−1(1)Φ̂(0) = (u1, . . . , us, 0, . . . , 0)T . Let ΨI be defined by Φ̂(ω) = T (e−iω)Ψ̂I(ω).
Since X ∈ OP r and

Ψ̂I(0) = (u1, . . . , us, 0, . . . , 0)T ,

we have

ΨI = (ψ1, . . . , ψs, 0, . . . , 0)T ,

which satisfies (
Qs(e

−iω/2) 0
0 0

)
Ψ̂(ω/2) = Ψ̂(ω).

Setting

P̄ (z) = T 2(z)

(
Qs(z) 0

0 0

)
T−1(z),

we have

Φ̂(ω) = P̄ (e−iω/2)Φ̂(ω/2),

where P̄ (z) is a symbol of Φ.
We now characterize linear independence of a scaling vector. First, we prove the

following lemma.
Lemma 3.4. The symbol of a linearly independent scaling vector is a P-matrix.
Proof. Assume the scaling vector Φ is linearly independent, as is Φ(2·). By [22], a

compactly supported function in S(Φ(2·)) is also in S0(Φ(2·)). Hence, Φ ∈ S0(Φ(2·)),
and therefore its symbol is a P-matrix.

The following theorem characterizes linear independence of a scaling vector.
Theorem 3.5. Assume the scaling vector Φ with nonzero moment is finitely

linearly independent and its symbol is a P-matrix P ∈ Pr(SP r). Then Φ is linearly
dependent if and only if P is two-scale similar to a matrix Q ∈ Pr(SP r) with a
nonfundamental two-scale similar transform T such that

rankT (1) = rank
(
T (1), Φ̂(0)

)
.(3.10)
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Remark 3. If the matrix T (1) is nonsingular, then the condition (3.10) is always
true. Hence, the condition (3.10) is effective whenever T (1) is singular. Note that the
condition (3.10) is equivalent to “there is a u ∈ C

r such that T (1)u = Φ̂(0).”
To prove this theorem, we need some notations. Let m > 1 be an odd integer, and

let hm be the smallest positive integer such that 2hm ≡ 1(modm). For a primitive
mth root of unit z0, we call

pm(z) = (z0 − z)(z2
0 − z) · · · (z2hm−1

0 − z)

an m-cycle polynomial. Since z2hm
0 = z0, it can be verified that pm(z2l

0 ) = 0 for any
integer l ≥ 0, and therefore pm(z2) = pm(z)pm(−z). We say that p(z) has m-cycle
zeros if pm(−z) (NOT pm(z)!) is a factor of p(z). When we will not stress the index
m, m-cycle zeros and m-cycle polynomials are simply called cycle zeros and cycle
polynomials, respectively. A polynomial p(z) is said to have symmetric zeros if there
is an α ∈ C, α 6= 0, such that p(α) = p(−α) = 0.

Note that any polynomial p(z) has a unique factorization

p(z) = czk
l∏

j=1

pmj
(z)

t∏
l=1

(z − zi),(3.11)

where pmj
, j = 1, . . . , l, are all cycle polynomials, and zi 6= 0, i = 1, . . . , t.

Lemma 3.6. Assume the scaling vector Φ’s symbol P ∈ Pr is two-scale similar
to a P-matrix Q,

P (z) = Tc(z
2)Q(z)T−1

c (z),(3.12)

with the two-scale transform matrix

Tc(z) = diag(1, 1, . . . ,︸ ︷︷ ︸
j−1

c(z), . . . , 1),(3.13)

where c(z) is either (z − c), c 6= 0, or an m-cycle polynomial pm(z). Also assume

φ̂j(0) = 0 whenever c(z) = z − 1. Then there is a compactly supported function

ψ ∈ S(Φ) such that φ̂j(ω) = c(e−iω)ψ̂(ω), and therefore Φ is linearly dependent.
Furthermore, if P ∈ SP r, then Q ∈ SP r.

Proof. Without loss of generality, we assume j = 1. By (3.12) and (3.13), we have

φ̂1(ω) = p11(e
−iω/2)φ̂1(ω/2) +

r∑
i=2

c(e−iω)qi1(e
−iω/2)φ̂i(ω/2),(3.14)

where p11(z) = q11(z)
c(z2)
c(z) .

If c(z) = z − c, c 6= 0 and 1, then c(z) cannot be a factor of c(z2). It follows that
c(z2) is a factor of p11(z). Let ω0 satisfy e−iω0 − c = 0. We have, for an integer k,

φ̂1(ω0 + 2kπ) = p11((−1)ke−i
ω0
2 )φ̂1

(ω0

2
+ kπ

)
+

r∑
i=2

c(e−iω0)qi1((−1)ke−i
ω0
2 )φ̂i

(ω0

2
+ π

)

= q11((−1)ke−iω0/2)
c(e−iω0)

c((−1)ke−iω0/2)
φ̂1

(ω0

2
+ kπ

)
= 0.
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In the case c(z) = z − 1, by the assumption, φ̂1(0) = 0. For k 6= 0, writing k = 2lj
with odd j, we have, by (3.14),

φ̂1(2kπ) = p11(e
−ikπ)φ̂1(kπ) = (e−i2

ljπ + 1)q11(e
−i2ljπ)φ̂1(2

ljπ)

= (2q11(1))
l
(e−ijπ + 1)q11(−1)φ̂1(jπ) = 0.

We now prove φ̂1(ω0 +2kπ) = 0, k ∈ Z, for some ω0 ∈ R in the case c(z) = pm(z). The
proof is similar to that one of Theorem 1 in [14]. For reader’s convenience, we include
it here. Let z0 be a primitive mth root. Then z0 has the form e−i2nπ/m, where n is

an integer relatively prime to m, and pm(e−i2
d+1nπ/m) = 0, for all integers d ≥ 0. We

claim that for all integers k,

φ̂1(2nπ/m+ 2kπ) = 0.(3.15)

To prove (3.15), we write n+km in the form 2lj, where l is a nonnegative integer and
j is an odd integer. Recalling that pm(−z) = pm(z2)/pm(z), we have

φ̂1

(
2nπ

m
+ 2kπ

)
= φ̂1(2

l+1jπ/m)

= p11(e
−i2ljπ/m)φ̂1

(
2ljπ

m

)
+

r∑
i=2

pm(e−i2
l+1jπ/m)qi1(e

−i2ljπ/m)φ̂i

(
2ljπ

m

)

= q11(e
−i2ljπ/m)

pm(e
−i2l+1jπ/m)

pm(e−i2
ljπ/m)

φ̂1

(
2ljπ

m

)

= pm(−e−i2
ljπ/m)q11(e

−i2ljπ/m)φ̂1

(
2ljπ

m

)

=

(
l∏

t=0

pm(−e−i2tjπ/m)
l∏

t=0

q11(−e−i2tjπ/m)

)
φ̂1

(
jπ

m

)
.

Hence, in order to prove (3.15) it suffices to show that pm(−e−ijπ/m) = 0. For this
purpose, we invoke Euler’s theorem to find an integer s > l such that 2s ≡ 1(modm).
It follows that

j ≡ 2sj ≡ 2s−l(2lj) ≡ 2s−ln (modm).(3.16)

Since j is odd, by (3.16), j − 2s−ln = (2t+ 1)m for some integer t. From this we see
that

pm(−e−ijπ/m) = pm(e−i2
s−lnπ/m) = 0.

In all cases, φ1 is linearly dependent, as is Φ. It is also clear that the function ψ
defined by φ̂1(ω) = c(e−iω)ψ̂(ω) is compactly supported and in the space S(Φ).

Finally, we prove P ∈ SP r =⇒ Q ∈ SP r. When c(z) 6= z − 1, Q(1) is similar to
P (1), and therefore P ∈ SP r ⇐⇒ Q ∈ SP r. When c(z) = z − 1, (3.12) implies

P (1) =

(
p11(1) 0

Pr−1(1)

)
, Q(1) =

(
p11(1)/2 ∗

0 Pr−1(1)

)
.

Therefore, Q(1) preserves all eigenvalues of P (1) except p11(1), which changes to
p11(1)/2. Note that P ∈ SP r. Hence, there is no positive integer β such that p11(1) =
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2β . It follows that p11(1)/2 /∈ {2β ; β ≥ 0
}

and, therefore, Q ∈ OP r. We now prove

1 ∈ E(Q(1)) so that Q ∈ SP r. Let Φ1 = (φ2, . . . , φr)
T . Then P (1)Φ̂(0) = Φ̂(0)

and φ̂1(0) = 0 imply that Φ̂1(0) 6= 0 and Pr−1(1)Φ̂1(0) = Φ̂1(0). It follows that
1 ∈ E(Pr−1(1)) and 1 ∈ E(Q(1)).

The following is the proof of Theorem 3.5.
Proof. “=⇒”. If Φ is linearly dependent, then, by Theorem 2.1, there exists a

linearly independent scaling vector Ψ ∈ S(Φ) such that Φ ⊂ S0(Ψ) and S(Ψ) = S(Φ).
Since Φ is finitely linearly independent, dim Φ = dim Ψ. By Lemma 3.4, Ψ’s symbol Q
is a P-matrix. Let T be the polynomial matrix determined by Φ̂(ω) = T (e−iω)Ψ̂(ω).
Then P (z) is two-scale similar to Q(z) with the transform T (z). By Corollary 2.5, T
is nonfundamental. Besides, we have T (1)Ψ̂(0) = Φ̂(0). Thus, (3.10) is true.

“⇐= ”. We assume P (z) is the symbol of Φ, and P ∈ Pr(SP r) is two-scale
similar to Q ∈ Pr(SP r) with a nonfundamental two-scale transform matrix T ∈ Pr.
We now factor T into the form T (z) = L(z)D(z)R(z), where L and R both are
fundamental and D is the canonical Smith’s form of T . It is clear that D is a non-
fundamental diagonal matrix. We define ΦE by Φ̂E(ω) = L−1(e−iω)Φ̂(ω). Then
Φ is linearly independent if and only if ΦE is linearly independent. The symbol of
ΦE is P̃ (z) = L−1(z2)P (z)L(z). It is obvious that rankT (1) = rank(T (1), Φ̂(0)) if
and only if rankD(1) = rank(D(1), Φ̂E(0)). Let Q̃(z) = R(z2)Q(z)R−1(z). Then
P̃ (z) = D(z2)Q̃(z)D−1(z). We now factor D(z) into D(z) =

∏
s Ts(z)

∏
j Uj(z),

where Ts is the diagonal matrix of the form (3.13) with det(Ts(1)) 6= 0, while Uj(z) is
the diagonal matrix of the form (3.13) with det(Uj(1)) = 0. If the product

∏
s Ts(z)

has at least one factor, by Lemma 3.6, ΦE and hence Φ are linearly dependent. Now
if
∏

s Ts(z) = I, then the product
∏

j Uj(z) has at least one factor. Without loss of
generality, we can assume U1(z) = diag (z − 1, 1, . . . , 1). It follows that the first row

of D(1) is zero. Since there is a v ∈ C
r such that D(1)v = Φ̂E(0), φ̂E,1(0) = 0. By

Lemma 3.6, ΦE and hence Φ are linearly dependent.
The proof of P ∈ PSr =⇒ Q ∈ SP r is similar to that one in Lemma 3.6.
From Theorem 3.5, we derive a sufficient condition for linear independence of a

scaling vector.
Corollary 3.7. Assume the scaling vector Φ is finitely linearly independent

and its symbol is a P-matrix P ∈ Pr. Then Φ is linearly independent if (i) the matrix
(P (−1), Φ̂(0)) has the full rank, and (ii) detP (z) has neither symmetric zeros nor
cycle zeros.

Proof. Assume that conditions (i) and (ii) hold and Φ is linearly dependent. By
Theorem 3.5, there is a P-matrix Q and a nonfundamental P-matrix T such that
P (z) = T (z2)Q(z)T−1(z) and

rankT (1) = rank(T (1), Φ̂(0)).

Note that

detP (z) = detQ(z) detT (z2)/detT (z).(3.17)

Write t(z) = detT (z), p(z) = detP (z), and q(z) = detQ(z). Then (3.17) becomes
p(z) = q(z)t(z2)/t(z), where t, p, and q are polynomials with deg(t) ≥ 1. We factor
the polynomial t(z) into t(z) = (1 − z)sd(z) with d(1) 6= 0. If deg(d) ≥ 1, then p(z)
has either symmetric zeros or cycle zeros. This contradicts the condition (ii). Now if
deg(d) = 0, then t(z) = c(1− z)s, s ≥ 1. In this case, T (1) is singular, and therefore
(T (1), Φ̂(0)) does not have full rank. Since P (−1) = T (1)Q(−1)T−1(−1), the matrix
(P (−1), Φ̂(0)) does not have full rank. This contradicts condition (i).
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Similarly, we have the following result for the stability of a scaling vector.
Theorem 3.8. Assume the scaling vector Φ is finitely linearly independent and

its symbol is a P-matrix P ∈ Pr(SP r). Then Φ is unstable if and only if P is two-
scale similar to a P-matrix Q ∈ Pr(SP r) with a nonfundamental two-scale transform
matrix T such that detT (z) has zeros on |z| = 1 and rankT (1) = rank(T (1), Φ̂(0)).

Corollary 3.9. Assume the scaling vector Φ is finitely linearly independent and
its symbol is a P-matrix P ∈ Pr. Then Φ is stable if (i) the matrix (P (−1), Φ̂(0)) has
full rank and (ii) detP (z) has neither symmetric zeros on |z| = 1 nor cycle zeros.

Remark 3. When r = 1, the scaling vector Φ reduces to a single function. A suffi-
cient and necessary condition for linear independence (stability) of a scaling function
has been obtained by Jia and Wang [14]. Besides, Hogan [10] also obtained the same
results as Corollary 3.7 and 3.9 in a different way.

4. Examples. In this section we give more examples.
Example 2. Consider the following scaling equation:

Φ(x) =

[
1 0
0 −1

]
Φ(2x) +

[
1 −1
1 0

]
Φ (2x− 1)(4.1)

+

[
1 0
1 1

]
Φ(2x− 2).

Its symbol is

P (z) =
1

2

(
1 + z + z2 −z
z + z2 −1 + z2

)
,

where matrix P (1) =
(
3/2 −1/2

1 0

)
has eigenvalues 1 and 1/2. A right 1-eigenvector is

v0 =
(

1 1
)T

. P (1)v0 = v0. It is easy to check that

1

2

(
1 + z + z2 −z
z + z2 −1 + z2

)

=

(
1 0
z2 −1

)(
(1 + z)/2 z/2

0 (−1 + z2 + z3)/2

)(
1 0
z −1

)
,

and the equation x(·) = −x(2·) + x(2 · −2) + x (2 · −3) has only the trivial compactly
supported solution x(·) = 0. Hence, by Theorem 3.2, the solution of (4.1) with the

mean value
(
φ̂1(0) φ̂2(0)

)T
=
(

1 1
)T

is finitely linearly dependent. In fact,

this solution is Φ(x) =
(
χ(0, 1] χ(1, 2]

)T
. By Corollary 3.3, one of Φ’s symbols is(

(1 + z)/2 0
z2(1 + z)/2 0

)
=

(
1 0
z2 −1

)(
(1 + z)/2 0

0 0

)(
1 0
z −1

)
.

We can verify that Φ(x) satisfies the following equation:

Φ(x) =

[
1 0
0 0

]
Φ(2x) +

[
1 0
0 0

]
Φ (2x− 1)

+

[
0 0
1 0

]
Φ(2x− 2) +

[
0 0
1 0

]
Φ(2x− 3).

By Theorem 3.2, Φ(x) will satisfy any equation with a symbol having the form of(
1 0
z2 −1

)(
(1 + z)/2 Y (z)

0 X(z)

)(
1 0
z −1

)
,
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where Y (z) and X(z) are arbitrary polynomials such that X(1) 6= 2β(β ≥ 1, β ∈ Z).
For example, if we set Y (z) = −1/2, X(z) = z/2, then, by Theorem 3.2, the matrix(

1/2 1/2
0 (z + z2)/2

)
=

(
1 0
z2 −1

)(
(1 + z)/2 −1/2

0 z/2

)(
1 0
z −1

)

should be a new symbol of Φ. It can be verified that Φ(x) satisfies the following
equation:

Φ(x) =

[
1 1
0 0

]
Φ(2x) +

[
0 0
0 1

]
Φ (2x− 1) +

[
0 0
0 1

]
Φ(2x− 2).

Example 3. Now we analyze the scaling vector in Example 4.6 in [15] (for the
case of L = r = 2). The symbol of the scaling vector Φ = (φ1, φ2)

T is

P (z) =

(
1 + z

2

)2(
1/2 1/2
z/2 1/2

)
.

Using the formula of Theorem 2.3 in [20], we obtain suppφ1 ⊂ [0, 2 1
3 ] and suppφ2 ⊂

[0, 2 2
3 ]. The graphs of (φ1, φ2)

T , which can be found in Figure 4.1 of [15], show that
suppφ1 = [0, 2 1

3 ] and suppφ2 = [0, 2 2
3 ]. Since the right end-point of the support of

any finitely linear combination of the integer translates of φ1 is k+1/3 while the right
end-point of the support of any finitely linear combination of the integer translates
of φ2 is k + 2/3, scaling vector (φ1, φ2)

T is finitely linearly independent. Matrix

P (1) =
(
1/2 1/2
1/2 1/2

)
has eigenvalues 1 and 0, and

(
φ̂1(0) φ̂2(0)

)T
=
(

1 1
)T

is a

1-eigenvector. P (z) has the following two-scale similarity:

P (z) = T (z2)Q(z)T−1(z),

where

T (z) =

(
1 0
1 z − 1

)
, Q(z) =

(
( 1+z

2 )2 ( z−1
2 )( z+1

2 )2
1+z
8 0

)
.

Note that T (z) is nonfundamental and the equation T (1)u = (1 1)T has a solution
u = (1, 0)T . By Theorem 3.5, (φ1,φ2)

T is linearly dependent. Indeed, we have∑
k∈Z

(φ1(x− k)− φ2(x− k)) = 0.
Example 4. Finally, we consider the orthonormal fractal scaling vector in [5]. Its

symbol is

P (z) =

√
2

20

(
6
√

2(1 + z) 16

−(1 + z)(1− 10z + z2) −√2(3− 10z + 3z2)

)
,

and the initial vector is Φ̂(0) =
( √

2 1
)T

. Using the formula of Theorem 2.3 in [20],
we obtain that suppφ1 ⊂ [0, 1] and suppφ2 ⊂ [0, 2]. We first point out that Φ is finitely
linearly independent. Indeed, since suppφ1 ⊂ [0, 1], the integer translates of φ1 are

linearly independent. It follows that the entire function φ̂1 has no 2π-periodic zero in
C. Assuming Φ is finitely linearly dependent, then there are two polynomials a(z) and

b(z) such that a(z)φ̂1(ω)− b (z) φ̂2(ω) = 0, z = e−iω. Hence, φ̂2(ω) = a(z)
b(z) φ̂1(ω). Since

φ̂2 is also an entire function and φ̂1 has no 2π-periodic zero in C, s(z) := a(z)
b(z) must be

a polynomial. Furthermore, since suppφ1 ⊂ [0, 1] and suppφ2 ⊂ [0, 2], s(z) must be a
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linear polynomial. Assuming that s(z) = (c+dz), we have φ̂2(ω) = (c+de−iω)φ̂1(ω).

Therefore, T (e−iω)Φ̂(ω) = (φ̂1(ω), 0)T , where T (z) =
(

1 0
c+dz −1

)
. By Theorem 3.2,

we also have T−1(z2)P (z)T (z) =
(∗ ∗
0 ∗

)
; thus

(c+ dz2)
(
6
√

2(1 + z) + 16(c+ dz)
)

+ (1 + z)(1− 10z + z2)

+
√

2(c+ dz)(3− 10z + 3z2) = 0.

However, this equation has no solution for c and d. Hence, Φ is finitely linearly in-
dependent. Finally, we confirm the linear independence of Φ from the fact that

detP (z) = − 1
40 (z + 1)3 and (P (−1), Φ̂(0)) =

(
0 4

√
5
√

2
0 −8/5 1

)
has full rank.
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Abstract. It is shown that the transition operator TP associated with the matrix refinement
mask P(ω) = 2−dΣα∈[0,N ]dPαexp(−iαω) is equivalent to the matrix (2−dA2i−j)i,j with Aj =
Σκ∈[0,N ]dPκ−j ⊗Pκ and Pκ−j ⊗Pκ denoting the Kronecker product of matrices Pκ−j , Pκ. Some
spectral properties of TP are studied and a complete characterization of the matrix refinable functions
in the Sobolev space Wn(Rd) for nonnegative integers n is provided. The Sobolev regularity estimate
of the matrix refinable function is given in terms of the spectral radius of a restricted transition
operator. These estimates are analyzed in some examples.

Key words. matrix refinable function, transition operator, regularity

AMS subject classifications. 42C15, 39B62, 42B05, 41A15

PII. S003614109630817X

1. Introduction. Let {Pα} be a real r× r matrix sequence with finite elements
nonzero. The vectors Φ, r-dimensional column functions, used in this paper are
solutions to functional equations of the type

Φ =
∑
α∈Zd

PαΦ(2 · −α).(1.1)

Define

P(ω) := 2−d
∑
α∈Zd

Pαexp(−iαω);

then, in the Fourier domain, functional equations (1.1) can be written as

Φ̂(ω) = P(ω/2)Φ̂(ω/2).(1.2)

Equations of the type (1.1) or (1.2) are called matrix (vector) refinement equations;
P ({Pα}) is called the (matrix) refinement mask, and any solution Φ of (1.1) is called
a matrix refinable function (or refinable vector). Equations (1.1) are considered in the
area of wavelets for the construction of multiwavelets, and there are many papers on
the existence of the solutions of equations (1.1), the constructions of multiwavelets,
and related topics; see, e.g., [1], [3], [7], [8], [11]–[16], [21]–[23], [25]–[27], and [29]–[31].
The present paper considers the Sobolev regularity of the matrix refinable functions.

For the case r = 1, d = 1, compactly supported refinable functions are solutions
of the two-scale equation

φ(x) =

J∑
j=0

hjφ(2x− j).
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Over the years, several techniques have been developed to determine the regularity
of refinable functions; see [5], [9], [32], [6], [10], [17], and [2] (in [17] and [2], the
refinement mask {hj} is not necessarily finitely supported). One of the main results
is the following (see [32], [9]): assume that the refinement mask

m0(ω) =
1

2

J∑
j=0

hje
−ijω(1.3)

can be factorized as

m0(ω) =

(
1 + e−iω

2

)K

q(ω),(1.4)

where q(ω) is a trigonometric polynomial. Then the Sobolev exponent s(φ) :=

sup{s ≥ 0 :
∫

(1 + |ω|2)s|φ̂(ω)|2dω < +∞} satisfies

s(φ) ≥ K − log4 ρ(Tq),

where Tq is the transition operator associated with q and ρ(Tq) is the spectral radius

of Tq. For a trigonometric polynomial p(ω) =
∑L

l=0 ple
−ilω, the transition operator

associated with p is defined by

Tpf(ω) :=
∣∣∣p(ω

2

)∣∣∣2f(ω
2

)
+
∣∣∣p(ω

2
+ π

)∣∣∣2f(ω
2

+ π
)
, f ∈ VL,

where VL denotes the vector space of trigonometric polynomials defined by

VL :=

{
L∑

l=−L
fle

−ilω : fl ∈ C

}
.

Further, if refinable function φ is stable and q(π) 6= 0, then above regularity estimate
is optimal; i.e.,

s(φ) = K − log4 ρ(Tq).

There is another method to give regularity estimates of refinable functions. Let φ
be a compactly supported refinable function with corresponding mask m0(ω) given by
(1.3) for some positive integer J . Assume that m0(ω) satisfies the vanishing moment
conditions of order K + 1; i.e., dα

dωαm0(ω)|ω=π = 0, 0 ≤ α ≤ K. Equivalently, m0(ω)
can be written in the form of (1.4). Let V 0

J denote the subspace of VJ defined by

V 0
J :=

f ∈ VJ :
J∑

j=−J
jnfj = 0, n = 0, . . . , 2K − 1

 .(1.5)

Then V 0
J is invariant under Tm0

. Let Tm0
|V 0
J

denote the restriction of Tm0
to V 0

J . If

ρ(Tm0 |V 0
J
) < 1, then

s(φ) ≥ − log4 ρ(Tm0
|V 0
J
).

In fact the above two methods are completely equivalent; see [6]. The first method
relies upon the factorization of the refinement mask m0(ω). However in the higher
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dimension case, the refinement mask is often irreducible. The second method was
successfully used by Riemenschneider and Shen to estimate the regularities of two
dimension refinable functions constructed in [28]. Further studies on the problem of
the regularity in higher dimensions with dilation matrices were carried out in [20] and
[4].

The regularity of the matrix refinable function Φ (for the case d = 1) was first
studied by Cohen, Daubechies, and Plonka [3] based on the factorization of the matrix
refinement mask P(ω). However such estimates of regularity are usually hard to
compute. There is another approach (essentially the second method for the scalar
case) to the regularity estimate of the refinable vector Φ carried out by Shen in
[29], and such estimates are provided in terms of the spectral radius of a restricted
transition operator. More precisely, letting P(ω) = 2−d

∑
α∈[0,N ]d Pαe

−iαω be the
corresponding matrix refinement mask, the transition operator TP associated with P
is defined by

TPH(ω) :=
∑

ν∈Zd/2Zd

P
(ω

2
+ πν

)
H
(ω

2
+ πν

)
P∗
(ω

2
+ πν

)
, H ∈ HN .(1.6)

Throughout this paper HN denotes the space of all r × r matrices with each entry a
trigonometric polynomial whose Fourier coefficients are supported in [−N,N ]d; M∗

and MT denote the Hermitian adjoint and the transpose of a matrix M , respectively.
The transition operator TP leaves HN invariant. In [29], the regularity of Φ was
given in terms of the spectral radius of TP|H0

N
, the restricted operator of TP to an

invariant subspace H0
N of HN under TP. The smaller the invariant subspace H0

N ,
the smaller ρ(TP|H0

N
) will be and hence the better the estimate on the regularity of

Φ. Thus a small TP invariant subspace of HN is required.
For the case r = 1, d = 1, let m0 be a given refinement mask defined by (1.3)

for some positive integer J ; then the transition operator Tm0
is equivalent under the

basis {e−ijω}Jj=−J of VJ to the matrix

Tm0
= (2−1a2i−j)−N≤i,j≤N ,

where aj is the autocorrelation of {cκ} defined by aj :=
∑

κ cκ−jcκ; see [24], [6]. We
note that the invariant subspace V 0

J defined by (1.5) can be written as

V 0
J = {f ∈ VJ : vn(f−J , . . . , fJ)T = 0, n = 0, . . . , 2K − 1},

where

vn := ((−J)n, . . . , Jn), n = 0, . . . , 2K − 1.(1.7)

The row vector vn is a generalized left 2−n-eigenvector of the matrix Tm0
(see [6]).

Thus to give the regularity estimates of refinable vectors, we at first change equiv-
alently the transition operator TP into its representing matrix TP, then find left
2−n-eigenvectors of the matrix TP. Using these left eigenvectors, we construct the
invariant subspace H0

N and then provide the regularity estimates in terms of the
spectral radius of the restricted transition operator TP|H0

N
.

This paper is organized as follows. In section 2 we show that the transition
operator TP is equivalent to the matrix TP = (2−dA2i−j)i,j∈[−N,N ]d , where Aj is the
r2 × r2 matrix given by

Aj =
∑

κ∈[0,N ]d

Pκ−j ⊗Pκ
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and Pκ−j⊗Pκ is the Kronecker product of Pκ−j and Pκ. In section 2, we also find left
eigenvectors of TP which will be used for the regularity estimate of refinable vectors.
In the first part of section 3, we will give a characterization of refinable vectors in
the Sobolev space Wn(Rd), n ∈ Z+. In the second part of section 3, we provide a
TP-invariant subspace H0

N of HN and give the regularity estimate of refinable vectors
in terms of the spectral radius of the restricted transition operator TP|H0

N
. In the

last part of this paper, section 4, we will give the estimates on the smoothness of
some matrix refinable functions. About the B-splines defined by knots 0, 0, 1, 1 and
0, 1, 1, 2 and the GHM-orthogonal scaling functions, our estimates on their regularities
are optimal.

Before going to the next section, we introduce some notation used in this paper.
Let Z+ denote the set of all nonnegative integers and Zd

+ denote the set of all d-tuples
of nonnegative integers. We shall adopt the multi-index notation

ωβ := ωβ1 · · ·ωβdd , β! := β1! · · ·βd!, |β| := β1 + · · ·+ βd

for ω = (ω1, . . . , ωd)
T ∈ Rd, β = (β1, . . . , βd)

T ∈ Zd
+. If α, β ∈ Zd satisfy β−α ∈ Zd

+,
we shall write α ≤ β and denote(

β

α

)
:=

β!

α!(β − α)!
.

For β = (β1, . . . , βd)
T ∈ Zd

+, denote

Dβ :=
∂β1

∂xβ1

1

· · · ∂
βd

∂xβdd
,

where ∂j = ∂
∂xj

is the partial derivative operator with respect to the jth coordinate,

1 ≤ j ≤ d. For ω, ζ ∈ Rd, we use ζω to denote their scalar product.
For j = 1, . . . , r, let ej := (δj(k))

r
k=1 denote the standard unit vectors in Rr.

In this paper, for an r × 1 vector function f = (f1, . . . , fr)
T , f is in a space on Rd

means that every component fi of f is in this space, and we will use the notation
|f | := (

∑r
i=1 |fi|2)

1
2 .

For a matrix or an operator A, we sayA satisfies Condition E if the spectral
radius of A ≤ 1, 1 is the unique eigenvalue of A on the unit circle and 1 is simple.
For two matrices A,B, A ≤ B should be understood as stating that B−A is positive
semidefinite.

For a finitely supported sequence s on Zd, its support is defined by supps := {β ∈
Zd : s(β) 6= 0}, and for a finitely supported r×r matrix sequence S on Zd, its support
is defined by suppS := ∪suppsij , where sij is the (i, j)-entry of S. Throughout this
paper, we assume that the matrix refinement mask P satisfies supp{Pα} ⊂ [0, N ]d for
some positive integer N , and we use c to denote the universal constant which may be
different at different occurrences.

2. Transition operator. In this section, we first show that the transition op-
erator TP defined by (1.6) is equivalent to a matrix, then we study some spectral
properties of TP.

For any H =
∑

j∈[−N,N ]d Hje
−ijω ∈ HN ,

P(ω)H(ω)P(ω)∗ = 2−2d
∑

`∈[0,N ]d

∑
κ∈[0,N ]d

Pκe
−iωκH(ω)PT

` e
iω`
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= 2−2d
∑

`∈[0,N ]d

∑
κ∈[0,N ]d

PκH(ω)PT
` e
−iω(κ−`)

= 2−2d
∑

κ∈[0,N ]d

∑
n∈[−N,N ]d

PκH(ω)PT
κ−ne

−iωn

= 2−2d
∑

j∈[−N,N ]d

∑
κ∈[0,N ]d

∑
n∈[−N,N ]d

PκHjP
T
κ−ne

−iω(n+j).

Thus

TPH(ω) = 2−2d
∑

ν∈Zd/2Zd

∑
j∈[−N,N ]d

∑
n∈[−N,N ]d

∑
κ∈[0,N ]d

PκHjP
T
κ−n(−1)ν(n+j)e−i

ω
2 (n+j).

For any n ∈ [−N,N ]d, j ∈ [−N,N ]d, write n+ j = 2`+ µ for some ` ∈ [−N,N ]d and
µ ∈ Zd/2Zd. By the fact that

∑
ν∈Zd/2Zd(−1)νµ = 2dδµ,∑

ν∈Zd/2Zd

(−1)ν(n+j) = 2dδµ.

Hence

TPH(ω)= 2−d
∑

j∈[−N,N ]d

∑
`∈[−N,N ]d

∑
κ∈[0,N ]d

PκHjP
T
κ−(2`−j)e

−iω`(2.1)

=
∑

`∈[−N,N ]d

2−d
∑

j∈[−N,N ]d

∑
κ∈[0,N ]d

PκHjP
T
κ−(2`−j)

 e−iω`.

That is, TP changes sequence {Hj}j∈[−N,N ]d into another sequence:2−d
∑

j∈[−N,N ]d

∑
κ∈[0,N ]d

PκHjP
T
κ−(2`−j)


`∈[−N,N ]d

.

Let M be an r × r matrix with M(j) the jth column of M . Define the r2 × 1
vector vec(M) by

vec(M) := (M(1)T , . . . ,M(r)T )T .

For H =
∑

j∈[−N,N ]d Hje
−iωj ∈ HN , let vec(H) be the (r2(2N + 1)d) × 1 vectors

defined by

vec(H) :=
(
(vec(Hj))

T |j=(−N,...,−N), . . . , (vec(Hj))
T |j=(N,...,N)

)T
.(2.2)

For the matrices of the form P`HjP
T
κ , we have (see [19])

vec(P`HjP
T
κ ) = (Pκ ⊗P`)vec(Hj),(2.3)

where Pκ ⊗P` denotes the Kronecker product of matrices Pκ and P`:

Pκ ⊗P` = (pκ(τ, i)P`)1≤τ,i≤r , Pκ = (pκ(τ, i))1≤τ,i≤r .

For j ∈ Zd, define the r2 × r2 matrices

Aj :=
∑

`∈[0,N ]d

P`−j ⊗P`
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and define the (r2(2N + 1)d)× (r2(2N + 1)d) matrix

TP :=
(
2−dA2i−j

)
i,j∈[−N,N ]d

.(2.4)

Then from (2.1) and (2.3) and for any κ ∈ [−N,N ]d,

vec((TPH)κ) = 2−d
∑

j∈[−N,N ]d

∑
`∈[0,N ]d

vec(P`HjP
T
`−(2κ−j))

= 2−d
∑

j∈[−N,N ]d

∑
`∈[0,N ]d

(P`−(2κ−j) ⊗P`)vec(Hj)

=
∑

j∈[−N,N ]d

2−dA2κ−jvec(Hj) = (TPvec(H))(κ).

Hence we have the following theorem.
Theorem 2.1. The transition operator TP is equivalent to the matrix TP defined

by (2.4) under the basis {e−iω`}`∈[−N,N ]d of HN , and for any H ∈ HN ,

vec(TPH) = TPvec(H),(2.5)

where vec(H) is the vector defined by (2.2).
In the rest of this section, we will find some left eigenvectors of TP. These eigen-

vectors are associated with the vanishing moment conditions of the matrix refinement
mask P. We say that mask P(ω) satisfies the vanishing moment conditions of order

m ∈ Z+ if there exist 1× r real vectors lβ0 with l00 6= 0, β ∈ Zd
+, |β| ≤ m− 1 such that

∑
0≤α≤β

(
β

α

)
(2i)|α−β|lα0 (Dβ−αP)(νπ) = δν2

−|β|lβ0 , ν ∈ Zd/2Zd.(2.6)

Assume that Φ = (φl)
r
l=1 ∈ L2(Rd) is a compactly supported matrix refinable

function with corresponding mask P. Under the assumption that φl(x−j), 1 ≤ l ≤ r,

j ∈ Zd, are linearly independent, that there exist vectors lβ0 , |β| ≤ m−1 satisfying (2.6)
is equivalent to that φl, 1 ≤ l ≤ r, provide approximation of order m, see [15], [27] for
d = 1. For d = 1, (2.6) implies a matrix factorization of P(ω) under the assumption
that Φ is stable (see [27], [3]). It is shown in [23] that if detGΦ(νπ) 6= 0, ν ∈ Zd/2Zd,
then P(0) satisfies Condition E and P satisfies the vanishing moment conditions of
order at least 1, where

GΦ(ω) :=
∑
κ∈Zd

Φ̂(ω + 2πκ)Φ̂∗(ω + 2πκ).

Thus in what follows we will assume that P(0) satisfies Condition E and m ≥ 1 in
(2.6). In this case, if Φ is a compactly supported nontrivial refinable vector, then

Φ̂(0) = cr for some nonzero constant c, where r is the normalized right 1-eigenvector
of P(0).

Let m0 ∈ Z+,m0 ≤ m be the largest integer such that there exist row vectors
lβ0 ∈ Rr, β ∈ Zd

+,m ≤ |β| ≤ m+m0 − 1 satisfying

∑
0≤α≤β

(
β

α

)
(2i)|α−β|lα0 (Dβ−αP)(0) = 2−|β|lβ0 .(2.7)
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Equations (2.7) can be written as

lβ0

(
2−|β|Ir −P(0)

)
=

∑
0≤α<β

(
β

α

)
(2i)|α−β|lα0 (Dβ−αP)(0),(2.8)

where Ir is the r× r identity matrix. Thus if each of the numbers of 2−m, 2−m−1, . . . ,
2−m−m0 is not an eigenvalue of P(0) for some m0 ∈ Z+, then vectors lβ0 ∈ Rr,
β ∈ Zd

+,m ≤ |β| ≤ m + m0 − 1 can be chosen iteratively by (2.8). Since in the
examples which are analyzed below m0 = m, in the following we will assume that
m0 = m. For the case r = 1, since P(0) = 1, such assumption is not needed.

Let B(ω) =
∑

κ∈Zd
+
,|κ|≤2m−1 Bκe

iκω be the vector trigonometric polynomial sat-

isfying

DβB(0) = i|β|lβ0 , β ∈ Zd
+, |β| ≤ 2m− 1.(2.9)

The coefficients Bκ, 1× r vectors, can be found by the following equations:∑
|κ|≤2m−1

κβBκ = lβ0 , β ∈ Zd
+, |β| ≤ 2m− 1.

One can check that the vanishing moment conditions (2.6) and (2.7) can be written
equivalently in the form

Dβ(B(2ω)P(ω))|ω=0 = DβB(0) ∀β ∈ Zd
+, |β| ≤ 2m− 1,(2.10)

and

Dβ (B(2ω)P(ω))|ω=νπ = 0 ∀β ∈ Zd
+, |β| ≤ m− 1, ν ∈ Zd/2Zd\{0}.(2.11)

Let lβ0 , β ∈ Zd
+, |β| ≤ 2m − 1 be the row vectors satisfying (2.6) and (2.7). For

κ ∈ Zd, define row vectors lβκ by

lβκ :=
∑

0≤α≤β

(
β

α

)
κβ−αlα0 for β ∈ Zd

+, |β| ≤ 2m− 1,(2.12)

and then define the 1× (r2(2N + 1)d) vectors Lβ
N by

Lβ
N := (lβ(κ)|κ=(−N,...,−N), . . . , l

β(κ)|κ=(N,...,N))(2.13)

with

lβ(κ) :=
∑

0≤α≤β
(−1)α

(
β

α

)
lακ ⊗ lβ−α0 , κ ∈ Zd.

For the case d = 1, lβκ, κ ∈ Zd, are the coefficients for the reproduction of polynomials
by the integer translates of Φ; see [15].

For two 1× r vectors v,u and the r × r matrix M , we have (see [19])

(v ⊗ u)vec(M) = uMvT .(2.14)

Lemma 2.1. Assume that the refinement mask P satisfies (2.6) and (2.7) for

some row vectors lβ0 , |β| ≤ 2m − 1, and B is the vector trigonometric polynomial

satisfying (2.9). Let Lβ
N be the vectors defined by (2.13); then for any H ∈ HN

Lβ
Nvec(H) = (−i)|β|Dβ (B(ω)H(ω)B∗(ω)) |ω=0, β ∈ Zd

+, |β| ≤ 2m− 1,
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where vec(H) is the vector defined by (2.2).
Proof. By (2.14), for any β ∈ Zd

+, |β| ≤ 2m− 1, and any H ∈ HN ,

Lβ
Nvec(H) =

∑
κ

Lβ
N (κ)vec(Hκ) =

∑
κ

∑
0≤α≤β

(−1)|α|
(
β

α

)
lβ−α0 H(κ)(lακ)T

=
∑
κ

∑
0≤α≤β

(−1)|α|
(
β

α

)
lβ−α0 H(κ)

∑
0≤γ≤α

κγ
(
α

γ

)
(lα−γ0 )T

=
∑
κ

∑
0≤α≤β

∑
0≤γ≤α

(−1)|α|
(
β

α

)
κγ
(
α

γ

)
(−i)|β−α|Dβ−αB(0)H(κ)i|α−γ|Dα−γB∗(0)

= (−i)|β|
∑

0≤α≤β

∑
0≤γ≤α

(
β

α

)(
α

γ

)
Dβ−αB(0)

∑
κ

(−iκ)γH(κ)Dα−γB∗(0)

= (−i)|β|
∑

0≤α≤β

∑
0≤γ≤α

(
β

α

)(
α

γ

)
Dβ−αB(0)DγH(0)Dα−γB∗(0)

= (−i)|β|Dβ (B(ω)H(ω)B∗(ω)) |ω=0.

Theorem 2.2. Assume that the refinement mask P satisfies (2.6) and (2.7) for

some row vectors lβ0 , |β| ≤ 2m − 1, and B is the vector trigonometric polynomial

satisfying (2.9). Let Lβ
N be the vectors defined by (2.13); then

Lβ
NTP = 2−|β|Lβ

N , β ∈ Zd
+, |β| ≤ 2m− 1.

Proof. We need only to show that for anyH ∈ HN , Lβ
NTPvec(H) = 2−|β|Lβ

Nvec(H).
In fact, by (2.5) and Lemma 2.1,

(2i)|β|Lβ
NTPvec(H) = (2i)|β|Lβ

Nvec(TPH) = Dβ (B(2ω)TPH(2ω)B∗(2ω)) |ω=0

=
∑

ν∈Zd/2Zd

Dβ(B(2ω)P(ω + νπ)H(ω + νπ)P(ω + νπ)∗B∗(2ω))|ω=0

=
∑

ν∈Zd/2Zd

∑
0≤α≤β

∑
0≤γ≤α

(
β

α

)(
α

γ

)
Dα (B(2ω)P(ω)) |ω=νπ

·DγH(ω)|ω=νπD
β−α−γ (B(2ω)P(ω))

∗ |ω=νπ.

Since for any β, α, γ ∈ Zd
+ with |β| ≤ 2m−1 and γ ≤ α ≤ β, min(|α|, |β−α−γ|) ≤

m− 1, then by (2.10) and (2.11)

(2i)|β|Lβ
NTPvec(H)

=
∑

0≤α≤β

∑
0≤γ≤α

(
β

α

)(
α

γ

)
Dα(B(2ω)P(ω))|ω=0D

γH(ω)|ω=0D
β−α−γ (B(2ω)P(ω))

∗ |ω=0

=
∑

0≤α≤β

∑
0≤γ≤α

(
β

α

)(
α

γ

)
DαB(0)DγH(0)Dβ−α−γB∗(0)

= Dβ (B(ω)H(ω)B∗(ω)) |ω=0 = i|β|Lβ
Nvec(H).

Therefore Lβ
NTPvec(H) = 2−|β|Lβ

Nvec(H); the proof of Theorem 2.2 is
completed.
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Since L0
N = (l00 ⊗ l00, . . . , l

0
0 ⊗ l00) 6= 0, 1 is an eigenvalue of TP. In the case r =

1, d = 1, for any n ∈ Z+, n ≤ 2m−1, the vector vn defined by (1.7) is a generalized left
eigenvector of eigenvalue 2−n of TP (see p. 228 in [6]), and hence 2−n, 0 ≤ n ≤ 2m−1
are eigenvalues of TP. Theorem 2.2 says that for n ∈ Z+, n ≤ 2m− 1, if there exists
β ∈ Zd

+, |β| = n, and Lβ
N 6= 0, then 2−n is an eigenvalue of TP (also TP) with Lβ

N

being a corresponding left eigenvector. As the vectors vn do for the case r = 1, d = 1,
vectors Lβ

N also play an important role in the estimate of the Sobolev regularity of
refinable vector Φ, which will be shown in the next section.

3. Sobolev regularity estimates. In this section we will consider the Sobolev
regularity of the matrix refinable function Φ of (1.1). For s ≥ 0, we say f ∈W s(Rd)

if (1 + |ω|2) s2 f̂(ω) ∈ L2(Rd). In the first part of this section, we will provide a
characterization of Φ in Wn(Rd) for n ∈ Z+. We need a lemma.

Lemma 3.1. Assume that P(ω) satisfies (2.6) and (2.7) for some row vectors lβ0 ,
|β| ≤ 2m− 1, and B is the vector trigonometric polynomial satisfying (2.9); then for
any compactly supported solution Φ of (1.1),

Dβ
(
B(ω)Φ̂(ω)

)
|ω=2π` = 0 for any ` ∈ Zd\{0}, β ∈ Zd

+, |β| ≤ m− 1.

Proof. Since Φ is compactly supported, Φ̂(ω) is analytic. For any ` ∈ Zd\{0},
write ` in the form of ` = 2nν + 2n+1κ for some n ∈ Z+, ν ∈ Zd/2Zd\{0}, κ ∈ Zd.
Then

Φ̂(2π`+ ω) = P
(2π`+ ω

2

)
· · ·P

(2π`+ ω

2n

)
P
(2π`+ ω

2n+1

)
Φ̂
(2π`+ ω

2n+1

)
= P

(ω
2

)
· · ·P

( ω
2n

)
P
( ω

2n+1
+ νπ

)
Φ̂
(2π`+ ω

2n+1

)
.

Thus by (2.6) and (2.7), or by its equivalent forms (2.10) and (2.11),

Dβ
(
B(ω)Φ̂(ω)

)
|ω=2π` = Dβ

(
B(ω)Φ̂(2π`+ ω)

)
|ω=0

=
∑

0≤α≤β

(
β

α

)
Dα

(
B(ω)P

(
ω

2

))
|ω=0

·Dβ−α
(
P

(
ω

22

)
· · ·P

(
ω

2n

)
P

(
ω

2n+1
+ νπ

)
Φ̂

(
2π`+ ω

2n+1

))
|ω=0

=
∑

0≤α≤β

(
β

α

)
DαB

(
ω

2

)
|ω=0

·Dβ−α
(
P

(
ω

22

)
· · ·P

(
ω

2n

)
P

(
ω

2n+1
+ νπ

)
Φ̂

(
2π`+ ω

2n+1

))
|ω=0

= Dβ

(
B

(
ω

2

)
P

(
ω

22

)
· · ·P

(
ω

2n

)
P

(
ω

2n+1
+ νπ

)
Φ̂

(
2π`+ ω

2n+1

))
|ω=0 = · · ·

= Dβ

(
B

(
ω

2n

)
P

(
ω

2n+1
+ νπ

)
Φ̂

(
2π`+ ω

2n+1

))
|ω=0 = 0

since Dα
(
B( ω

2n )P( ω
2n+1 + νπ)

) |ω=0 = 0 for any α ≤ β.
If a refinable vector Φ is contained in W

n
2 (Rd) for some n ∈ Z+, then∫

Rd

|ω|n|Φ̂(ω)|2dω <∞.(3.1)
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For any β0 ∈ Zd
+, |β0| = n, define

Hβ0
(κ) :=

1

(2π)d

∫
Rd

(iω)β0Φ̂(ω)Φ̂∗(ω)eiκωdω, κ ∈ Zd
+.

Let F be the matrix function defined by

F̂ (ω) := (iω)β0Φ̂(ω)Φ̂∗(ω).

The finiteness of the integral in (3.1) implies that every entry of F is continuous and
hence Hβ0(κ) = F (κ). (3.1) also implies the existence of Dβ0(auto(Φ))(= F ), where

auto(Φ)(y) :=

∫
Rd

Φ(x)Φ∗(x− y)dx.

Since Φ is compactly supported on [0, N ]d, the support of F is contained in [−N,N ]d.
Therefore Hβ0

(κ) = 0 for κ /∈ [−N,N ]d. Define

G(β0)(ω) :=
∑
κ

Hβ0
(κ)e−iκω;

then G(β0)(ω) ∈ HN for any |β0| = n.
Proposition 3.1. Assume that the refinement mask P satisfies (2.6) and (2.7)

for some row vectors lβ0 , |β| ≤ 2m − 1. Suppose there exists a refinable vector Φ
contained in W

n
2 (Rd) for some n ∈ Z+ with n ≤ 2m − 1; then for any β0 ∈ Zd

+,
|β0| = n,

TPvec(G(β0)) = 2−nvec(G(β0))

and for any β ∈ Zd
+, β ≤ β0,

Lβ
Nvec(G(β0)) = β0!δβ0

(β)|l00Φ̂(0)|2 =

{
0, β < β0,

β0!|l00Φ̂(0)|2, β = β0.

Proof. By the Poisson summation formula,

G(β0)(ω) =
∑
`∈Zd

(iω + i2π`)β0Φ̂(ω + 2π`)Φ̂∗(ω + 2π`).

By the definition of TP,

TPG
(β0)(ω) =

∑
ν∈Zd/2Zd

∑
`∈Zd

(iω/2 + 2`πi+ νπi)β0P(ω/2 + νπ)

·Φ̂(ω/2 + 2`π + νπ)Φ̂∗(ω/2 + 2`π + νπ)P∗(ω/2 + νπ)

=
1

2n

∑
ν∈Zd/2Zd

∑
`∈Zd

(iω + 4`πi+ 2νπi)β0Φ̂(ω + 4`π + 2νπ)Φ̂∗(ω + 4`π + 2νπ)

=
1

2n
G(β0)(ω),

and hence TPvec(G(β0)) = 2−nvec(G(β0)) by (2.5).



REGULARITY OF MATRIX REFINABLE FUNCTIONS 1167

By Lemma 3.1, for any α ∈ Zd
+, |α| < 2m− 1, and ` ∈ Zd\{0},

Dα
(
B(ω)Φ̂(ω + 2`π)Φ̂∗(ω + 2`π)B∗(ω)

)
|ω=0 = 0.

Therefore, by Lemma 2.1,

Lβ
Nvec(G(β0)) = (−i)|β|Dβ(B(ω)G(β0)(ω)B∗(ω))|ω=0

= (−i)|β|Dβ((iω)β0B(ω)Φ̂(ω)Φ̂∗(ω)B∗(ω))|ω=0

+ (−i)|β|Dβ

 ∑
`∈Zd\{0}

(iω + i2`π)β0B(ω)Φ̂(ω + 2`π)Φ̂∗(ω + 2`π)B∗(ω)

 |ω=0

= β0!δβ0
(β)|l00Φ̂(0)|2.

We note that if λ is a simple eigenvalue of a matrix, then the product of the cor-
responding left row eigenvector and right column eigenvector is not zero (see Lemma

6.3.10 in [18]). Thus l00Φ̂(0) 6= 0 since P(0) satisfies Condition E and Φ̂(0) is a right
1-eigenvector of P(0). By the fact that Φ ∈ W s1(Rd) if Φ ∈ W s(Rd) and s1 < s,
Proposition 3.1 leads to the following corollary.

Corollary 3.1. Assume that the refinement mask P satisfies (2.6) and (2.7)

for some row vectors lβ0 , |β| ≤ 2m − 1. Suppose there exists a nontrivial refinable
vector Φ contained in W

n
2 (Rd) for some n ∈ Z+ with n ≤ 2m − 1; then for any

β ∈ Zd
+, |β| ≤ n, Lβ

N 6= 0, and 1, 2−1, . . . , 2−n are eigenvalues of TP.
The next theorem will give a characterization of the refinable vector Φ in the

Sobolev space Wn(Rd), n ∈ Z+. But first, we need another lemma. For j ∈ Z+,
denote

Πj(ω) := χ2jTd(ω)Πj
i=1P(2−iω).

Lemma 3.2. For any H1(ω), H2(ω) ∈ HN ,∫
Td

H1(ω)(Tj
PH2)(ω)dω =

∫
Rd

H1(ω)Πj(ω)H2(2
−jω)Πj(ω)∗dω.(3.2)

Proof. The proof of (3.2) can be found in [26]. In fact for j = 1,∫
Rd

H1(ω)Π1(ω)H2

(
ω

2

)
Π1(ω)∗dω

=
∑
β∈Zd

∫
Td

H1(ω)P

(
ω

2
+ βπ

)
H2

(
ω

2
+ βπ

)
P∗
(
ω

2
+ βπ

)
χTd

(
ω

2
+ βπ

)
dω

=
∑
α∈Zd

∑
ν∈Zd/2Zd

∫
Td

H1(ω)P

(
ω

2
+ νπ

)
H2

(
ω

2
+ νπ

)
P∗
(
ω

2
+ νπ

)
χTd

(
ω

2
+ 2απ + νπ

)
dω

=
∑

ν∈Zd/2Zd

∫
Td

H1(ω)P

(
ω

2
+ νπ

)
H2

(
ω

2
+ νπ

)
P∗
(
ω

2
+ νπ

)
dω

=

∫
Td

H1(ω)TPH2(ω)dω.

For general j, this formula can be found by induction.
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Theorem 3.1. Assume that the refinement mask P satisfies (2.6) and (2.7) for

some row vectors lβ0 , |β| ≤ 2m− 1; then a refinable vector Φ is contained in Wn(Rd)
for some n ∈ Z+ with n ≤ m − 1 if and only if there exists a positive semidefinite
H ∈ HN satisfying the following conditions:

(i) TPH = 4−nH;
(ii) there exist constants c0, δ > 0 such that

H(ω) ≥ c0|ω|2nrrT for ω ∈ [−δ, δ]d,

where r is the normalized right 1-eigenvector of P(0).
Proof. “=⇒” If Φ ∈Wn(Rd), let

H(ω) = (−1)n
∑
|β0|=n

G(2β0)(ω) ≥ 0.(3.3)

Then Proposition 3.1 leads to TPH = 4−nH.
Since P(0) satisfies Condition E, Φ̂(ω) → cr with c 6= 0 as ω → 0 (see [14], [23],

and [26]). Thus there exists a constant δ > 0 such that

Φ̂(ω)Φ̂∗(ω) ≥ c2

2
rrT for ω ∈ [−δ, δ]d.

Therefore

H(ω) = (−1)n
∑
|β0|=n

∑
`∈Zd

(iω + i2`π)2β0Φ̂(ω + 2`π)Φ̂∗(ω + 2`π)

≥
∑
|β0|=n

ω2β0Φ̂(ω)Φ̂∗(ω) ≥ c2

2
rrT

∑
|β0|=n

ω2β0 =
c2|ω|2n

2
rrT .

“⇐=” Denote gj(ω) := 4njΠj(ω)H(2−jω)Πj(ω)∗. Then

gj(ω) ≥ c04
njχ[−δ,δ]d

( ω
2j

)
Πj(ω)

( |ω|
2j

)2n

rrTΠj(ω)∗

= c0|ω|2nχ[−δ,δ]d
( ω

2j

)
Πj(ω)r(Πj(ω)r)∗.

Thus by the Fatou lemma and the fact that Φ̂(ω) = limj→∞ χ[−δ,δ]d( ω
2j )Πj(ω)r,∫

Rd

|ω|2n|Φ̂(ω)|2dω = c

∫
Rd

r∑
i=1

eTi lim inf
j→∞

|ω|2nχ[−δ,δ]d
( ω

2j

)
Πj(ω)r(Πj(ω)r)∗eidω

≤ c
r∑

i=1

eTi lim inf
j→∞

∫
Rd

|ω|2nχ[−δ,δ]d
( ω

2j

)
Πj(ω)r(Πj(ω)r)∗dωei

≤ c
r∑

i=1

eTi lim inf
j→∞

∫
Rd

gj(ω)dωei <∞,

where the last inequality follows from∫
Rd

gj(ω)dω = 4jn
∫
Td

Tj
PH(ω)dω =

∫
Td

H(ω)dω <∞.
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By the continuity of Φ̂, this leads to Φ ∈Wn(Rd).
For n = 0, W 0(Rd) = L2(Rd). In fact the characterization of Φ ∈ L2(Rd) can be

given in a more easy checking way. In [23], it was shown that under the assumption
that P(0) satisfies Condition E, Φ ∈ L2(Rd) if and only if there exists a positive
semidefinite H ∈ HN satisfying TPH = H and l00H(0)(l00)

T > 0.
If Φ ∈Wn(Rd), n ≤ m− 1, where H ∈ HN is defined by (3.3), then Proposition

3.1 implies that there exists a positive semidefinite H satisfying TPH = 4−nH and

Lβ
Nvec(H) = cβ!

∑
|β0|=n

δ2β0(β)(3.4)

for any β ∈ Zd
+, |β| ≤ 2n, where c is a nonzero constant independent of β. In the case

r = 1, the existence of such positive semidefinite H is also sufficient for Φ ∈Wn(Rd).
In fact by Lemma 2.1, (3.4) is equivalent to that for any β ∈ Zd

+, |β| ≤ 2n,

Dβ
(|B(ω)|2H(ω)

) |ω=0 = c
∑
|β0|=n

δ2β0
(β),(3.5)

which implies that DβH(0) = c(l00)
−2
∑
|β0|=n δ2β0

(β) (in this case l00 is a nonzero

real number). Thus H(ω) = c|ω|2n + o(|ω|2n) (as ω → 0) and hence H(ω) satisfies
condition (ii) of Theorem 3.1. For r = 1, d = 1, such results were given in [32].

Theorem 3.1 gives the characterization of refinable vectors Φ ∈ W s(Rd) with s
being nonnegative integers. In the following, we will give an estimate of the Sobolev
regularity of Φ in terms of the spectral radius of TP|H0

N
, the restricted operator of

TP to an invariant subspace H0
N of HN .

For j ∈ Z+, 1 ≤ j ≤ r and α ∈ Zd
+, |α| ≤ m− 1, let jl

α
N , jr

α
N be the 1× (r2(2N +

1)d) vectors defined by

jl
α
N := (jl

α(κ)|κ=(−N,...,−N), . . . , jl
α(κ)|κ=(N,...,N)),(3.6)

jr
α
N := (jr

α(κ)|κ=(−N,...,−N), . . . , jr
α(κ)|κ=(N,...,N)),

with

jl
α(κ) := eTj ⊗ lα−κ, jr

α(κ) := lακ ⊗ eTj , κ ∈ Zd,

where lακ are the vectors defined by (2.12).
Lemma 3.3. Assume that the refinement mask P satisfies (2.6) and (2.7) for

some row vectors lβ0 , |β| ≤ 2m − 1, and B is the vector trigonometric polynomial
satisfying (2.9). For 1 ≤ j ≤ r and α ∈ Zd

+, |α| ≤ m− 1, let jl
α
N and jr

α
N be the row

vectors defined by (3.6); then for any H ∈ HN ,

jl
α
Nvec(H) = iαDα (B(ω)H(ω)ej) |ω=0, jr

α
Nvec(H) = (−i)αDα

V

(
eTj H(ω)B∗(ω)

) |ω=0,

where vec(H) is the vector defined by (2.2).
Proof. For any H ∈ HN , H(ω) =

∑
κ∈[−N,N ]d Hκe

−iκω,

Dα (B(ω)H(ω)ej) |ω=0 =
∑

0≤γ≤α

(
α

γ

)
DγB(0)Dα−γH(0)ej

= iα
∑
κ

∑
0≤γ≤α

(
α

γ

)
(−κ)α−γlγ0Hκej = iα

∑
κ

lα−κHκej

= iα
∑
κ

(eTj ⊗ lα−κ)vec(Hκ) = iαjl
α
Nvec(H).
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The proof of the second formula is similar and details are omitted here.
Let H0

N be the subspace of HN defined by

H0
N := {H ∈ HN : Lβ

Nvec(H) = 0, jl
α
Nvec(H) = 0, and(3.7)

jr
α
Nvec(H) = 0 ∀β, α ∈ Zd

+, |β| ≤ 2m− 1, |α| ≤ m− 1, 1 ≤ j ≤ r}.

Proposition 3.2. Assume that the refinement mask P satisfies (2.6) and (2.7)

for some row vectors lβ0 , |β| ≤ 2m − 1. Let H0
N be the subspace of HN defined by

(3.7); then H0
N is invariant under TP.

Proof. By Theorem 2.2, for any H ∈ H0
N and β ∈ Zd

+, |β| ≤ 2m− 1,

Lβ
Nvec(TPH) = Lβ

NTPvec(H) = 2−|β|Lβ
Nvec(H) = 0.

Let B be the vector trigonometric polynomial satisfying (2.9). By Lemma 3.3, for any
α ∈ Zd

+, |α| < m, jl
α
Nvec(H) = 0, and jr

α
Nvec(H) = 0 for all j, 1 ≤ j ≤ r, are equiva-

lent to Dα (B(ω)H(ω)) |ω=0 = 0 and Dα (H(ω)B∗(ω)) |ω=0 = 0, respectively. One can
check by (2.10) and (2.11), Dα (B(ω)TPH(ω)) |ω=0 = 0 (Dα

V (TPH(ω)B∗(ω)) |ω=0 =
0, respectively) for all α ∈ Zd

+, |α| < m ifDα (B(ω)H(ω)) |ω=0 = 0 (Dα
V (H(ω)B∗(ω)) |ω=0

= 0, respectively) for any α ∈ Zd
+, |α| < m. Thus H0

N is invariant under TP.
Let TP|H0

N
denote the restriction of TP to H0

N . By the fact that the product of
the left and right eigenvectors of a simple eigenvalue of a matrix is not zero again,
Theorem 2.2 leads to the following corollary.

Corollary 3.2. If 2−n, 0 ≤ n ≤ 2m−1, is a simple eigenvalue of TP and there
exists β ∈ Zd

+ such that |β| = n, Lβ
N 6= 0, then 2−n is not an eigenvalue of TP|H0

N
.

For the next proposition, we need to consider the transition operators on other
spaces. Let P ({Pκ}) be a given matrix mask satisfying (2.6) and (2.7) for some row

vectors lβ0 , |β| ≤ 2m−1, and supp{Pκ} ⊂ [0, N ]d. Denote N := max(N, 2m). Let HN
denote the space of all r×r matrices with each entry a trigonometric polynomial whose
Fourier coefficients are supported in [−N ,N ]d, and let TP,N denote the transition
operator on HN defined by

TP,NH(ω) :=
∑

ν∈Zd/2Zd

P
(ω

2
+ πν

)
H
(ω

2
+ πν

)
P∗
(ω

2
+ πν

)
, H ∈ HN .

Then TP,N is a linear operator on HN leaving HN and HN invariant, and TP,N is
equivalent to the matrix

TP,N := (2−dA2i−j)i,j∈[−N ,N ]d ,

where Aj =
∑

`∈[0,N ]d P`−j ⊗P`.

Let H0
N be the subspace of HN defined as follows: H ∈ H0

N if and only if

Lβ
Nvec(H) = 0, jl

α
Nvec(H) = 0, and jr

α
Nvec(H) = 0 for all β, α ∈ Zd

+, |β| ≤ 2m −
1, |α| ≤ m−1, 1 ≤ j ≤ r. In this case Lβ

N , jl
α
N , and jr

α
N are 1× (r2(2N +1)d) vectors

defined by (2.12) and (3.6), respectively, with N instead of N . It can be shown
similarly that H0

N is invariant under TP,N . Let TP,N |H0
N

denote the restriction of

TP,N to H0
N , and let H0 ∈ HN defined by

H0(ω) :=
d∑

i=1

(1− cosωi)
2mIr, ω = (ω1, . . . , ωd)

T ∈ Td;(3.8)
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then H0(ω) ∈ H0
N .

We note that the transition operator TP defined by (1.6) is the restriction of
TP,N to the subspace HN of HN , and TP defined by (2.4) is a submatrix of TP,N .
In fact, if N > N , then TP,N can be written as

TP,N =

 M1 0 0
∗ TP ∗
0 0 M2

 ,
where M1 (M2, respectively) is a strictly lower (upper, respectively) triangular matrix.
Thus TP,N (TP,N |H0

N
, respectively) and TP (TP|H0

N
, respectively) have the same

nonzero eigenvalues and the eigenvectors of TP,N are in HN . Hence ρ(TP|H0
N

) =

ρ(TP,N |H0
N

), where ρ(TP|H0
N

) and ρ(TP,N |H0
N

) denote the spectral radii of TP|H0
N

and TP,N |H0
N

, respectively.

Choose a vector norm on space H0
N and define the operator (matrix) norm

‖TP,N |H0
N
‖ with respect to this vector norm. Then

lim
n→∞ ‖(TP,N |H0

N
)n‖1/n = ρ(TP,N |H0

N
) = ρ(TP|H0

N
).

Proposition 3.3. Assume that P satisfies conditions (2.6) and (2.7) for some

row vectors lβ0 , |β| ≤ 2m − 1. Let H0
N be the subspace of HN defined by (3.7) and

ρ(TP|H0
N

) the spectral radius of TP|H0
N
. Then for any ε > 0, for the corresponding

refinable function Φ, there exists a constant c independent of n such that∫
Ωn

∣∣∣Φ̂(w)
∣∣∣2 dw ≤ c

(
ρ(TP|H0

N
) + ε

)n
,

where Ωn := 2nTd\2n−1Td, n ∈ Z+.
This proposition together with the usual Littlewood–Paley technique leads to the

following Sobolev estimate of refinable vector Φ.
Theorem 3.2. Assume that P satisfies conditions (2.6) and (2.7) for some row

vectors lβ0 , |β| ≤ 2m−1. Let H0
N be the subspace of HN defined by (3.7) and ρ(TP|H0

N
)

the spectral radius of TP|H0
N
. Then the matrix refinable function Φ is in W s(Rd) for

any s < s0 := − log4 ρ(TP|H0
N

).
The proofs of Proposition 3.3 and Theorem 3.2 can be carried out by modifying

the proofs of Proposition 4.4 and Theorem 4.5 in [29]. For completeness, we give them
here.

Proof of Proposition 3.3. Let H0(ω) ∈ H0
N defined by (3.8). Note that H0(ω) ≥ Ir

for ω ∈ Td\( 1
2T

d), and Φ̂ is continuous on Td; thus for any positive integer n,∫
Ωn

Φ̂(ω)Φ̂∗(ω)dω =

∫
Ωn

Πn(ω)Φ̂(2−nω)Φ̂∗(2−nω)Π∗n(ω)dω

≤ c

∫
Ωn

Πn(ω)Π∗n(ω)dω ≤ c

∫
Ωn

Πn(ω)H0(2
−nω)Π∗n(ω)dω

= c

∫
Td

(Tn
P,NH0)(ω)dω,

where the last equation can be shown similar to (3.2). Since the Hilbert–Schmidt
norm ‖M‖2 =

√
Tr(MM∗) is an equivalent norm for finite matrices, by applying the
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trace operation, we obtain∫
Ωn

|Φ̂(ω)|2dω =

∫
Ωn

Tr
(
Φ̂(ω)Φ̂∗(ω)

)
dω

≤ cε

(
ρ(TP,N |H0

N
) + ε

)n
= cε

(
ρ(TP|H0

N
) + ε

)n
with cε independent of n.

Proof of Theorem 3.2. For s < s0, let ε > 0 be a constant satisfying s <
− log4(ρ(TP|H0

N
) + ε). ∫

Ωn

|Φ̂(w)|2dω ≤ c(ε+ ρ(TP|H0
N

))n

for some constant c independent of n and Φ̂ is continuous on Td; thus∫
Rd

(1 + |ω|2)s|Φ̂(ω)|2dω=

∫
Td

(1 + |ω|2)s|Φ̂(ω)|2dω +

∞∑
n=1

∫
Ωn

(1 + |ω|2)s|Φ̂(ω)|2dω

≤ c+ c

∞∑
n=1

22ns
(
ε+ ρ(TP|H0

N
)
)n

<∞.

Therefore Φ ∈W s(Rd).
Let Cγ(Rd) denote the space defined in the following way: if γ = n + γ1 with

n ∈ Z+ and 0 ≤ γ1 < 1, then f ∈ Cγ(Rd) if and only if f ∈ C(n)(Rd) and f (n) is
uniformly Hölder continuous with exponent γ1; i.e.,

|Dβf(x+ y)−Dβf(x)| ≤ c|y|γ1 for any β ∈ Zd
+, |β| = n,

for some constant c independent of x, y ∈ Rd. With the well-known inclusion

W s(Rd) ⊂ Cγ(Rd) for s > γ +
d

2
,

Theorem 3.2 leads to the following corollary.
Corollary 3.3. Suppose P satisfies conditions (2.6) and (2.7) for some row

vectors lβ0 , |β| ≤ 2m − 1. Let H0
N be the subspace of HN defined by (3.7) and

ρ(TP|H0
N

) the spectral radius of TP|H0
N
; then refinable vector Φ ∈ Cγ(Rd) for any

γ < − log4 ρ(TP|H0
N

)− d
2 .

4. Examples. In this section, we will give the Sobolev regularity estimates of
some refinable vectors Φ. Before doing this, we shall decide if Φ = (φl)

r
l=1 is stable or

orthogonal. It was shown (see [7], [13], [21], and [26]) that Φ is stable if and only if
there exists a positive constant c such that GΦ(ω) ≥ cIr for all ω ∈ Td and that Φ is
orthogonal if and only if GΦ(ω) = Ir for all ω ∈ Td and the matrix mask P is a CQF
(conjugate quadrature filter), i.e., P satisfies∑

ν∈Zd/2Zd

P(ω + νπ)P∗(ω + νπ) = Ir.

Assume that P satisfies the vanishing moment conditions of order at least one, and
P(0) satisfies Condition E. By Theorem 2.2, 1 is an eigenvalue of TP. If the 1-
eigenmatrix of TP is positive (or negative) definite on Td, then there exists a nontrivial
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refinable vector Φ in L2(Rd) by Theorem 3.1, and GΦ(ω) is also a 1-eigenmatrix of
TP. Therefore if eigenvalue 1 is simple, then GΦ(ω) is the unique (up to a constant)
1-eigenmatrix of TP and hence Φ is stable. If P is a CQF, then Ir is a 1-eigenmatrix
of TP. Thus if 1 is a simple eigenvalue of TP, then Φ ∈ L2(Rd) and GΦ(ω) = cIr
for some nonzero constant c. Hence Φ is orthogonal; i.e., the integer shifts of φl,
1 ≤ l ≤ r, form an orthogonal basis of their closed linear span in L2(Rd). Therefore
to decide if the refinable vector Φ is stable (or orthogonal), we need only to check that
if 1 is a simple eigenvalue of TP and the corresponding eigenmatrix is positive (or
negative) definite on Td. In fact the stability of Φ implies that TP satisfies Condition
E and the 1-eigenmatrix of TP is positive (or negative) definite on Td; see [29].

Assume that Φ is a compactly supported refinable vector with refinement mask
P satisfying (2.6) and (2.7) for some row vectors lβ0 , |β| ≤ 2m − 1. To estimate the
regularity of Φ by Theorem 3.2, we need to find ρ(TP|H0

N
). We note that λ is an

eigenvalue of TP|H0
N

if and only if there exists a right eigenvector v of eigenvalue λ

of TP satisfying that for any β, α ∈ Zd
+, |β| ≤ 2m− 1, |α| ≤ m− 1, 1 ≤ j ≤ r,

Lβ
Nv = 0, jl

α
Nv = 0, and jr

α
Nv = 0,(4.1)

where Lβ
N , jl

α
N , and jr

α
N are the vectors defined by (2.13) and (3.6), respectively. Let

H0 ∈ HN be the unique matrix function such that vec(H0) = v; then H0 is a λ-
eigenmatrix of TP|H0

N
. Thus ρ(TP|H0

N
) is the largest modulus of all such eigenvalues

of TP that have corresponding right eigenvectors satisfying (4.1).
We say that the Sobolev regularity estimate s0 is optimal if Φ ∈ W s(Rd) if and

only if s < s0.
Example 4.1. Let φ1 and φ2 be the B-splines defined by the knots 0, 0, 1, 1 and

0, 1, 1, 2, respectively; i.e., φ1(x) = 2x(1 − x)χ[0,1](x) and φ2(x) = x2χ[0,1)(x) + (2 −
x)2χ[1,2](x). Then Φ = (φ1, φ2)

T satisfies the matrix refinement equation (1.1) with
mask

P(ω) :=
1

4

[
1 + e−iω 1

e−iω + e−2iω 1
2 + 2e−iω + 1

2e
−2iω

]
.

Mask P satisfies the vanishing moment conditions of order 3 with l00 = (1, 1), l10 =
( 1
2 , 1) and l20 = (0, 1); see [27]. The eigenvalues of P(0) are 1, 1

4 . We can find vectors
l30 = (− 1

4 , 1), l40 = (− 1
10 ,

9
10 ) and l50 = ( 1

4 ,
1
2 ) satisfying (2.7). In this case, TP is a

20× 20 matrix. For 0 ≤ β ≤ 5, Lβ
2 6= 0. Thus 2−β , 0 ≤ β ≤ 5, are eigenvalues of TP.

In fact the eigenvalues of TP or TP are 1, 1
2 ,

1
4 (3), 1

8 (4), 1
16 (3), 1

32 (2), 0(4). Here, for an
eigenvalue λ, the notation λ(`) means that the algebraic multiplicity of λ is `. Thus
TP satisfies Condition E. We can find a right 1-eigenvector v of TP:

v = (0 0 0 0 0 0 3 1 4 3 3 12 0 3 0 1 0 0 0 0)T .

That is,

H(ω) =

[
4 3 + 3eiω

3 + 3e−iω 12 + eiω + e−iω

]
is a 1-eigenmatrix of TP. Checking directly, H(ω) ≥ 2I2 for all ω ∈ Td; thus Φ is
stable since TP satisfies Condition E.

To estimate the regularity by our method, we need to find the largest eigenvalue
module of TP|H0

N
. By Corollary 3.2, 1, 1

2 are not eigenvalues of TP|H0
N

. We find 1
8
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is the largest eigenvalue module of TP|H0
N

with a corresponding eigenmatrix[
(e−iω + eiω)/2 −1− eiω

−1− e−iω 2

]
.

Therefore Φ ∈ W
3
2−ε(R) or Φ ∈ C1−ε(R) for any ε > 0, and our estimate is optimal

from the definition of Φ.
Example 4.2. Let Φ = (φ1, φ2)

T be the refinable vectors treated in [11]. The mask
of Φ is given by

P(ω) :=
1

20

[
6 + 6e−iω 8

√
2

(−1 + 9e−iω + 9e−2iω − e−3iω)/
√

2 −3 + 10e−iω − 3e−2iω

]
.

Mask P is a CQF and satisfies the vanishing moment conditions of order 2 with
l00 = (1.4142, 1) and l10 = (.7071, 1); see [27]. The eigenvalues of P(0) are 1,−.2
and we can find vectors l20 = (.4714, .8333) and l30 = (.3536, .5) satisfying (2.7). For

0 ≤ β ≤ 3, vectors Lβ
3 6= 0; thus 2−β are eigenvalues of TP. The eigenvalues of TP or

TP are 1, 1
2 ,

1
4 ,

1
8 (2),−.2(2), .2(2),−.1(2),−.05(4), .04, and 0(12). Thus TP satisfies

Condition E and hence Φ is orthogonal.
By Corollary 3.2, 1, 1

2 , and 1
4 are not eigenvalues of TP|H0

N
. We find that the

largest eigenvalue module of TP|H0
N

is 1
8 with a corresponding eigenmatrix H(ω) =∑3

k=−3 Hke
−ikω given by

H0 =

[ −.0875 .0674
.0674 −.1085

]
, H1 = HT

−1 =

[ −.0042 .0004
.0674 −.0417

]
and

H2 = HT
−2 =

[
0 0

.0004 0

]
, H3 = H−3 = 0.

Thus Φ ∈ W
3
2−ε(R) or Φ ∈ C1−ε(R) for any ε > 0. It was shown in [11] that Φ is

in the Lip space, i.e., |Φ(x) − Φ(y)| ≤ c|x − y| for some constant c independent of
x, y ∈ R. However Φ /∈ C1(R) since 1√

2
(φ1(x)+φ1(x−1))+φ2(x) is the hat function

xχ[0,1](x) + (2− x)χ(1,2](x) (see [31]); thus our estimate is optimal.
At last we will analyze two refinable vectors from [1].
Example 4.3. Let Φ = (φ1, φ2)

T be the refinable vector treated in [1]. The mask
of Φ is given by

P(ω) :=
1

8

[
2 + 4e−iω + 2e−2iω 2− 2e−2iω

−√7 +
√

7e−2iω −√7 + 2e−iω −√7e−2iω

]
.

Mask P is a CQF and satisfies the vanishing moment conditions of order 2 with
l00 = (1, 0) and l10 = (1, .2743), see [1]. The eigenvalues of P(0) are 1,−.4114, and
we can find vectors l20 = (1.0752, .5486) and l30 = (1.2257, .7909) satisfying (2.7). For

0 ≤ β ≤ 3, vectors Lβ
2 6= 0; thus 2−β , 0 ≤ β ≤ 3 are eigenvalues of TP. The eigenvalues

of TP or TP are 1, 1
2 ,

1
4 ,

1
8 ,−.4114(2), .2318,−.2057(3), .0130(2), and 0(8). Thus TP

satisfies Condition E and Φ is orthogonal.
By Corollary 3.2, 1, 1

2 , 1
4 , and 1

8 are not eigenvalues of TP|H0
N

. We find the

largest eigenvalue module of TP|H0
N

is .2318 with a corresponding eigenmatrixH(ω) =
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k=−2 Hke

−ikω given by

H0 =

[
.2117 0

0 .7564

]
, H1 = HT

−1 =

[ −.1059 .1930
−.1930 .3253

]
and H2 = H−2 = 0. Thus Φ ∈W 1.0545−ε(R) or Φ ∈ C.5545−ε(R) for any ε > 0.

Example 4.4. Let Φ = (φ1, φ2)
T be another refinable vector treated in [1]. The

mask P(ω) := 1
2

∑3
k=0 Pke

−ikω of Φ is given by

P0 =
1

40

[
10− 3

√
10 5

√
6− 2

√
15

5
√

6− 3
√

15 5− 3
√

10

]
,P1 =

1

40

[
30 + 3

√
10 5

√
6− 2

√
15

−5
√

6− 7
√

15 5− 3
√

10

]
,

and P2 = S0P1S0,P3 = S0P0S0, where S0 = diag(1,−1). Mask P is a CQF and
satisfies the vanishing moment conditions of order 3 with l00 = (1, 0), l10 = (1.5, .2372),
and l20 = (2.3063, .7117); see [1]. The eigenvalues of P(0) are 1, .0257 and we can
find vectors l30 = (3.6283, 1.8980), l40 = (6.0943, 4.9822), and l50 = (11.5329, 13.4836)

satisfying (2.7). Vectors Lβ
3 6= 0, thus 2−β , 0 ≤ β ≤ 5, are eigenvalues of TP.

The eigenvalues of TP or TP are 1, 1
2 ,

1
4 ,

1
8 ,

1
16 , 1

32 , .1357,−.0625, −.0576, .0257(2),
.0128(2), .0078(2), .0064(4),−.0016(4), .0032(2), .0007, and .0003(2). Thus TP satis-
fies Condition E and Φ is orthogonal.

By Corollary 3.2, 1
2 , 1

4 , 1
8 , 1

16 , and 1
32 are not eigenvalues of TP|H0

N
. We find

the largest eigenvalue module of TP|H0
N

is .1357 with a corresponding eigenmatrix

H(ω) =
∑3

k=−3 Hke
−ikω given by

H0 =

[
.1180 0

0 .8072

]
, H1 = HT

−1 =

[ −.0506 .1602
−.1602 .3362

]
and

H2 = HT
−2 =

[ −.0084 .0087
−.0087 .0086

]
, H3 = H−3 = 0.

Thus Φ ∈W 1.4408−ε(R) or Φ ∈ C.9408−ε(R) for any ε > 0.

Acknowledgments. The author would like to express his thanks to two anony-
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Abstract. Refinement equations play an important role in computer graphics and wavelet
analysis. In this paper we investigate multivariate refinement equations associated with a dilation
matrix and a finitely supported refinement mask. We characterize the Lp-convergence of a subdivision
scheme in terms of the p-norm joint spectral radius of a collection of matrices associated with the
refinement mask. In particular, the 2-norm joint spectral radius can be easily computed by calculating
the eigenvalues of a certain linear operator on a finite dimensional linear space. Examples are provided
to illustrate the general theory.
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1. Introduction. The purpose of this paper is to investigate functional equa-
tions of the form

f =
∑
α∈Zs

a(α)f(M · − α),(1.1)

where f is the unknown function defined on the s-dimensional Euclidean space R
s,

a is a finitely supported sequence on Z
s, and M is an s × s integer matrix such

that limn→∞M−n = 0. Equation (1.1) is called a refinement equation, and the
matrix M is called a dilation matrix. Correspondingly, the sequence a is called the
refinement mask. Any function satisfying a refinement equation is called a refinable
function. Refinement equations play an important role in computer graphics and
wavelet analysis. See Jia and Micchelli [9] for some discussion of multiresolution and
wavelet decompositions related to general dilation matrices.

If a satisfies ∑
α∈Zs

a(α) = m := |detM |,(1.2)

then it is known that there exists a unique compactly supported distribution f satisfy-
ing the refinement equation (1.1) subject to the condition f̂(0) = 1. This distribution
is said to be the normalized solution to the refinement equation with mask a. This
fact was essentially proved by Cavaretta, Dahmen, and Micchelli in [1, Chap. 5] for
the case in which the dilation matrix is two times the s × s identity matrix I. The
same proof applies to the general refinement equation (1.1).
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For 1 ≤ p ≤ ∞, by Lp(R
s) we denote the Banach space of all (complex-valued)

measurable functions f on R
s such that ‖f‖p <∞, where

‖f‖p :=

(∫
Rs

|f(x)|p dx
)1/p

for 1 ≤ p <∞

and ‖f‖∞ is the essential supremum of f on R
s. The Fourier transform of a function

f ∈ L1(R
s) is defined to be

f̂(ξ) :=

∫
Rs

f(x)e−ix·ξ dx, ξ ∈ R
s,

where x · ξ denotes the inner product of two vectors x and ξ in R
s.

Let f be the normalized solution to the refinement equation (1.1). Taking the
Fourier transform of the functions on both sides of (1.1), we obtain

f̂(ξ) = H
(
(MT )−1ξ

)
f̂
(
(MT )−1ξ

)
, ξ ∈ R

s,(1.3)

where MT denotes the transpose of M , and

H(ξ) :=
∑
α∈Zs

a(α)e−iα·ξ/m, ξ ∈ R
s.(1.4)

Obviously, (1.2) implies H(2βπ) = 1 for all β ∈ Z
s. Thus, it follows from (1.3) that,

for all positive integers k and all β ∈ Z
s,

f̂
(
2π(MT )kβ) = f̂(2πβ).

If, in addition, f lies in L1(R
s), then by the Riemann–Lebesgue lemma we have

f̂(2πβ) = lim
k→∞

f̂
(
2π(MT )kβ) = 0 ∀β ∈ Z

s \ {0}.

A function f is said to satisfy the moment conditions of order 1 if f̂(0) = 1 and

f̂(2πβ) = 0 for all β ∈ Z
s \ {0}. Thus, if the normalized solution f of the refinement

equation (1.1) lies in L1(R
s), then f satisfies the moment conditions of order 1.

In order to solve the refinement equation (1.1), we start with a compactly sup-
ported function φ ∈ Lp(R

s) (1 ≤ p ≤ ∞) and use the iteration scheme fn := Tn
a φ,

n = 0, 1, 2, . . . , where Ta is the bounded linear operator on Lp(R
s) given by

Taφ :=
∑
α∈Zs

a(α)φ(M · − α), φ ∈ Lp(R
s).(1.5)

This iteration scheme is called a subdivision scheme (see [1]). In the literature a
subdivision scheme is also referred to as a cascade algorithm.

Let `(Zs) denote the linear space of all sequences on Z
s, and let `0(Z

s) denote
the linear space of all finitely supported sequences on Z

s. For β ∈ Z
s we use δβ to

denote the sequence on Z
s given by

δβ(α) =

{
1 if α = β,

0 if α ∈ Z
s \ {β} .
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In particular, we write δ for δ0. For a vector y ∈ Z
s we use ∇y to denote the difference

operator on `(Zs) given by

∇yu = u− u(· − y), u ∈ `(Zs).

Let e1, . . . , es denote the unit coordinate vectors in R
s. For simplicity, we write ∇j

for ∇ej , j = 1, . . . , s.
The subdivision operator Sa associated with a (see [1]) is the linear operator on

`(Zs) given by

Sau(α) :=
∑
β∈Zs

a(α−Mβ)u(β), α ∈ Z
s,(1.6)

where u ∈ `(Zs). Then for φ ∈ Lp(R
s) (1 ≤ p ≤ ∞) we have

Taφ =
∑
α∈Zs

Saδ(α)φ(M · − α).

By induction on n, it is easily verified that

Tn
a φ =

∑
α∈Zs

Sna δ(α)φ(Mn· − α).(1.7)

Taking the Fourier transform of both sides of (1.5), we obtain

T̂aφ(ξ) = H
(
(MT )−1ξ

)
φ̂
(
(MT )−1ξ

)
, ξ ∈ R

s,(1.8)

where H is given by (1.4). It follows from (1.8) that

f̂n(ξ) =
n∏

k=1

H
(
(MT )−kξ

)
φ̂
(
(MT )−nξ

)
, ξ ∈ R

s.

Since H(2πβ) = 1 for all β ∈ Z
s, we have φ̂(2πβ) = f̂n(2π(MT )nβ). Suppose fn

converges to the normalized solution f of (1.1) in the Lp-norm for some p (1 ≤ p ≤ ∞).
Then

φ̂(2πβ) = lim
n→∞ f̂n(2π(MT )nβ) = δ(β) ∀β ∈ Z

s.

In other words, φ must satisfy the moment conditions of order 1.
By using the Poisson summation formula, it is easily seen that a compactly sup-

ported integrable function φ satisfies the moment conditions of order 1 if and only if
its shifts form a partition of unity; i.e.,∑

α∈Zs

φ(· − α) = 1.(1.9)

Let φ0 be the function given by

φ0(x) :=
s∏

j=1

χ(xj) for x = (x1, . . . , xs) ∈ R
s,(1.10)
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where

χ(t) =


1 + t for t ∈ [−1, 0),

1− t for t ∈ [0, 1],

0 for t ∈ R \ [−1, 1].

Evidently, φ0 satisfies (1.9).
We say that the subdivision scheme associated with mask a converges in the

Lp-norm if there is a function f ∈ Lp(R
s) such that

lim
n→∞ ‖T

n
a φ0 − f‖p = 0,

where φ0 is the function given in (1.10). If the subdivision scheme converges in the
L∞-norm, then the limit function is continuous.

When the dilation matrix is two times the s × s identity matrix I, the uniform
convergence of a subdivision scheme was studied by Cavaretta, Dahmen, and Mic-
chelli [1]. In particular, they proved that the subdivision scheme associated with a
mask a converges uniformly, provided the normalized solution of the corresponding
refinement equation is continuous and has stable shifts. Dyn [4] also considered the
uniform convergence of multivariate subdivision schemes and related her study to ma-
trix subdivision schemes. Concerning general dilation matrices, Deslauriers, Dubois,
and Dubuc [3] found a necessary and sufficient condition for the uniform convergence
of interpolatory subdivision schemes.

In their study of nonseparable multidimensional wavelet bases, Kovaĉević and
Vetterli [10] assumed the L2-convergence of the subdivision scheme, but did not give
any detail about possible characterization of the L2-convergence. In [2], Cohen and
Daubechies built orthonormal and biorthogonal wavelet bases of L2(R

2) with dila-
tion matrices of determinant 2 and established a sufficient condition for the uniform
convergence of the corresponding subdivision scheme. In [13] Villemoes investigated
continuity of nonseparable quincunx wavelets and the uniform convergence of related
subdivision schemes.

In this paper we give a systematic and comprehensive study of multivariate re-
finement equations and subdivision schemes. Our main result characterizes the Lp-
convergence of a subdivision scheme associated with a general dilation matrix M and
a mask a. All the relevant results mentioned above are special cases of the general
setting considered in this paper.

To describe our main result, we introduce the linear operators Aε (ε ∈ Z
s) on

`0(Z
s) as follows:

Aεv(α) =
∑
β∈Zs

a(ε+Mα− β)v(β), v ∈ `0(Z
s), α ∈ Z

s.(1.11)

We observe that the set Z
s is an abelian group under addition, and MZ

s is a
subgroup of Z

s. Let E be a complete set of representatives of the distinct cosets of
the quotient group Z

s/MZ
s. For a finite subset K of Z

s, we denote by `(K) the linear
subspace of `0(Z

s) consisting of all sequences supported on K. It will be proved in
section 2 that there exists a finite subset K of Z

s such that `(K) contains ∇jδ for
j = 1, . . . , s and is invariant under every Aε (ε ∈ E). Let

V :=
{
v ∈ `(K) :

∑
α∈Zs

v(α) = 0
}
.
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It is easily seen that V is a common invariant subspace of Aε (ε ∈ E) if and only if∑
β∈Zs

a(α−Mβ) = 1 for all α ∈ Z
s.

Let M be a dilation matrix with m := |detM | and let a be an element in `0(Z
s)

such that
∑

α∈Zs
a(α) = m. Our main result states that the subdivision scheme

associated with the mask a and the dilation matrix M converges in the Lp-norm
(1 ≤ p ≤ ∞) if and only if the following two conditions are satisfied:

(a)
∑

β∈Zs
a(α−Mβ) = 1 for all α ∈ Z

s;

(b) ρp({Aε|V : ε ∈ E}) < m1/p, where ρp({Aε|V : ε ∈ E}) denotes the joint
p-norm spectral radius of the linear operators Aε|V , ε ∈ E.

This result will be proved in section 3 after a discussion of the joint spectral radius
in section 2. In section 4, we demonstrate that the 2-norm joint spectral radius can be
easily computed by calculating the eigenvalues of a certain linear operator on a finite
dimensional linear space. Throughout the paper, examples are provided to illustrate
the general theory.

2. Joint spectral radius. This section is devoted to a study of joint spectral
radii of a finite collection of linear operators associated to a refinement equation.

Let A be a finite collection of linear operators on a finite dimensional vector space
V . A vector norm ‖·‖ on V induces a norm on the linear operators on V as follows.
For a linear operator A on V , define

‖A‖ := max
‖v‖=1

{‖Av‖}.
For a positive integer n we denote by An the Cartesian power of A:

An =
{
(A1, . . . , An) : A1, . . . , An ∈ A

}
.

When n = 0, we interpret A0 as the set {I}, where I is the identity mapping on V .
Let

‖An‖∞ := max
{‖A1 · · ·An‖ : (A1, . . . , An) ∈ An

}
.

Then the uniform joint spectral radius of A is defined to be

ρ∞(A) := lim
n→∞ ‖A

n‖1/n∞ .

The uniform joint spectral radius was introduced by Rota and Strang in [12].
The p-norm joint spectral radius of a finite collection of linear operators was

introduced by Jia in [6]. We define, for 1 ≤ p <∞,

‖An‖p :=

( ∑
(A1,...,An)∈An

‖A1 · · ·An‖p
)1/p

.

For 1 ≤ p ≤ ∞, the p-norm joint spectral radius of A is defined to be

ρp(A) := lim
n→∞ ‖A

n‖1/np .

It is easily seen that this limit indeed exists, and

lim
n→∞ ‖A

n‖1/np = inf
n≥1

‖An‖1/np .

Clearly, ρp(A) is independent of the choice of the vector norm on V .
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If A consists of a single linear operator A, then

ρp(A) = ρ(A),

where ρ(A) denotes the spectral radius of A, which is independent of p. If A consists of
more than one element, then ρp(A) depends on p in general. By some basic properties
of `p spaces, we have that, for 1 ≤ p ≤ r ≤ ∞,

(#A)1/r−1/pρp(A) ≤ ρr(A) ≤ ρp(A),

where #A denotes the number of elements in A. Furthermore, it is easily seen from
the definition of the joint spectral radius that ρ(A) ≤ ρ∞(A) for any element A in A.

Recall that Sa is the subdivision operator given in (1.6). From (1.7) we see that,
in order to study convergence of the subdivision scheme, we need to analyze the
sequences Sna δ, n = 1, 2, . . . . For this purpose, we introduce the biinfinite matrices
Aε (ε ∈ Z

s) as follows:

Aε(α, β) := a(ε+Mα− β), α, β ∈ Z
s.(2.1)

Lemma 2.1. Suppose α = ε1 +Mε2 + · · ·+Mn−1εn+Mnγ, where ε1, ε2, . . . , εn,
γ ∈ Z

s. Then for any β ∈ Z
s,

Sna δ(α− β) = Aεn · · ·Aε1(γ, β).

Proof. The proof proceeds by induction on n. For n = 1 and α = ε1 + Mγ, we
have

Saδ(α− β) = a(ε1 +Mγ − β) = Aε1(γ, β).

Suppose n > 1 and the lemma has been verified for n− 1. For α = ε1 +Mα1, where
α1, ε ∈ Z

s, we have

Sna δ(α− β) =
∑
η∈Zs

a(α− β −Mη)Sn−1
a δ(η) =

∑
η∈Zs

a(ε1 +Mη − β)Sn−1
a δ(α1 − η).

(2.2)

Suppose α1 = ε2 + · · · + Mn−2εn + Mn−1γ. Then by the induction hypothesis we
have

Sn−1
a δ(α1 − η) = Aεn · · ·Aε2(γ, η).

This, in connection with (2.2), gives

Sna δ(α− β) =
∑
η∈Zs

Aεn · · ·Aε2(γ, η)Aε1(η, β) = Aεn · · ·Aε2Aε1(γ, β),

thereby completing the induction procedure.
The biinfinite matrices Aε (ε ∈ Z

s) defined in (2.1) may be viewed as the linear
operators given in (1.11).

Now let A be a finite collection of linear operators on a vector space V , which is
not necessarily finite dimensional. A subspace W of V is said to be A-invariant if it
is invariant under every operator A in A. Let U be a subset of V . The intersection of
all A-invariant subspaces of V containing U is A-invariant, and we call it the minimal
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A-invariant subspace generated by U , or the minimal common invariant subspace of
the operators A in A generated by U . This subspace is spanned by the set

{A1 · · ·Aju : u ∈ U, (A1, . . . , Aj) ∈ Aj , j = 0, 1, . . . }.
If, in addition, V is finite dimensional, then there exists a positive integer k such that
the set

{A1 · · ·Aju : u ∈ U, (A1, . . . , Aj) ∈ Aj , j = 0, 1, . . . , k}
already spans the minimal A-invariant subspace generated by U .

We define, for 1 ≤ p <∞,

‖Anv‖p :=

( ∑
(A1,... ,An)∈An

‖A1 · · ·Anv‖p
)1/p

and, for p = ∞,

‖Anv‖∞ := max
{‖A1 · · ·Anv‖ : (A1, . . . , An) ∈ An

}
.

The symbol of a sequence a ∈ `0(Z
s) is the Laurent polynomial ã(z) given by

ã(z) :=
∑
α∈Zs

a(α)zα, z ∈ (C \ {0})s,

where zα := zα1
1 · · · zαss for z = (z1, . . . , zs) ∈ (C \ {0})s and α = (α1, . . . , αs) ∈ Z

s.
For β ∈ Z

s we denote by τβ the shift operator on `0(Z
s) given by

τβλ := λ(· − β) for λ ∈ `0(Z
s).

Let ν be an element of `0(Z
s). Then its symbol ν̃(z) is a Laurent polynomial, which

induces the difference operator ν̃(τ) :=
∑

β∈Zs
ν(β)τβ .

Let E be a complete set of representatives of the distinct cosets of the quotient
group Z

s/MZ
s. We assume that E contains 0. Thus, each element α ∈ Z

s can be
uniquely represented as ε+Mγ, where ε ∈ E and γ ∈ Z

s.
As usual, for 1 ≤ p ≤ ∞, `p(Z

s) denotes the Banach space of all sequences on Z
s

such that ‖a‖p <∞, where

‖a‖p :=
(∑
α∈Zs

|a(α)|p
)1/p

for 1 ≤ p <∞,

and ‖a‖∞ is the supremum of a on Z
s. In the following lemma, the underlying vector

norm on `0(Z
s) is chosen to be the `p-norm.

Lemma 2.2. Let Sa be the subdivision operator associated with a dilation matrix
M and a mask a. Let A := {Aε : ε ∈ E}, where Aε are the linear operators on `0(Z

s)
given by (1.11). Then for 1 ≤ p ≤ ∞ and ν ∈ `0(Z

s),

‖ν̃(τ)Sna δ‖p = ‖Anν‖p, n = 1, 2, . . . .(2.3)

Proof. Suppose α = ε1 + Mε2 + · · ·+ Mn−1εn + Mnγ, where ε1, ε2, . . . , εn ∈ E
and γ ∈ Z

s. Then by Lemma 2.1 we have

ν̃(τ)Sna δ(α) =
∑
β∈Zs

ν(β)Sna δ(α− β)

=
∑
β∈Zs

Aεn · · ·Aε1(γ, β)ν(β) = Aεn · · ·Aε1ν(γ).
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Hence, (2.3) is true for p = ∞. When 1 ≤ p <∞ we have∑
α∈Zs

∣∣ν̃(τ)Sna δ(α)
∣∣p =

∑
(ε1,... ,εn)∈En

∑
γ∈Zs

∣∣Aεn · · ·Aε1ν(γ)
∣∣p.

This verifies (2.3) for 1 ≤ p <∞.
Let A := {Aε : ε ∈ E}. We claim that, for each ν ∈ `0(Z

s), the minimal A-
invariant subspace generated by ν is finite dimensional. To establish this result, we
shall introduce the concept of admissible sets. For a finite subset K of Z

s, recall that
`(K) is the linear subspace of `0(Z

s) consisting of all sequences supported on K. Let
A be a linear operator on `0(Z

s). A finite subset K of Z
s is said to be admissible

for A if `(K) is invariant under A. See [5] for the related notion of good sets. The
following lemma shows that there exists a finite subset K of Z

s such that K contains
the support of ν and is admissible for all Aε, ε ∈ E.

Lemma 2.3. Suppose M is an s × s dilation matrix and a is a sequence on Z
s

with its support Ω := {α ∈ Z
s : a(α) 6= 0} being finite. Let Aε (ε ∈ E) be the linear

operators on `0(Z
s) given by (1.11). Then a finite subset K of Z

s is admissible for
A := A0 if and only if

M−1(Ω +K) ∩ Z
s ⊆ K.(2.4)

Consequently, for any finite subset G of Z
s, there exists a finite subset K of Z

s such
that K contains G and K is admissible for all Aε, ε ∈ E.

Proof. Suppose K is admissible for A. Let α ∈M−1(Ω +K)∩Z
s. Then we have

Mα = γ + β for some γ ∈ Ω and β ∈ K. It follows that

Aδβ(α) = a(Mα− β) = a(γ) 6= 0.

Since K is admissible for A, we have Aδβ ∈ `(K), and therefore α ∈ K. This shows
that (2.4) is true.

Conversely, suppose (2.4) is true. Let v ∈ `(K) and α ∈ Z
s. Then

Av(α) =
∑
β∈Zs

a(Mα− β)v(β) 6= 0

implies that Mα − β ∈ Ω for some β ∈ K. It follows that Mα ∈ Ω + K. Therefore,
α ∈M−1(Ω+K)∩Z

s, and so α ∈ K by (2.4). This shows that A maps `(K) to `(K).
In other words, K is admissible for A.

From the above proof we see that a finite subset K of Z
s is admissible for Aε if

and only if

M−1(Ω− ε+K) ∩ Z
s ⊆ K.(2.5)

The set Ω− E consists of all the points ω − ε, where ω ∈ Ω and ε ∈ E.
Now suppose G is a finite subset of Z

s. Let H := MG ∪ (Ω− E) ∪ {0}, and let

K :=

( ∞∑
n=1

M−nH
)
∩ Z

s.

In other words, an element α ∈ Z
s belongs to K if and only if α =

∑∞
n=1 M

−nhn for
some sequence of elements hn ∈ H. Since 0 ∈ H and M−1H ⊇ G, we have

K ⊇ Z
s ∩M−1H ⊇ Z

s ∩G = G.
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Moreover,

M−1(Ω− ε+K) ∩ Z
s ⊆M−1(H +K) ∩ Z

s

= (M−1H +M−1K) ∩ Z
s

⊆ (M−1H +M−2H + · · · ) ∩ Z
s = K.

Thus, K satisfies (2.5). Hence, K is admissible for all Aε, ε ∈ E.
Lemma 2.4. Let A be a finite collection of linear operators on a vector space V .

Let ν be a vector in V , and let V (ν) be the minimal A-invariant subspace generated
by ν. If V (ν) is finite dimensional, then

lim
n→∞ ‖A

nν‖1/np = ρp
(A|V (ν)

)
.(2.6)

Proof. Let ‖·‖ be a vector norm on V (ν). Since V (ν) is finite dimensional, there
exists a positive integer k such that V (ν) is spanned by the set

Y := {A1 · · ·Ajν : (A1, . . . , Aj) ∈ Aj , j = 0, 1, . . . , k}.
Thus, there exists a constant C1 > 0 such that ‖Any‖p ≤ C1‖Anν‖p for all y ∈ Y
and all n = 1, 2, . . . . Moreover, there exists a positive constant C2 such that

‖An|V (ν)‖p ≤ C2 max
y∈Y

‖Any‖p, n = 1, 2, . . . .

Therefore, there exists a positive constant C such that for all n = 1, 2, . . . ,

‖An|V (ν)‖p ≤ C‖Anν‖p .
But ‖Anν‖p ≤ ‖An|V (ν)‖p‖ν‖. This proves the desired relation (2.6).

Theorem 2.5. Let Sa be the subdivision operator associated with a dilation
matrix M and a mask a. Let A := {Aε : ε ∈ E}, where E is a complete set of
representatives of the distinct cosets of the quotient group Z

s/MZ
s and Aε are the

linear operators on `0(Z
s) given by (1.11). Then for ν ∈ `0(Z

s),

lim
n→∞ ‖ν̃(τ)S

n
a δ‖1/np = ρp

({Aε|V (ν) : ε ∈ E}),(2.7)

where V (ν) is the minimal A-invariant subspace generated by ν. Moreover, if W is
the minimal A-invariant subspace generated by a finite set Y , then

ρp
({Aε|W : ε ∈ E}) = max

ν∈Y
{

lim
n→∞ ‖ν̃(τ)S

n
a δ‖1/np

}
.(2.8)

Proof. By Lemma 2.3, V (ν) is finite dimensional, and so the relevant joint spectral
radius in (2.7) is well defined. By Lemma 2.2 we have

‖ν̃(τ)Sna δ‖p = ‖Anν‖p, 1 ≤ p ≤ ∞, n = 1, 2, . . . .

Applying Lemma 2.4 to the present situation, we obtain (2.7).
For the second part of the theorem, we let W be the minimal A-invariant subspace

generated by a finite set Y , and observe that W is a finite sum of the linear subspaces
V (ν), ν ∈ Y . Hence

ρp
({Aε|W : ε ∈ E}) = max

ν∈Y
{
ρp
({Aε|V (ν) : ε ∈ E})}.

This, together with (2.7), verifies (2.8).
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3. Convergence of subdivision schemes. In this section we characterize the
Lp-convergence (1 ≤ p ≤ ∞) of a subdivision scheme in terms of the corresponding
refinement mask.

In our study of convergence, the concept of stability plays an important role. The
shifts of a function φ in Lp(R

s) are said to be stable if there are two positive constants
C1 and C2 such that

C1‖λ‖p ≤
∥∥∥∥∑
α∈Zs

λ(α)φ(· − α)

∥∥∥∥
p

≤ C2‖λ‖p ∀ λ ∈ `0(Z
s).(3.1)

It was proved by Jia and Micchelli [8] that a compactly supported function φ ∈ Lp(R
s)

satisfies the Lp-stability condition in (3.1) if and only if, for any ξ ∈ R
s, there exists

an element β ∈ Z
s such that

φ̂(ξ + 2πβ) 6= 0.

It is easily seen that the shifts of the function φ0 given in (1.10) are stable.
First, we give a necessary condition for the subdivision scheme to converge.
Theorem 3.1. Let M be a dilation matrix with m := |detM |, a an element

in `0(Z
s) with

∑
α∈Zs

a(α) = m, and Sa the subdivision operator associated with M
and a. If the subdivision scheme associated with M and a converges in the Lp-norm
(1 ≤ p ≤ ∞), then for any vector y ∈ Z

s,

lim
n→∞m−n/p‖∇yS

n
a δ‖p = 0.(3.2)

Consequently, if the subdivision scheme associated with a converges in the Lp-norm,
then ∑

β∈Zs

a(α−Mβ) = 1 ∀α ∈ Z
s.(3.3)

Proof. Suppose φ is a compactly supported function in Lp(R
s), φ satisfies the

moment conditions of order 1, and the shifts of φ are stable. For n = 0, 1, 2, . . . , let
an := Sna δ and fn := Tn

a φ, where Ta is the operator given in (1.5). Then by (1.7) we
have

fn =
∑
α∈Zs

an(α)φ(Mn· − α).

Hence, for y ∈ Z
s we have

fn − fn(· −M−ny) =
∑
α∈Zs

[
an(α)− an(α− y)

]
φ(Mn· − α)

=
∑
α∈Zs

∇yan(α)φ(Mn· − α).

Since the shifts of φ are stable, there exists a constant C > 0 such that

m−n/p‖∇yan‖p ≤ C‖fn − fn(· −M−ny)‖p.(3.4)

In particular, the above estimate is valid for fn = Tn
a φ0, where φ0 is the function

given in (1.10). If the subdivision scheme converges in the Lp-norm, then there exists
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a compactly supported function f in Lp(R
s) (f ∈ C(Rs) in the case p = ∞) such that

‖fn − f‖p → 0 as n→∞. Moreover, by the triangle inequality, we have

‖fn − fn(· −M−ny)‖p ≤ ‖f − f(· −M−ny)‖p + 2‖f − fn‖p.

Hence, ‖fn−fn(·−M−ny)‖p → 0 as n→∞. This, together with (3.4), verifies (3.2).
For the second part of the theorem, we observe that if the subdivision scheme

converges in the Lp-norm for some p with 1 ≤ p ≤ ∞, then it also converges in the
L1-norm. Thus, we only have to deal with the case p = 1.

Let E be a complete set of representatives of the distinct cosets of Z
s/MZ

s. Then
#E = m, and Z

s is the disjoint union of α + MZ
s, α ∈ E. Since

∑
α∈Zs

a(α) = m,
we have ∑

α∈E

∑
β∈Zs

a(α−Mβ) = m.

Thus, (3.3) will be proved if we can show∑
β∈Zs

a(α−Mβ) =
∑
β∈Zs

a(−Mβ) ∀α ∈ E.(3.5)

To this end, we deduce from an = Saan−1 that∑
α∈Zs

an(α) =
∑
α∈Zs

∑
β∈Zs

a(α−Mβ)an−1(β) = m
∑
β∈Zs

an−1(β).

An induction argument gives
∑

α∈Zs
an(α) = mn. Moreover,∑

β∈Zs

an(α−Mβ) =
∑
β∈Zs

∑
γ∈Zs

a(α−Mβ −Mγ)an−1(γ)

=
∑
β∈Zs

a(α−Mβ)
∑
γ∈Zs

an−1(γ − β) = mn−1
∑
β∈Zs

a(α−Mβ).

Thus, we have∑
β∈Zs

[
a(α−Mβ)− a(−Mβ)

]
= m−(n−1)

∑
β∈Zs

[
an(α−Mβ)− an(−Mβ)

]
.

It follows that ∣∣∣∣∑
β∈Zs

[
a(α−Mβ)− a(−Mβ)

]∣∣∣∣ ≤ m−(n−1)‖∇αan‖1.(3.6)

If the subdivision scheme is L1-convergent, then by the first part of the theorem we
have m−(n−1)‖∇αan‖1 → 0 as n → ∞. This, together with (3.6), implies (3.5), as
desired.

For the case M = 2I, it was proved by Cavaretta, Dahmen, and Micchelli [1]
that the condition in (3.3) is necessary for the subdivision scheme to converge in the
L∞-norm.

The next theorem gives a characterization of convergence of the subdivision
scheme.
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Theorem 3.2. Let M be a dilation matrix with m := |detM |, a an element
in `0(Z

s) such that
∑

α∈Zs
a(α) = m, and Sa the corresponding subdivision opera-

tor. Then the subdivision scheme associated with M and a converges in the Lp-norm
(1 ≤ p ≤ ∞) if and only if

lim
n→∞ ‖∇jS

n
a δ‖1/np < m1/p for j = 1, . . . , s.(3.7)

Proof. Let Aε be the linear operators on `0(Z
s) given by (2.1), and let V be the

minimal common invariant subspace of Aε (ε ∈ E) generated by ∇jδ, j = 1, . . . , s.
Then V is finite dimensional, and by Theorem 2.5 we have

ρp := ρp
({Aε|V : ε ∈ E}) = max

1≤j≤s
{

lim
n→∞ ‖∇jS

n
a δ‖1/np

}
.

Thus, (3.7) is equivalent to ρp
({Aε|V : ε ∈ E}) < m1/p.

Let A := {Aε|V : ε ∈ E}. If ρp({Aε|V : ε ∈ E}) ≥ m1/p, then we have

inf
n≥1

‖An‖1/np = lim
n→∞ ‖A

n‖1/np ≥ m1/p.

It follows that

m−n/p‖An‖p ≥ 1 ∀n.

From the proof of Lemma 2.4 we see that there exists a positive constant C such
that ‖An‖p ≤ C max1≤j≤s ‖An∇jδ‖p for all n. Moreover, by Lemma 2.2, we have
‖An∇jδ‖p = ‖∇jS

n
a δ‖p. Hence,

ρp ≥ m1/p =⇒ max
1≤j≤s

{
m−n/p‖∇jS

n
a δ‖p

} ≥ 1/C.

Thus, the subdivision scheme associated with a is not Lp-convergent, by Theorem
3.1. This shows that (3.7) is necessary for the subdivision scheme to converge in the
Lp-norm.

In order to prove the sufficiency part of the theorem, we pick a compactly sup-
ported function φ in Lp(R

s) such that φ satisfies the moment conditions of order 1.
(In the case p = ∞, we assume that φ is continuous.) Let fn := Tn

a φ0 and gn := Tn
a φ

for n = 1, 2, . . . , where Ta is the operator given in (1.5) and φ0 is the hat function
given in (1.10). Moreover, let bn be the sequence given by

bn(α) = max
1≤j≤s

|∇jan(α)|, α ∈ Z
s.

We claim that there exists a positive constant C independent of n such that

‖fn+1 − gn‖p ≤ Cm−n/p‖bn‖p, 1 ≤ p ≤ ∞.(3.8)

If ρp < m1/p, then we can find r, 0 < r < 1, such that ρp < rm1/p. By the definition

of ρp and Theorem 2.5, we see that ‖bn‖1/np < rm1/p is valid for sufficiently large
n. Hence, there exists a positive constant C0 such that ‖bn‖p ≤ C0(rm

1/p)n for all
n ≥ 1. If we choose φ to be φ0, then it follows from (3.8) that

‖fn+1 − fn‖p ≤ CC0r
n, n = 1, 2, . . . .
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This shows that the sequence fn converges to a function f in the Lp-norm. Further-
more, (3.8) tells us that ‖fn+1 − gn‖p → 0 as n→∞. However,

‖gn − f‖p ≤ ‖gn − fn+1‖p + ‖fn+1 − f‖p
by the triangle inequality. Therefore, ‖gn − f‖p → 0 as n → ∞. Thus, it suffices to
prove (3.8). For this purpose, we shall follow the lines of Jia and Lei [7].

In what follows, by suppφ we denote the support of φ, and by suppa we denote
the set {α ∈ Z

s : a(α) 6= 0}. For a sequence λ ∈ `∞(Zs) and a subset G of R
s, we use

‖λ‖∞(G) to denote the supremum of λ on the set Z
s ∩G. Moreover, for n = 1, 2, . . . ,

let

Xn(γ) := M−n([0, 1)s + γ
)
, γ ∈ Z

s.

Let x be a point in R
s. By (1.7) we have

fn+1(x) =
∑
β∈Zs

an+1(β)φ0(M
n+1x− β) and gn(x) =

∑
α∈Zs

an(α)φ(Mnx− α).

Since
∑

β∈Zs
φ0(· − β) = 1 and

∑
α∈Zs

φ(· − α) = 1, it follows that

fn+1(x)− gn(x) =
∑
α∈Zs

∑
β∈Zs

[
an+1(β)− an(α)

]
φ(Mnx− α)φ0(M

n+1x− β).(3.9)

In the above sum we only have to consider those terms for which φ(Mnx − α) 6= 0
and φ0(M

n+1x− β) 6= 0.
Let x ∈ Xn(γ), where γ ∈ Z

s is fixed for the time being. Suppose φ(Mnx−α) 6= 0.
Then we have Mnx− γ ∈ [0, 1)s and Mnx− α ∈ suppφ. It follows that

α = γ + (Mnx− γ)− (Mnx− α) ∈ γ + [0, 1)s − suppφ.(3.10)

Suppose φ0(M
n+1x− β) 6= 0. Then Mn+1x− β ∈ suppφ0. This, in connection with

Mnx− α ∈ suppφ , yields

Mα− β = (Mn+1x− β)−M(Mnx− α) ∈ suppφ0 −M suppφ.(3.11)

Moreover, Theorem 3.1 tells us that (3.7) implies
∑

η∈Zs
a(β−Mη) = 1 for all β ∈ Z

s;
hence, we have

an+1(β)− an(α) =
∑
η∈Zs

a(β −Mη)[an(η)− an(α)].(3.12)

We observe that a(β−Mη) 6= 0 implies β−Mη ∈ suppa. This, together with (3.11),
gives

M(α− η) = (Mα− β) + (β −Mη) ∈ suppφ0 −M suppφ+ suppa.(3.13)

In light of (3.10) and (3.13), there exists a positive integer N such that both α and
η belong to γ + [−N,N ]s, provided φ(Mnx − α) 6= 0, φ0(M

n+1x − β) 6= 0, and
a(β −Mη) 6= 0. However, an(η) − an(α) can be written as a sum of finitely many
terms of the form ∇jan(ν), where ν ∈ γ+[−N,N ]s ∩Z

s and j = 1, . . . , s. Therefore,
(3.12) tells us that there exists a positive constant C independent of n such that

|an+1(β)− an(α)| ≤ C‖bn‖∞(γ + [−N,N ]s),(3.14)

provided φ(Mnx− α)φ0(M
n+1x− β) 6= 0 for some x ∈ Xn(γ).
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We observe that
∑

β∈Zs
|φ0(M

n+1x− β)| = 1. Consequently, by (3.9) and (3.14)
we obtain

|fn+1(x)− gn(x)| ≤ C|φ|◦(Mnx)‖bn‖∞(γ + [−N,N ]s) for x ∈ Xn(γ),(3.15)

where |φ|◦ denotes the 1-periodization of |φ|:

|φ|◦(x) :=
∑

α∈Zs
|φ(x− α)|, x ∈ R

s.

In the case p = ∞, φ is a continuous function with compact support; hence, there
exists a constant C1 > 0 such that |φ|◦(x) ≤ C1 for all x ∈ R

s. It follows from (3.15)
that ‖fn+1 − gn‖∞ ≤ CC1‖bn‖∞. This proves (3.8) for the case p = ∞.

For 1 ≤ p <∞, we deduce from (3.15) that∫
Xn(γ)

|fn+1(x)− gn(x)|p dx ≤ Cp

(∫
Xn(γ)

[|φ|◦(Mnx)
]p
dx

) ∑
α∈γ+[−N,N ]s

|bn(α)|p.

Since φ ∈ Lp(R
s) is compactly supported, we have

|φ|◦(x) =
∑

α∈Zs∩([0,1)s−suppφ)

|φ(x− α)|, x ∈ [0, 1)s.

Hence, C2 :=
∫
[0,1)s

|φ|◦(x)p dx <∞. Consequently,∫
Xn(γ)

[|φ|◦(Mnx)
]p
dx = m−n

∫
γ+[0,1)s

[|φ|◦(x)
]p
dx = C2m

−n.

Finally, we obtain

‖fn+1 − gn‖pp =
∑
γ∈Zs

∫
Xn(γ)

|fn+1(x)− gn(x)|p dx

≤ CpC2m
−n ∑

γ∈Zs

∑
α∈γ+[−N,N ]s

|bn(α)|p.

However,∑
γ∈Zs

∑
α∈γ+[−N,N ]s

|bn(α)|p =
∑
α∈Zs

|bn(α)|p
∑

γ∈α+[−N,N ]s

1 = (2N + 1)s
∑
α∈Zs

|bn(α)|p.

The preceding discussion tells us that

‖fn+1 − gn‖p ≤ C3m
−n/p‖bn‖p

for some constant C3 > 0. The proof is complete.
Suppose K is an admissible set for every Aε, ε ∈ E, and `(K) contains ∇jδ for

j = 1, . . . , s. Let

V :=
{
v ∈ `(K) :

∑
α∈Zs

v(α) = 0
}
.

If
∑

β∈Zs
a(α −Mβ) = 1, then V is invariant under every Aε, ε ∈ E. Thus, we may

restate Theorem 3.2 as follows.
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Theorem 3.3. Under the conditions of Theorem 3.2, the subdivision scheme
associated with a converges in the Lp-norm (1 ≤ p ≤ ∞) if and only if the following
two conditions are satisfied:

(a)
∑

β∈Zs
a(α−Mβ) = 1 for all α ∈ Z

s;

(b) ρp({Aε|V : ε ∈ E}) < m1/p.
Proof. For j = 1, . . . , s, ∇jδ ∈ V . Conversely, V is spanned by vectors of the

form τβ∇jδ, where β ∈ Z
s, j = 1, . . . , s. Let A := {Aε|V : ε ∈ E}. By Lemma 2.2

we have

‖Anτβ∇jδ‖p = ‖τβ∇jS
n
a δ‖p = ‖∇jS

n
a δ‖p.

This shows that

ρp({Aε|V : ε ∈ E}) = max
1≤j≤s

{
lim
n→∞ ‖∇jS

n
a δ‖1/np

}
.

Thus, Theorem 3.3 follows from Theorem 3.2 at once.
After a closer examination of the proof of Theorems 3.1 and 3.2, we obtain the

following result.
Theorem 3.4. Let a be a finitely supported sequence on Z

s satisfying (1.2) and
let T = Ta be the linear operator given by (1.5). Suppose u is a compactly supported
function in Lp(R

s) (1 ≤ p ≤ ∞), u satisfies the moment conditions of order 1, and
the shifts of u are stable. If there exists a function f ∈ Lp(R

s) (a continuous function
f in the case p = ∞) such that

lim
n→∞ ‖T

nu− f‖p = 0,(3.16)

then for any compactly supported function v ∈ Lp(R
s) satisfying the moment condi-

tions of order 1 we also have

lim
n→∞ ‖T

nv − f‖p = 0.(3.17)

Consequently, if the normalized solution f of (1.1) lies in Lp(R
s) (f is a continuous

function in the case p = ∞), and if the shifts of f are stable, then the subdivision
scheme associated with mask a converges to f in the Lp-norm.

Proof. Suppose (3.16) is true for a function u that satisfies the moment conditions
of order 1 and has stable shifts. Then the proof of Theorem 3.1 tells us that (3.2)
is valid for every vector y ∈ Z

s. Therefore, from the proof of Theorem 3.2 we see
that (3.17) holds true for any compactly supported function v ∈ Lp(R

s) satisfying the
moment conditions of order 1. In particular, if f itself has stable shifts, then we may
choose u to be f in (3.16). Thus, in such a case, the subdivision scheme converges in
the Lp-norm.

We end this section by two examples which illustrate the general theory developed
so far.

Example 3.5. Let M = 2I, where I is the 2 × 2 identity matrix. Consider the
refinement equation

f =
∑
α∈Z2

a(α)f(2· − α),(3.18)

where the mask a is given by its symbol

ã(z) =
1

4
z−1
1 + 1 +

3

4
z1 +

3

4
z−1
1 z2 + z2 +

1

4
z1z2, z = (z1, z2) ∈ T

2.
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We claim that the subdivision scheme associated with a is convergent in the Lp-norm
for 1 ≤ p <∞, but it is not L∞-convergent.

For ε ∈ E := {(0, 0), (1, 0), (0, 1), (1, 1)}, let Aε be the operator on `0(Z
2) given

by

Aεv(α) =
∑
β∈Z2

a(ε+ 2α− β)v(β), α ∈ Z
2, v ∈ `0(Z

2).

Let K be the set consisting of the points (−1, 0), (0, 0), (1, 0), (−1, 1), (0, 1), (1, 1).
Then K is admissible for Aε, ε ∈ E. Let V be the linear space{

v ∈ `(K) :
∑
α∈Z2

v(α) = 0
}
.

Then V is the minimal common invariant space of Aε (ε ∈ E) generated by ∇jδ,
j = 1, 2. The dimension of V is 5. We choose a basis for V as follows:

v1 = δ − δ(1,0), v2 = δ − δ(−1,0), v3 = δ(0,1) − δ(1,1),

v4 = δ(0,1) − δ(−1,1), and v5 = r(δ − δ(0,1)),

where v = 1 for p = ∞, and r is a number such that 0 < r < (3/2)1/p − 1 for
1 ≤ p <∞.

By computation, the matrix representations of Aε|V (ε ∈ E) under this basis are
given by

A(0,0)|V =


3/4 0 0 0 0
0 1/4 0 0 0
0 0 1/4 0 0
0 0 0 3/4 0
0 0 0 0 1

 , A(1,0)|V =


0 −1/4 0 0 0
0 3/4 0 0 0
0 0 0 −3/4 0
0 0 0 1/4 0
0 −r/4 0 3r/4 1

 ,
and

A(0,1)|V =


1/4 0 0 0 0
0 3/4 0 0 0

3/4 0 0 0 0
0 1/4 0 0 0
0 0 0 0 0

 , A(1,1)|V =


0 −3/4 0 0 0
0 1/4 0 0 0
0 −1/4 0 0 0
0 3/4 0 0 0
0 −r/2 0 0 0

 .
Since A(0,0)|V has an eigenvalue 1, we have

ρ∞
({Aε|V : ε ∈ E}) ≥ 1.

Therefore, the subdivision scheme is not L∞-convergent.
For the case 1 ≤ p < ∞, we choose the maximum row sum norm as the matrix

norm. Since 0 < r < (3/2)1/p − 1, we have∑
ε∈E

‖Aε|V ‖p ≤ 1 + (1 + r)p + (3/4)p + (3/4)p < 4.

This shows that

ρp
({Aε|V : ε ∈ E}) < 41/p.

By Theorem 3.3, the subdivision scheme is Lp-convergent for 1 ≤ p <∞.
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Example 3.6. Let

M =

(
1 −1
1 1

)
.

Then M is a dilation matrix with detM = 2. Let a be the sequence on Z
2 given

by its symbol

ã(z) = 1 + tz1 + (1− t)z2, z = (z1, z2) ∈ T
2,

where t is a real number. We claim that the subdivision scheme associated with a
and M is L∞-convergent if and only if 0 < t < 1.

Let A0 and A1 be the linear operators on `0(Z
2) given by

A0v(α) =
∑
β∈Z2

a(Mα− β)v(β) and A1v(α) =
∑
β∈Z2

a((1, 0) +Mα− β)v(β),

where α ∈ Z
2 and v ∈ `0(Z

2). Let K be the set

[−1, 2]× [−2, 2] ∩ Z
2 \ {(−1,−2), (2,−2), (2, 2), (−1, 2)}.

Then K is admissible for both A0 and A1. Let V be the linear space{
v ∈ `(K) :

∑
α∈Z2

v(α) = 0
}
.

Then V is the minimal common invariant subspace of A0 and A1 generated by ∇jδ,
j = 1, 2. The dimension of V is 15. By Theorem 3.3, the subdivision scheme associated
with a and M is L∞-convergent if and only if ρ∞(A0|V , A1|V ) < 1.

We observe that

A0(δ − δ(0,−1)) = t(δ − δ(0,−1)) and A0(δ(0,1) − δ(1,1)) = −(1− t)(δ(0,1) − δ(1,1)).

Hence, both t and −(1− t) are eigenvalues of A0. Consequently,

ρ∞(A0|V , A1|V ) ≥ max{|t|, |1− t|}.

Therefore, for t ≤ 0 or t ≥ 1, the subdivision scheme associated with a and M is not
convergent in the L∞-norm.

Now assume that 0 < t < 1. We wish to show ρ∞(A0|V , A1|V ) < 1 in this case.
Let

W :=
{
δα − δβ : α, β ∈ K, |α− β| ≤ 1

}
,

where |α| := max{|α1|, |α2|} for α = (α1, α2) ∈ Z
2. Then W is a spanning set for

V . Any vector v ∈ V can be represented as
∑

w∈W cww, where the coefficients cw
(w ∈W ) are not uniquely determined. Define

‖v‖ := min
{∑
w∈W

|cw| : v =
∑
w∈W

cww.
}

Clearly, ‖·‖ is a norm on V .
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We observe that

A0(δ − δ(−1,0)) = (1− t)(δ − δ(0,1)), A0(δ − δ(0,−1)) = t(δ − δ(0,−1))

and

A1(δ − δ(1,0)) = −(1− t)(δ − δ(0,1)), A1(δ − δ(0,1)) = t(δ − δ(0,1)).

With the help of these relations, we can verify through a simple but tedious compu-
tation that ∥∥Aε1Aε2Aε3Aε4Aε5w

∥∥ < 1

for all w ∈ W and all εj ∈ {0, 1}, j = 1, . . . , 5. Thus, there exists a positive number
σ < 1 such that ∥∥Aε1Aε2Aε3Aε4Aε5w

∥∥ ≤ σ

for all w ∈ W and all εj ∈ {0, 1}, j = 1, . . . , 5. Let v be a unit vector in V . Choose
a representation

∑
w∈W cww for v such that

∑
w∈W |cw| = ‖v‖ = 1. Then∥∥Aε1Aε2Aε3Aε4Aε5v

∥∥ ≤ ∑
w∈W

|cw|‖Aε1Aε2Aε3Aε4Aε5w
∥∥ ≤ σ < 1.

This shows that ‖Aε1Aε2Aε3Aε4Aε5‖ ≤ σ < 1 for all εj ∈ {0, 1}, j = 1, . . . , 5.
Therefore, ρ∞(A0|V , A1|V ) < 1 and the subdivision scheme associated with a and M
is L∞-convergent if 0 < t < 1.

4. L2-convergence. In general, the p-norm joint spectral radius is difficult to
compute. However, the 2-norm joint spectral radius can be easily computed by cal-
culating the spectral radius of a certain finite matrix.

Given a ∈ `0(Z
s), the symbol ã(z) is well defined on the s-torus

T
s := {(z1, . . . , zs) ∈ C

s : |z1| = · · · = |zs| = 1}.
For a, b ∈ `0(Z

s), the discrete convolution of a and b, denoted a∗b, is given by

a∗b(α) :=
∑
β∈Zs

a(α− β)b(β), β ∈ Z
s.

It is easily seen that

ã∗b(z) = ã(z)b̃(z), z ∈ (C \ {0})s.
For z ∈ C, we use z to denote the complex conjugate of z. Note that for z ∈ T

s and
α ∈ Z

s, we have zα = z−α. For a ∈ `0(Z
s), we denote by a∗ the sequence given by

a∗(α) := a(−α), α ∈ Z
s. Then for z ∈ T

s we have

ã∗(z) =
∑
α∈Zs

a(−α)zα =
∑
α∈Zs

a(−α)z−α = ã(z).

If b = a∗a∗, then we have

b̃(z) = ã(z)ã∗(z) = |ã(z)|2 for z ∈ T
s.
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Theorem 4.1. Let M be an s× s dilation matrix. For a ∈ `0(Z
s), let b := a∗a∗

and denote by Sa and Sb the subdivision operators associated with a and b, respectively.
Then for ν ∈ `0(Z

s),

lim
n→∞ ‖ν̃(τ)S

n
a δ‖1/n2 =

√
ρ(B|W )

and

lim
n→∞ ‖µ̃(τ)Snb δ‖1/n∞ = ρ(B|W ),

where µ := ν∗ν∗, B is the linear operator on `0(Z
s) given by

Bw(α) =
∑
β∈Zs

b(Mα− β)w(β), α ∈ Z
s, w ∈ `0(Z

s),(4.1)

and W is the minimal B-invariant subspace generated by µ.
Proof. For n = 1, 2, . . . , write an for Sna δ and bn for Snb δ. Note that the symbol of

ν̃(τ)an is ν̃(z)ãn(z), and the symbol of µ̃(τ)bn is µ̃(z)b̃n(z). By the Parseval identity
we have

‖ν̃(τ)an‖22 =
∑
α∈Zs

∣∣ν̃(τ)an(α)
∣∣2

=
1

(2π)s

∫
[0,2π)s

∣∣ν̃(eiξ)ãn(eiξ)
∣∣2 dξ =

1

(2π)s

∫
[0,2π)s

µ̃(eiξ)b̃n(eiξ) dξ.

Since µ̃(eiξ)b̃n(eiξ) ≥ 0 for all ξ ∈ R
s, it follows that

µ̃(τ)bn(0) ≤ ‖µ̃(τ)bn‖∞ ≤ 1

(2π)s

∫
[0,2π)s

∣∣∣µ̃(eiξ)b̃n(eiξ)
∣∣∣ dξ

=
1

(2π)s

∫
[0,2π)s

µ̃(eiξ)b̃n(eiξ) dξ = µ̃(τ)bn(0).

From the proof of Lemma 2.2 we see that µ̃(τ)bn(0) = Bnµ(0). Hence,

‖ν̃(τ)Sna δ‖22 = ‖µ̃(τ)Snb δ‖∞ = Bnµ(0).

It follows that

lim
n→∞ ‖µ̃(τ)Snb δ‖1/n∞ ≤ lim

n→∞ |B
nµ(0)|1/n ≤ ρ(B|W ).

Moreover, since W is the minimal B-invariant subspace generated by µ, Theorem 2.5
tells us that

ρ(B|W ) ≤ lim
n→∞ ‖µ̃(τ)Snb δ‖1/n∞ .

This completes the proof.
We remark that Goodman, Micchelli, and Ward in [5] established a result similar

to Theorem 4.1 for the special case ν = δ.
The following theorem discusses the relationship among the spectra of B when it

is restricted to different invariant subspaces.
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Theorem 4.2. Let M be an s × s dilation matrix. For an element b ∈ `0(Z
s),

let B be the linear operator on `0(Z
s) given by (4.1). Suppose Ω is the support of b.

Then the set K0 given by

K0 :=
( ∞∑
n=1

M−nΩ
)
∩ Z

s(4.2)

is admissible for B. Moreover, if W is a finite dimensional B-invariant subspace,
then the eigenvalues of B|W∩`(K0) are also eigenvalues of B|W , and all the other
eigenvalues of B|W are 0.

Proof. Let K0 be the set given in (4.2). Then

M−1(Ω +K0) ⊆
∞∑
n=1

M−nΩ.

This shows that K0 satisfies (2.4). Hence, K0 is an admissible set for B, by Lemma
2.3. Since `(K0) is an invariant subspace of B, the eigenvalues of B|W∩`(K0) also are
eigenvalues of B|W .

Let K be an admissible set for B such that `(K) ⊇ W . In order to prove that
all the other eigenvalues of B|W are 0, it suffices to show that there exists a positive
integer N such that

BNλ ∈ `(K0) ∀λ ∈ `(K).(4.3)

To see this, suppose (4.3) is valid and σ is an eigenvalue of B|W with an eigenvector
λ ∈W \ `(K0). Then by (4.3) we have σNλ = BNλ ∈ `(K0). However, λ /∈ `(K0).
Hence, this happens only if σ = 0. Thus, it remains to prove (4.3). For this purpose,
it suffices to prove that for each β ∈ K \K0, there exists a positive integer N such
that BNδβ ∈ `(K0).

Let j be a positive integer. For λ ∈ `(K), we have

Bjλ(α) =
∑
γ∈Zs

b(Mα− γ)Bj−1λ(γ).

Hence, Bjλ(α) 6= 0 only if Mα−γ ∈ Ω for some γ ∈ Z
s with Bj−1λ(γ) 6= 0. Let n be

a positive integer and let α, β ∈ Z
s. Then Bnδβ(α) 6= 0 holds true only if there exist

α0, α1, . . . , αn ∈ Z
s such that α0 = β, αn = α, and

Mαj − αj−1 ∈ Ω for j = 1, . . . , n.

Hence, Bnδβ(α) 6= 0 implies

α ∈M−1Ω +M−2Ω + · · ·+M−nΩ +M−nK =: Γn.

Let Γ :=
∑∞

n=1 M
−nΩ. Then K0 = Z

s ∩ Γ and (Zs \K0)∩ Γ = ∅. We shall show
that Γ is a compact set. Let H be an infinite subset of Γ. Note that Ω is a finite set.
By induction on n we can find a sequence of elements ωn ∈ Ω (n = 1, 2, . . . ) such that

(M−1ω1 + · · ·+M−nωn +M−n−1Ω) ∩H
is an infinite set. Then the element γ :=

∑∞
n=1 M

−nωn is a limit point of H. Since
Z
s \K0 is closed and Γ is compact, η := dist (Zs \K0,Γ), the distance between two
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sets Z
s \K0 and Γ, is positive. Note that M−n → 0 as n→∞. Thus, there exists a

positive integer N such that

BNδβ(α) 6= 0 =⇒ dist (α,Γ) < η.

From dist (α,Γ) < η and α ∈ Z
s we deduce that α ∈ K0. This shows BNδβ ∈ `(K0),

as desired.
The L2-convergence of a subdivision scheme can be determined by using Theorems

3.2 and 4.1. The following theorem gives another form of characterization for the L2-
convergence.

Theorem 4.3. Let M be an s × s dilation matrix with m := |detM |. For
a ∈ `0(Z

s), let b := a∗a∗/m and let B be the linear operator on `0(Z
s) given by

Bw(α) =
∑
β∈Zs

b(Mα− β)w(β), α ∈ Z
s, w ∈ `0(Z

s).

Denote by K0 the set Z
s ∩∑∞

n=1 M
−nΩ, where Ω is the support of b. Let V be the

linear space {
w ∈ `(K0) :

∑
α∈Zs

w(α) = 0
}
.

Then the subdivision scheme associated with a converges in the L2-norm if and only
if the following two conditions are satisfied:

(a)
∑

β∈Zs
a(α−Mβ) = 1 for all α ∈ Z

s;
(b) ρ(B|V ) < 1.
Proof. First, assuming that conditions (a) and (b) are satisfied, we shall prove

that the subdivision scheme associated with a converges in the L2-norm. Let W be
the minimal B-invariant subspace generated by −δej + 2δ − δej , j = 1, . . . , s. By
Theorem 4.2,

ρ(B|W ) = ρ(B|W∩`(K0)).

It follows from condition (a) that
∑

β∈Zs
b(α−Mβ) = 1 for all α ∈ Z

s. Consequently,
if w is an element in `0(Z

s) such that
∑

α∈Zs
w(α) = 0, then

∑
α∈Zs

Bw(α) = 0. This
shows W ∩ `(K0) ⊆ V . Hence, ρ(B|W ) ≤ ρ(B|V ). By Theorem 4.1 we have that, for
j = 1, . . . , s,

lim
n→∞ ‖∇jS

n
a δ‖1/n2 ≤

√
mρ(B|W ) ≤

√
mρ(B|V ) <

√
m.

By Theorem 3.2 we conclude that the subdivision scheme associated with a converges
in the L2-norm.

Next, suppose that the subdivision scheme associated with a converges in the L2-
norm. By Theorem 3.1, condition (a) is satisfied. It remains to prove ρ(B|V ) < 1. Let
φ0 be the function given in (1.10) and let fn := Tn

a φ0, where Ta is the operator given
in (1.5). Then there exists a function f ∈ L2(R

s) such that ‖fn− f‖2 → 0 as n→∞.
For a function f defined on R

s, let f∗ be the function given by f∗(x) = f(−x) for
x ∈ R

s. Let φ := φ0∗φ∗0 be the convolution of φ0 and φ∗0. Similarly, let gn := fn∗f∗n
and g = f∗f∗. It is easily seen that gn = Tn

b φ, where Tb is the operator given by
Tbφ =

∑
α∈Zs

b(α)φ(M · −α). Then we have

‖gn − g‖∞ = ‖fn∗f∗n − f∗f∗‖∞
≤ ‖fn∗(f∗n − f∗)‖∞ + ‖(fn − f)∗f∗‖∞
≤ (‖fn‖2 + ‖f‖2)‖fn − f‖2.
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Note that φ is a continuous function, φ satisfies the moment conditions of order 1, and
the shifts of φ are stable. Thus, by Theorem 3.4, the subdivision scheme associated
with b converges in the L∞-norm. By Theorem 3.3, we conclude that ρ(B|V ) < 1.
This finishes the proof of the theorem.

In the case s = 1 and M = (2), Theorem 4.3 was established by Jia [6]. In the
multivariate case, Theorem 4.3 was also obtained independently by Lawton, Lee, and
Shen [11].

We finish this paper by an example about the L2-convergence of a subdivision
scheme.

Example 4.4. Let M = 2I, where I is the 2 × 2 identity matrix. Consider the
refinement equation (3.18), where the mask a is given by its symbol

ã(z) = 1 + (1/2 + t)(z1 + z2 + z1z2) + (1/2− t)(z−1
1 + z−1

2 + z−1
1 z−1

2 ),

with t being a real number. The normalized solution of the refinement equation is the
standard linear element if t = 0, and is the characteristic function of the unit square
[0, 1)2 if t = 1/2. Let b := a∗a∗. By computation we find that

b̃(z) = |ã(z)|2 = (5/2 + 6t2) + (3/2 + 2t2)(z1 + z2 + z−1
1 + z−1

2 )

+(3/2− 2t2)(z1z2 + z−1
1 z−1

2 ) + (1/2 + 2t2)(z1z
−1
2 + z−1

1 z2)

+(1/4− t2)(z2
1 + z2

1z
2
2 + z2

2 + z−2
1 + z−2

1 z−2
2 + z−2

2 )

+(1/2− 2t2)(z2
1z2 + z1z

2
2 + z−2

1 z−1
2 + z−1

1 z−2
2 ).

With this b, the operator B is given by

Bw(α) =
∑
β∈Z2

b(2α− β)w(β), w ∈ `0(Z
2), α ∈ Z

2.

For j = 1, 2, let νj = δ − δej and µj = νj∗ν∗j = −δej + 2δ − δ−ej . Then

Bµj = B(−δej + 2δ − δ−ej ) = (1 + 4t2)(−δej + 2δ − δ−ej ) = (1 + 4t2)µj .

Thus, the minimal B-invariant subspace Wj generated by µj is the one-dimensional
subspace spanned by µj . By Theorem 4.1 we conclude that

lim
n→∞ ‖∇jS

n
a δ‖1/n2 =

√
ρ(B|Wj ) =

√
1 + 4t2 .

By Theorem 3.2, the subdivision scheme associated with a converges in the L2-norm
if and only if

√
1 + 4t2 <

√
4; that is, |t| < √

3/2.
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Abstract. This paper deals with a system of 2N semilinear transport equations with a boundary
condition of imposed flux. The right-hand side models some kinetic exchange between two phases. It
is thus a stiff term involving a small parameter which will tend to 0. Using compensated compactness,
one proves, under some assumptions on the flux, that the solution to this system converges to a
solution to a system of N quasilinear equations, a solution which satisfies a set of entropy inequalities.
Thus the reflux boundary condition for the quasi-linear system is given a meaning.
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1. Introduction. We are interested in the following system of 2N equations,
N ≥ 1, {

∂tc
1
ε + ∂xuc

1
ε = 1

ε

(
c2
ε − h(c1

ε)
)
,

∂tc
2
ε + ∂xvc

2
ε = − 1

ε

(
c2
ε − h(c1

ε)
)
,

(1.1)

which is a simplified model of diphasic propagation arising in chemical engineering.
In this kind of problem, two phases labelled 1 and 2 are in motion with respective
velocities u > 0 and v ≤ 0, which are assumed here to be constant. The case v = 0
corresponds to a model of chromatography (a mobile phase and a stationary one),
and the case v < 0 corresponds to distillation (two phases moving countercurrent).

In equations (1.1), c1
ε and c2

ε are related to the concentrations in phase 1 and
2, respectively, and therefore should be nonnegative. The right-hand side rules the
matter exchanges between the two phases. Without motion, the two phases would
reach a state of thermodynamical equilibrium: the concentration in phase 2 is there-
fore related to the concentration in phase 1 by the function h, which enjoys several
properties coming from the thermodynamics.

In the case we are considering, the equilibrium cannot be reached because of the
motion. The time needed to reach the equilibrium is not negligible with respect to
the characteristic times induced by the velocities u and v. This phenomenon is known
as a finite exchange kinetic: the actual concentration c2

ε in phase 2 differs from h(c1
ε).

The right-hand side of the equations quantifies the attraction of the system to the
equilibrium state: it is a pulling-back force, and the constant parameter 1/ε is the
“velocity” of exchange between the two phases.

A natural question arises here: how do the solutions of (1.1) behave when ε tends
to 0, that is, when the exchange kinetic becomes instantaneous (the process is then
quasi-static)? The limit system is obtained in a natural way by summing the 2N
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equations in (1.1) and by putting c1
ε = c, c2

ε = h(c), which means indeed that the
concentration in phase 2 is actually the equilibrium concentration. We are led to the
following nonlinear hyperbolic system, which expresses the conservation of matter:

∂t (c + h(c)) + ∂x (uc + vh(c)) = 0.(1.2)

The aim of this paper is to analyze the behavior of the solutions of (1.1) when ε
tends to 0, when it is provided with boundary conditions

(1.3)

c1
ε(0, t) = a(t) ∈ L∞(]0,+∞[)N , uc1

ε(1, t) + vc2
ε(1, t) = b(t) ∈ L∞(]0,+∞[)N ,

together with Cauchy data in L∞(]0, 1[)N . To avoid any initial layer, we shall assume
that the initial data are at equilibrium, that is, c1

ε(·, 0) = c0 ∈ L∞(]0, 1[)N and
c2
ε(·, 0) = h(c0). From the point of view of distillation, the boundary conditions are

natural: the first one is a Dirichlet-like “injection” at one end of a column and acts
only on the incoming variable (u > 0); the second one looks like a Neumann condition
on the other end and imposes v < 0 (it is a simplified model of the “reflux” in a
distillation column).

Concerning the standard Cauchy problem in the scalar case, i.e., c(0, x) = c0(x),
x ∈ R, c0 ∈ L∞, the analysis is straightforward, and the solution of (1.1) tends to
the entropy solution of (1.2), thus providing an alternative to the artificial viscosity
method. Such results were obtained, for instance, by Tveito and Winther in [29],
where the rate of convergence is estimated, and by Natalini [22]. Let us mention also
the work by Katsoulakis and Tzavaras [19], where they give contraction properties
for the solution of the system with relaxation. For systems of conservation laws, we
refer to Chen, Levermore, and Liu [7], where a convergence result is proved for a 2×2
genuinely nonlinear system. This point of view can be successfully used for numerical
purpose, see Jin and Xin [16] for a general setting for systems and Aregba-Driollet
and Natalini [2] for convergence results in the scalar case.

On the other hand, the problem with boundary conditions is not as well behaved
when ε tends to 0: it is well known that the setting of a Dirichlet boundary condition
for a nonlinear hyperbolic scalar equation is difficult. Bardos, Leroux, and Nédélec [3]
gave such a setting in the Kružkov sense, using the artificial viscosity method in the
context ofBV functions. We shall not recover this formulation here, since the Dirichlet
data act only on incoming variables. For systems, the first existence result was given
by Benabdallah and Serre [4] for systems of two equations. We refer also to works by
Dubois and LeFloch [8], where the Dirichlet boundary condition appears as a Riemann
problem on a half-plane, Gisclon [10], and Gisclon and Serre [11]. We mention also
Goodman’s work [12], where global existence is proved for strictly hyperbolic systems
of conservation laws with initial and boundary data of small BV norm. The solutions
also have small total variation and therefore have strong traces on the boundary. On
the other hand, in [18] Kan, Santos, and Xin consider a general system of conservation
laws and compare various notions of boundary conditions (vanishing viscosity, half-
space Riemann problem). Their solution is built by a Godunov method. In the same
spirit, we also mention the paper by Joseph and LeFloch [17], who also compare
different approximations and the resulting boundary layers.

The reflux boundary condition at x = 1 seems to have been very little studied.
For the scalar Burgers equation with the boundary condition u2(., t) = 0, Gisclon
proved in [9] that the solution satisfies u(., t) ≤ 0 on the boundary (which coincides
with the solution in the sense of [3]).
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Finally, let us mention one work which is concerned with both relaxation and
boundary conditions. Wang and Xin [30] consider a 2 × 2 system with relaxation.
The boundary condition is chosen so that uniform BV estimates hold, and they prove
convergence to a scalar conservation law satisfying a boundary-entropy condition, for
which uniqueness holds.

We are going to prove that, under suitable conditions on the flux uc+vh(c) with
respect to b, there exists a subsequence of solutions of (1.1) which converges to a
weak solution of (1.2). This solution is characterized by a set of entropy inequalities.
Since we have no BV estimates for the solution with ε > 0, we are led to work with
bounded measurable functions, and use the compensated compactness method. This
can be done in two cases: first for scalar equations with any smooth function h and
then for a system of N equations, for a specific h, the so-called Langmuir isotherm.
Notice that the Langmuir system is not hyperbolic on the whole physical domain
of interest. However, we use a specific set of entropies, namely the so-called kinetic
entropies, which were introduced in [14], that allows us to achieve compactness.

Finally, we prove that the weak solutions are indeed solutions in the sense of
distributions and that they satisfy in a strong sense the initial condition as well as
the reflux boundary condition at x = 1. The incoming boundary condition seems to
be lost in the limiting system. This is not very surprising, since we fall from a 2N
equations system to N equations. Some boundary layer phenomena probably occur
at x = 0, which we do not investigate here. This may indicate that the system of
conservation laws with the reflux boundary condition is well-posed, but the precise
study of this is left for future research.

The paper is organized as follows. In section 2 we state a few results and notations
which hold for both the scalar equation and the system. Section 3 and 4 are devoted to
the proof of a priori estimates and compactness, respectively, for the scalar equation
and the system. Section 5 deals with boundary conditions.

2. Preliminary results. We state here a few results and remarks that are com-
mon to both the scalar equation and the Langmuir model. Namely, we prove that
equation (1.1) is well-posed for ε > 0, and we also define a particular set of entropies,
which appears to be natural from the structure of the equations. In the following, we

shall set Ω
def
= ]0, 1[×]0, T [.

2.1. Existence for ε > 0. Theorem 2.1. For a given T > 0, assume that a
and b are in L∞(]0, T [)N , c0 ∈ L∞ ∩ L1(]0, 1[)N , and that the function h is of class
C1. Then there exists a unique solution to (1.1), which lies in L∞(]0, T [;L1(]0, 1[)).

Proof. We first rewrite (1.1) in an equivalent integral form by using Duhamel’s
principle; then we prove a contraction estimate to apply a fixed point theorem. This is
rather tedious, because of the initial and boundary conditions. The set [0, 1]× [0,+∞[
is indeed divided into four zones, namely, Z1 = {(x, t) | x ≥ ut, x ≤ 1 + vt},
Z2 = {(x, t) | x ≥ ut, x ≥ 1 + vt}, Z3 = {(x, t) | x ≤ ut, x ≤ 1 + vt}, Z4 =
{(x, t) | x ≤ ut, x ≥ 1+vt}, depending upon whether the characteristics encounter
{t = 0}, {x = 0}, or {x = 1}.

We shall fully write the contraction estimate for t large enough so that (x, t) ∈ Z4

for every x ∈ [0, 1]. We omit in this proof the dependence in ε. Taking into account
the reflux boundary condition on x = 1, Duhamel’s principle writes, for almost every



CONVERGENCE RESULTS FOR CONSERVATION LAWS 1203

(x, t) ∈ Z4,




c1(x, t) = a
(
t− x

u

)
+ 1

ε

∫ t
t− x

u

[
c2(x+ u(s− t), s)− h(c1(x+ u(s− t), s))

]
ds,

c2(x, t) = 1
vb
(
t+ 1−x

v

)− u
v a
(
t+ 1−x

v − 1
u

)
−u

v
1
ε

∫ t+ 1−x
v

t+ 1−x
v − 1

u

[
c2(1 + u(s− t− 1−x

v ), s)− h(c1(1 + u(s− t− 1−x
v ), s))

]
ds

− 1
ε

∫ t
t+ 1−x

v

[
c2(x+ v(s− t), s)− h(c1(x+ v(s− t), s))

]
ds.

(2.1)

Denote by T the application from X = L∞(]0, T [;L1
x)

2N into itself which associates
the right-hand side of the equations in (2.1) with a pair C = (c1, c2) ∈ X. For two
elements C and Ĉ in X, with the same initial and boundary data, the terms involving
a and b in (2.1) disappear when computing T (C) − T (Ĉ), so, for a given (x, t), we
have

|T (C)(x, t)− T (Ĉ)(x, t)| ≤ 1

ε
max(|T1(x, t)|, |T2(x, t)|),

where Ti follows from the difference of the integral terms and | · | is a norm on R
2N .

One has easily

|T1(x, t)| ≤
∫ t

t− x
u

∣∣c2(x+ u(s− t), s)− ĉ2(x+ u(s− t), s)
∣∣ ds

+

∫ t

t− x
u

∣∣h(c1(x+ u(s− t), s))− h(ĉ1(x+ u(s− t), s))
∣∣ ds

≤
∫ t

t− x
u

∣∣c2(x+ u(s− t), s)− ĉ2(x+ u(s− t), s)
∣∣ ds

+K

∫ t

t− x
u

∣∣c1(x+ u(s− t), s)− ĉ1(x+ u(s− t), s)
∣∣ ds

if K is the Lipschitz constant of h. We can estimate ‖T1(., t)‖L1
x

by Fubini’s theorem,
which gives

‖T1(., t)‖L1
x
≤
∫ t

t−1/u

‖c2(., s)− ĉ2(., s)‖L1
x
ds+K

∫ t

t−1/u

‖c1(., s)− ĉ1(., s)‖L1
x
ds

≤ t

(
max
s∈[0,t]

‖c2(., s)− ĉ2(., s)‖L1
x

+K max
s∈[0,t]

‖c1(., s)− ĉ1(., s)‖L1
x

)
.

A similar formula can be obtained for T2, involving the quantity u/|v|.
Now, if (x, t) changes zone with x, we proceed in the same way in each zone

and separate the integral for the L1
x norm. We do not write these straightforward

computations, which lead to the existence of a constant M > 0, which depends on K
and u/|v|, such that

‖T (C)− T (Ĉ)‖L∞(]0,t[;L1
x)2N ≤ tM

ε
‖C − Ĉ‖L∞(]0,t[;L1

x)2N .

Now, choose T0 such that T0M/ε < 1, and apply the fixed point theorem on
L∞(]0, T0[;L

1
x)

2N . This gives existence and uniqueness of the solution on [0, T0].
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Since the contraction estimate does not depend on the initial data, we can perform
again the same argument on [T0, 2T0], and so on, to finally reach any prescribed T > 0.
Thus the theorem is proved.

2.2. Diphasic entropies. We introduce here a set of entropies which is quite
natural in view of the structure of the equations. They are actually a discrete version
(with two velocities only) of the kinetic entropies introduced by Perthame and Tadmor
in [23].

Definition 2.1. We shall say that a function η : R
N −→ R is a “diphasic

entropy” for (1.2) if there exist two convex functions η1, η2 : R
N −→ R satisfying

∇cη1(c) = ∇cη2

(
h(c)

) ∀c ∈ R
N ,(2.2)

such that η(c) = η1(c) + η2

(
h(c)

)
.

Remark 2.1. The function h itself is, in general, defined by such a pair of func-
tions, which are given, for instance, by statistical thermodynamics models (see [15]
and the quoted references therein for examples and more information). Actually, the
pair (c,h(c)) is a stable state of equilibrium for the diphasic system. Thus it achieves
the infimum of η1(c1) + η2(c2) under the constraint that the total amount of matter
c1 +c2 is constant. The relation (2.2) is nothing but the characterization of the mini-
mum and is a generalized version of the well-known “chemical potential equalities” in
thermodynamics. Consequently, h′(c) is positive in the scalar case and is diagonable
with positive eigenvalues for a system. This leads also to the existence of a natural
“physical” entropy for such systems.

Our main concern in the following is to obtain a priori estimates on the solution
(c1

ε, c
2
ε) to (1.1) which are uniform in ε. The classical method here is to prove that

the entropy production associated with (1.1) is nonpositive for several well-chosen
entropies. Consider any pair (η1, η2) satisfying (2.2); multiply the two equations in
(1.1), respectively, by ∇cη1(c

1
ε) and ∇cη2(c

2
ε); sum; then use (2.2). We formally

obtain the following law for the entropy production:

∂t
(
η1(c

1
ε) + η2(c

2
ε)
)

+ ∂x
(
uη1(c

1
ε) + vη2(c

2
ε)
)

(2.3)

=
1

ε

[(
∇cη2

(
h(c1

ε)
)−∇cη2(c

2
ε)

)
· (c2

ε − h(c1
ε)
)]
.

It remains to notice that the right-hand side is always nonpositive, since η2 is convex.
Integrating on [0, 1] therefore gives, at least formally,

d

dt

∫ 1

0

[
η1(c

1
ε(x, t)) + η2(c

2
ε(x, t))

]
dx ≤ − [uη1(c

1
ε(., t)) + vη2(c

2
ε(., t))

]∣∣1
0
,(2.4)

and all the technical work is now to estimate the boundary terms. To give a pre-
cise meaning to this differential inequality, we have to rewrite it in a weak form by
multiplying by a test function ϕ ≥ 0 and integrating by parts.

Provided we have enough entropies, (2.4) will give a priori estimates as well as
compactness of a subsequence of solutions to (1.1). We can exhibit such entropies
in the scalar case on the one hand and for the system of chromatography with the
Langmuir isotherm on the other hand. In both cases, the local solution of Theorem 2.1
is therefore global for fixed ε.
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2.3. Subcharacteristic condition. Before proceeding to estimates, we would
like to relate system (1.1) with the usual form of systems with relaxation. This
is done easily in the particular case v = −u by setting Uε = c1

ε + c2
ε ∈ R

N and
Vε = uc1

ε − uc2
ε ∈ R

N . System (1.1) is therefore rewritten as

∂tU
ε + ∂xV

ε = 0, ∂tV
ε + u2∂xU

ε =
2

ε

(
Vε − u(c1

ε − h(c1
ε))
)
.(2.5)

Now, we notice that, since by Remark 2.1 h′(c) has positive eigenvalues, the function
c + h(c) is one-to-one. Let us denote U = c + h(c), its inverse by c = g(U), and

F(U)
def
= u[g(U) − h(g(U))]. The usual form of this kind of system should involve

F(U) instead of u(c1
ε − h(c1

ε)) in (2.5). This discrepancy appears because the right-
hand side of system (1.1) is not symmetric with respect to c1 and c2. Another possible
writing would make use of the “Maxwellians” M1(U) = g(U) and M2(U) = h(g(U)).
The convergence results would not be affected by this change.

In [21], Liu introduced a necessary condition on F′(U) to ensure the convergence
of a subsequence of solutions of (1.1) to a solution of (1.2). This condition is known
as the subcharacteristic condition, and we would like to point out that it is satisfied
here because the function h is, in some sense, monotone (see Remark 2.1). Indeed,
we have

F′(U) = [IN + h′(g(U))]g′(U),

where IN stands for the identity matrix in R
N . However, g′(U) = (IN +h′(g(U)))−1,

so F′(U) is diagonable, and its eigenvalues are given for general values of u and v by

λi(U) =
u+ vµi(U)

1 + µi(U)
,

where µi > 0 are the eigenvalues of h′, 1 ≤ i ≤ N . It is readily seen that v < λi(U) <
u, which is the specific version of Liu’s condition in this context.

3. Scalar equation. This section is devoted to the proof of the strong conver-
gence of a subsequence of solutions to (1.1) in the scalar case. The function h is
therefore a scalar function, which satisfies

h(0) = 0 and h′(c) > 0 ∀c.(3.1)

Also, for any given convex η2, we can define η1 by η1(c) =
∫ c
0
η′2
(
h(σ)

)
dσ. We have,

obviously, η′1(c) = η′2
(
h(c)

)
and η′′1 (c) = η′′2

(
h(c)

)
h′(c) > 0. Two particular cases are

interesting. These are nonsmooth entropies, but a classical regularization argument,
omitted in the following, allows us to deal with them.
• “Kružkov-like” entropies. For k ∈ R, we set

ϕk1(c1) = |c1 − k|, ϕk2(c2) = |c2 − h(k)|.

It is easily checked that ϕk1 and ϕk2 satisfy (2.2), since h is increasing.
• L∞ entropies. For k ∈ R, we define

ψk
1 (c1) = (c1 − k)+, ψk

2 (c2) =
(
c2 − h(k)

)+
.

With these last entropies, the entropy estimates on ciε become L∞ estimates.



1206 FRANÇOIS JAMES

We begin in a classical way with some entropy and a priori estimates and first
notice that, to prove entropy estimates for a given pair (η1, η2) giving a diphasic
entropy, we need the condition

f(c)
def
= uc+ vh(c) ≤ min

t>0
b(t) for c ≥M.(3.2)

This is not a very satisfactory condition to impose, since it is not satisfied by such an
usual isotherm as the Langmuir one,

h(c) = Kc/(1 + c), K > 0.(3.3)

Condition (3.2) actually implies some restrictions on the initial and boundary data,
which lead to uniform L∞ estimates for the solution to (1.1), for a broader class of
fluxes.

Theorem 3.1. Assume a ≥ 0, b ≤ 0, c0 ≥ 0, and

c?
def
= sup{c ≥ 0;∃c′ ≤ c, f(c′) ≤ min b(t)} ≥ max[‖a‖∞, ‖c0‖∞].(3.4)

Then there exists a constant C depending only on c01, a, and b such that 0 ≤ ciε(t, .) ≤
C, i = 1, 2.

Remark 3.1. Of course the result is meaningful only if c? > 0. This occurs only
if f(c) becomes nonpositive for some c. For instance, consider again the case of the
Langmuir isotherm (3.3). It is easily seen that for b = 0, c? > 0 only if u/|v| < K.
More generally, f achieves its minimum for cmin =

√
K|v|/u− 1, which is positive if

u/|v| < K, and c? > 0 if we have f(cmin) ≤ b, that is, (
√
K|v| − √

u)2 ≥ −b.
Remark 3.2. The choice k = max(‖a‖, ‖c0‖) is possible only if f(a(t))− b(t) ≥ 0

and f(c0(x)) − b(x) ≥ 0 for all t > 0 and a.e. x ∈]0, 1[. Otherwise, the L∞ norm of
the solution may not be bounded by the initial and Dirichlet boundary data.

From the above L∞ estimate, we can easily obtain a weak convergence result
by considering the weak form of the first equation in (1.1). Since c1ε is L∞ bounded
uniformly in ε, and ε tends to 0, then c2ε−h(c1ε) tends to 0 in the sense of distributions
on Ω when ε tends to 0. But we actually have the following stronger result.

Lemma 3.2. Under the assumptions of Theorem 3.1, ensuring the L∞ bounds on
the solution, c2ε − h(c1ε) tends to 0 in L2

loc(Ω).
From this result we can deduce, using the compensated compactness method, the

following main result of this section.
Theorem 3.3. Consider a, b ∈ L∞(]0, T [), and c0 ∈ L1 ∩ L∞(]0, 1[). Under the

assumptions of Theorem 3.1, that is,

a ≥ 0, b ≤ 0, c0 ≥ 0, c? ≥ max[‖a‖∞, ‖c0‖∞],

there then exists a subsequence of solutions to (1.1), still denoted by c1ε, which converges
a.e. and strongly in ]0, 1[×]0, T [ to c ∈ L∞(]0, T [;L1(]0, 1[)). Moreover, c satisfies,
for any ϕ ∈ D(Ω), ϕ ≥ 0, k ∈ R,

−
∫ T

0

∫ 1

0

[(|c− k| + |h(c)− h(k)|)∂tϕ+
(
u|c− k|+ v|h(c)− h(k)|)∂xϕ

]
dxdt

≤
∫ T

0

u|a(t)− k|ϕ(0, t)dt+

∫ T

0

|b(t)− f(k)|ϕ(1, t)dt(3.5)

−
∫ 1

0

(|c0(x)− k|+ |h(c0(x))− h(k)|)ϕ(x, 0)dx.
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Section 3.1 contains the entropy estimates and the proof of Theorem 3.1, while section
3.2 is devoted to the convergence results. Finally, we give a few remarks on viscous
regularization is section 3.3.

3.1. A priori estimates. First we briefly show how condition (3.2) gives gen-
eral entropy estimates. Consider a pair (η1, η2) which satisfies (2.2), and assume for
simplicity that η2 is bounded from below by 0. We start from equation (2.4) and
estimate the boundary terms.

At x = 0, we have c1ε(0, ·) = a(·). We have, since v < 0,
[
uη1(c

1
ε) + vη2(c

2
ε)
]∣∣

0
≤

uη1(a) ≤ C if a ∈ L∞. Next at x = 1, we rewrite the boundary condition in the form

c2ε =
u

|v|c
1
ε −

b

|v| .

We want to make −[uη1(c
1
ε) + vη2(

u
|v|c

1
ε − b

|v| )] ≤ K, K being a constant. A sufficient

condition to ensure this is

ζ(c)
def
= −

[
uη1(c) + vη2

(
u

|v|c−
b

|v|
)]

≤ K,

or ζ ′(c) ≤ 0, for c large. Differentiating ζ and using (2.2) shows that this occurs if
η′1(c) = η′2(h(c)) ≤ η′2(

u
|v|c− b

|v| ). Now, the fact that η′2 is nondecreasing and condition

(3.2) lead to

d

dt

∫ 1

0

[
η1(c

1
ε(x, t)) + η2(c

2
ε(x, t))

]
dx ≤ C(a, b, η1, η2,M,K),

where K = sup0≤c≤M ζ(c). By integration, this leads to∫ 1

0

[
η1(c

1
ε(x, t)) + η2(c

2
ε(x, t))

]
dx

≤
∫ 1

0

[
η1(c

0(x)) + η2(h(c0)(x))
]
dx+ C(a, b, η,M,K)t.

We point out again the fact that condition (3.2) is not to be used as it stands,
since it depends on the flux. We prefer to put restrictions on the initial and boundary
data, as in Theorem 3.1, which we are going to prove now. Actually, we perform the
same computations as above, with two particular choices for ηi.

Proof of Theorem 3.1. (i) We first take ηj(c
j) = [cj ]−, which happens to be a

diphasic entropy since h is increasing. With this choice, the right-hand side of (2.4) is
clearly bounded by ua(t)−− [uc1ε(1, t) + vc2ε(1, t)]

− = ua(t)− + [−b(t)]− (by using the
boundary condition at x = 1). This becomes nonnegative provided a ≥ 0 and b ≤ 0.
Integrating in time now gives∫ 1

0

[
η1(c

1
ε(x, t)) + η2(c

2
ε(x, t))

]
dx ≤

∫ 1

0

[
(c01(x))− + (c02(x))−

]
dx ≤ 0

if the initial data are nonnegative. Thus (1.1) preserves the positivity.
(ii) We now choose ηi = ψk

i , for an adequate k, which will give the upper bound.
Indeed, the ψk

i are bounded from below (by 0!), and for k ≥ ‖a‖∞, the term on x = 0
becomes nonpositive. Now, for x = 1, we have with our choice for ηi,

ζ(c) = − u(c− k)+ − v

[
u

v
c+

b

v
− h(k)

]+

≤ [f(k)− b]+
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by a triangle inequality. To make the right-hand side nonpositive, we must find k such
that f(k) ≤ b. This implies k ≤ c? and is compatible with the constraint at x = 0
only if ‖a‖∞ is less than c?.

Finally, by integration, provided k satisfies c? ≥ k ≥ ‖a‖∞, we have

∫ 1

0

[
(c1ε(x, t)− k)+ +

(
c2ε(x, t)− h(k)

)+]
dx

≤ C(b, k)t+

∫ 1

0

[
(c0(x)− k)+ +

(
h(c0(x))− h(k)

)+]
dx.

Now, provided c? ≥ max[‖a‖∞, ‖c0‖∞], we can choose k such that the right-hand side
is nonpositive.

3.2. Strong convergence. We turn to the proof of the convergence results.
Proof of Lemma 3.1. We begin from (2.3) with the diphasic entropy given by

η2(c2) = (1/2)c22, η1(c1) =
∫ c1
0
h(σ) dσ, then multiply by ϕ with compact support in

]0, 1[×]0, T [, and integrate by parts:

−
∫ T

0

∫ 1

0

(
[η1(c

1
ε) + η2(c

2
ε)]∂tϕ + [uη1(c

1
ε) + vη2(c

2
ε)]∂xϕ

)
dx dt

= − 1

ε

∫ T

0

∫ 1

0

(
c2ε − h(c1ε)

)2
ϕdx dt.

Since c1ε and c2ε are L∞-bounded uniformly in ε, multiplying this relation by ε gives
the result.

We now wish to prove a strong convergence property on ciε by using Murat–
Tartar’s compensated compactness argument [27].

Proof of Theorem 3.2. Step 1. First we prove that, up to a subsequence, c1ε
converges strongly. Since c1ε is L∞ bounded uniformly in ε, and the functions h and
ηi are smooth, the sequences c1ε, h(c1ε), and ηi(c

i
ε) converge in L∞ −w∗, respectively,

to c̄, h̄, and η̄i, i = 1, 2. Now consider the following two quantities:

Sε
def
= ∂t

(
c1ε + h(c1ε)

)
+ ∂x

(
uc1ε + vh(c1ε)

)
,

T ε def
= ∂t

(
η1

(
c1ε
)

+ η2

(
h(c1ε)

))
+ ∂x

(
uη1

(
c1ε
)

+ vη2

(
h(c1ε)

))
.

We want to apply the classical div-curl lemma, which asserts that the quantity

(c1ε + h(c1ε))[uη1

(
c1ε
)

+ vη2

(
h(c1ε)

)
]− [η1

(
c1ε
)

+ η2

(
h(c1ε)

)
](uc1ε + vh(c1ε))

passes to the L∞ weak-∗ limit (see [27]), provided Sε and T ε are compact in H−1
loc (Ω).

But, for any pair (η1, η2) of diphasic entropies (in particular for the trivial entropies
(c1ε, c

2
ε) which give back Sε), T ε = µε + gε, where

µε
def
= ∂t

(
η1(c

1
ε) + η2(c

2
ε)
)

+ ∂x
(
uη1(c

1
ε) + vη2(c

2
ε)
)
,

gε
def
= ∂t

(
η2(h(c1ε))− η2(c

2
ε)
)

+ ∂xv
(
η2(h(c1ε))− η2(c

2
ε)
)
.

Now, T ε is bounded in W−1,∞ since c1ε is bounded in L∞, and µε is a nonpositive
measure (it is actually 0 for the trivial entropies). By Lemma 3.1, we have that
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c2ε − h(c1ε) tends to 0 in L2
loc(Ω); hence η2(c

2
ε) − η2(h(c1ε)) also tends to 0 in L2

loc(Ω).
Since the operators ∂t and ∂x are continuous from L2

loc(Ω) to H−1
loc (Ω), gε tends to

0, and hence is compact, in H−1
loc (Ω). Thus, by Murat’s lemma, T ε is compact in

H−1
loc (Ω).

With the obvious notation denoting the weak-∗ limit with an overline, we obtain,
after trivial simplifications,

h(c1)η1(c1)− h η1 = c1η2

(
h(c1)

)− c̄1η2.(3.6)

We now proceed classically by introducing the Young measure ν = νx,t associated
with the sequence c1ε: for every function α,

α(c1ε) ⇀ α =

∫
R

α(ξ) dν(ξ) = 〈α(ξ), ν〉 in L∞ − w ∗ .

Equation (3.6) therefore becomes

〈
(ξ − c̄)η2

(
h(ξ)

)− (h(ξ)− h(c)
)
η1(ξ), ν

〉
= 0.

If we now introduce the aforementioned Kružkov-like entropies η1(c1) = |ξ − c1|,
η2(c2) = |h(ξ)− c2|, the preceding equality becomes

〈
(ξ − c̄)|h(ξ)− h(c̄)| − (h(ξ)− h(c)

)|ξ − c̄|, ν
〉

= 0.

But the fact that h is increasing implies easily that (ξ− c̄)|h(ξ)−h(c̄)| = |ξ− c̄|(h(ξ)−
h(c̄)

)
, so we finally obtain

(
h(c)− h(c̄)

) 〈|ξ − c̄|, ν〉 = 0.

The conclusion now follows exactly in the same way as in [27]: ν is a Dirac mass,
except where h is affine.

Proof of Theorem 3.2. Step 2. First notice that any solution (c1ε, c
2
ε) to (1.1) with

the boundary conditions (1.3) satisfies

(3.7)

−
∫ T

0

∫ 1

0

[(|c1ε − k| + |c2ε − h(k)|)∂tϕ+
(
u|c1ε − k|+ v|c2ε − h(k)|)∂xϕ

]
dxdt

≤
∫ T

0

u|a(t)− k|ϕ(0, t)dt+

∫ T

0

|b(t)− f(k)|ϕ(1, t)dt

−
∫ 1

0

(|c0(x)− k|+ |h(c0(x))− h(k)|)ϕ(x, 0)dx.

Indeed, rewrite (2.3) with η1(c
1) = |c1 − k| and η2(c

2) = |c2 − h(k)|, multiply by
ϕ(x, t) ≥ 0, and integrate by parts with respect to x and t. We obtain, using the
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boundary condition on x = 0 and the fact that v < 0,

−
∫ T

0

∫ 1

0

[(|c1ε − k| + |c2ε − h(k)|)∂tϕ+
(
u|c1ε − k|+ v|c2ε − h(k)|)∂xϕ

]
dxdt

≤
∫ T

0

u|a(t)− k|ϕ(0, t)dt

−
∫ T

0

(
u|c1ε(1, t)− k|+ v|c2ε(1, t)− h(k)|)ϕ(1, t)dt

−
∫ 1

0

(|c0(x)− k|+ |h(c0)(x)− h(k)|)ϕ(x, 0)dx.

For x = 1, we use the boundary condition to get

∫ T

0

(u|c1ε(1, t)− k|+ v|c2ε(1, t)− h(k)|)ϕ(1, t)dt

=

∫ T

0

(
u|c1ε(1, t)− k|+ v

1

|v| |b(t)− uc1ε(1, t)− vh(k)|
)
ϕ(1, t)dt.

Again since v < 0, v/|v| = −1, we add and subtract uk in the second term of the
right-hand side, and we use the triangle inequality to conclude. Finally, the first step
of this proof allows us to pass to the limit in the left-hand side of (3.7).

3.3. Remarks on viscous regularization. We consider here another possible
perturbation of the hyperbolic equation, by means of a viscous regularization. We go
back to the classical form of conservation law,

∂tw + ∂xf(w) = ε∂xxw, x < 1,(3.8)

provided with a perturbed Neumann condition on x = 1:

− ε∂xw(t, 1) + f
(
w(t, 1)

)
= b(t).

This is exactly the context considered by Gisclon in [9] for the Burgers equation.
We drop the Dirichlet condition on x = 0: it has been fully considered by Bardos,

Leroux, and Nédélec in [3] and cannot be treated without a priori BV estimates,
since the entropy condition on the boundary involves the trace of the solution. Notice
that our boundary condition differs from the one in [3], since we do not impose the
equilibrium at the boundary.

We are going to formally recover the L∞ estimate from this perturbation, under
the same assumptions as in Theorem 3.1, that is, b ≤ 0 and condition (3.4). After
that, classical compactness arguments can be performed in order to obtain strong
convergence of the sequence wε to a weak solution.

Indeed, multiply (3.8) by η′(w), where (η, q) is any pair entropy-flux; then inte-
grate in x. We obtain

d

dt

∫ 1

−∞
η(w(x, t)) dx+ q(w(1, t)) = (εη′(w(1, t))∂xw(1, t))(3.9)

−ε
∫ 1

−∞
η′′(w(x, t))(∂xw(x, t))2 dx
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Now, the term involving η′′ is nonnegative since η is convex, and we wish to control
the quantity q(w) − εη′(w)∂xw on the boundary. Using the boundary condition, we
have q(w) − εη′(w)∂xw = q(w) + η′(w) (b− f(w)). But, assuming f(0) = 0, we can
write

q(w) =

∫ w

0

η′(v)f ′(v) dv = −
∫ w

0

η′′(v)f(v) dv + η′(w)f(w),

so that

d

dt

∫ 1

−∞
η(w(x, t)) dx ≤

∫ w(1,t)

0

η′′(v) [f(v)− b] dv.(3.10)

Now, for a general η, if we assume that

f(w) ≤ min
t>0

b(t) if |w| ≥M,(3.11)

for some M > 0 then, since η′′ ≥ 0, the right-hand side in (3.10) is bounded by

inf
w≤M

∫ w

0

η′′(v) (f(v)− b) dv
def
= C.

This proves an entropy estimate for any entropy η, provided (3.11) is satisfied. Notice
that, in the particular case f(w) = ug(w)+vh

(
g(w)

)
, condition (3.11) is exactly (3.2).

Notice also that such a flux condition on a Burgers-like equation does not satisfy the
assumption, since the function w 7→ w2 is not bounded.

To recover the L∞ estimates, we first consider η(w) = w−. Then we have η′′(w) =
−δ0(w), so that (3.10) becomes

d

dt

∫ 1

−∞
w(x, t)− dx ≤ b(t) ≤ 0.

Hence w(x, t) ≥ 0 if w(x, 0) ≥ 0. For the upper bound, we choose η(w) = (w − k)+,
for a given k ∈ R, which gives η′′(w) = δk(w). Thus

d

dt

∫ 1

−∞
[w(x, t)− k]+ dx ≤

{
0 if k 6∈ [0, w(1, t)],
f(k)− b(t) if k ∈ [0, w(1, t)].

If one can choose k such that f(k) − b(t) ≤ 0, then we are done. This can be done
precisely if condition (3.4) is satisfied.

4. The Langmuir model. We now consider an N ×N system which appears
in chemical engineering both in chromatography and distillation. The unknowns are
N functions ci(x, t) solutions of

∂t
(
ci + hi(c)

)
+ ∂x

(
uci + vhi(c)

)
= 0, t ≥ 0, x ∈]0, 1[, 1 ≤ i ≤ N,(4.1)

ci(x, 0) = c◦i (x) ≥ 0,

where the vector-valued function h is the so-called Langmuir isotherm (see [20]),

hi(c) =
kici
D

.(4.2)
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The ki’s given here are numbers 0 < k1 < k2 < · · · < kN and D = 1+c1+c2+· · ·+cN .
Function h is defined for D > 0, which contains the “physical domain” {ci ≥ 0, 1 ≤
i ≤ N}. We set in the following c(x, t) = (c1(x, t), . . . , cN (x, t)).

System (4.1) of partial differential equations has been treated by Rhee, Aris, and
Admundson in [24] for chromatography, which corresponds to v = 0, and in [25] for
a countercurrent model of chromatography, which is very close to the system we deal
with. Canon and James also studied both systems [5], [6], respectively, for distillation
and chromatography. Serre [26] studied a variant of this system, which emphasizes
the structure of the function h. On the same variant, a kinetic formulation was
obtained in [14], which led to L∞ estimates and strong convergence properties for
bounded sequences of solutions, even though system (4.1) is not hyperbolic on the
whole physical domain. The entropies we are about to use are very similar to those
in [14], and before defining them, we recall without proof some fundamental algebraic
properties of h (see [5], [24], [26]).

Lemma 4.1. (i) If ci ≥ 0 for 1 ≤ i ≤ N , then A(c) = ∇ch(c) has N real

eigenvalues µi(c), and wi
def
= Dµi satisfies

0 < w1 ≤ k1 ≤ w2 ≤ k2 ≤ · · · ≤ kN−1 ≤ wN ≤ kN ;

(ii) wi is a strong i-Riemann invariant, in the sense that ∇cwi is a left eigenvector
of A(c);

(iii) D =

N∏
i=1

ki
wi

;

(iv) ci
∏
j 6=i

(
1− ki

kj

)
= −

N∏
j=1

(
1− ki

wj

)
;

(v) σ0
def
=

N∏
i=1

ki, σj(c)
def
=

∑
1≤i1,... ,ij≤N

1

wi1 . . . wij

for 1 ≤ j ≤ N,

are N + 1 independent affine functions of (c1, . . . , cN ).
These properties are very strong. (i) and (ii) give the so-called richness (Serre

[26]): system (4.1) admits a diagonal form for smooth solutions, namely,

(1 + µi)∂twi + (u+ vµi)∂xwi = 0.(4.3)

Moreover, this system also belongs to the Temple class [28] for which some existence
and uniqueness results are known in BV when they are strictly hyperbolic (see [26],
[13]).

Remark 4.1. Let us point out an important point (see [6] for further details).
Property (i) allows a degeneracy of the system (two equal eigenvalues). This can
happen only for wi = wi+1 = ki, then µi = µi+1, and ci = 0. It requires that,
initially, w0

i (x) = w0
i+1(x) = ki for some x ∈ R.

Section 4.1 is devoted to some technical devices to generalize the kinetic entropies
of [14] for system (4.1). Next, we establish some invariants regions in section 4.2. In
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particular, we prove that the domain {ci ≥ 0} is invariant. Finally, we prove strong
convergence results in section 4.3. In the following, we shall say that a vector z is
nonnegative, z ∈ R

N
+ (respectively, nonpositive, z ∈ R

N
− ), if all its components are

nonnegative (respectively, nonpositive). We denote by w1 (respectively, wa
i , w

0
i ) the

i-Riemann invariant associated by Lemma 4.1(ii) with c1
ε (respectively, with the data

on x = 0, with the initial data).

4.1. Some specific entropies. Now, we define a first trivial (i.e., affine) dipha-
sic entropy for system (4.1), from which we shall build a specific family of nontrivial
(i.e., convex) diphasic entropies. This set of entropies was already mentioned by Serre
[26]. For ξ ∈ R+ and c1 ∈ R

N
+ , we set

E0(ξ; c
1) =

N∏
i=1

(
1− ξ

w1
i

)
, γ(ξ) = E0(ξ; 0) =

N∏
i=1

(
1− ξ

ki

)
,

where w1
i are the Riemann invariants corresponding to c1.

Lemma 4.2. The function E0 is affine with respect to c1. Let ∇cE0(ξ) denote
its gradient. We now define, for ξ ∈ R

+ and c2 ∈ R
N ,

F0(ξ; c
2) = ∇cE0(ξ) · c2 + ξγ(ξ).(4.4)

Then the pair of functions (E0, F0) defines a diphasic entropy for (4.1), and we have

F0(ξ;h(c1)) =
ξE0(ξ; c

1)

D
.(4.5)

Proof. First notice that, if E0 is affine and F0 is given by (4.4), then obviously
the pair (E0, F0) defines a diphasic entropy, since ∇c2F0(ξ;h(c1)) = ∇cE0(ξ).

We are going to prove that E0 satisfies


E0(ki; c
1) = βic

1
i , where βi =

∏
j 6=i(1− ki/kj),

E0(ξ; c
1) = − γ(ξ)

[∑N
i=1

kic
1
i

ki−ξ −D
]

= − γ(ξ)
[
ξ
∑N

i=1
c1i

ki−ξ − 1
]

for ξ 6= ki,

(4.6)

so that for ξ 6= ki, ∇cE0(ξ) = −ξγ(ξ)( 1
ki−ξ )1≤i≤N . To prove (4.6), recall that the

Riemann invariants w1
i are the roots of the algebraic equation ϕ(ξ) = 0, where

ϕ(ξ) =

N∑
i=1

kici
ki − ξ

−D = ξ
N∑
i=1

ci
ki − ξ

− 1.(4.7)

But ϕ is also a rational fraction with poles ki and roots w1
i ; thus an easy computation

gives

ϕ(ξ) = −D
N∏
i=1

ξ − w1
i

ξ − ki
= −

N∏
i=1

ξ
w1
i
− 1

ξ
ki
− 1

= − E0

γ(ξ)
(4.8)

by Lemma 4.1(iii) and the definitions of E0 and γ(ξ). Putting together (4.7) and (4.8)
gives (4.6). Finally, (4.5) is obtained by playing with the two definitions of E0, since

∇cE0(ξ) · h(c1) = − ξγ(ξ)
N∑
i=1

kic
1
i

D

1

ki − ξ
=

ξ

D
E0(ξ; c

1)− ξγ(ξ),
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and this completes the proof.
Remark 4.2. We state here a few useful properties of F0. First, it is a polynomial

of degree N + 1 in ξ, very similar to E0: if c2i ∈ R
N
+ , it has roots 0, w2

1, . . . , w
2
N , with

0 < w2
1 ≤ k1 ≤ · · · ≤ w2

N ≤ kN . We easily obtain also that, for any z ∈ R
N ,

F0(ki; z) = ∇cE0(ki) · z = βizi, 1 ≤ i ≤ N.(4.9)

A crucial point now is to remark that E0(ξ; c) and F0(ξ;h(c)) vanish simulta-
neously for ξ = w1

i = w2
i , 1 ≤ i ≤ N . Thus, taking the convention wj

0 = 0 and

wj
N+1 = +∞, we easily deduce the following.

Corollary 4.3. For 0 ≤ i ≤ N , c1 ∈ R
N
+ , c2 ∈ R

N
+ , let w1

i (respectively, w2
i ) be

the roots of E0 (respectively, the nonzero roots of F0). Define

χ1
i (ξ; c

1) = |E0(ξ; c)|1I{ξ∈]w1
i ,w

1
i+1[},(4.10)

χ2
i (ξ; c

2) = |F0(ξ; c
2)|1I{ξ∈]w2

i ,w
2
i+1[}.

Then the pair (χ1
i , χ

2
i ) defines a diphasic entropy for (4.1).

Notice that χ1
i (respectively, χ2

i ) is actually convex with respect to c1 (respec-

tively, to c2), as the absolute value of an affine function. Thus the function ηi(ξ; c)
def
=

χ1
i (ξ; c) + χ2

i (ξ;h(c)) is indeed a nontrivial convex diphasic entropy for (4.1).
The class of entropies we consider now is defined as follows. Set, for j = 1, 2,

cj ∈ R
N
+ , and a fixed 0 ≤ i ≤ N ,

Sj(cj) =

∫
R+

g(ξ)χji (ξ; c
j) dξ, j = 1, 2.

The functions S(c) = S1(c)+S2(h(c)) are diphasic entropies for (1.2), for any nonneg-
ative function g such that gχji is integrable at +∞ in ξ (recall that χji is a polynomial
in ξ). The corresponding entropy flux is Q(c) = uS1(c) + vS2(h(c)). We have to
complement these functions by using for g a Dirac mass, g(ξ) = δξ∗(ξ). To justify
this, consider a sequence of nonnegative g’s which converge to such a Dirac mass.
These entropies will appear in the proof of the maximum principle below. Let us
denote by E the set of all these entropies for 0 ≤ i ≤ N .

Remark 4.3. The entropies in E are defined only on R
N
+ and therefore cannot be

used to prove the invariance of R
N
+ . But it is easily checked that the pairs ([c1i ]

−, [c2i ]
−),

where r− is the negative part of r ∈ R, define diphasic entropies on the domain D > 0.

4.2. Invariant regions. In this subsection, we shall prove that the solution
(c1

ε, c
2
ε) to (4.1) is bounded in L∞ uniformly in ε, thus giving rise to a weakly conver-

gence subsequence. In the next subsection, we prove that this subsequence actually
converges almost everywhere to a solution in the sense of (4.14) below.

Theorem 4.4. Assume c0 ∈ L1 ∩ L∞(]0, 1[)N , a ∈ L∞(R+)N , b ∈ L∞(R+)N ,
c0,a nonnegative, and b nonpositive. Let 0 < w− ≤ k1 satisfy w− ≤ wa

1 (t), w0
1(x) ≤

k1 for all (t, x). Define

ψ(ξ)
def
= ∇cE0(ξ) · b + (u+ vξ)γ(ξ),

and assume that

ξ?
def
= inf{ξ ≤ k1;∃ξ′ ≤ ξ, ψ(ξ′) ≤ 0} > w−.(4.11)
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Let (c1
ε, c

2
ε) be a solution of (1.1). Then there exists a constant C independent of ε

such that 0 ≤ ciε(x, t) ≤ C, 1 ≤ i ≤ N , ∀(t, x) ∈ [0, T ]× [0, 1].

Remark 4.4. Once again, one can choose ξ0 = w− only if w− satisfies ψ(w−) ≤ 0.

Remark 4.5. The existence of ξ∗ relies on the nonpositivity of the polynomial ψ
on [0, k1] (one has ψ(0) = u > 0 and ψ(k1) = − k1b1

∏
i>1(ki − k1) ≥ 0, so this is not

trivially satisfied). This leads to a condition on u, v,b, and k1, which is actually not
very explicit, except for N = 1 (see Remark 3.1). However, one can rewrite things as
follows. For 0 < ξ < k1, define c(ξ) ∈ R

N
+ by

ci(ξ) =
ki − ξ

Nξ
, 1 ≤ i ≤ N.

Then a few easy algebraic computations prove

∇cE0(ξ) · c(ξ) = − γ(ξ), ∇cE0(ξ) · h(c(ξ)) = − ξγ(ξ),

so that ψ(ξ) ≤ 0 rewrites ∇cE0(ξ) · [b − (uc(ξ) + ξγ(ξ))] ≤ 0. Thus condition
(4.11) can be compared to (3.4) in a more consistent way. Notice that this can
also be read as an entropy inequality, since ∇cE0(ξ) · [b − (uc(ξ) + ξh(c(ξ)))] =
E0(ξ;b)− E0(ξ;uc(ξ) + ξh(c((ξ))) = F0(ξ;b)− F0(ξ;uc(ξ) + ξh(c((ξ))).

Proof of Theorem 4.1. To lighten the notations a bit, we omit the index ε in
this proof. First notice that w− exists since a and c0 are nonnegative and uniformly
bounded.

Let us prove first that for a given index i, if ai ≥ 0, bi ≤ 0, and c0i ≥ 0, then cji ≥ 0
for j = 1, 2. For this purpose we make use of the entropy introduced in Remark 4.3.
Inequality (2.4) can be rewritten here as

d

dt

∫ 1

0

(
[c1i (x, t)]

− + [c2i (x, t)]
−) dx ≤ [c1i (0, t)]

−+v[c2i (0, t)]
−−u[c1i (1, t)]

−−v[c2i (1, t)]−.

Now, as in the scalar case, we notice that v < 0 and (cji )
− ≥ 0, so u[c1(0, t)]− +

v[c2(0, t)]− ≤ u[ai(t)]
− by the boundary condition at x = 0. Since ai(t) ≥ 0 for

1 ≤ i ≤ N , [ai(t)]
− = 0, and the same occurs for the initial data.

For x = 1, we have to prove that F
def
= − u[c1(1, t)]− − v[c2(1, t)]− ≤ 0. This

clearly occurs if (bi−uc1i (1, t))/v ≥ 0. If this is not the case, we have 0 ≥ bi(t) ≥ uci(t)
since v < 0 so that F = bi(t)|βi| ≤ 0. Hence the following differential inequality holds:

d

dt

∫ 1

0

(
[c1(x, t)]− + [c2(x, t)]−

)
dx ≤ 0.

The conclusion now follows easily: the components of c1
ε and c2

ε remain nonnegative
for any t > 0.

We turn now to the proof of the upper bound. For simplicity, we assume the
nonnegativity. In view of formula (iv) in Lemma 4.1, we have to prove that there
exists ξ0 > 0 such that wj

1 ≥ ξ0 for all (t, x). We consider the diphasic entropy
(S1, S2),

S1(c1) =

∫ w1
2

w1
1

|E0(ξ; c
1)|g(ξ)dξ, S2(c2) =

∫ w2
2

w2
1

|F0(ξ; c
2)|g(ξ)dξ.



1216 FRANÇOIS JAMES

The usual trick of convexity of S1 and S2 leads to

d

dt

∫ 1

0

[S1(c1(x, t)) + S2(c2(x, t))] dx ≤ − [uS1(c1(x, t)) + vS2(c2(x, t))]

∣∣∣∣
x=1

x=0

.(4.12)

Set H0 = uS1(c1(0, t))+ vS2(c2(0, t)) and H1 = − [uS1(c1(1, t))+ vS2(c2(1, t))]. We
have

H0 =

∫ w1
2

w1
1

u|E0(ξ; c
1)|g(ξ)dξ +

∫ w2
2

w2
1

v|F0(ξ; c
2)|g(ξ)dξ ≤

∫ wa
2

wa
1

u|E0(ξ;a)|g(ξ)dξ,

since v < 0. For any ξ0 ≤ w−, choosing g = δξ0 cancels the right-hand side of the
preceding inequality.

Concerning H1, we want to take g = δξ0 for a carefully chosen ξ0 ≤ w− such that

H1 = −
∫ w1

2

w1
1

u|E0(ξ; c
1)|δξ0(ξ)dξ −

∫ w2
2

w2
1

v

∣∣∣∣F0

(
ξ;

1

v
[b− uc1]

) ∣∣∣∣δξ0(ξ)dξ ≤ 0.(4.13)

We know, since everything is nonnegative, that 0 < w1
1, w

2
1 ≤ k1 ≤ w1

2, w
2
2, so that

necessarily ξ0 ≤ w1
2, w

2
2. Now, if ξ0 < w2

1, then H1 ≤ 0 by (4.13). If ξ0 ≥ w2
1, we have

by construction F0(ξ0; (b − uc1)/v) ≤ 0 (indeed one can check that F0(ξ = 0) = 0
and ∂ξF0(ξ = 0) ≥ 0). On the other hand, an easy computation shows

vF0

(
ξ;

1

v
[b− uc1]

)
= ψ(ξ0)− uE0(ξ0; c

1).

Since w− ≥ ξ?, one can choose any ξ? ≤ ξ0 ≤ w− such that ψ(ξ0) ≤ 0. The preceding
equality therefore gives E0(ξ0; c) ≤ 0, so that ξ0 ∈ [w1

2p+1, w
1
2p+2] for some p ≥ 1, by

assertion (iv) in Lemma 4.1. Since ξ0 ≤ k1 ≤ w1
2, necessarily ξ0 ∈ [w1

1, w
1
2] so that

finally, H1 can be rewritten, by simple consideration of sign on E0 and F0,

H1 = uE0(ξ0; c
1) + vF0

(
ξ0;

1

v
[b− uc1]

)
= ψ(ξ0) ≤ 0.

The preceding choice of ξ0 cancels the right-hand side of (4.12). When integrating
in t, we introduce the initial data, but the choice of g = δξ0 for ξ0 ≤ w− gives also
S1(c0(x)) = S2(h(c0(x)) = 0, so finally (4.12) gives

∫ 1

0

[S1(c1(x, t)) + S2(c2(x, t))] dx ≤ 0,

which leads to S1(c1(x, t)) = S2(c2(x, t)) = 0, ∀t > 0. A simple contradiction argu-
ment then gives w1

1(x, t) ≥ ξ0 and w2
1(x, t) ≥ ξ0 for a.e. x, ∀t > 0.

4.3. Strong convergence. The L∞ estimate leads obviously to the following
weak convergence result: c2

ε − h(c1
ε) tends to 0 in D′(Ω)N when ε tends to 0. We

actually have a stronger convergence result.
Lemma 4.5. Under the above assumptions ensuring the L∞ bounds on the solu-

tion, c2
ε − h(c1

ε) tends to 0 in L2
loc(Ω)N .

From (1.1), we can obtain the following inequality for the entropies (χ1
i , χ

2
i ):

∂t
(
χ1
i (ξ; c

1
ε) + χ2

i (ξ; c
2
ε)
)

+ ∂x
(
uχ1

i (ξ; c
1
ε) + vχ2

i (ξ; c
2
ε)
) ≤ 0.
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The negative sign holds since ∇cχ
2
i (ξ; ·) is a monotone operator, as before. Now,

multiply this inequality by any nonnegative ϕ ∈ D(Ω), integrate by parts, and treat
the boundary conditions as in the above proof. One obtains

−
∫ T

0

∫ 1

0

[
∂tϕ

(
χ1
i (ξ; c

1
ε(x, t)) + χ2

i (ξ; c
2
ε(x, t))

)
+∂xϕ

(
uχ1

i (ξ; c
1
ε(x, t)) + vχ2

i (ξ; c
2
ε(x, t))

)]
dx dt

≤
∫ T

0

ϕ(0, t)uχ1
i (ξ;a(t)) dt−

∫ 1

0

ϕ(x, 0)S(c0(x)) dx

−
∫ T

0

[
uχ1

i (ξ; c
1
ε(1, t)) + vχ2

i (ξ; c
2
ε(1, t))

]
ϕ(1, t) dt.

Once again, some considerations of sign allow us to prove that for the boundary term
on x = 1, we have for any ξ, since c2

ε(1, t) = (b(t)− uc1
ε(1, t))/v,

uχ1
i (ξ; c

1
ε(1, t)) + vχ2

i (ξ; c
2
ε(1, t)) ≤ |∇cE0(ξ) · b(t)− (u+ vξ)γ(ξ)| def

= B(t).

The resulting entropy estimate is analogous to (3.7). Now, following the lines of
[14], we can apply compensated compactness to obtain the following result of strong
convergence.

Theorem 4.6. We make the same assumptions as in Theorem 4.1. Then there
exists a subsequence of solutions to (1.1), still denoted by c1

ε, which converges almost
everywhere and strongly in ]0, 1[×]0, T [ to c ∈ L∞(]0, T [;L1(]0, 1[))N . Moreover, c
satisfies, for any ϕ ∈ D(Ω), ϕ ≥ 0, ξ > 0,

(4.14)

−
∫ T

0

∫ 1

0

[S(c)∂tϕ + Q(c)∂xϕ] dx dt

≤
∫ T

0

uχ1
i (a(t))ϕ(0, t) dt−

∫ T

0

B(t)ϕ(1, t) dt−
∫ 1

0

S(c0(x))ϕ(x, 0) dx,

with B(t) = |∇cE0(ξ) · b(t) − (u + vξ)γ(ξ)|, for S(c) = χ1
i (c) + χ2

i (h(c)), Q(c) =

uχ1
i (c) + vχ2

i (h(c)), and χji being defined by (4.10).

Proof of Lemma 4.3. Consider the pair of entropies (η1, η2) obtained by choosing,
for a given i, g = 1I[0,ki]. Their gradients are given by

∇cη1(c
1) =

∫ ki

w1
i

sign(E0(ξ; c
1))∇cE0(ξ)dξ,

∇cη2(c
2) =

∫ ki

w2
i

sign(F0(ξ; c
2))∇cE0(ξ)dξ.

Omitting here the dependence in ε, we take the scalar product of the two equations in
(1.1), respectively, by ∇cη1(c

1) and ∇cη2(c
2), sum the two equations, and integrate

dx dt with a nonnegative test function ϕ ∈ D(Ω). We obtain, after integration by
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parts and multiplication by ε,

Aε def
= ε

∫ T

0

∫ 1

0

(
∂tϕ(x, t)

[
c1(x, t) + c2(x, t)

]
+ ∂xϕ(x, t)

[
uc1(x, t) + vc2(x, t)

])
dx dt

= −
∫ T

0

∫ 1

0

[∫ ki

w1
i

sign(E0(ξ; c
1))∇cE0(ξ)dξ −

∫ ki

w2
i

sign(F0(ξ; c
2))∇cE0(ξ)dξ

]

· (c2 − h(c1))dx dt.

Notice that Aε ≥ 0 by the second equality and the convexity of ηi. Obviously, since
c1 and c2 are bounded in L∞, Aε tends to 0 when ε goes to zero. We have to work
from now on with

P (x, t)
def
= −

[ ∫ ki

w1
i

sign(E0(ξ; c
1))∇cE0(ξ)dξ −

∫ ki

w2
i

sign(F0(ξ; c
2))∇cE0(ξ)dξ

]

·(c2 − h(c1)).

It is easy to check that signE0(ξ; c
1) = signF0(ξ,h(c1)) = signF0(ξ; c

2) for ξ ∈
[w1

i , ki] ∩ [w2
i , ki]. We are thus left with an integral over [min(w1

i , w
2
i ),max(w1

i , w
2
i )].

Let us assume that w1
i ≤ w2

i ; the computations are the same if the converse holds.
We have, by considerations of sign on F0,

P (x, t) = 2

∫ w2
i

w1
i

[|F0(ξ; c
2)|+ |F0(ξ;h(c1))|] dξ.

Now, we write for N ≥ 4,

|F0(ξ; c
2)| = (ξ − w2

i−1)(ξ − w2
i )(w

2
i+1 − ξ)

∏
j 6∈{i−1,i,i+1} |w2

j − ξ|∏N
i=1 w

2
j

.

The fourth term is greater than some K > 0 (K depending on k1, . . . , kN and ξ0),
since either w2

j ≤ ki−2 or w2
j ≥ ki+1, and ki−1 ≤ ξ ≤ ki. For the first three terms, we

simply write (ξ − w2
i−1)(ξ − w2

i )(w
2
i+1 − ξ) ≥ (ξ − w2

i )
2(w2

i+1 − w2
i ), which leads by

integration to

∫ w2
i

w1
i

|F0(ξ; c
2)|dξ ≥ K

3
(w1

i − w2
i )

3(w2
i+1 − w2

i ) ≥
K

3
(w1

i − w2
i )

4.

For N = 3, we have a similar estimate, since the fourth term reduces to K/(w2
1w

2
2w

2
3).

Because the same holds for |F0(ξ;h(c1))|, we have finally that for some C > 0,
depending only on k1, . . . , kN ,

∫ T

0

∫ 1

0

|w1
i (x, t)− w2

i (x, t)|4ϕ(x, t)dx dt ≤ C

∫ T

0

∫ 1

0

P (x, t)ϕ(x, t)dx dt = Aε

tends to zero. Thus |w1
i−w2

i | tends to 0 in L4
loc(Ω) and therefore in L2

loc(Ω). ForN = 2,
the same computations lead to convergence in L3

loc(Ω) and hence in L2
loc(Ω). Finally,

if N = 1, we directly obtain L2
loc(Ω). Since the function (w1, . . . , wN ) 7→ (c1, . . . , cN )

is Lipschitz continuous, we are done.
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Proof of Theorem 4.2. We merely give the sketch of the proof, referring to [14] for
the detailed computations, which are identical. Summing the equations for 0 ≤ i ≤ N ,
we obtain, with the same notations as in the scalar case,

(4.15)

T ε(ξ) = ∂t[G0(ξ, c
1) +H0(ξ,h(c1))] + ∂x[uG0(ξ, c

1) + vH0(ξ,h(c1))] = µε(ξ) + gε(ξ),

with G0 = |E0| and H0 = |F0|. Since η1 and η2 are convex, the usual computa-
tion proves that µε(ξ) is a nonpositive measure. By Lemma 4.3, gε(ξ) is compact in
H−1

loc (Ω); thus, again applying Murat’s lemma, we can apply the compensated com-
pactness lemma to (4.15), for two different values ξ and ξ′. We obtain, after some
easy simplifications,

G0(ξ) ξ′G0(ξ′)/D −G0(ξ′) ξG0(ξ)/D = (ξ′ − ξ)G0(ξ)G0(ξ′)/D.

Dividing by G0(ξ) G0(ξ′) (ξ′ − ξ) and letting ξ′ go to ξ, we get

∂ξ
ξG0(ξ)/D

G0(ξ)
=
G0(ξ)2/D

G0(ξ)
2 .(4.16)

Of course (4.16) has to be justified at points where G0(ξ) = 0. This occurs when
G0(ξ0, w) = 0 for all w in the support of ν, that is, wj = ξ0 for some j. If wj is a simple
eigenvalue, the formula is justified by applying l’Hospital’s rule in a neighborhood of
ξ0 to G′

0, which is not zero since the root is simple. When we have a double root,
that is, ξ0 = kj , the same technique can be used with G′′

0 , which in no case can be
zero, since the root cannot be triple.

Equation (4.16) is not completely satisfactory because its right-hand side does not
vanish when dν is a Dirac mass. Therefore, we again apply compensated compactness
to (4.15) for a given ξ and

∂t

(
D +

α

D

)
+ ∂x

(
uD + v

α

D

)
= 0, α = k1u1 + · · ·+ kNuN .

This yields G0(ξ) α/D − ξG0(ξ)/D D = G0(ξ)α/D − ξG0(ξ). After dividing it by
D G0(ξ), we can combine it with the left-hand side of (4.15) to get

−∂ξG0(ξ)α/D

G0(ξ)
=
G0(ξ)2/D

G0(ξ)
2 − 1

D
≥ 0,(4.17)

this last inequality being just Cauchy–Schwarz. Inequality (4.17) is the keystone to
proving that dν is in fact a Dirac mass.

Indeed, if in (4.17) the inequality is strict at some point, we obtain a contradiction
by comparing the values of the nonincreasing function

G0(ξ)α/D

G0(ξ)

at the points ξ = 0 and ξ = +∞, then ξ = ki and ξ = ∞. This means that the
inequality in (4.17) is just an equality for all ξ ≥ 0, so that the equality case in
Cauchy–Schwarz applies. We obtain the existence of a function λ(ξ) such that, for
all ξ ≥ 0, G0(ξ, c

1) = λ(ξ)D(c1) a.e. in the support of dν(c1). From this we deduce
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that, for two possible elements c1, c
′1 of the support of dν(c1), we have necessarily

G0(ξ, c
1) = G0(ξ, c

′1). Thus σj(c
1) = σj(c

′1), and by Lemma 4.1 (v) this proves that

c1 = c
′1 and the support of ν is a single point.

Remark 4.6. Notice that formula (4.14) is exactly the kinetic formulation obtained
in [14], but the boundary terms forbid us to write it in the usual way, with some
nonnegative measure on the right-hand side.

5. Boundary conditions. So far, we have defined in Theorems 3.2 and 4.2
kinds of weak solutions. The aim of this section is to prove that these solutions are
actually solutions to (1.2) in the sense of distributions, and to give a meaning to the
reflux boundary condition at x = 1. It seems that we lose the Dirichlet-like boundary
condition at x = 0 when passing to the limit. This is not really surprising, since we
pass from 2N equations to N equations: the system becomes overdetermined.

Before precisely stating our results, we need to introduce some material. Indeed,
we want to precisely state the meaning of the boundary conditions. But we deal with
L∞ functions, which usually do not have any trace on the boundary. The following
result, which we state as a lemma, follows easily by choosing the test functions ϕ ∈
D(Ω) in (3.5) or (4.14).

Lemma 5.1. Let (η1, η2) be any pair of convex functions defining a diphasic
entropy. Let c ∈ L∞(Ω) be a weak solution as in Theorems 3.2 or 4.2. Then the

vector-valued function ψ = (ψ1, ψ2)
def
= (η1(c) + η2(h(c)), uη1(c) + vη2(h(c))) is in

L∞(Ω), and divψ = ∂tψ1 + ∂xψ2 is a nonnegative measure in Ω.
We are thus in a position to apply a result by Anzellotti [1, Theorems 1.2 and

1.9], which essentially states that ψ has a trace on ∂Ω, in some sense. We recall this
result here without proof.

Theorem 5.2. Let Ω ⊂ R
n be a bounded domain with locally Lipschitz boundary

∂Ω. Set X(ω) = {ψ ∈ L∞(Ω; Rn); divψ is a bounded measure in Ω}. Then there
exists a trace operator

γ : X(Ω) → L∞(∂Ω),

such that, for any ϕ ∈ BV (Ω) ∩ L∞(Ω) ∩ C0(Ω),∫
Ω

ϕ divψ dx+

∫
Ω

(ψ,ϕ) dx =

∫
∂Ω

γψ ϕdσ,(5.1)

where σ is the superficial measure on ∂Ω.
In this result, (ψ,ϕ) has to be defined as a measure (Definition 1.4 in [1]). We de-

note by γ0 the trace on ]0, 1[×{0}, by γ0 and γ1 the traces, respectively, on {0}×]0, T [
and {1}×]0, T [. Since γψ is, by construction, a weak trace on ∂Ω of the normal
component of ψ, we have

at t = 0, γψ = γ0[η1(c) + η2(h(c))],
at x = 0, 1, γψ = γ0,1[uη1(c) + vη2(h(c))].

In particular, for the trivial entropies, we recover the conservative variables so that,
for 1 ≤ i ≤ N , ci + hi(c) has a trace on t = 0, and uci + vhi(c) has traces on x = 0
and x = 1. Notice that this trace is attained in a weak sense (see [18]), in contrast
with the traces of BV functions, which are attained in L1.

Theorem 5.3. (i) Let c be a solution as in Lemma 5.1. Then it is a solution to
(1.2) in D′(Ω), and we have, for 1 ≤ i ≤ N ,{

γ1[uci + vhi(c)] = bi, a.e. t ∈]0, T [;
γ0[ci + hi(c)] = c0i + hi(c

0), a.e. x ∈]0, 1[.
(5.2)
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(ii) For any pair (η1, η2) denoting the Kružkov entropies in the scalar case, the kinetic
entropies for the Langmuir system, define ψ as in Lemma 5.1. Then the following
entropy inequalities hold for a.e. t ∈]0, T [:{

γ0[uη1(c) + vη2(h(c))] ≤ uη1(a),
γ1[uη1(c) + vη2(h(c))] ≤ B(t),

(5.3)

where B(t) = |b(t) − f(k)| in the scalar case and is defined in Theorem 4.2 for the
Langmuir system.

Remark 5.1. This theorem shows that the initial condition and the reflux bound-
ary condition are satisfied in a strong sense (in L∞(∂Ω), actually). We have no
information about the input boundary condition at x = 0, except for the entropy in-
equalities (5.3). Notice that, even for the conservative variables themselves, we loose
some information. Indeed, we know that there is a trace for uc + vh(c) at x = 0,
but this function is not one-to-one, so we cannot compare c to a. Moreover, even if
uc + vh(c) is one-to-one, a boundary layer phenomenon will very likely occur here,
as the following easy computation shows.

Consider a stationary solution to (1.1) in the scalar case, for a linear function
f(c) = (u + vk)c, with k > u/|v|. The system boils down to the single ordinary
differential equation

dc

dx
=

1

εuv
[b− f(c)], c(0) = a.

There exists a unique equilibrium point c∗ such that f(c∗) = b, and it is attractive.
The solution cε is computed explicitly:

cε(x) =
b

u+ kv
+

(
a− b

u+ kv

)
exp

(
−u+ kv

εuv
x

)
= c∗ + (a− c∗) exp

(
−u+ kv

εuv
x

)
.

Obviously, the trace of the limit solution is c∗, which has no reason to coincide with a.
We do not wish to investigate this boundary layer now, and leave it for future work.

Proof of Theorem 5.2. To prove part (i) of the theorem, we sum the two equations
in (1.1), which gives the conservation of matter, and proceed exactly as in the proof
of the convergence theorems. Provided we choose a test function ϕ ∈ D(]0, 1]× [0, T [),
that is, if the test function does not see the boundary condition at x = 0, we obtain
a weak formulation with an equality sign:

−
∫ 1

0

∫ T

0

[(c + h(c))∂tϕ+ (uc + vh(c))∂xϕ]dx dt(5.4)

=

∫ 1

0

[c0 + h(c0)]ϕ(x, 0)dx−
∫ T

0

b(t)ϕ(1, t)dt,

since the boundary condition at x = 1 is satisfied exactly.
As a first consequence, we obtain, by taking ϕ ∈ D(Ω), that c is actually a solution

to (1.2) in D′(Ω). Therefore we can apply (5.1) with ψ = (ci + hi(c), uci + vhi(c)),
1 ≤ i ≤ N , and ϕ ∈ D(]0, 1]× [0, T [). The left-hand side of (5.4) is exactly

∫
Ω
(ψ,ϕ),

and divψ = 0, so we are left with∫ 1

0

γ0[ci + hi(c)]ϕ(x, 0)dx−
∫ T

0

γ1[uci + vhi(c)]ϕ(1, t)dt

=

∫ 1

0

[c0i + hi(c
0)]ϕ(x, 0)dx−

∫ T

0

bi(t)dt.
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Since this holds for any ϕ, we obtain (5.2).

Now, (5.3) follows from (3.5) or (4.14). By Lemma 5.1, for any pair (η1, η2),
ψ = (η1(c)+η2(h(c)), uη1(c)+vη2(h(c))) satisfies that divψ is a nonnegative measure.
Thus we can apply (5.1) in both formulae, with ϕ ∈ D([0, 1]× [0, T [), and obtain

∫ 1

0

γ0[η1(c) + η2(h(c))]ϕ(x, 0)dx−
∫ T

0

γ1[uη1(c) + vη2(h(c))]ϕ(1, t)dt

≤
∫ 1

0

[η1(c
0) + η2(h(c0))]ϕ(x, 0)dx−

∫ T

0

B(t)dt.

Since this holds for any ϕ, we obtain (5.3).
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1. Introduction. For r ∈ [0, 1], Legendre’s complete elliptic integrals of the first
and second kind are defined by

(1.1) K = K(r) =

∫ π/2

0

(1− r2 sin2 t)−1/2dt, K′ = K′(r) = K(r′),

(1.2) E = E(r) =

∫ π/2

0

(1− r2 sin2 t)1/2dt, E′ = E′(r) = E(r′),

respectively, where r′ =
√

1− r2. Note that K(0) = E(0) = π/2 and K(1) =
∞, E(1) = 1.

These integrals have been studied extensively by several authors from different
points of view. Asymptotic approximation of symmetric normal forms of these inte-
grals appears in [C, CG]. Behavior of K(r) near the singularity r = 1 has been studied
in [K]. Monotonicity properties of certain combinations of E(r) and K(r), with appli-
cations to Robin capacity, appear in [DP, ADV]. Relationships among these elliptic
integrals, the Gauss arithmetic-geometric mean, and other mean values have been
studied in [BB2, G, VV].

The present study is motivated by the theory of quasi-conformal maps, where
elliptic integrals occur in the formulas for the moduli of plane ring domains (cf. (1.3)).
In this context, the following two conjectures were stated in [AVV2, Conjectures 3.1].

Conjecture 1.1. For r ∈ (0, 1),

r′2 <
r′ exp(K(r))− 4

exp(π/2)− 4
< 2

√
1− r

2− r
.

∗Received by the editors October 14, 1996; accepted for publication (in revised form) September
22, 1997; published electronically June 2, 1998. This work was begun during the first author’s visit
to the Mathematics Department, University of Helsinki, with support from CIMO and the Finnish
Ministry of Education, and completed at Auckland during his visit to the University of Auckland
with support from its Department of Mathematics.

http://www.siam.org/journals/sima/29-5/31049.html
†School of Science and Arts, Hangzhou Institute of Electronics Engineering, Hangzhou 310037,

People’s Republic of China.
‡Department of Mathematics, University of Auckland, P.B. 92019, Auckland, New Zealand (va-

manamu@math.auckland.ac.nz).
§Department of Mathematics, P. O. Box 4 (Yliopistonkatu 5), University of Helsinki, Helsinki

FIN-00014, Finland (vuorinen@csc.fi).



SOME INEQUALITIES FOR ELLIPTIC INTEGRALS 1225

Conjecture 1.2. For r ∈ (0, 1),

K(r) < log(1 + (4/r′))− (log 5− π/2)(1− r).

These conjectures are proved in Theorem 1.7. We shall also establish monotonicity
and concavity properties of certain combinations of complete elliptic integrals, from
which sharp functional inequalities for these integrals follow. As a by-product, we
shall provide affirmative answers to the following two questions.

Question 1.3. Is the function E′(r)[K(r)− E(r)]/{r2[2 log(4/r′)− 1]} increasing
from (0, 1) onto (π/[4(log 16− 1)], π/4)?

Question 1.4. Is the function [E(r) E′(r) − K(r) E′(r) + r2 K(r) K′(r)]/[r2 K′(r)]
decreasing from (0, 1) onto (1, π/2)?

As an application, sharp lower and upper bounds are obtained for the modulus
of the Grötzsch ring B\[0, r] defined by

(1.3) µ(r) =
πK′(r)
2 K(r)

, 0 < r < 1,

where B is the unit disk in the plane (cf. [LV]).
Throughout this paper, r′ denotes

√
1− r2 for all r ∈ [0, 1], and c denotes the

constant eπ/2 − 4 = 0.81047 . . . .
We now state some of our main results.
Theorem 1.5. There exists a unique r0 ∈ (0, 1) such that the function f(r) ≡

K′(r)/ log((4/r) + cr) is strictly increasing on (0, r0] and decreasing on [r0, 1), with
f(0+) = f(1−) = 1. In particular, for r ∈ (0, 1),

(1.4) K(r) > log(cr′ + (4/r′)).

This inequality is sharp as r tends to 0 or 1.
Theorem 1.6. For a ∈ (0,∞), define the function f on [0, 1] by

f(r) = log(1 + (a/r′))− K(r)

for r ∈ [0, 1), and f(1) = limr→1−f(r) = log(a/4). Then
(1) For 0 < a ≤ π/(4− π), f is strictly decreasing from [0, 1] onto [c1, c2], where

c1 = log(a/4) and c2 = log(1 + a)− π/2. In particular, for r ∈ (0, 1),

log

(
4

a
+

4

r′

)
− b1 < K(r) < log

(
4

a
+

4

r′

)
,

where b1 = log 4− (π/2) + log(1 + (1/a)) ≥ log(16/π)− π/2 = 0.05706 . . ..
(2) For a > π/(4 − π), there exists a unique r0 = r0(a) ∈ (0, 1) such that f is

strictly increasing on (0, r0] and decreasing on [r0, 1). In particular, for r ∈ (0, 1),

(1.5) K(r) < log

(
4

a
+

4

r′

)
+ b2,

where

b2 =

{
0 if a ≤ 4/c,

π/2− log(4 + (4/a)) if a > 4/c.
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The next theorem settles Conjectures 1.1 and 1.2.
Theorem 1.7. For r ∈ (0, 1),

(1) r′2 <
r′ exp( K(r))− 4

exp(π/2)− 4
< r′ < 2

√
1− r

2− r
,

(2) K(r) < log(1 + (4/r′))− (log 5− π/2)(1− r),

(3)
π log((4/r) + cr)

2 log((4/r′) + c)
< µ(r) <

π log((4/r) + c)

2 log((4/r′) + cr′)
.

The inequalities in (1) are sharp as r tends to 0, while those in (2) and (3) are sharp
as r tends to 0 or 1.

The next result answers the Question 1.3 in the affirmative.
Theorem 1.8. The function f(r) ≡ E′(r)[ K(r) − E(r)]/{r2[2 log(4/r′) − 1]} is

strictly increasing from (0, 1) onto (π/(4a), π/4), where a = 4 log 2− 1.
Our next result shows that the answer to the Question 1.4 is also affirmative.
Theorem 1.9. The function

f(r) ≡ [ E(r) E′(r)− K(r) E′(r) + r2 K(r) K′(r)]
[r2 K′(r)]

is strictly decreasing on (0, 1), with f(0+) = π/2 and f(1−) = 1.

2. Preliminary results. In this section, we prove monotonicity properties for
certain combinations of K(r) and E(r). These are needed for the proofs of the theo-
rems stated in section 1.

Lemma 2.1. The function

f1(r) ≡ [16 + 32c− (144c + 16c2)r2 − 25c2r4] K′(r) + (48c + 40c2r2) E′(r)

is strictly decreasing from (0, 1) onto (a1,∞), where a1 = π(16 − 64c − c2)/2 =
−57.377146 . . ., so that f1 has a unique zero r1 ∈ (0, 1) such that f1(r) > 0 for
r ∈ (0, r1) and f1(r) < 0 for r ∈ (r1, 1).

Proof. By [AVV2, Theorem 1.2], f1(0
+) = ∞ and f1(1) = a1. Next, rearranging

the terms, we have
(2.1)
f1(r) = 48c( K′+ E′)+16(1− c) K′−40c2r2(2 K′− E′)−16c(9−4c)r2 K′−25c2r4 K′.

Since

d

dr
[r′2(2 K− E)] = −1 + 3r2

r
( K− E),

which is clearly negative for all r ∈ (0, 1), the function r2(2 K′− E′) is strictly increas-
ing on (0, 1). Hence, from [AVV2, Theorems 2.1(3) and 1.2] we see that the right side
of (2.1) is a sum of strictly decreasing functions, so that the result follows.

Lemma 2.2. Let r1 be as in Lemma 2.1. Then the function

f2(r) ≡ [16(1 + c)− 4c(12 + c)r2 − 5c2r4]r2 K′(r)− (16− 32cr2 − 9c2r4) E′(r)

is strictly increasing on (0, r1] and decreasing on [r1, 1), so that, on (0, 1), f2 has a
unique zero r2 such that f2(r) < 0 for r ∈ (0, r2) and f2(r) > 0 for r ∈ (r2, 1).

Proof. Since

f ′2(r) = rf1(r),
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where f1 is as in Lemma 2.1, the piecewise monotonicity of f2 follows from Lemma
2.1.

Clearly, f2(0
+) = −16 and f2(1) = 0. Hence, the assertion for the zero of f2

follows from the first conclusion.
Lemma 2.3. Let r2 be as in Lemma 2.2. Then the function

f3(r) ≡ [16 + 16(1 + c)r2− c(16 + c)r4− c2r6] K′(r)− [16(2 + c)− 16cr2− 2c2r4] E′(r)

is strictly decreasing on (0, r2] and increasing on [r2, 1), so that, on (0, 1), f3 has a
unique zero r3 such that f3(r) > 0 for r ∈ (0, r3) and f3(r) < 0 for r ∈ (r3, 1).

Proof. The piecewise monotonicity of f3 follows from the derivative

f ′3(r) = f2(r)/r,

where f2 is as in Lemma 2.2.
Since f3(0

+) = ∞ and f3(1) = 0, the assertion for the zero of f3 follows from the
first conclusion.

Lemma 2.4. Let r3 be as in Lemma 2.3. Then the function

f4(r) ≡ 4− cr2

4 + cr2

r′2 K′(r)
E′(r)− r2 K′(r)

− log

(
4

r
+ cr

)

is strictly increasing on (0, r3] and decreasing on [r3, 1), with f4(0
+) = 0 and f4(1) =

16e−π/2−2−π/2 = −0.24472 . . ., so that, on (0, 1), f4 has a unique zero r4 such that
f4(r) > 0 for r ∈ (0, r4) and f4(r) < 0 for r ∈ (r4, 1).

Proof. By differentiation,

(4 + cr2)2( E′ − r2 K′)2f ′4(r) = rK′f3(r),

where f3 is as in Lemma 2.3. Hence, the piecewise monotonicity of f4 follows from
Lemma 2.3.

Hence, f4(1) = 16e−π/2 − 2− π/2. By l’Hôpital’s rule and [AVV2, Theorem 1.2],
we have

lim
r→0

{
r′2 − (

E′ − r2 K′)} /r = 0,

and hence, by [AVV2, Theorem 1.2] and limr→0( K′(r)− log(4/r)) = 0 [WW, p. 521],

f4(0
+) = lim

r→0

{(
K′ − log

4

r

)
− log

(
1 +

c

4
r2
)

+
rK′

E′ − r2 K′

[
r′2 − ( E′ − r2 K′)

r
− 2crr′2

4 + cr2

]}
= 0.

The assertion for the zero of f4 is clear.

Lemma 2.5. The function f(r) ≡ √
r′ (2−r

2) K(r)−2 E(r)
(1−r′)2 is strictly decreasing and

concave from (0, 1) onto (0, π/4). In particular, for r ∈ (0, 1),

π(1− r)/4 < f(r) < π/4.
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Proof. Put r = 2
√
x/(1+x). Then r′ = (1−x)/(1+x), x = (1− r′)/(1+ r′), and

by the Landen transformation [BB1, Theorem 1.2],

f(r) = x′[K(x)− E(x)]/x2,

which, as a function of x, is strictly decreasing and concave from (0, 1) onto (0, π/4)
[QV1, Theorem 1.8(1)]. Since x is a convex function of r, the result follows from
[AQV, Lemma 2.1(2)].

Theorem 2.6. For a ∈ (−∞,∞), define the function f on [0, 1] by

f(r) = (a + r′)[ E(r)− r′2 K(r)]/r2

for r ∈ (0, 1), f(0) = π(a + 1)/4, and f(1) = a. Then
(1) f is strictly decreasing on [0, 1] iff a ≤ 3. Moreover, for a ∈ [1, 3], f is concave

on (0, 1).
(2) For a > 3, there exists an r0 = r0(a) ∈ (0, 1) such that f is strictly increasing

on (0, r0] and decreasing on [r0, 1).

Proof. Since f(r) = (a− 1)(E− r′2 K)/r2 + (E− r′2 K)/(1− r′),

(2.2)

r′(1− r′)2

r( E− r′K)
f ′(r) = g1(r)

≡ (a− 1)

√
r′

1 + r′
·
√
r′

(2− r2) K− 2 E

(1− r′)2
· (1− r′)3

r2( E− r′K)
− 1

≡ (a− 1)g2(r)− 1,

with g1(0) = (a − 3)/2 and g1(1
−) = −1. Clearly,

√
r′/(1 + r′) is strictly decreasing

on (0, 1). Hence, g2 is a product of three positive and strictly decreasing functions
on (0, 1), by Lemma 2.5 and [QV1, Theorem 1.7(1)].

(1) If a ≤ 1, then g1 is negative on (0, 1), and hence f is strictly decreasing on
(0, 1).

If 1 < a ≤ 3, then g1 is strictly decreasing from (0, 1) onto (−1, (a−3)/2). Hence,
it follows from (2.8) that f is strictly decreasing on (0, 1).

Conversely, if f is strictly decreasing on (0, 1), then g1(0) = (a − 3)/2 ≤ 0, and
hence a ≤ 3.

For a ∈ [1, 3], g1 is negative and decreasing on (0, 1). Since

−f ′(r) = (−g1(r)) · r

r′(1 + r′)
· r2 E− r′K

(1− r′)3
,

and since r2( E− r′K)(1− r′)−3 is a positive and increasing function on (0, 1) [QV1,
Theorem 1.7 (1)], we see that f ′ is decreasing on (0, 1). This yields the concavity of
f on (0, 1) for a ∈ [1, 3].

(2) If a > 3, then g1 is strictly decreasing on (0, 1) with g1(0
+) = (a− 3)/2 > 0

and g1(1
−) = −1 < 0, and hence, part (2) follows.

Corollary 2.7. For a ∈ [1, 3], let a1 = (π(1 + a)/4)− a. Then

(π(1 + a)/4)− a1r < (a + r′)[ E(r)− r′2 K(r)]/r2 < π(a + 1)/4

for r ∈ (0, 1).
Proof. The result follows from Theorem 2.6(1).
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The next theorem complements the well-known result that the function K(r) +
log r′ is decreasing and concave from (0, 1) onto (log 4, π/2) [AVV1, Theorem 2.2(2)].

Theorem 2.8. (1) The function f(r) ≡ K′(r)+log(r/(1+r)) is strictly decreas-
ing and convex from (0, 1) onto (π/2− log 2, log 4). In particular,

π

2
− log 2 + log(1 + 1/r) < K′(r) <

π

2
− log 2 +

(
log 8− π

2

)
(1− r) + log(1 + 1/r)

for r ∈ (0, 1).
(2) The function g(r) ≡ K(r) + log(r′/(1 + r′)) is strictly increasing and convex

from (0, 1) onto (π/2− log 2, log 4).

Proof. For part (1), let F1(r) = [1−r−( E′−r2 K′)]/r, F2(r) = r′2, F3(r) = E′−1
and F4(r) = r3. Then F1(1) = F2(1) = F3(0) = F4(0) = 0, and

f ′(r) = F1(r)/F2(r), 2F
′
1(r)/F

′
2(r) = −F3(r)/F4(r).

Since 3F ′3(r)/F
′
4(r) = (K′− E′)/(rr′2) is strictly decreasing on (0, 1) [AVV2, Theorem

2.1(6)], f ′ is negative and strictly increasing on (0, 1) by [VV, Lemma 1.1]. The value
f(1) is clear, and the limit f(0+) follows from limr→0( K′(r) − log(4/r)) = 0 [WW,
p. 521].

Part (2) follows from part (1) and [AQV, Lemma 2.1(2)].
Remark 2.9. It is natural to ask if the function f(r) ≡ K′(r)+ log r is convex on

(0, 1). By differentiation we get

f ′(r) =
1

r

(
1− E′ − r2 K′

r′2

)
, f ′′(r) =

(1 + r2) K′ − 2 E′

r′4
+

1

r2

(
E′ − r2 K′

r′2
− 1

)
.

Thus by l’Hôpital’s rule, f ′′(0)+ = ∞ and f ′′(1−) = (5π/16) − 1 < 0, so that f is
neither convex nor concave.

Lemma 2.10. (1) The function f(r) ≡ 2 E(r)− r′2 K(r) is strictly increasing and
convex from (0, 1) onto (π/2, 2).

(2) There exists a unique r1 ∈ (0.251, 0.252) such that the function g(r) ≡
[1 − 2r2 log(4/r)]/[2 log(4/r) − 1]2 is strictly increasing on (0, r1] and decreasing on
[r1, 1] with g(1) = −1/(log 16 − 1) = −0.56414 . . ., so that g has a unique zero
r2 ∈ (0.487, 0.488) such that g(r) > 0 for r ∈ (0, r2) and g(r) < 0 for r ∈ (r2, 1].

(3) The function h(r) ≡ {[2 E(r) − r′2 K(r)]/E(r)} + {2r′2/[2 log(4/r) − 1]} is
strictly increasing from (0, 1) onto (1, 2).

Proof. The value f(0) = 2 is clear, while the limit f(1−) = π/2 follows from
[AVV2, Theorem 1.2]. Then part (1) follows since

f ′(r) = (E− r′2 K)/r

is positive and strictly increasing from (0,1) onto (0,1) by [AVV1, Theorem 2.2(7)].
For part (2), we have rg′(r)(2 log(4/r) − 1)3 = 2g1(r), where g1(r) = 2 − r2 −

4[r log(4/r)]2. Then g1 is strictly decreasing from (0, 1) onto (1−16(log 2)2, 2). Since
g1(0.251) = 0.0053 . . . > 0, while g1(0.252) = −0.0049 . . . < 0, g1 has a unique zero
r1 ∈ (0.251, 0.252) such that g1(r) > 0 for r ∈ (0, r1) and g1(r) < 0 for r ∈ (r1, 1).
Hence, the piecewise monotonicity of g follows, and g has a unique zero r2 ∈ (0, 1)
such that g(r) > 0 for r ∈ (0, r2) and g(r) < 0 for r ∈ (r2, 1).

Let g2(r) = 1 − 2r2 log(4/r). Then g2(0.487) = 0.00114 . . . and g2(0.488) =
−0.00198 . . .. Hence, 0.487 < r2 < 0.488.
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For part (3), let h1(r) = K(2 E− r′2 K)/E2 + 4g(r)− 1. Then

(2.3) rh′(r) = h1(r).

By part (1), K(2 E − r′2 K)/E2 is strictly increasing from (0, 1) onto (1,∞). Hence,
it follows from part (2) that h1(r) > 0 for r ∈ (0, r2], and for r ∈ [a, b) ⊂ (0.487, 1),

h1(r) ≥ h2(a, b) ≡ K(a)[2E(a)− a′ 2 K(a)]

E(a)2
+ 4g(b)− 1.

Computation gives

h2(0.487, 0.64) = 0.006 . . . , h2(0.64, 0.73) = 0.028 . . . ,

h2(0.73, 0.8) = 0.031 . . . , h2(0.8, 0.87) = 0.001 . . . ,

h2(0.87, 0.94) = 0.075 . . . , h2(0.94, 1) = 0.642 . . . .

Hence, h1(r) > 0 also for r ∈ [0.487, 1). Consequently, the monotonicity of h follows
from (2.3).

The limiting values of h are clear.
Lemma 2.11. (1) The function f(r) ≡ [(4 − 3r2) K(r) − 4 E(r)]/r2 is strictly

increasing and convex from (0, 1) onto (−π/2,∞).
(2) The function g(r) ≡ [(8−7r2) E(r)−(8−3r2)(r′)2 K(r)]/r6 is strictly increas-

ing and convex from (0, 1) onto (3π/32, 1).
Proof. The limiting values are clear. Next, the power series expansions for K and

E [BF, eqs. 900.00 and 900.07] give

f(r) =
π

2

{
−1 +

∞∑
n=1

n− 1

n + 1

[
1.3 · · · (2n− 1)

2.4 · · · (2n)

]2

r2n

}

and

g(r) =
9π

16

∞∑
n=1

[
1.3 · · · (2n + 1)

2n

]2
1

n!(n + 3)!
r2n,

so that the assertions follow.
Theorem 2.12 (cf. [Q2, Lemma 7]). (1) The function f(r) ≡ [(2 − r2) K −

2 E]/[2 log(1/r′)− r2], is increasing from (0, 1) onto (π/8, 1/2).
(2) The function g(r) ≡ [(3− r2) K− 3 E]/ log(1/r′) is increasing from (0, 1) onto

(π/2, 1).
(3) The function h(r) ≡ [(4− r2) K−4 E]/ log(1/r′) is decreasing from (0, 1) onto

(3, π).

(4) The function F (r) ≡ [(8−7r2) E−(8−3r2)(r′2) K]/[(r2)(1+r′2)−4(r′2) log(1/r′)]
is increasing from (0, 1) onto (9π/32, 1).

Proof. (1) Denote the numerator and denominator of f(r) by f1(r) and f2(r),

respectively. Then f1(0) = f2(0) = 0, and f ′1(r)/f
′
2(r) = [E−(r′2) K]/(2r2). By (1.1),

(1.2), this is increasing from (0, 1) onto (π/8, 1/2). Hence, the assertion follows from
[VV, Lemma 1.1].
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(2) g(r) = g1(r)/g2(r), with g1(0) = g2(0) = 0. Then g′1(r)/g
′
2(r) = 2E− (r′2) K,

which is easily seen to be increasing from (0,1) onto (π/2, 2). Hence, the assertion
follows from [VV, Lemma 1.1].

(3) h(r) = h1(r)/h2(r), with h1(0) = h2(0) = 0. Then h′1(r)/h
′
2(r) = 3E−(r′2) K,

which is easily seen to be decreasing from (0,1) onto (3, π). Hence, the assertion follows
from [VV, Lemma 1.1].

(4) F (r) = F1(r)/F2(r), with F1(0) = F2(0) = 0. Then F ′1(r)/F
′
2(r) = (9/4)f(r).

Hence, the assertion follows from (1) and [VV, Lemma 1.1].

3. Proofs of the main theorems. In this section, we prove the main theorems
stated in section 1.

3.1. Proof of Theorem 1.5. Differentiation gives

(3.1) r[r′ log(cr + (4/r))]2f ′(r) = (E′ − r2 K′)f4(r),

where f4 is as in Lemma 2.4.
Take r0 = r4, the zero of f4 on (0, 1). Then the piecewise monotonicity of f

follows from (3.1) and Lemma 2.4.
Next, the limiting values f(0+) = f(1) = 1 are clear. Hence, the inequality (1.4)

and its sharpness follow.

3.2. Proof of Theorem 1.6. By differentiation,

(3.2)
r′2(a + r′)f ′(r)/r = g(r)

≡ a− (a + r′)(E− r′2 K)/r2,

with g(0+) = a− π(a + 1)/4 and g(1−) = 0.
For (1), we investigate two cases.
Case 1. 0 < a ≤ 3.
In this case, it follows from Theorem 2.6(1) that g is strictly increasing on (0, 1),

and hence g(r) < 0 for r ∈ (0, 1), so that f is strictly decreasing on (0, 1) by (3.2).
Case 2. 3 < a ≤ π/(4− π) = 3.65979 . . . .
In this case, by Theorem 2.6(2) there exists an r0 = r0(a) ∈ (0, 1) such that g is

strictly decreasing on (0, r0] and increasing on [r0, 1). Since g(0+) = a(4−π)/4−π/4 ≤
0 and g(1−) = 0, it follows that g(r) < 0 for all r ∈ (0, 1). Hence, f is strictly
decreasing on (0, 1) by (3.2).

For part (2), we note that g(0) > 0 when a > π/(4 − π). Hence, the piecewise
monotonicity of f follows from (3.2) and Theorem 2.6(2), and

f(r) > min{f(0), f(1−)} =

{
log(a/4) if a ≤ 4/c,

log(1 + a)− π/2 if a > 4/c

for r ∈ (0, 1), so that the inequality (1.5) holds.
Corollary 3.5. (1) For r ∈ (0, 1),

(3.3) log((4/r′) + cr′) < K(r) < log((4/r′) + c).

These inequalities are sharp as r tends to 0 or 1.
(2) There exists a unique r1 ∈ (0, 1) such that the inequality

(3.4) K(r) ≤ log(1 + (4/r′))− (log 5− π/2)
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holds for r ∈ (0, r1], with equality iff r = r1. The inequality is reversed if r ∈ [r1, 1).
Proof. The first inequality in (3.3) and its sharpness were obtained in Theorem

1.5. Taking a = 4/c in (1.5), we get the second inequality in (3.3), with

lim
r→0

K/ log(c + (4/r′)) = lim
r→1

K/ log(c + (4/r′)) = 1.

Part (2) follows from the piecewise monotonicity of f in Theorem 1.6(2) with
a = 4.

Corollary 3.2. There exists a unique r2 ∈ (sin 70◦, sin 71◦) such that the func-
tion F (r) ≡ log ((4/r′) + c)− K(r) is strictly increasing on (0, r2] and decreasing on
[r2, 1) with F ((0, 1)) = (0, c1], where c1 = F (r2) < 0.067809628. In particular, for
r ∈ (0, 1),

(3.5) log

(
4

r′
+ c

)
− 0.067809628 < log

(
4

r′
+ c

)
− c1 < K(r) < log

(
4

r′
+ c

)
.

Proof. Put a = 4/c. Then F (r) = log c + log(1 + (a/r′))− K, and the piecewise
monotonicity of F follows from Theorem 1.6(2).

Let F1(r) = cg(r), where g is as in (3.2). Then

r′2(4 + cr′)F ′(r) = rF1(r) = r
{

4− (4 + cr′)(E− r′2 K)/r2
}
.

Since F1(sin 70◦) = 0.001 . . . and F1(sin 71◦) = −0.002 . . . , r2 ∈ (sin 70◦, sin 71◦)
by Theorem 2.6(2), and

c1 = F (r2) < log ((4/ cos 71◦) + c)− K(sin 70◦)
< log ((4/ cos 71◦) + c)− 2.50455 = 0.067809627 . . . < 0.067809628.

The inequalities in (3.5) are clear.
3.3. Proof of Theorem 1.7. The first and second inequalities in part (1)

follow from Corollary 3.5(1). Since
√

1 + r(2 − r) is strictly decreasing from (0, 1)
onto (

√
2, 2),

r′ =
√

1 + r(2− r) ·
√

1− r

2− r
< 2

√
1− r

2− r
.

Clearly, the inequalities in (1) are all sharp as r tends to 0.
For part (2), by Corollary 3.5(1), we need only to prove that

log ((4/r′) + c) ≤ log ((4/r′) + 1)− (log 5− (π/2))(1− r)

or, equivalently,

(3.6) log(1 + (cr′/4)) ≤ log(1 + (r′/4))− (log 5− (π/2))(1− r)

for r ∈ (0, 1). For this purpose, we investigate the minimum of the function

H(r) ≡ log(1 + (r′/4))− log(1 + (cr′/4))− (log 5− (π/2))(1− r)

for r ∈ [0, 1]. It is obvious that H(0) = H(1) = 0.
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By differentiation, we get

H ′(r) = log 5− π

2
− 4(1− c)r

r′(4 + r′)(4 + cr′)
,

which is clearly strictly decreasing from (0, 1) onto (−∞, log 5 − π/2). Since
log 5 − π/2 > 0, there exists a unique r0 ∈ (0, 1) such that H is strictly increas-
ing on (0, r0] and decreasing on [r0, 1). This yields

min{H(r); 0 ≤ r ≤ 1} = min{H(0), H(1)} = 0,

from which inequality (3.6) follows.

Next, the inequality (2) is sharp as r tends to 0 or 1, since

lim
r→0

K/{log(1 + (4/r′))− (log 5− (π/2))(1− r)}
= lim

r→1
K/{log(1 + (4/r′))− (log 5− (π/2))(1− r)} = 1.

Finally, part (3) follows from Corollary 3.5(1).

Remark 3.3. (1) From the proof of Theorem 1.7(2), one can see that the upper
bound of K(r) given in Corollary 3.5(1) is better than that in Theorem 1.7(2). Thus,
Conjecture 1.2 is proved.

(2) In order to illuminate Corollary 3.5(1) we have graphed in Figure 1 the func-
tions log((4/r′) + c) − K(r) and log((4/r′) + cr′) − K(r) labeled by (1) and (2),
respectively.

In order to illuminate Theorem 1.7(2) we have graphed in Figure 2 the function
log(1 + (4/r′))− (log 5− (π/2))(1− r)− K(r).

3.4. Proof of Theorem 1.8. By differentiation,

(3.7) {r′[2 log(4/r′)− 1]}2 f ′(r) = r(2 E′ − r2 K′)F1(r
′)F (r),



1234 S.-L. QIU, M. K. VAMANAMURTHY, AND M. VUORINEN

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Fig. 2.

where

F1(r) ≡ 2 log(4/r) + 2r′2 E/(2 E− r′2 K)− 1,

F (r) ≡ KK′/[2E′F2(r
′)]− KE′/[(2E′ − r2 K′)F1(r

′)]

− [(2− r2) K− 2 E]/(2r4),

F2(r) ≡ (2 E− r′2 K)/E + 2r′2/[2 log(4/r)− 1].

By Lemma 2.10(1) and (3), F1 and F2 are positive, and decreasing and increasing on
(0, 1), respectively. Hence, for r ∈ (a, b] ⊂ (0, 1),

(3.8) F (r) >
K′(r) K(a)

2 E′(r)F2(a′)
− K(r) E′(r)

[2E′(r)− r2 K′(r)]F1(a′)

−[(2− r2) K(r)− 2 E(r)]/(2r4).

By [QV1, Corollary 3.12] and [AVV2, Theorem 2.1(7)], the last term is strictly de-
creasing on (0, 1), while the second term is decreasing by Lemma 2.10(1), so the right
side of (3.8) is decreasing on (0, 1). Therefore, it follows from (3.8) that

(3.9) F (r) > F3(a, b) ≡ K(a) K′(b)
2F2(a′) E′(b)

− K(b) E′(b)
[2E′(b)− b2 K′(b)]F1(a′)

− (2− b2) K(b)− 2 E(b)

2b4

for r ∈ (a, b] ⊂ (0, 1). Computation gives

F3(0, sin 28◦) = 0.019 . . . , F3(sin 28◦, sin 37◦) = 0.053 . . . ,

F3(sin 37◦, sin 45◦) = 0.005 . . . , F3(sin 45◦, sin 51◦) = 0.007 . . . ,

F3(sin 51◦, sin 56◦) = 0.005 . . . , F3(sin 56◦, sin 60◦) = 0.012 . . . .
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Hence, it follows from (3.7) and (3.9) that

(3.10) f ′(r) > 0 for r ∈ (0,
√

3/2].

Next, making use of Legendre’s relation [BB, p. 24], [WW, p. 52], we can write (3.7)
as

(3.11) r{r′[2 log(4/r′)− 1]}2f ′(r) = F4(r)F5(r),

where

F4(r) ≡ 2 log(4/r′)− 2 E′( K− E)/F5(r)− 1, F5(r) ≡ 2 E′( E− r′2 K)/r2 − (π/2).

This is seen as follows.
By differentiation and Legendre’s relation [BB, p. 24][

r2

(
2 log

(
4

r′

)
− 1

)]2

f ′(r) =
( r

r′2
)[

r2

(
2 log

(
4

r′

)
− 1

)
((K− E) (K′ − E′) + E E′)

− 2 E′ ( K− E)

(
r2 +

(
2 log

(
4

r′

)
− 1

)
r′2
)]

=
( r

r′2
)[

r2

(
2 log

(
4

r′

)
− 1

)(
2 E E′ −

(π
2

))

− 2 E′ ( K− E)

(
r2 +

(
2 log

(
4

r′

)
− 1

)
r′2
)]

=
( r

r′2
)[(

2 log

(
4

r′

)
− 1

){
2 E′

(
E− r′2 K

)− (π
2

)
r2
}
− 2 E′( K− E)r2

]
.

Hence,

r3r′2
(

2 log

(
4

r′

)
− 1

)2

f ′(r) = r2F5(r)

[
2 log

(
4

r′

)
− 1− 2 E′( K− E)/F5(r)

]
= r2F5(r)F4(r),

which proves (3.11).
Clearly, F5 is strictly increasing from (0, 1) onto (0, π/2) [AVV2, Theorem 2.1(7)].
By differentiation,

r3r′2F ′5(r) = 2
{
r2( K′ − E′)(E− r′2 K) + r′2 E′[(2− r2) K− 2 E]

}
,

and hence, by Legendre’s relation [BB, p. 24],

F ′4(r) =
2r

r′2
− 2

F5(r)2

{
r

r′2
F5(r) [2E E′ + KK′ − E K′ − K′ E + F5(r)− F5(r)]

− E′( K− E)F ′5(r)
}

=
4

rF5(r)2
E′( K− E)

[r
2
F ′5(r)− F5(r)

]
so that

(3.12) rF5(r)
2F ′4(r) = 4E′( K− E)F6(r),
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where

F6(r) ≡ r

2
F ′5(r)− F5(r)

= [(K′ − E′)(E− r′2 K)/r′2] + E′F7(r) + π/2,

F7(r) ≡ [(4− 3r2) K− 4 E]/r2.

Next, let F8(r) ≡ E′F7(r). Then

F ′7(r) =
[
(8− 7r2) E− (8− 3r2)r′2 K

]
/(r3r′2)

and hence,

(3.13)
r′2F ′8(r)

r( K′ − E′)
= F9(r) ≡ F7(r) +

E′

K′ − E′
· (8− 7r2) E− (8− 3r2)r′2 K

r4
.

By Lemma 2.11(2), F9 is strictly increasing from (0, 1) onto (−π/2,∞). Since
F9(

√
3/2) = 1.32 . . . > 0, it follows from (3.13) that F8 is strictly increasing on

[
√

3/2, 1), and hence, by [QV2, Theorem 2.1(6)], F6 is strictly increasing on [
√

3/2, 1).
Since F6(

√
3/2) = 0.06 . . . > 0, it follows from (3.12) that F4 is strictly increasing on

[
√

3/2, 1). Since F4(
√

3/2) = 0.53 . . . > 0, it follows from (3.11) that

(3.14) f ′(r) > 0, for r ∈ [
√

3/2, 1).

The monotonicity of f now follows from (3.10) and (3.14).

The remaining conclusions are clear.

3.5. Proof of Theorem 1.9. The limit f(0+) is clear, while f(1−) = 1 follows
from [AVV2, Theorems 1.2, 2.1(7)]. Next, f(r) = g(r)/h(r), where g(r) = E(r) E′(r)−
K(r) E′(r)+ r2 K(r) K′(r), h(r) = r2 K′(r). Hence, by [AVV2, Theorem 1.2], g(0+) =
h(0+) = 0. By differentiation and simplification,

(3.15)
g′(r)
h′(r)

=
2 E(r)

1 + (G(r′)/H(r′))
,

where G(r) = r2 K(r), H(r) = K(r)− E(r). Again G(0) = H(0) = 0, and

G′(r)
H ′(r)

= 1 +
r′2 K(r)

E(r)
.

Hence, the result follows from [AVV2, Theorems 1.2, 1.3] and [VV, Lemma 1.1].

Some of the above results (e.g., Theorem 1.7), together with those in [Q1, Q2,
QV2] solve all the conjectures raised in [AVV2, Conjecture 3.1].

Acknowledgments. The authors are grateful to the referee for many helpful
suggestions.
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ON THE EQUATIONS DESCRIBING A RELAXATION TOWARD A
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Abstract. The large scale evolution of a two-dimensional (2D) incompressible ideal fluid can be
modeled by introducing eddy-viscosity terms. This procedure introduces a new convection-diffusion
equation for vorticity. Such relaxation equations have a structural similarity with the 2D Navier–
Stokes equations in the “stream function-vorticity” formulation but also contain an additional degen-
erate transport term being essential for conserving the kinetic energy. Using the negative entropy as
the Lyapunov functional and after performing the precise estimates for the degenerate transport, we
prove existence and uniqueness of solutions to the relaxation equation for a large class of initial data.
Furthermore, we study the long time dynamics of the solution, making a link with the statistical
equilibrium theory.

Key words. relaxation equations, two-dimensional incompressible perfect fluid, statistical equi-
librium, small scale turbulence
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PII. S0036141096306509

1. Introduction. We are concerned here with the behavior of a 2D incompress-
ible perfect fluid in a periodic domain Y = (R/Z)2. The motion of the fluid is de-
scribed by Euler equations, which we write in the classical stream function-vorticity
formulation:

(E)




∂ω
∂t

+ div (ω∇× ψ) = 0 in Y,

−∆ψ = ω in Y,
∫
Y
ψ dy = 0, ψ is periodic,

where ω is the scalar vorticity of the flow (satisfying of course
∫
Y ω dy = 0) and ψ is

the corresponding stream function.
The global existence and uniqueness of the solution for a given initial datum

ω0 ∈ L∞(Y) are well known (it is the famous Youdovitch’s theorem [18]).
A further step is to describe the long-time dynamics of the flow: how does ω(t)

behave when t → +∞? We know that, in general, the function ω(t) develops os-
cillations at smaller and smaller scales so that, from a practical point of view, an
exhaustive deterministic description soon fails. On the other hand, when observed
at a large scale (taking local averages of ω(t)), the flow displays the formations of
large structures (the so-called coherent structures in meteorology). In previous works
[9], [11], [12], [14], [15] we gave a description of this phenomenon in terms of statis-
tical mechanics, showing that the formation of these structures corresponds to the
tendency of the system to reach its statistical equilibrium (see also [5]).

To briefly summarize these works let us say that to each initial datum ω0 we
can associate an equilibrium state ω∗ (or more generally, an equilibrium set) that the
system is likely to reach (in the weak sense) when t→ +∞.
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In this paper we shall consider the simplest case, where the initial vorticity ω0 can
take only the two values +1,−1. In this case we have the following simple description
of ω∗. It is obtained by solving the variational problem (V.P.):

Find the minimum value of the (negative) entropy functional

J (ω) =

∫
Y

(1 + ω

2
ln(1 + ω) +

1− ω

2
ln(1− ω)

)
dy

under the constraints∫
Y
ω dy = 0,(V.P.1)

1

2

∫
Y
ψω dy =

1

2

∫
Y
ψ0ω0 dy (the energy corresponding to ω0).(V.P.2)

It is easily seen that this problem always has a solution (not necessarily unique).
Once a statistical equilibrium state (or set) is defined, we can study the relaxation

process of the system toward the equilibrium. This issue was addressed in [13] and
[17], where we have proposed a simple model of convection–diffusion equation to
describe this relaxation process. In this model ω(t, y) denotes the local mean value of
the “microscopic” vorticity which oscillates at small scale between +1 and −1.

Then we get for ω the equation

∂ω

∂t
+ div (ω∇× ψ)−A div

(∇ω + β(ω) (1− ω2)∇ψ) = 0,(1.1)

with

β(ω) = −
∫
Y ω

2 dy∫
Y (1− ω2) |∇ψ|2 dy ,

where A > 0 is a viscosity-type coefficient.
Equation (1.1) looks like Navier–Stokes equations, with the only difference being

in the supplementary term β(ω)(1 − ω2)∇ψ, which ensures the conservation of the
energy.

Our approach raises a natural question: Is (1.1) physically realistic?
The derivation of (1.1) is based upon the two following strong physical assump-

tions:
First, the adequacy of the entropy functional given by the statistical equilibrium

theory of the perfect fluid. Some experiments and results of numerical simulations
indicate that it is a rather reasonable hypothesis [10], [16], [17].

Second, the validity of the empirical principle of nonequilibrium thermodynamics
used to derive (1.1). This issue, which is out of the scope of this paper, is discussed
in [17]. It is known from [17] that the case A = constant, which is considered here,
is only a rough approximation; a detailed study of the vorticity diffusion mechanism
yields a function A(ω).

Let us emphasize that the interest of this approach is to obtain relaxation equa-
tions like (1.1) with an eddy-viscosity term which is explicitly calculated on the basis
of a clear physical hypothesis. Moreover such equations are found to be efficient in
performing numerical simulations (see [17]).

One may wonder why (1.1) is not Galilean invariant. This follows naturally
from the fact that the statistical equilibrium states for the Euler equation are defined
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globally on the whole domain and not locally. Let us note here a close similarity with
the Vlasov–Fokker–Planck equation introduced by Chandrasekhar [2] to describe the
relaxation of stellar systems (see also [3]).

We give here a first mathematical study of (1.1). In our opinion the interest of
the study goes beyond this particular case, and our approach is extendible to other
equations of the same kind, modeling relaxation processes.

The reader acquainted with the classical techniques of nonlinear parabolic prob-
lems readily sees that for a given fixed β the compacity method works straightfor-
wardly and gives a solution of (1.1) for all time. But β is not fixed and the specific
difficulty of the problem is to get some estimate on β. We will show in this paper that
such an estimate can be obtained by introducing some restriction on the initial datum
ω0; then the solution exists for all time. Moreover we prove a uniform (in time) H1

estimate on a solution. As a consequence, we can apply the method from Dafermos
[4] to get some information on the asymptotic behavior of the solution: under some
condition on the initial datum ω0 we can prove that the Ω-limit set associated with
ω0 is included in the set of the critical points of the variational problem (V.P.).

2. Some auxiliary results. In this section we define the operators connecting
velocity and vorticity (stream function and vorticity, resp.) and prove some auxiliary
inequalities.

Our flow domain is the unit periodic cell Y =]− 1
2 ,

1
2 [2. Let L2

0(Y) = {ϕ ∈ L2(Y) :∫
Y ϕ = 0} and H̃α

per(Y) = Hα
per(Y) ∩ L2

0(Y), 0 ≤ α ≤ 2, where Hα
per(Y) is the usual

Sobolev space of periodic functions.

Let Au = −∆u for u ∈ C2
per(Y) ∩ L2

0(Y).

Using Friedrichs theorem we extend A to a self-adjoint densely defined linear
operator in L2

0(Y). In this case D(A) = {ϕ ∈ L2
0(Y) |Aϕ ∈ L2

0(Y)} = H̃2
per(Y) and

the spectrum σ(A) consists of the eigenvalues λk,l = 4(k2 + l2)π2 , λk,l 6= 0. Since its
resolvent set meets the right half-plane, A is sectorial (in the sense of Henry [7]).

In the next step we introduce the system

(2.1)




curl u = ω in Y,
div u = 0 in Y,

u is 1− periodic,

∫
Y
udx = 0.

Then we set u = Gω. Obviously G is continuous as a linear operator G : L2
0(Y) →

H̃1
per(Y)2 and G : H̃α

per(Y) → H̃1+α
per (Y)2, 0 ≤ α ≤ 2.

Throughout the paper the stream function ψ is defined by

(2.2)

{ −∆ψ = ω in Y,
ψ is 1− periodic,

∫
Y
ψdx = 0.

Obviously, ψ = A−1ω and A−1 is continuous as an operator A−1 : L2
0(Y) →

H̃2
per(Y).

In our considerations an important role is played by the function (negative en-
tropy)

(2.3) S(x) =
1 + x

2
ln(1 + x) +

1− x

2
ln(1− x), x ∈]− 1, 1[.
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Obviously

S′(x) =
1

2
ln

1 + x

1− x
, S′′(x) =

1

1− x2
, S(x) = S(−x),

and S ∈ C∞(]− 1, 1[). It is convex on ]− 1, 1[ and monotone and increasing on ]0, 1[.

It is of some importance to compare S(x) with |x|p, p ≥ 2, on ] − 1, 1[. We have
the following.

Lemma 2.1. Let p ≥ 2 and x ∈]− 1, 1[. Then

(2.4) S(x) ≥ 1

2(p− 1)

(
p

p− 2

) p−2
2

|x|p.

Furthermore for 0 < δ << 1 we have

(2.5) S(δx) =
1

2
δ2x2 +O(δ3).

We continue by obtaining explicit constants in various embedding and interpola-
tion inequalities.

Lemma 2.2. Let ϕ ∈ H̃1
per(Y). Then we have |ϕ(x)| ≤ ∫Y |x−y|−1|∇ϕ(y)| dy and

(2.6) ‖ϕ‖L2q(Y) ≤
(
q + 1

) q+1
2q
√
π‖∇ϕ‖L2(Y)2 ∀q ∈]1,+∞[.

Proof. The first inequality is classical (see, e.g., Chapter 7 in Gilbarg and Trudin-
ger [6]). Inequality (2.6) is a consequence of the theory of the Riesz potentials Vµ,
(Vµf)(x) ≡ ∫

Y |x − y|2(µ−1)f(y) dy, f ∈ L1(Y), applied to the case µ = 1
2 . We refer

to Gilbarg and Trudinger [6] for more details.
Lemma 2.3. Let ϕ ∈ H̃1

per(Y). Then we have

(2.7) ‖ϕ‖L2(Y) ≤ 1

2π
‖∇ϕ‖L2(Y)2

and

(2.8) ‖ϕ‖H̃−1
per(Y) ≤

1

2π
‖ϕ‖L2(Y).

Proof. 4π2 is the first eigenvalue of the operator A. Hence the second Poincaré’s
inequality and the condition

∫
Y ϕ = 0 imply (2.7). Estimate (2.8) is proved using the

definition of the norm in H̃−1
per(Y) = (H̃1

per(Y))′ and (2.7):

‖ϕ‖H̃−1
per(Y) = sup

ζ∈H̃1
per(Y)

∫
Y ϕζ dy

‖∇ζ‖L2(Y)2
≤ 1

2π
‖ϕ‖L2(Y).

Note that

‖ϕ‖2
H̃−1
per(Y)

=

∫
Y
|∇θ|2 dy

for any periodic function θ such that Aθ = ϕ.
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Lemma 2.4. Let ϕ ∈ H̃1
per(Y). Then we have

(2.9) ‖ϕ‖L2+2δ(Y) ≤
√

1 + δ
4√π

(
2π

3
2

) δ
2(1+δ) ‖∇ϕ‖L2(Y)2 , 0 < δ.

Proof. An estimate for the L2+2δ-norm is obtained by interpolation between
L2(Y) and L2+4δ(Y). Then inequalities (2.6) and (2.7) imply (2.9).

We will need a particular form of Gronwall’s inequality.
Lemma 2.5. Assume a, b, α, β are nonnegative constants with α < 1, β < 1, and

0 < T < +∞. Then there exists a constant M = M(b, α, β, T ) < +∞ such that for
any integrable function h : [0, T ] → R satisfying

0 ≤ h(t) ≤ at−α + b

∫ t

0

(t− s)−βh(s)ds for almost every t ∈ [0, T ]

we have

0 ≤ h(t) ≤ aMt−α a.e. on ]0, T ].

Proof. See, e.g., Henry [7, pp. 188–190].
Finally, for the comfort of the reader we recall the classic existence of the unique

local mild solution from Henry [7]:
Let us consider the nonlinear Cauchy problem

(2.10)




dx

dt
+Bx = f(t, x), t > t0,

x(t0) = x0,

where it is assumed that B is a sectorial operator in the Banach space X and that
f maps some open set U in R × Xα into X for some α ∈ [0, 1[ and Xα being the
domain of definition for (B + λI)α, for some λ > 0. Suppose that f is locally Hölder
continuous in t and locally Lipschitz in x on U .

Then for any (t0, x0) ∈ U there exists T = T (t0, x0) > 0 such that the problem
(2.10) has a unique mild solution x on ]t0, t0 + T [ with initial value x(t0) = x0. More
precisely, there exists a unique continuous function x : [t0, t0 + T [→ X such that
x(t0) = x0, and on ]t0, t0 + T [ we have that (t, x(t)) ∈ U , x(t) ∈ D(B), dxdt (t) exists,

t→ f(t, x(t)) is locally Hölder continuous, and
∫ t0+ρ
t0

‖f(t, x(t))‖Xdt < +∞ for some

ρ > 0, and the differential equation (2.10) is satisfied on ]t0, t0 + T [.

3. Existence and uniqueness of a mild solution. We start with the position
of the problem. Because of the singular nature of the parameter β we introduce the
set Vγ , γ > 1, by

(3.1) Vγ = {z ∈ H̃γ
per(Y) :

∫
Y
(1− z2(y))|∇A−1z|2dy 6= 0}.

Obviously Vγ is an open set in H̃γ
per(Y).

Then we have the following.
Definition 3.1. Let ω0 ∈ Vγ . Then a mild solution of the problem (1.1) on

[0, T [ is a function ω ∈ C([0, T [;Vγ) such that ω(0) = ω0, ω ∈ C(]0, T [; H̃2
per(Y)),

dω
dt ∈ C(]0, T [;L2

0(Y)), and
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(3.2)

dω

dt
+AAω = −div{ωG(ω)}+Aβ(ω) div{(1− ω2)∇(A−1ω)}

≡ F (ω) on ]0, T [,

where
(3.3)

β(ξ) =




−

∫
Y
ξ2(y)dy∫

Y
(1− ξ2(y))|∇A−1ξ|2dy

for ξ ∈ L2
0(Y), such that

∫
Y
(1− ξ2)|∇A−1ξ|2 6= 0,

−∞ otherwise.

Remark 3.2. For z ∈ L2+δ
0 (Y), δ > 0, we have ∇A−1z ∈ L∞(Y)2, and∫

Y
(1− z2(y))|∇A−1z|2 dy

is finite.
Our first goal is to establish a local existence of a mild solution for (3.2). After

that initial step we will prove the global existence.
In order to apply the abstract local existence theorem we have to establish the

properties of F . We write the nonlinear mapping F from (3.2) in the form

(3.4) F (ξ) = −∇ξ ·G(ξ)−Aβ(ξ)ξ(1− ξ2)− 2Aβ(ξ)ξ∇ξ · ∇(A−1ξ),

and straightforward estimates give the following.
Proposition 3.3. F : Vγ → L2

0(Y) is locally Lipschitzian.
Since we know that A is a sectorial operator and F : Vγ → L2

0(Y) is locally
Lipschitz continuous, we are in the situation to use the general local existence result
for nonlinear parabolic equations and obtain the following.

Theorem 3.4. Let A be a positive constant, and let ω0 ∈ Vγ , γ > 1. Then there
exists T = T (ω0, γ) > 0 such that (3.2) has a unique mild solution ω ∈ C([0, T [;Vγ)
∩C1(]0, T [;L2

0(Y)) on ]0, T [, with initial value ω(0) = ω0.
Remark 3.5. Using Theorem 3.3.4. from Henry [7] we have that either T = +∞ or

else there exists a sequence tn → T as n→ +∞ such that
∫
Y(1−ω2(tn))|∇A−1ω(tn)|2 →

0 as n→ +∞ or ‖ω(tn)‖H̃γ
per(Y) → +∞.

Now it is important to extend the existence to any time interval.
The usual approach is to get some a priori estimates for some norms, which stay

bounded. Here the essential difficulty will be controlling the singular parameter β(ω).
Let us use the physical structure of our problem and obtain a uniform L∞− bound

on ω.
First we introduce an appropriate weak formulation for (3.2):

(3.5)

∫ t

0

∫
Y

∂ω

∂τ
ϕ dydτ +A

∫ t

0

∫
Y
∇ω · ∇ϕdydτ =

∫ t

0

∫
Y
ωG(ω) · ∇ϕdydτ

−
∫ t

0

∫
Y
Aβ(ω)(1− ω2)∇(A−1ω) · ∇ϕdydτ ∀ϕ ∈ L2(0, T ;H1

per(Y)).



1244 ANDRO MIKELIĆ AND RAOUL ROBERT

We use (3.5) in proving the following result.
Proposition 3.6. Let ω0 ∈ Vγ and −1 ≤ ω0 ≤ 1 in Y. Then −1 ≤ ω(t) ≤ 1 in

Y ∀t ∈ [0, T [.
Proof. We use the truncation method (see, for example, Artola [1]). Let w+

η =
sup{(ω − 1)+ − η, 0} ≡ (ω − η − 1)+, η > 0.

Then we insert ϕ = 1
η − 1

η+w+
η

as a test function for (3.5). It follows that

∫
Y

{
w+
η (t)

η
− ln

(
1 +

w+
η (t)

η

)}
dy +A

∫ t

0

∫
Y

∣∣∣∣ ∇w+
η

η + w+
η

∣∣∣∣
2

dydτ

−A

∫ t

0

β(ω)

∫
Y
{1 + η + w+

η }
{
w+
η + 2 ln

(
1 +

w+
η (t)

η

)}
dydτ = 0.

Since β(ω) ≤ 0, we get

∫
Y

{
w+
η (t)

η
− ln

(
1 +

w+
η (t)

η

)}
dy ≤ 0 ∀t.

Finally, w+
η (t) = 0, implying (ω(t) − 1)+ ≤ η ∀η > 0. Therefore ω(t) ≤ 1 in Y ∀t ∈

[0, T [.
Inequality ω(t) ≥ −1 is proved analogously.
We continue by proving that energy is conserved.
Proposition 3.7. Let ω be a mild solution for (3.2), corresponding to the initial

datum ω0 ∈ Vγ .
Then we have

(3.6) ‖ω(t)‖H̃−1
per(Y) = ‖ω0‖H̃−1

per(Y) ∀t ∈ [0, T [,

where we recall that

‖ζ‖H̃−1
per(Y)

def
= ‖∇(A−1ζ)‖L2(Y)2 ∀ζ ∈ L2

0(Y).

Proof. Using the regularity of ψ = A−1ω, we have

−∆
∂ψ

∂t
=

∂ω

∂t
in Y,

which implies

∫
Y
∇∂ψ

∂t
· ∇ψ dy =

∫
Y

∂ω

∂t
ψ dy. Finally,

(3.7)
1

2

∫
Y
|∇(A−1ω(t))|2 dy =

1

2

∫
Y
|∇(A−1ω0)|2 dy +

∫ t

0

∫
Y

∂ω

∂t
ψ dydτ.

Now using ψ = A−1ω as a test function in (3.5) and the definition of β(ω), we obtain

(3.8)

∫ t

0

∫
Y

∂ω

∂t
ψ dydτ +A

∫ t

0

∫
Y
∇ω · ∇ψ dydτ −A

∫ t

0

∫
Y
ω2 dydτ = 0.

Obviously,
∫ t
0

∫
Y ∇ω · ∇ψ dydτ =

∫ t
0

∫
Y ω

2 dydτ and (3.7) and (3.8) imply (3.6).
In the next step we would like to use the fact that negative entropy should be

decreasing during the evolution in time. We have the following.
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Proposition 3.8. Let ω be a mild solution for (3.2), corresponding to the initial
datum ω0 ∈ Vγ , and −1 ≤ ω0 ≤ 1 in Y. Then we have

(3.9)

∫
Y
S(ω(t)) dy ≤

∫
Y
S(ω0) dy ∀t ∈ [0, T [

with the entropy function S given by (2.3).
Proof. The idea is to use S′(ω) as a test function in (3.5). However, this is not

possible since we do not know whether S′(ω) ∈ L2(0, T ;H1
per(Y)) or not.

We introduce “regularized entropy functions” Sδ, δ > 0, by

(3.10) Sδ(ξ) =
1 + δ + ξ

2
ln(1 + δ + ξ) +

1 + δ − ξ

2
ln(1 + δ − ξ)

∀ξ ∈ L2
0(Y), −1 ≤ ξ ≤ 1. Obviously, Sδ ∈ C∞[−1, 1] ∀δ > 0. Now we choose

ϕ = S
′
δ(ω) as a test function for (3.5). It gives∫

Y
Sδ(ω(t)) dy −

∫
Y
Sδ(ω0) dy +A(1 + δ)

∫ t

0

∫
Y

|∇ω|2
(1 + δ)2 − ω2

dydτ(3.11)

= A(1 + δ)

∫ t

0

(−β(ω))

∫
Y

{
ω2 − δ(2 + δ)

2(1 + δ)
ω ln

1 + δ + ω

1 + δ − ω

}
dydτ.

It should be noticed that −β(ω) ≥ 0 and x ln 1+δ+x
1+δ−x ≥ 0 on [−1, 1]. Therefore,

we only have to estimate
∫ t
0
(−β(ω))

∫
Y ω

2 dydτ .
Before estimating (−β) we remark that passing to the limit δ → 0 in (3.11) and

using the theorem of B. Levi imply

A

∫ t

0

∫
Y

|∇ω|2
1− ω2

dydτ =

∫
Y
S(ω0) dy −

∫
Y
S(ω(t)) dy +A

∫ t

0

(−β(ω))

∫
Y
ω2 dydτ,

and, consequently, |∇ω|√
1−ω2

∈ L2(]0, t[×Y).

Let us now estimate −β(ω). We start with an obvious inequality:

1∫
Y(1− ω2)|∇(A−1ω)|2 ≤

∫
Y(1− ω2)|B′(ω)|2|∇ω|2

{∫Y(1− ω2)∇(A−1ω) · ∇B(ω)}2

=

∫
Y(1− ω2)|B′(ω)|2|∇ω|2

{∫Y ω ∫ ω−1
(1− ξ2)B′(ξ)dξ}2 ∀B ∈ C1[−1, 1].

We take B(ξ) = S
′
δ(ξ) and obtain∫

Y
ω

∫ ω

−1

(1− ξ2)S
′′
δ (ξ)dξ dy = (1 + δ)

∫
Y

{
ω2 − δ(2 + δ)

2(1 + δ)
ω ln

1 + δ + ω

1 + δ − ω

}
dy.

Consequently,

0 ≤ −β(ω) ≤
∫
Y ω

2 dy · ∫Y |∇ω|2
(1 + δ)2 − ω2

dy{∫
Y

[
ω2 − δ(2 + δ)

2(1 + δ)
ω ln

1 + δ + ω

1 + δ − ω

]
dy

}2 .
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After inserting this inequality in (3.11) and passing to the limit δ → 0, we get the
result.

Corollary 3.9. Let ω be a mild solution for (3.2), corresponding to the initial
datum ω0 ∈ Vγ , γ > 1, and −1 ≤ ω0 ≤ 1 in Y. Then we have

(3.12)

∫
Y
S(ω(t2)) dy ≤

∫
Y
S(ω(t1)) dy ∀t1, t2 ∈ [0, T [, t1 < t2.

Up to now, we have obtained an estimate on the L∞-norm of the vorticity but
no information on the derivatives. We come now to prove that it is equivalent to get
an estimate on ‖∇ω‖2L2(]0,t[×Y)2 or on ‖β(ω)‖L1(0,t). We have the following result.

Proposition 3.10. Let ω be a mild solution for (3.2) with ω0 ∈ Vγ , and −1 ≤
ω0 ≤ 1 in Y. Then we have

(3.13) ‖∇ω‖2L2(]0,t[×Y)2 ≤
1

2A
‖ω0‖2L2(Y) +

2

3
‖β(ω)‖L1(0,t)

and

(3.14) 4π2 ≤
∫
Y ω

2(t) dy

‖ω0‖2H̃−1
per(Y)

≤ −β(ω) ≤
(

4

π

)2
∫
Y |∇ω(t)|2 dy∫
Y ω

2(t) dy
≤ 4

π4

∫
Y |∇ω(t)|2 dy
‖ω0‖2H̃−1

per(Y)

for (a.e.) t belonging to the interval of existence.
This result indicates that it is crucial to estimate β. Also, due to the inequalities

(3.13) and (3.14), it is unlikely that some estimate for ∇ω could be obtained by some
clever choice of the test function. Finally, differentiating (3.2) does not seem to be
promising either.

We try another approach. Now, in order to get the crucial estimate on β, we
construct an invariant set of initial values.

Let +∞ > p > 2, and let 1 > ε > 0. We introduce the set U(p, ε) by

(3.15)

U(p, ε) =
{
z ∈ L2

0(Y) : −1 ≤ z ≤ 1 a.e. inY, ‖z‖2
H̃−1
per(Y)

≥ C(p)

(1− ε)

{∫
Y
S(z) dy

}1+2/p
}
,

where C(p) > 0 is a constant which will be prescribed later. Of course, since the
energy is conserved and the (negative) entropy

∫
Y S(z) dy is decreasing in time, the

set U(p, ε) is conserved by the flow of (1.1).
The significance of U(p, ε) will appear in the following results.
Proposition 3.11. U(p, ε) \ {0} and U(p, ε) ∩ H̃γ

per(Y) \ {0} are nonempty.

Proof. Let z0 ∈ H̃γ
per(Y),−1 ≤ z0 ≤ 1, z0 6= 0, and let δ > 0. We would like to

prove δz0 ∈ U(p, ε) for δ ≤ δ0. Using (2.5) we get∣∣∣∣S(δz0)− 1

2
δ2z2

0

∣∣∣∣ ≤ Cδ3.

As 2p
p+2 ∈]1, 2[ we conclude that

∫
Y
S(δz0) dy ≤ δ2

2

∫
Y
z2
0 dy + Cδ3 ≤ δ

2p
p+2 ‖z0‖2p/(p+2)

H̃−1
per(Y)

{
1− ε

C(p)

}p/(p+2)
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for δ ≤ δ0.
For the function z ∈ U(p, ε) we have a natural estimate on β(ω). More precisely

we have the following.
Proposition 3.12. Let z ∈ U(p, ε) for some p > 2 and 1 > ε > 0, and let us

take

(3.16) C(p) =
2√
π

{
4p(p− 1)π3/2

p− 2

}2/p

.

Then we have

(3.17)

∫
Y
(1− z2)|∇A−1z|2 dy ≥ ε‖z‖2

H̃−1
per(Y)

.

Proof. Let us estimate from below the term
∫
Y(1− z2)|∇A−1z|2 dy. We have∫

Y
(1− z2)|∇A−1z|2 dy =

∫
Y
|∇A−1z|2 dy −

∫
Y
z2(y)|∇A−1z|2 dy(3.18)

= ‖z‖2
H̃−1
per(Y)

−
∫
Y
z2(y)|∇A−1z|2 dy

≥ ‖z‖2
H̃−1
per(Y)

− ‖z‖2Lp(Y)‖|∇A−1z|‖2L2p/(p−2)(Y).

Now (2.4) implies

‖z‖Lp(Y) ≤ {2(p− 1)}1/p
(
p− 2

p

)(p−2)/2p{∫
Y
S(z) dy

}1/p

,

and for p > 2 (see Lemma 2.4)

‖|∇A−1z|‖2L2p/(p−2)(Y) ≤
1√
π

p

p− 2

(
2π3/2

)2/p 2∑
i=1

∫
Y

∣∣∣∣ ∂∂yi∇A−1z

∣∣∣∣
2

dy

so that ∫
Y
(1− z2)|∇A−1z|2 dy ≥ ‖z[‖2

H̃−1
per(Y)

(3.19)

− 1√
π

(
4π3/2p(p− 1)

p− 2

)2/p{∫
Y
S(z) dy

}2/p 2∑
i=1

∫
Y

∣∣∣∣ ∂∂yi∇A−1z

∣∣∣∣
2

dy.

Using regularity we have

−4 ∂ψ

∂yi
=

∂z

∂yi
, i = 1, 2 (where ψ = A−1z),

which implies

∑
i

∫
Y

∣∣∣∣∇ ∂ψ

∂yi

∣∣∣∣
2

dy =
∑
i

∫
Y

∂z

∂yi

∂ψ

∂yi
dy = −

∑
i

∫
Y
z
∂2ψ

∂y2
i

dy =

∫
Y
z2 dy.

Hence we have

(3.20)
∑
i

∫
Y

∣∣∣∣ ∂∂yi∇A−1z

∣∣∣∣
2

dy =

∫
Y
z2 dy.
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Now (2.4) implies ‖z‖2L2(Y) ≤ 2
∫
Y S(z) dy so that z ∈ U(p, ε) gives

∫
Y
(1− z2)|∇A−1z|2 dy ≥ ‖z‖2

H̃−1
per(Y)

− 2√
π

(
4π3/2p(p− 1)

p− 2

)2/p{∫
Y
S(z)

}1+2/p

≥ ε‖z‖2
H̃−1
per(Y)

,

and the proposition is proved.

Now we are in a situation to state a global existence result.

Theorem 3.13. Let ω0 ∈ U(p, ε)∩ H̃γ
per(Y) \ {0} for some p > 2, 1 > ε > 0, and

γ > 1. Then the unique mild solution for (3.2) exists for all T > 0.

Proof. Using Propositions 3.12 and 3.7 we immediately find that the theorem can
fail only if there exists a sequence tn → Tmax < +∞ such that ‖ω(tn)‖H̃γ

per(Y) → +∞.

Let us use the classical expression for the solution

ω(t) = e−tAω0 +

∫ t

0

e−(t−s)AF (ω(s)) ds,

and take the norm

‖ω‖H̃γ
per(Y) = ‖Aγ/2ω‖L2(Y),

which gives

‖ω(t)‖H̃γ
per(Y) ≤ ‖e−Atω0‖H̃γ

per(Y) +

∫ t

0

‖Aγ/2e−A(t−s)‖op‖F (ω(s))‖L2(Y) ds,

where ‖ · ‖op denotes the operator norm on L(L2(Y), L2(Y)
)
.

Straightforward estimates give

‖F (ω(s))‖L2(Y) ≤ C(1 + |β(s)|)(1 + ‖∇ω(s)‖L2(Y)2).

But from Proposition 3.12 we know that |β(s)| remains bounded so that we finally
get

(3.21) ‖ω(t)‖H̃γ
per(Y) ≤

C1

tγ/2
+ C2

∫ t

0

1 + ‖ω(s)‖H̃γ
per(Y)

(t− s)γ/2
ds.

After applying the generalization of Gronwall’s inequality from Lemma 2.5 to (3.21),
we conclude that ‖ω(t)‖H̃γ

per(Y) remains bounded as T → Tmax.

Now Theorem 3.3.4. from Henry [7] implies global existence.

Finally, we will discuss the case of nonsmooth ω0. We have the following result.

Theorem 3.14. Let ω0 ∈ U(p, ε) \ {0} for some p > 2 and 1 > ε > 0. Then
for all T > 0 there exists a unique ω ∈ C([0, T ];L2

0(Y)) ∩ L2(0, T ; H̃1
per(Y)), dω

dt ∈
L2(0, T ; H̃−1

per(Y)) such that

(3.22)

{ −1 ≤ ω(t, x) ≤ 1 a.e. on ]0, T [×Y,
ω(0) = ω0, β(ω) ∈ L∞(0, T ),
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and it satisfies
(3.23)


∫ T

0

〈
dω

dt
, ϕ

〉
H̃−1
per(Y),H̃1

per(Y)

dt+A

∫ T

0

∫
Y
∇ω · ∇ϕdydt

−
∫ T

0

∫
Y
ωG(ω) · ∇ϕdydt+A

∫ T

0

β(ω)

∫
Y
(1− ω2)∇A−1ω · ∇ϕdydt = 0

∀ϕ ∈ L2(0, T ; H̃1
per(Y)).

Furthermore, the energy is conserved, i.e.,

(3.24) ‖ω(t)‖H̃−1
per(Y) = ‖ω0‖H̃−1

per(Y) ∀t ∈ [0, T ],

and the (negative) entropy is decreasing, i.e.,

(3.25)

∫
Y
S(ω(t1)) ≤

∫
Y
S(ω(t2)) for t1 ≥ t2.

Proof. We consider problem (3.2) with initial condition ωδ0 = ω0 ∗ ρδ, where ρδ is
a regularizing sequence such that




ρδ ∈ D(R2),

∫
R2

ρδ(x) dx = 1, ρδ(x) ≥ 0,

supp ρδ ⊂ B(0, rδ), rδ → 0 as δ → 0.

Since we have ‖ωδ0−ω0‖L2(Y) → 0 when δ → 0, we deduce easily that ωδ0 ∈ U(p, ε/2)∩
Vγ , for δ ≤ δ0, δ0 small enough.

Consequently, for δ small enough, we can apply Theorem 3.4 and get a unique
mild solution ωδ for all T > 0.

Now we take ϕ = ωδ in the variational equation (3.23) and obtain the standard
a priori estimates

‖ωδ‖L∞(0,T ;L2
0(Y)) ≤ C{1 + ‖ωδ0‖L2

0(Y)},
‖∇ωδ‖L2(0,T ;L2

0(Y)) ≤ C{1 + ‖ωδ0‖L2
0(Y)},∥∥∥∥∂ωδ∂t

∥∥∥∥
L2(0,T ;H̃−1

per(Y))

≤ C{1 + ‖ωδ0‖L2
0(Y)}.

Using the above a priori estimate we subtract a subsequence converging weakly
star in the above functional spaces. The application of Aubin’s lemma and passing
once again to the subsequence gives, in addition, strong convergence in L2(]0, T [×Y).
Now the standard variational argument completes the proof of existence. Identity
(3.24) and estimate (3.25) follow straightforwardly.

Uniqueness easily follows from Proposition 3.3 and the estimates (3.22), (3.24),
and (3.25).

Remark 3.15. The condition ω0 ∈ U(p, ε) gives a relation between the initial
energy and the initial entropy which represents a sufficient condition for solvability
for problem (3.2). It is an open problem to determine if it is the necessary condition
for existence of a solution global in time.
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4. Asymptotic behavior. In this section we study the asymptotic behavior of
the solutions of problem (1.1) given by Theorem 3.14.

The entropy functional
∫
Y S(ω) defines a natural Lyapunov functional for our

evolution problem. However, we have uniform time estimates only for ‖ω(t)‖H̃−1
per(Y),

‖ω(t)‖L∞(Y), and
∫
Y S(ω(t)). Since the functional ω0 7−→

∫
Y S(ω0) dy−

∫
Y S(ω(t)) dy

is not weakly lower semicontinuous on U(p, ε), we need L2-compactness to apply
classical results on the asymptotic behavior; we are going to prove a new H1− estimate
uniform in time.

We start with the corresponding regularity result.
Proposition 4.1. Let ω0 ∈ U(p, ε)∩ H̃1

per(Y), ω0 6= 0. Then the unique solution
given by Theorem 3.14 satisfies

ω ∈ L2(0, T ; H̃2
per(Y)),

dω

dt
∈ L2(0, T ;L2

0(Y))

so that ω ∈ C([0, T ]; H̃1
per(Y)).

Proof. We need only to go back to the proof of Theorem 3.14. In addition to the

choice ϕ = ωδ, we also take ϕ = dωδ

dt . Then

∫ T

0

dt

∫
Y

∣∣∣∣dωδdt
∣∣∣∣
2

dy +
A

2

∫
Y
|∇ωδ(T )|2 dy − A

2

∫
Y
|∇ωδ0|2 dy

=

∫ T

0

dt

∫
Y
F (ωδ(t))

dωδ

dt
dy.

Now, since

∫
Y
|∇ωδ0|2 dy is bounded, from the inequalities

‖F (ωδ(s))‖L2(Y) ≤ C
(
1 + ‖∇ωδ(s)‖L2(Y)2

)
,∫ T

0

dt

∫
Y
|∇ωδ|2 dy ≤ C

we get

∥∥∥∥dωδdt
∥∥∥∥

2

L2(]0,T [×Y)

≤ C1 + C2

∥∥∥∥dωδdt
∥∥∥∥
L2(]0,T [×Y)

.

Thus, dωδ

dt is bounded in L2(0, T ;L2
0(Y)), which implies dω

dt ∈ L2(0, T ;L2
0(Y)). Finally

from ∂ω
∂t −A4ω = F (ω) we deduce ω ∈ L2(0, T ; H̃2

per(Y)).
Our next step is obtaining an H1(Y)−estimate which is uniform in time.
We have the following result.
Proposition 4.2. Let ω0 ∈ U(p, ε) ∩ H̃1

per(Y) \ {0}. Then we have the estimate

(4.1) ‖∇ω(t)‖L2(Y)2 ≤ R.

Proof. Let ω be the solution given by Proposition 4.1. We have

∂ω

∂t
−A4ω = F (ω) ≡ −∇ω ·G(ω)−Aβ(ω)ω(1− ω2)(4.2)

− 2Aβ(ω)ω∇ω · ∇(A−1ω) a.e. on ]0, T [×Y.
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Let us choose −4ω as a test function. Then we get

(4.3)
d

dt

1

2
‖∇ω(t)‖2L2(Y)2 +A‖4ω(t)‖2L2(Y) ≤ ‖F (ω)(t)‖L2(Y)‖4ω‖L2(Y)2

a.e. on ]0, T [.
We need an estimate on ‖F (ω)(t)‖L2(Y):

‖F (ω)‖L2(Y) ≤ ‖∇ω ·G(ω)‖L2(Y)(4.4)

+A|β(ω)|‖ω(1− ω2)‖L2(Y) + 2A|β(ω)|‖ω∇ω · ∇(A−1ω)‖L2(Y).

Since ‖ω‖L∞(Y) ≤ 1, we have ‖|∇(A−1ω)|‖L∞(Y) = ‖|G(ω)|‖L∞(Y) ≤ C, and from the
interpolation inequality

‖∇ω‖L2(Y) ≤ C‖ω‖1/2L2(Y)‖4ω‖1/2L2(Y)

we get

(4.5) ‖∇ω‖L2(Y) ≤ C‖4ω‖1/2L2(Y).

(For sake of simplicity we will denote by the same letter C the different constants
that we will encounter.)

Then we have

(4.6) ‖∇ω ·G(ω)‖L2(Y) ≤ C‖4ω‖1/2L2(Y),

(4.7) |β(ω)| ≤
∫
Y ω

2(t) dy

ε‖ω0‖2H̃−1
per(Y)

≤ 1

ε‖ω0‖2H̃−1
per(Y)

≤ C,

(4.8) 2A|β(ω)|‖ω∇ω∇(A−1ω)‖L2(Y) ≤ C‖4ω‖1/2L2(Y),

and thus

(4.9) ‖F (ω)(t)‖L2(Y) ≤ C
(
1 + ‖4ω‖1/2L2(Y)

)
.

Now setting v(t) = ‖∇ω‖2L2(Y)2 , (4.3) becomes

1

2

d

dt
v(t) +A‖4ω(t)‖2L2(Y) ≤ C

(‖4ω‖3/2L2(Y) + ‖4ω‖L2(Y)

)
.

A straightforward application of Young’s inequality then gives

1

2

d

dt
v(t) +

A

2
‖4ω(t)‖2L2(Y) ≤ C,

but we have ‖4ω‖2L2(Y)2 ≥ ‖∇ω‖2L2(Y)2 so that

(4.10)
d

dt
v(t) +Av(t) ≤ C,

which yields the bound (4.1).



1252 ANDRO MIKELIĆ AND RAOUL ROBERT

Our next step is to construct a continuous nonlinear semigroup connected with
our evolution problem.

Let us consider the complete metric space X = U(p, ε), p ∈]2,+∞[, endowed with
the L2

0(Y)−metric (it is not a linear space) and X∗ = X \ {0}. It should be noticed
that ω0 ∈ X∗ implies ω(t) ∈ X∗ ∀t ≥ 0.

Let us define a family of maps {T (t) : X∗ → X∗, t ≥ 0} by setting

(4.11) T (t)ω0 = ω(t, x) ∀ω0 ∈ X∗,

where ω ∈ C
(
[0,+∞[, L2

0(Y)
)

is the unique solution given by Theorem 3.14.

Lemma 4.3. The family of maps {T (t) : X∗ → X∗, t ≥ 0} is a continuous
nonlinear semigroup.

Proof. It is straightforward, and we leave it to the reader.

Remark 4.4. It is easy to see that if ωn0 → 0 in X, then T (t)(ωn0 ) → 0 ∀t > 0.
Hence the semigroup T is extended continuously to X by defining T (t)0 = 0.

Let us consider the functional

J (ϕ) =

∫
Y
S(ϕ) dy.

Obviously, J is continuous on X, and we have seen that J (T (t)(ω0)
)

is a decreasing
function of t so that it is a Lyapunov functional for T .

We define the Ω−limit set for ω0 by

(4.12) Ω(ω0) = {z ∈ X : ∃tn → +∞ such that T (tn)ω0 → z} ≡
⋂
s≥0

⋃
t≥s

T (t)ω0.

Proposition 4.5. For every ω0 ∈ X ∩ H̃1
per(Y), Ω(ω0) is a compact connected

and nonempty subset of X. Furthermore, Ω(ω0) is T -invariant and J has a constant
value on it.

Proof. First, because of Proposition 4.2, the orbit of ω0 defined by γ(ω0) ≡{T (t)ω0 : t ≥ 0
}

is relatively compact in X. Consequently, Proposition 4.5 is a
direct consequence of Propositions 2.1 and 2.2 from Dafermos [4].

Our next goal is to describe Ω(ω0) in terms of statistical equilibrium. We will
prove that any ω ∈ Ω(ω0) is a Gibbs state (as described in [11], [12]).

Theorem 4.6. Let us consider ω0 ∈ X ∩ H̃1
per(Y), and let ω be any element of

Ω(ω0). Then there exist constants λ > 0 and C ∈ R such that

(4.13) ω = tanh
(
λψ + C

)
on Y,

where ψ is the stream function associated with ω.

Furthermore, taking any sequence {tn}, tn → +∞ such that ω(tn) ⇀ ω weakly in
H̃1
per(Y), we have β(ω(tn)) → β∞ = −λ.

Proof. From Proposition 4.2 we deduce that ω ∈ X ∩ H̃1
per(Y). Let us now take

ω as initial datum and consider ω(t) = T (t)ω; we have ω ∈ C
(
[0,+∞[, H̃1

per(Y)
)
.

Let us now consider the function

Fδ(t, y) =
∇ω(t, y)√

(1 + δ2)− ω2
, δ > 0.
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As δ → 0, |Fδ| is obviously increasing, and we know from the proof of Proposition 3.8
that ∫ t

0

∫
Y
|Fδ(t, y)|2 dydt ≤ C (when δ → 0).

We deduce that there exists a function ζ(t, y) ∈ L2(]0, T [×Y) such that Fδ → ζ a.e.
on ]0, T [×Y and strongly in L2(]0, T [×Y).

Moreover ζ satisfies√
1− ω2ζ = ∇ω a.e. on ]0, T [×Y.

Now taking the limit δ → 0, we get from (3.11)

A

∫ t

0

∫
Y
ζ2 dydτ =

∫
Y
S(ω) dy −

∫
Y
S(ω(t)) dy −A

∫ t

0

∫
Y
β(ω)ω2 dydτ ∀t ≥ 0.

Since J is constant on Ω(ω0), we have for all t∫ t

0

∫
Y
ζ2 dydτ = −

∫ t

0

∫
Y
β(ω)ω2 dydτ.

Taking the derivative with respect to t, we get∫
Y
ζ2 dy = −

∫
Y
β(ω)ω2 dy for almost all t ≥ 0.

Since ∫
Y
ω2 dy =

∫
Y
∇ω · ∇ψ dy =

∫
Y
ζ
√

1− ω2∇ψ dy

and

−β(ω) =

∫
Y ω

2 dy∫
Y(1− ω2)|∇ψ|2 dy ,

we get

(∫
Y
ζ2 dy

)1/2(∫
Y
(1− ω2)|∇ψ|2 dy

)1/2

=

∫
Y

√
1− ω2ζ·∇ψ dy for almost all t ≥ 0.

Due to the Cauchy–Schwarz inequality, this is possible if and only if ζ and
√

1− ω2∇ψ
are (positively) colinear for almost all t ≥ 0, which implies that ∇ω and (1− ω2)∇ψ
are (positively) colinear a.e. on Y for almost all t ≥ 0. But ω ∈ C

(
[0,+∞[, H̃1

per(Y)
)
,

and we deduce that ∇ω and (1−ω2)∇ψ are (positively) colinear. Now, since ∇ω 6≡ 0
and (1− ω2)∇ψ 6≡ 0, we have

∇ω = λ(1− ω2)∇ψ a.e. on Y, with λ > 0.

This implies that ∇ω ∈ L∞(Y)2 so that ω is Lipschitz continuous.
Let us now prove that −1 < ω < 1 on Y. We define Y∗ = {y ∈ Y : −1 < ω(y) <

1}, Y∗ is an open set of Y. Let us assume that Y∗ 6= Y and take y∗ ∈ ∂Y∗. We denote
by Y∗1 a connected component of Y∗ such that y∗ ∈ ∂Y∗1 .
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On Y∗1 we have

λ∇ψ =
∇ω

1− ω2 ,

i.e.,

∇
(
λψ − 1

2
ln

1 + ω

1− ω

)
= 0 on Y∗1 ;

that is,

ω = tanh
(
λψ + C

)
,

but ψ is bounded so that ω(y) cannot converge to 1 or −1 when y → y∗. Thus
Y∗ = Y, and the above relationship holds on all Y.

The proof of the last assertion is straightforward.
As a straightforward consequence of Theorem 4.6, we have the following.
Corollary 4.7. Any ω ∈ Ω(ω0) is a critical point of the variational problem

(V.P.).
Remark 4.8. The variational problem (V.P.) always has solutions. Indeed, let us

take ω0 ∈ L2
0(Y) such that −1 ≤ ω0 ≤ 1 a.e. We define the set

E =
{
ω ∈ L2

0(Y) : −1 ≤ ω0 ≤ 1 a.e. and ‖ω‖H̃−1
per(Y) = ‖ω0‖H̃−1

per(Y)

}
.

E is a compact subset of L2
0(Y) for the weak L2-topology. Thus, the convex, positive,

and weakly lower semicontinuous functional J (ω) reaches its infimum on E .
Theorem 4.7 shows that for ω0 ∈ X ∩ H̃1

per(Y), (V.P.) has critical points such
that ‖ω‖L∞(Y) < 1. This consequence is not trivial since nothing ensures a priori that
the solution ω∗ of (V.P.) does not reach the values +1.

Remark 4.9. Let us consider any critical point ω 6= 0 such that

ω = tanh
(
λψ + C

)
, λ > 0.

Then, we have ∇ω = λ(1− ω2)∇ψ on Y so that∫
Y
∇ω · ∇ψ dy = λ

∫
Y
(1− ω2)|∇ψ|2 dy < λ

∫
Y
|∇ψ|2 dy,

and integrating by parts yields

λ >

∫
Y ω

2 dy∫
Y ωψ dy

≥ 4π2 = λ1,

where λ1 is the first eigenvalue of the operator A.

Since ω is a function of ψ, we know that it is a stationary solution of incompressible
Euler equations. But due to the above inequality we are in a situation where Arnold’s
stability criterion (see, e.g., chapter 3 in Marchioro and Pulvirenti [8]) does not apply.

Another related consequence is that the classical appeal to the free energy func-
tional for studying (V.P.) fails.

Indeed, let us consider the free energy functional

F(ξ) ≡ J (ξ)− λ

2
‖ξ‖2

H̃−1
per(Y)

,
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defined on {ω ∈ L2
0(Y) : −1 ≤ ω ≤ 1 a.e.}.

It is easy to see that for λ > λ1, F(ω) need not be convex.
This situation is a special feature of the periodic geometry which, on one hand,

simplifies the study of (1.1), getting rid of some intricacies connected with the bound-
ary conditions. On the other hand it introduces a great complexity in the study of
(V.P.), describing the statistical equilibrium: we never have a case where a simple
criterion ensures existence of a unique critical point. The case of a bounded domain
with boundary is quite different (see [11], [12], [17]).
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Abstract. We study the scattering problem for the Hartree equation

i∂tu = −1

2
∆u+ f(|u|2)u, (t, x) ∈ R×Rn,

with initial data u(0, x) = u0(x), x ∈ Rn, where f(|u|2) = V ∗ |u|2, V (x) = λ|x|−1, λ ∈ R, n ≥ 2. We
prove that for any u0 ∈ H0,γ ∩Hγ,0, with 1

2
< γ < n

2
, such that the value ε = ‖u0‖0,γ + ‖u0‖γ,0 is

sufficiently small, there exist unique u± ∈ Hσ,0 ∩H0,σ with 1
2
< σ < γ such that for all |t| ≥ 1∥∥∥u(t)− exp

(
∓if(|û±|2)

(
x

t

)
log |t|

)
U(t)u±

∥∥∥
L2

≤ Cε|t|−µ+7ν ,

where µ = min(1, γ
2
), 0 < ν < min(1, γ−σ

12
), ϕ̂ denotes the Fourier transform of ϕ, U(t) is the free

Schrödinger evolution group, and Hm,s is the weighted Sobolev space defined by

Hm,s = {ϕ ∈ S′; ‖ϕ‖m,s = ‖(1 + |x|2)s/2(1−∆)m/2ϕ‖L2 <∞}.

Key words. asymptotic behavior, Hartree equation, scattering
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1. Introduction. This paper is devoted to the study of the asymptotic behavior
for large time of solutions to the Cauchy problem for the Hartree equation{

i∂tu = − 1
2∆u+ f(|u|2)u, (t, x) ∈ R×Rn,

u(0, x) = u0(x), x ∈ Rn,
(1.1)

where

f(|u|2) = V ∗ |u|2 =

∫
V (x− y)|u|2(y)dy, V (x) = λ|x|−1, λ ∈ R, and n ≥ 2.

There is a large amount of literature on the Cauchy problem (1.1) and the asymp-
totic behavior in time of solutions for (1.1) with λ > 0 (see [2, 3, 4, 6, 7, 8, 9, 10, 11, 12,
13, 14, 15, 16, 18, 19, 20, 22]). The nonlinearity in equation (1.1) is critical from the
point of view of large time asymptotic behavior of solutions since the L2 norm of the
nonlinear term is not integrable in time at infinity. The scattering problem for (1.1)
has been studied in the framework of the nonexistence of scattering states [14] and of
the existence of modified wave operators [6]. If the initial data is u0, xu0 ∈ L2. Some
time decay estimates of the nonlinearity f(|u|2) in Lp norms were obtained in [3] by
using the pseudoconformal conservation law, and it was proved in papers [18, 19] that
for large time the potential tf(|u(t, tx)|2) behaves as the Coulomb potential 1

|x| . It
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seems that the decay rates of solutions to (1.1) obtained in [3, 4, 8, 9, 11, 13] through
the pseudoconformal conservation law are not sufficient to obtain the existence and
uniqueness of the modified scattering states (see [16] for a study in this direction).
The only exception is [10], where the existence of solutions with the same decay rate
as in the free case is proved and the asymptotic profile of the solutions is obtained.
In the present paper we propose a new setting for the study of large time behavior of
solutions to (1.1) to make clear the connection with the theory of long range scattering
for (1.1). Although the method of the present paper follows [10], the argument here
is different from the previous one in some respects and requires a number of sharp
estimates. Our approach here is based on the sharp Lp estimates of the time decay
rate of the solutions to the Cauchy problem (1.1). As far as we know there are no
other results concerning the sharp Lp time decay estimates of solutions to the Cauchy
problem (1.1) for the critical case in higher space dimensions under consideration. To
derive the desired Lp estimates of the solutions we have to introduce a certain phase
function since the previous methods [4, 11, 12] based solely on the a priori estimates
of the L2 norm of (x + it∇)u(t) without specifying any phase function do not work
for the critical case. Also we extensively use an explicit representation of the free
Schrödinger evolution group (see formula (1.4) below). We note that the method
presented here is general enough since it is also applicable to a wide class of nonlinear
Schrödinger equations with derivatives in the nonlinear term.

We denote by Fϕ or ϕ̂ the Fourier transform of ϕ defined by

Fϕ(ξ) =
1

(2π)
n
2

∫
e−ixξϕ(x)dx

and let F−1ϕ(x) be the inverse Fourier transform of ϕ:

F−1ϕ(x) =
1

(2π)
n
2

∫
eixξϕ(ξ)dξ.

The free Schrödinger evolution group U(t) = e
it
2 ∆ is given by

U(t)ϕ =
1

(2πit)
n
2

∫
e
i(x−y)2

2t ϕ(y)dy = F−1e−
it
2 ξ

2Fϕ.

We define the weighted Sobolev space Hm,s by Hm,s = {ϕ ∈ S ′; ‖ϕ‖m,s = ‖(1 +
|x|2)s/2(1−∆)m/2ϕ‖ <∞}, where m, s ∈ R and ‖ · ‖ denotes the usual L2 norm.

We now state our results in this paper.
Theorem 1.1. We assume that u0 ∈ Hγ,0 ∩H0,γ and ε = ‖u0‖γ,0 + ‖u0‖0,γ is

sufficiently small, where 1
2 < γ < n

2 , n ≥ 2.
Then there exists a unique global solution u of the Hartree equation (1.1) such

that u ∈ C(R;Hγ,0 ∩H0,γ) and

sup
α∈[ 12 ,σ]

sup
t∈R

(1 + |t|)α‖u(t)‖p(α) ≤ Cε,

where 1
2 < σ < γ, p(α) = 2n

n−2α .
Theorem 1.2. Let u be the solution of (1.1) obtained in Theorem 1.1.
Then for any initial data u0 satisfying the conditions of Theorem 1.1, there exist

unique functions u± ∈ Hσ,0 ∩H0,σ, 1
2 < σ < γ, such that for all |t| ≥ 1

‖u(t)− exp
(
∓if(|û±|2)

(x
t

)
log |t|

)
U(t)u±‖ ≤ Cε|t|−µ+7ν ,(1.2)
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where µ = min(1, γ2 ), 0 < ν < min
(
1, γ−σ12

)
.

In the previous paper [10] the following results were shown. When the initial
data u0 ∈ Hγ,0 ∩H0,γ , where γ > n

2 , are such that the norm ε = ‖u0‖γ,0 + ‖u0‖0,γ is
sufficiently small, then there exists a unique global solution u of the Hartree equation
(1.1) such that u ∈ C(R;Hγ,0 ∩ H0,γ) and ‖u(t)‖∞ ≤ Cε(1 + |t|)−n/2. Moreover

there exist unique functions Φ ∈ L∞ and û+ ∈ L∞ ∩L2 such that ‖ ∫ t
1
f(|û(τ)|2)dττ −

f(|û+|2) log t− Φ‖∞ ≤ Cεt−ξη and ‖F(U(−t)u)(t) exp
(
i
∫ t
1
f(|û(τ)|2)dττ

)
− û+e

iΦ‖k
≤ Cεt−ξfort ≥ 1, where k = 2 or ∞, 0 < η < 2

n , 2ξ + n
2 < γ, and 0 < ξ < 1.

Furthermore the following asymptotic formula is valid for large time t uniformly with
respect to x ∈ Rn:

u(t, x) =
1

(2πit)
n
2
û+

(x
t

)
exp

(
i
x2

2t
− if(|û+|2)

(x
t

)
log t

)
+O

(
εt−

n
2−ξη

)
(1.3)

with the estimate ‖F (U(−t)u) (t) − û+ exp
(−if (|û+|2

)
log t

) ‖k ≤ Cεt−ξη, where
k = 2 or ∞. If we write formula (1.3) in the form

u(t, x) = exp
(
−if(|û+|2)

(x
t

)
log t

)
U(t)u+ +O

(
εt−

n
2−ξη

)
,

then we get the inequality

‖u(t)− exp
(
−if(|û+|2)

(x
t

)
log t

)
U(t)u+‖∞ ≤ Cεt−

n
2−ξη,

which is similar to (1.2) but gives the estimate in the uniform norm. The setting
in Theorem 1.2 fits more closely to the theory of long-range scattering developed
in [6], where the existence of modified wave operators for (1.1) has been proved.
Roughly speaking, the result of Theorem 1.2 implies the asymptotic completeness of
the modified wave operators. Another advantage of the setting in Theorem 1.2 over
the previous one in [10] is that for the L2 theory of scattering one needs only the
requirement γ > 1

2 for the index of the weighted Sobolev spaces as compared to the
previous assumption, namely γ > n

2 .
We organize our paper as follows. Below we explain the necessary notations and

then in section 2 we give some preliminary results. In Lemma 2.1 we formulate well-
known embedding results for the Sobolev spaces. Lemma 2.2 gives the sharp time
decay estimate of the Lp norm of the function in terms of the free evolution group
U(t). In Lemma 2.3 we prove the estimates of the nonlinearity of equation (1.1) in
the weighted Sobolev spaces. In section 3 we prove Theorems 1.1 and 1.2 by using a
priori estimates of the solutions obtained in Lemma 3.2 in a space XT . The function
space XT is the following:

XT = Xν
T =

{
ϕ ∈ C([−T, T ];S ′); |||ϕ|||XT

= sup
t∈[−T,T ]

(1 + |t|)−ν‖ϕ(t)‖γ,0

+ sup
t∈[−T,T ]

(1 + |t|)−ν‖U(−t)ϕ(t)‖0,γ + sup
α∈[ 12 ,σ]

sup
t∈[−T,T ]

(1 + |t|)α‖ϕ(t)‖p(α) <∞
}
,

where p(α) = 2n
n−2α , 1

2 < σ < γ < n
2 , 0 < ν < min(1, γ−σ12 ).

We consider below the case t > 0 since the opposite case is treated analogously.
Notation and function spaces. We let ∂j = ∂/∂xj , ∂

l = ∂l11 · · · ∂lnn , l ∈ (N ∪
{0})n, M = M(t) = exp(ix2/2t), Jj = Jj(t) = (xj + it∂j) = U(t)xjU(−t), J =
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(J1, . . . , Jn) = U(t)xU(−t), and |J |ζ = U(t)|x|ζU(−t), ζ ∈ [0,∞). We introduce some

function spaces. As usual, Lp = {ϕ ∈ S ′; ‖ϕ‖p < ∞}, where ‖ϕ‖p = (
∫ |ϕ(x)|pdx)

1
p

if 1 ≤ p < ∞ and ‖ϕ‖∞ = ess.sup{|ϕ(x)|;x ∈ Rn} if p = ∞. For simplicity we
let ‖ϕ‖ = ‖ϕ‖2. The weighted Sobolev space Hm,s

p is defined by Hm,s
p = {ϕ ∈

S ′; ‖ϕ‖m,s,p = ‖(1 + |x|2)s/2(1 − ∆)m/2ϕ‖p < ∞}, m, s ∈ R, 1 ≤ p ≤ ∞; also for
simplicity we denote Hm,s = Hm,s

2 , ‖ · ‖m,s = ‖ · ‖m,s,2. We let (ψ,ϕ) =
∫
ψ · ϕdx.

Denote by Ḃs
p,q the homogeneous Besov space with the seminorm

‖ψ‖Ḃs
p,q

=

(∫ ∞

0

y−1−ξq sup
|z|≤y

∑
|k|≤[s]

‖∂k(ψ(z) − ψ)‖qpdy
) 1

q

,

where s = [s] + ξ, 0 < ξ < 1, ψ(z)(x) = ψ(x + z), and [s] is the largest integer less

than s. We note that the seminorm of Ḃγ
2,2 is equivalent to that of the homogeneous

Sobolev space Ḣγ,0, where Ḣs,m = {ϕ ∈ S ′; ‖ϕ‖Ḣs,m = ‖|x|s(−∆)m/2ϕ‖ < ∞} (see
[1]). We let C(I;E) be the space of continuous functions from an interval I to a
Banach space E. Different positive constants might be denoted by the same letter C.

Note that the free Schrödinger evolution group can be represented as U(t) =
M(t)D(t)FM(t), where D(t) is the dilation operator defined by (D(t)ψ)(x) =
(it)−

n
2 ψ(xt ) and

U(−t) = M(−t)F−1D(t)−1M(−t) = M(−t)inF−1D

(
1

t

)
M(−t),(1.4)

since D(t)−1 = inD( 1
t ). By using the above identities we easily get

Jj(t) = U(t)xjU(−t) = M(t)D(t)FM(t)xjM(−t)F−∞〉\D
(∞
t
)
M(−t)

= M(t)D(t)in(i∂j)D

(
1

t

)
M(−t) = M(t)D(t)inD

(
1

t

)
(it∂j)M(−t)

= M(t)(it∂j)M(−t) and |J |ζ(t) = M(t)(−t2∆)
ζ
2M(−t), ζ ∈ [0,∞).

2. Preliminaries.
Lemma 2.1. Let q, r be any numbers satisfying 1 ≤ q, r ≤ ∞, and let j,m be any

real numbers satisfying 0 ≤ j < m. If u ∈ Hm,0
r (Rn) ∩ Lq(Rn), then the following

inequality is valid:

‖(−∆)j/2u‖p ≤ C‖(−∆)m/2u‖ar‖u‖1−aq ,(2.1)

where C is a constant depending only on n,m, j, q, r, a. Here p ≥ 1 is such that
1
p = j

n + a( 1
r − m

n ) + 1−a
q and the parameter a is any from the interval j

m ≤ a ≤ 1,
with the following exception: if the value m− j− n

r is a nonnegative integer, then the

parameter a is any from the interval j
m ≤ a < 1.

For proof of Lemma 2.1, see, e.g., [5, 21].
Lemma 2.2. We let u(t, x) be a smooth function. Then we have the estimate

‖u(t)‖p(α) ≤ C|t|−α‖FU(−t)u(t)‖p(α) + C|t|−α−%‖U(−t)u(t)‖0,γ for|t| ≥ 1,

where p(α) = 2n
n−2α , α ∈ [ 12 ,

n
2 ), n ≥ 2, % ∈ [0, 1], γ = α + 2%.
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Remark. We will show (see Lemma 3.2 below) that the norm ‖FU(−t)u(t)‖p(α)

does not grow with time and the norm ‖U(−t)u(t)‖0,γ grows a little with time; i.e.,
it obeys the estimate ‖U(−t)u(t)‖0,γ ≤ C(1 + |t|)ν , where 0 < ν < min(1, γ−α12 ).
Therefore Lemma 2.2 gives us the estimate of the decay rate of the solution u of the
Cauchy problem (1.1).

Proof. We have the identity, with v(t) = U(−t)u(t) and w(t, x) = (e
ix2

2t −1)v(t, x),

u(t) = U(t)v(t) = M(t)D(t)Fv(t) +M(t)D(t)F (M(t)− 1) v(t)

=
e
ix2

2t

(2πit)
n
2

∫
e−iy

x
t v(t, y)

(
1 +

(
e
iy2

2t − 1

))
dy

=
e
ix2

2t

(it)
n
2

(
v̂
(
t,
x

t

)
+ ŵ

(
t,
x

t

))
.(2.2)

We get the estimate∣∣∣∣e iy22t − 1

∣∣∣∣ = 2

∣∣∣∣sin y2

4t

∣∣∣∣ ≤ min

(
2,
|y|2
2|t|

)
≤ 21−2% |y|2%

|t|%(2.3)

for any % satisfying 0 ≤ % ≤ 1, and by a direct calculation we see that

|f
( ·
t

)
‖p = |t|n/p‖f‖p.(2.4)

Applying equality (2.4) and estimate (2.3) to identity (2.2) and using Lemma 2.1 with
p = p(α), a = 1, r = 2, j = 0,m = α, we get

‖u(t)‖p ≤ C|t|−α(‖v̂(t)‖p + ‖ŵ(t)‖p) ≤ C|t|−α(‖v̂(t)‖p + ‖ŵ(t)‖α,0)
≤ C|t|−α(‖v̂(t)‖p + ‖w(t)‖0,α) ≤ C|t|−α(‖v̂(t)‖p + |t|−%‖v(t)‖0,γ).

This implies the lemma.
Lemma 2.3. We let u(t, x) be a smooth function and 0 < γ < n

2 . Then the
following estimates are valid:∣∣Im (|x|γU(−t)f(|u|2)u(t), |x|γU(−t)u(t)

)∣∣ ≤ C‖u‖22n/(n−1)‖U(−t)u‖2
Ḣ0,γ

and ∣∣∣Im(
(−∆)γ/2f(|u|2)u(t), (−∆)γ/2U(−t)u(t)

)∣∣∣ ≤ C‖u‖22n/(n−1)‖u‖2Ḣγ,0 .

Proof. Let us only consider the case 0 < γ < 1 since the other cases are treated
analogously. By the relation M(t)(−t2∆)γ/2M(−t) = U(t)|x|γU(−t), we have, with
g = M(−t)u and f = f(|u|2) = f(|g|2),

| Im (|x|γU(−t)f(|u|2)u, |x|γU(−t)u) | = ∣∣∣Im(
(−t2∆)γ/2fg, (−t2∆)γ/2g

)∣∣∣
=
∣∣∣Im(

(−t2∆)γ/2fg − f(−t2∆)γ/2g, (−t2∆)γ/2g
)∣∣∣

≤ C‖g‖2n/(n−2γ)‖(−t2∆)γ/2f‖n/γ‖(−t2∆)γ/2g‖,
where we have used the fractional Leibniz rule which is proved in [17]. Since f =
V ∗ |u|2 = C(−∆)−(n−1)/2|g|2 with a certain constant C (see [21]) we obtain by
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Lemma 2.1, with j = 0, m = n− 1− γ, p = n
γ , r = n

n−1 , a = 1,

∣∣Im (|x|γU(−t)(V ∗ |u|2)u, |x|γU(−t)u)∣∣
≤ C|t|γ‖g‖2n/(n−2γ)‖(−∆)−(n−1−γ)/2|g|2‖n/γ‖|x|γU(−t)u‖
≤ C|t|γ‖g‖2n/(n−2γ)‖u‖22n/(n−1)‖|x|γU(−t)u‖
≤ C‖u‖22n/(n−1)‖U(−t)u‖2

Ḣ0,γ .

The second estimate of the lemma follows from the same argument as in the proof of
the first one, so we omit it.

3. Proofs of Theorems 1.1 and 1.2. Below we follow the notation in the
statement of Theorems 1.1 and 1.2 without further comments. To clarify the idea of
the proof of the theorems we only show a priori estimates of local solutions to (1.1).
For that purpose we use the following local existence theorem.

Theorem 3.1. We assume that the initial data u0 ∈ Hγ,0 ∩ H0,γ , where 1
2 <

γ < n
2 , are such that the norm ε = ‖u0‖γ,0 + ‖u0‖0,γ is sufficiently small. Then there

exists a finite time interval [−T, T ] with T > 1 such that there exists a unique solution
u ∈ C([−T, T ];Hγ,0 ∩H0,γ) of the Cauchy problem (1.1).

For the proof of Theorem 3.1, see, e.g., [3, 8, 15].

Lemma 3.2. Let u be the local solutions to (1.1) stated in Theorem 3.1. Then for
all t ∈ [−T, T ] we have the following estimates:

(1 + |t|)−ν(‖u(t)‖γ,0 + ‖U(−t)u(t)‖0,γ) < 2ε(3.1)

and

sup
α∈[ 12 ,σ]

(1 + |t|)α‖u(t)‖p(α) <
√
ε,(3.2)

where 1
2 < σ < γ, p(α) = 2n

n−2α .

Proof. On the contrary, let at least one of the estimates (3.1) or (3.2) be violated
in the whole time interval [−T, T ]. Via the continuity of the norms in the left-hand
sides of (3.1) and (3.2), we can find a maximal-time interval [−T0, T0] such that

(1 + |t|)−ν(‖u(t)‖γ,0 + ‖U(−t)u(t)‖0,γ) ≤ 2ε and(3.3)

sup
α∈[ 12 ,σ]

(1 + |t|)α‖u(t)‖p(α) ≤
√
ε

for all t ∈ [−T0, T0]. By using the commutation relation [L, |J |γ ] = 0, where L =
i∂t + 1

2∆, we get from the Hartree equation (1.1) L|J |γu = |J |γf(|u|2)u. Multiplying

both sides of this equation by |J |γu and using Lemma 2.3, we obtain

‖|J |γu(t)‖2 ≤ ‖|x|γu0‖2 + C

∫ t

0

‖u(s)‖22n/(n−1)‖|J |γu(s)‖2ds.

We use the estimate ‖u(t)‖p( 1
2 ) ≤ 2

√
ε(1 + |t|)− 1

2 , which follows from (3.3), to get

‖|J |γu(t)‖2 ≤ ‖|x|γu0‖2 + Cε

∫ t

0

(1 + s)−1‖|J |γu(s)‖2ds,
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whence via Gronwall’s inequality we find the estimate ‖|J |γu(t)‖ ≤ ‖|x|γu0‖(1 + t)ν ,
which implies

(1 + t)−ν‖|x|γU(−t)u(t)‖ ≤ ‖|x|γu0‖.(3.4)

Here ν is given explicitly by ν = Cε, where C is the same as above and therefore
dependent only on n and γ. We may therefore take ν as small as we like by taking ε
sufficiently small. In particular, we may always take ν in the range as in the statement
of the theorem at the cost of taking ε accordingly small. In the same way as in the
proof of (3.4), we have (1 + t)−ν‖u(t)‖γ,0 ≤ ‖u0‖γ,0, whence the first estimate (3.1)
of the lemma follows on the time interval[−T0, T0]. By Lemma 2.1 and estimate (3.3)
we have

sup
α∈[ 12 ,σ]

sup
t∈[−1,1]

(1 + |t|)α‖u(t)‖p(α) ≤ Cε <
√
ε.(3.5)

Now let us consider t ≥ 1. From Lemma 2.2 and estimate (3.3) it follows that

‖u(t)‖p(α) ≤ Cεt−α−β+ν + Ct−α‖FU(−t)u(t)‖p(α)(3.6)

for any α ∈ [ 12 , σ], where β = min(1, γ−σ2 ), 0 < ν < β/6. Multiplying both sides
of (1.1) by U(−t), we obtain i(U(−t)u(t))t + U(−t)f(|u|2)u = 0, whence in view of
identity (1.4) we have

iv̂t − t−1f(|v̂|2)v̂ = t−1 (I1(t) + I2(t)) ,(3.7)

where

I1(t) = F (M(−t)− 1)F−1f
(|FM(t)v|2)FM(t)v,

I2(t) = f
(|FM(t)v|2)FM(t)v − f(|v̂|2)v̂.

Introducing a new dependent variable ŵ = v̂B(t), where B(t) = exp(i
∫ t
1
f(|v̂|2)dττ ),

we write (3.7) in the form iŵt = B(t)t−1 (I1(t) + I2(t)) , whence, integrating with
respect to t from 1 to t, we get

ŵ(t) = ŵ(1)− i

∫ t

1

B(τ) (I1(τ) + I2(τ))
dτ

τ
.(3.8)

In the same way as in the proof of Lemma 2.3, we have, with 1
2 < θ ≤ γ (we

now let γ < 1 since the case 1 ≤ γ < n
2 is treated analogously),

‖f(h1h2)h3‖θ,0 ≤ C(‖f‖∞‖h3‖+ ‖(−∆)θ/2(fh3)‖)
≤ C(‖f‖∞‖h3‖+ ‖(−∆)θ/2(fh3)− f(−∆)θ/2h3‖+ ‖f(−∆)θ/2h3‖)
≤ C(‖f‖∞‖h3‖θ,0 + ‖h3‖p(θ)‖(−∆)θ/2f‖n/θ)
≤ C(‖f‖∞‖h3‖θ,0 + ‖h3‖p(θ)‖(−∆)−(n−1−θ)/2h1h2‖n/θ)
≤ C‖h3‖θ,0(‖f‖∞ + ‖h1‖p( 1

2 )‖h2‖p( 1
2 ))

≤ C‖h3‖θ,0(‖h1‖q‖h2‖q + ‖h1‖r‖h2‖r + ‖h1‖ 1
2 ,0
‖h2‖ 1

2 ,0
) ≤ C

3∏
j=1

‖hj‖θ,0,(3.9)
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where q < p( 1
2 ) < r < p(θ). We use (3.9) and (2.3) to obtain, with h = M(t)v and

0 ≤ θ ≤ σ,

‖I1(t)‖θ,0 ≤ C‖F (M(−t)− 1)F−1f(|ĥ|2)ĥ‖θ,0 ≤ Ct−ω‖F−1f(|ĥ|2)ĥ‖0,γ
≤ Ct−ω‖f(|ĥ|2)ĥ‖γ,0 ≤ Ct−ω‖ĥ‖3γ,0 ≤ Ct−ω‖v‖30,γ ,(3.10)

where ω = min(1, γ−θ2 ). We easily see that

f(|ĥ|2)ĥ− f(|v̂|2)v̂ = f(|ĥ|2)(ĥ− v̂) + f
(
(ĥ− v̂)ĥ

)
v̂ + f

(
(ĥ− v̂)v̂

)
v̂,

whence, by virtue of (3.10) and using (2.3) and Lemma 2.1, we obtain

‖I2(t)‖σ,0 = ‖f(|ĥ|2)ĥ− f(|v̂|2)v̂‖σ,0 ≤ C‖ĥ− v̂‖σ,0
(
‖ĥ‖2σ,0 + ‖v̂‖2σ,0

)
≤ C‖ (M(t)− 1) v‖0,σ‖v‖20,σ ≤ Ct−β‖v‖30,γ ,(3.11)

where 1
2 < σ < γ < n

2 , β = min(1, γ−σ2 ). By (3.8), (3.10), (3.11), and estimate (3.3)
we have

‖FU(−t)u‖p(α) = ‖v̂‖p(α) = ‖ŵ‖p(α) ≤ Cε+ C

∫ t

1

(‖I1(τ)‖p(α) + ‖I2(τ)‖p(α)

) dτ
τ

≤ Cε+ C

∫ t

1

(‖I1(τ)‖α,0 + ‖I2(τ)‖α,0) dτ
τ
≤ Cε

∫ t

1

τ−1−β+3νdτ ≤ Cε.(3.12)

We apply (3.12) to (3.6) to get the estimate (3.2) on the interval [−T0, T0]. The
contradiction obtained proves the estimates (3.1) and (3.2) on the whole-time interval
[−T, T ] of the existence of solutions u to the Cauchy problem (1.1). Lemma 3.2 is
proved.

We are now in a position to prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. We have by Lemma 3.2

|||u|||XT
≤ 2ε+

√
ε.

Then the standard continuation argument yields the result.
Proof of Theorem 1.2. By (3.8), (3.10), (3.11), and Theorem 1.1 we have

‖ŵ(t)− ŵ(s)‖σ,0 ≤ Cεs−β+3ν(3.13)

for t > s ≥ 1, where 1
2 < σ < γ, β = min(1, γ−σ2 ), 0 < ν < β/6. Therefore we find

that there exists a unique function ŵ+ ∈ Hσ,0 such that

‖ŵ(t)− ŵ+‖σ,0 ≤ Cεt−β+3ν .(3.14)

In the same way as in the proof of (3.9) and (3.11) we have

‖I1(t)‖0,σ + ‖I2(t)‖0,σ ≤ Ct−β(‖v‖0,γ + ‖v‖γ,0)3 ≤ Cεt−β+3ν .(3.15)

Hence from (3.8) we see that ŵ+ ∈ H0,σ and

‖ŵ(t)− ŵ+‖0,σ ≤ Cεt−β+3ν .(3.16)
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By Lemma 2.1, with p = 2n, j = 0, a = 1, m = n− 1, r = 2n
2n−1 , we find that

‖f(h1h2)‖2n = C‖(−∆)−(n−1)/2(h1h2)‖2n(3.17)

≤ C‖h1‖‖h2‖p( 1
2 ) ≤ C‖h1‖‖h2‖ 1

2 ,0
.

Let us now consider the case 1
2 < σ < 1. The other cases can be treated analogously.

We use estimate (3.17) to get the following estimate with 1
2 < σ < γ:

‖f(h1h2)‖Ḃσ
2n,2

=

(∫ ∞

0

y−1−2σ sup
|z|≤y

‖(f(z) − f)‖22ndy
)1/2

≤ C‖h2‖ 1
2 ,0

(∫ ∞

0

y−1−2σ sup
|z|≤y

‖(h1(z) − h1)‖2dy
)1/2

+ C‖h1‖ 1
2 ,0

(∫ ∞

0

y−1−2σ sup
|z|≤y

‖(h2(z) − h2)‖2dy
)1/2

≤ C‖h1‖σ,0‖h2‖σ,0,(3.18)

whence we obtain

‖f(|ŵ(t)|2)− f(|ŵ(s)|2)‖Ḃσ
2n,2

=
∥∥∥f ((ŵ(t)− ŵ(s)) ŵ(t))

+f
(
(ŵ(t)− ŵ(s))ŵ(s)

)∥∥∥Ḃσ
2n,2

≤ C‖ŵ(t)− ŵ(s)‖σ,0(‖ŵ(t)‖σ,0 + ‖ŵ(s)‖σ,0)
≤ Cs−β+6ν(‖u0‖0,γ + ‖u0‖γ,0)(3.19)

for all 1 < s < t, where β = min(1, γ−σ2 ), 0 < ν < β/6.

We now let Ψ(t) =
∫ t
1

(
f(|ŵ(τ)|2)− f(|ŵ(t)|2)) dτ

τ . Then

Ψ(t)−Ψ(s) =

∫ t

s

(
f(|ŵ(τ)|2)− f(|ŵ(t)|2)) dτ

τ
(3.20)

− (f(|ŵ(t)|2)− f(|ŵ(s)|2)) log s,

where 1 < s < τ < t. We apply (3.19) to (3.20) to get, for all 1 < s < t,

‖Ψ(t)−Ψ(s)‖Ḃσ
2n,2

≤ Cεs−β+6ν .(3.21)

This implies that there exists a unique real-valued function Φ ∈ Ḃσ
2n,2 such that

limt→∞Ψ(t) = Φ in Ḃσ
2n,2. We let t→∞ in (3.21). Then

‖Φ−Ψ(t)‖Ḃσ
2n,2

≤ Cεt−β+6ν .(3.22)

We note that û+ = ŵ+ exp(−iΦ). (For the function û−, analogously we have û− =
ŵ+ exp(iΦ).) By the facts that Φ ∈ Ḃσ

2n,2, ŵ+ ∈ Hσ,0 ∩H0,σ, and Lemma 2.1, we see
that û+ ∈ Hσ,0∩H0,σ, and we also have the following by Theorem 1.1, (3.14), (3.21),
and (3.22):

‖u+‖0,σ = ‖û+‖σ,0 = ‖ exp(iΦ)ŵ+‖σ,0 ≤ C(‖w+‖+ ‖ŵ+ exp(iΦ)‖Ḃσ
2,2

)

≤ Cε+ C

(∫ ∞

0

y−1−2σ sup
|z|≤y

‖(ŵ+(z) − ŵ+) exp(iΦ(z))‖2dy
) 1

2

+ C‖ŵ+‖p( 1
2 )

(∫ ∞

0

y−1−2σ sup
|z|≤y

‖Φ(z) − Φ‖22ndy
) 1

2

≤ Cε+ C‖ŵ+‖σ,0 + C‖ŵ+‖ 1
2 ,0
‖Φ‖Ḃσ

2n,2
≤ Cε.(3.23)
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We easily find that the following identity holds:∫ t

1

f(|ŵ(τ)|2)dτ
τ

= f(|ŵ+|2) log t+ Φ + (Ψ(t)− Φ)(3.24)

+
(
f(|ŵ(t)|2)− f(|ŵ+|2)

)
log t.

In the same way as in the proof of (3.11), (3.17), we have

‖I2(t)‖ = ‖f(|ĥ|2)ĥ− f(|v̂|2)v̂‖ ≤ ‖ĥ− v̂‖‖f(|ĥ|2)‖∞
+ ‖v̂‖p( 1

2 )

(
‖f
(
(ĥ− v̂)ĥ

)
‖2n + ‖f

(
(ĥ− v̂)v̂

)
‖2n

)
≤ C‖ĥ− v̂‖

(
‖ĥ‖2σ,0 + ‖v̂‖2σ,0

)
≤ C‖ (M(t)− 1) v‖‖v‖20,σ

≤ Ct−µ‖v‖30,γ ≤ Ct−µ+3ν (‖v‖0,γ + ‖v‖γ,0)3 ≤ Cεt−µ+3ν ,(3.25)

where µ = min(1, γ2 ). Hence by virtue of (3.10) with θ = 0 and (3.25) we see from
(3.8) that

‖ŵ(t)− ŵ+‖ ≤ Cεt−µ+3ν .(3.26)

Using (3.17) and (3.26), analogously to (3.19) we get

‖f(|ŵ(t)|2) − f(|ŵ(s)|2)‖2n = ‖f
(
(ŵ(t)− ŵ(s))ŵ(t)

)
+ f

(
(ŵ(t)− ŵ(s))ŵ(s)

)
‖2n

≤ C‖ŵ(t)− ŵ(s)‖
(
‖ŵ(t)‖p( 1

2 ) + ‖ŵ(s)‖p( 1
2 )

)
≤ Cs−µ+6ν (‖u0‖0,γ + ‖u0‖γ,0) ,(3.27)

and therefore we obtain

‖Φ−Ψ(t)‖2n ≤ Cεt−µ+6ν .(3.28)

By (3.24), (3.27), and (3.28) we have∥∥∥∥
∫ t

1

f(|ŵ(τ)|2)dτ
τ
− f(|ŵ+|2) log t− Φ

∥∥∥∥
2n

≤ Cεt−µ+7ν .(3.29)

Since ŵ(t) = B(t)FU(−t)u(t) = exp(i
∫ t
1
f(|ŵ(τ)|2)dττ )FU(−t)u(t), we have, in view

of (3.14), (3.26), and (3.29),

‖FU(−t)u(t)− û+ exp
(−if(|û+|2) log t

) ‖
=

∥∥∥∥ŵ(t) exp

(
−i
∫ t

1

f(|ŵ(τ)|2)dτ
τ

)
− û+ exp

(−if(|û+|2) log t
)∥∥∥∥

≤
∥∥∥∥ŵ(t)− ŵ+‖+ C‖

(∫ t

1

f(|ŵ(τ)|2)dτ
τ
− f(|û+|2) log t− Φ

)
ŵ+

∥∥∥∥
≤ Cεt3ν−µ + C

∥∥∥∥ŵ+‖p( 1
2 )‖

∫ t

1

f(|ŵ(τ)|2)dτ
τ
− f(|ŵ+|2) log t− Φ

∥∥∥∥
2n

≤ Cεt7ν−µ.(3.30)

By (2.3) and Theorem 1.1 we get

‖u(t) −M(t)D(t)FU(−t)u(t)‖ = ‖M(t)D(t)F (M(t)− 1)U(−t)u(t)‖
= ‖ (M(t)− 1)U(−t)u(t)‖ ≤ Ct−µ‖U(−t)u(t)‖0,γ ≤ Cεt−µ+ν .(3.31)
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Via (3.23), (3.30), and (3.31) it follows that

‖u(t) − exp

(
−if (|û+|2

)(x
t

)
log t

)
U(t)u+‖

= ‖u(t)−M(t)D(t) exp
(−if(|û+|2) log t

)FM(t)u+‖
≤ ‖u(t)−M(t)D(t)FU(−t)u(t)‖
+ ‖M(t)D(t)

(FU(−t)u(t)− û+ exp
(−if(|û+|2) log t

)) ‖
+ ‖M(t)D(t) exp

(−if(|û+|2) log t
)F (M(t)− 1)u+‖

≤ Cεt7ν−µ + Ct7ν−µ‖u+‖0,σ ≤ Cεt7ν−µ.(3.32)

From (3.32), Theorem 1.2 follows.
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Instituto de F́isica y Matemáticas de Universidad Michoacana for kind hospitality.

REFERENCES
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[13] N. Hayashi and T. Ozawa, Time decay for some Schrödinger equations, Math. Z., 200 (1989),

pp. 467–483.
[14] N. Hayashi and Y. Tsutsumi, Scattering theory for Hartree type equations, Ann. Inst. H.
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Abstract. We study the approach to the steady state for the porous medium equation with
absorption under positive, time-independent, Dirichlet boundary conditions. Special attention is
given to the case where the solution of the steady-state problem vanishes in an interior region (known
as a dead core.) The results are compared to those for the heat equation with absorption.
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1. Introduction. We shall study the asymptotic behavior of the solution of the
initial-boundary value problem for a generalization of the porous medium equation
with absorption. The porous medium occupies a bounded domain Ω and the solution
obeys Dirichlet boundary conditions independent of time. Our goal is to describe
how the solution u(x, t) of the evolution problem tends to its steady state φ(x). In
applications, u is either a concentration or a temperature required to be nonnegative;
either physical interpretation will be used as is convenient.

Although we are mainly interested in the case of positive Dirichlet conditions, let
us begin with some remarks for the case of zero boundary conditions. The steady
state then vanishes identically and the possibility of extinction in finite time arises:
is there a time T such that u(x, t) ≡ 0 for all x and t ≥ T? It is known (see [13]
and [16]; for the heat equation, see [11] and [15]) that extinction in finite time occurs
when the absorption is strong or the diffusion is fast (see below for the definition of
these terms).

By contrast, when the boundary values are positive, the steady state does not
vanish identically and one can no longer expect u(x, t) to coincide with φ(x) beyond
some finite time. If, however, φ(x) vanishes in an interior region D, known as a
dead core, then u(x, t) may also vanish in a time-dependent dead core D(t) whose
relationship to D is one of the objects of our study. For the heat equation with
absorption, we showed in [3] that a dead core for the stationary problem can occur
only if the absorption is strong, and then the corresponding evolution problem for
large t always has a dead core D(t) which, for typical initial and boundary conditions,
expands to D as t→∞; whether or not there is a steady core, Ricci [18] proved that
the supnorm ‖u(x, t)− φ(x)‖ decays exponentially in time when the absorption is of
power-law type. For the porous medium equation with absorption, we shall show that
the existence of a nonempty D no longer guarantees that D(t) is nonempty for large
t, but if D(t) is nonempty, then again D(t) → D as t→∞.
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In the next section we formulate the problem more precisely and introduce the
familiar model problem with power-law diffusion and absorption. We briefly discuss
existence and uniqueness and define the notions of sub- and supersolution. In section
3 we state some monotonicity theorems and use the nondiffusive (lumped-parameter)
problem and the steady-state problem to obtain the bounds needed in section 4, where
we prove the principal theorem relating the evolutionary and stationary dead cores.
In section 5 we establish decay estimates and find that there are cases when ‖u(x, t)−
φ(x)‖ does not decay exponentially in time, in contrast with the one-dimensional
treatment given by Ricci and Tarzia [19], where the assumptions made always led to
exponential decay.

2. Formulation and model problem. We consider the following initial-boundary
value problem for u(x, t):

ut −∆(A(u)) = −λf(u) in Q = Ω×R+(2.1)

subject to the boundary condition

u(x, t) = χ(x) ≥ 0 on Γ = ∂Ω×R+(2.2)

and the initial condition

u(x, 0) = u0(x) in Ω, with 0 ≤ u0(x) ≤ 1.(2.3)

Here χ(x) is continuous on Γ and u0(x) can be extended to a continuous function on
Ω̄, satisfying the compatibility condition

u0(x) = χ(x), x ∈ ∂Ω.

The physical domain Ω is either an open interval in R1 or a bounded, arcwise con-
nected domain in RN (N > 1) whose boundary is of class C3;λ ∈ R+; ∆ denotes the
N-dimensional Laplace operator.

The function A ≥ 0 characterizes the diffusion and f ≥ 0 characterizes the ab-
sorption. Writing

∆(A(u)) = div (A′(u)gradu),

we recognize the diffusion coefficient (or thermal conductivity) as A′(u). We shall
choose A and f to generalize the model equation

ut −∆(um) = −λup, m > 0, p > 0.(2.4)

The following terminology for (2.4) is now fairly standard and stems from the behavior
of the diffusion and absorption near u = 0:

m < 1 fast-diffusion equation,
m = 1 heat equation,
m > 1 porous-medium equation,
p < 1 strong absorption,
p ≥ 1 weak absorption.

Note that if p < 1, the absorption is non-Lipschitz at u = 0; if m < 1, the diffusion
coefficient mum−1 is infinite at u = 0. For (2.1) we make the following definitions
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consistent with the model problem:∫ ε

0

1

A(s)
ds <∞ ⇐⇒ fast diffusion,(2.5)

∫ ε

0

1

f(s)
ds <∞ ⇐⇒ strong absorption.(2.6)

If the integrals are infinite, we speak, respectively, of slow diffusion and weak
absorption. Thus, the heat equation would fall in the category of slow diffusion.

When χ(x) ≡ 0 in (2.2), the steady state vanishes and u(x, t) tends to zero as
t → ∞. Fast diffusion or strong absorption yields extinction in finite time (see [13]
for a survey; the best necessary condition can be found in [16]). We can perhaps
understand this phenomenon by the following qualitative argument. For small u, the
absorption is still relatively large in the case of strong absorption and will tend to
drive the solution more quickly to zero than in the case of weak absorption. Fast
diffusion has the same effect: for small u, the diffusion is large and creates a large flux
of concentration directed toward the lower concentration (= zero) on the boundary.
If χ(x) is not identically zero in (2.2), the corresponding steady state φ(x) does not
vanish identically, but it is still true that u(x, t) tends to φ(x) as t approaches infinity.
We see that fast diffusion no longer tends to lower the interior concentration. Indeed,
suppose χ(x) ≡ 1; then diffusion will generate a flux from the boundary to the smaller
interior concentration and fast diffusion will serve to counteract absorption rather than
to reinforce it, as was the case when χ(x) ≡ 0. We shall therefore be more interested
in slow diffusion and we shall impose the following conditions on A(u) that generalize
the case m ≥ 1 for the model problem:


A(u) ∈ C1[0,∞) ∩ C2(0,∞);

A′(u) > 0, A′′(u) ≥ 0 (u > 0);

A(0) = 0, A′(0) ≥ 0, A(1) = 1.

(PA)

Note that A′(0) is finite so that the integral in (2.5) is indeed infinite.
For the absorption f , we impose the following conditions, which generalize the

model problem: {
f ∈ C[0,∞) ∩ C2(0,∞),

f(0) = 0, f(1) = 1, f ′(s) > 0 (s > 0).
(Pf )

The function

g(s) = f(A−1(s))(2.7)

plays a role in the analysis of the steady-state problem

−∆(A(φ)) = −λf(φ) in Ω, φ(x) = χ(x) on ∂Ω.(2.8)

Setting Φ = A(φ), (2.8) reduces to

−∆Φ = −λg(Φ) in Ω, Φ = A−1(χ(x)) on ∂Ω,(2.9)

where g is defined in (2.7). Thus, the steady-state problem depends only on the single
combined function g rather than on the individual functions f and A. In the model
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problem g(Φ) = Φp/m. In any event, (2.9) is the same type of steady-state problem
that arises for the heat equation with absorption. This problem was analyzed in [2],
[9], [12], and [21]. In [2], we found that (2.9) can have a dead core—for sufficiently
large λ—only if

(∗)
∫ 1

0

ds√
G(s)

<∞, where G(s) =

∫ s

0

g(ξ)dξ.

For the model problem this reduces to p
m < 1, which is then also sufficient (see [2]).

The sufficiency of (∗) for more general g satisfying{
g ∈ C2(0, 1), g(0) = 0, g(1) = 1, g′(s) ≥ 0 on (0, 1),

either g′′(s) ≥ 0 on (0, 1) or g′′(s) ≤ 0 on (0, 1),
(Pg)

will be shown in section 3. Most of our results can be proved under the less restrictive
assumption of g being concave or convex only in some neighborhood of the origin,
but for simplicity we have taken g to be either convex or concave in (0,1). The
function g can easily be extended to [0, 2] without sacrificing smoothness, convexity,
or concavity. Such an extension is needed in some proofs and will be used without
further discussion.

Proofs of existence and uniqueness for problem (2.1)–(2.3) are based on a suitable
notion of weak solution (see [5], and also [1], [6], [14]), which we include here for the
sake of completeness.

Definition. Let QT = Ω× (0, T ) and let n denote the outward unit normal to Ω.
A function u ∈ C([0, T ] : L1(Ω)) ∩ L∞(QT ) is called a weak solution of the problem
(1.1)–(1.3) if it satisfies∫

Ω

u(x, T )σ(x, T )dx−
∫
QT

[uσt +A(u)4σ]dxdt+

∫ T

0

∫
∂Ω

A(χ)
∂σ

∂n
ds(2.10)

=

∫
Ω

u0σ(x, 0)dx+

∫
QT

−f(u)σdxdt

for all σ ∈ C2(Q̄T ) with σ = 0 on ∂Ω × (0, T ). Equation (2.10) is obtained easily by
multiplying (2.1) by σ, integrating over QT , and using the divergence theorem. The
proof of existence and uniqueness of a weak solution to (2.1)–(2.3) now follows the
lines of Bertsch [5].

A weak supersolution of (2.1)–(2.3) is defined by replacing the equal sign in (2.10)
by ≥ and restricting σ to be nonnegative. Similarly, one can define a weak subsolution.
For our purposes, it suffices to consider the usual super- and subsolutions (easily seen
to be weak super- and subsolutions) defined as follows.

We say that ū ≥ 0 is a supersolution of (2.1)–(2.3) if

ūt −∆A(ū) + λf(ū) ≥ 0 , ū(x, 0) ≥ u0(x), ū|∂Ω ≥ χ(x).(2.11)

Similarly, u ≥ 0 is a subsolution if all the inequalities in (2.11) are reversed. If
u ≤ ū, then the unique weak solution u of (2.1)–(2.3) satisfies (see [5])

u ≤ u ≤ ū, almost everywhere (a.e.) in QT .

Note that in general u is not continuous in QT . However, if χ is smooth, say
differentiable, then a bounded weak solution is also continuous. This follows from



1272 C. BANDLE, T. NANBU, AND I. STAKGOLD

the arguments of [17], together with the very general result of [7]. We, henceforth,
assume that u is continuous so that we shall write u ≤ u or u ≤ ū, dropping the
a.e. qualification. Similar definitions apply to the steady-state problem (2.8) if g
satisfies (Pg).

It follows from the maximum principle that the solutions of (2.1)–(2.3) and of
(2.8) satisfy u(x, t) ≤ 1 in Q,φ(x) ≤ 1 in Ω.

To show monotonicity of u(x, t) in time, we need to impose a natural condition
on the initial value u0(x):

∆(A(u0))− λf(u0) ≤ a < 0, x ∈ Ω.(2.12)

This condition holds automatically if u0(x) is a positive constant. If u0(x) satisfies
(2.12), it is an upper solution to (2.1)–(2.3) so that u(x, t) ≤ u0(x) for any t. Now let
v(x, t) = u(x, t+ τ); then v(x, t) satisfies

vt −∆(A(v)) = −λf(v), v(x, 0) = u(x, τ), v(∂Ω, t) = χ(x).

Since u(x, τ) ≤ u0(x), v is a subsolution of (2.1)–(2.3), and hence u(x, t+τ) ≤ u(x, t).
Hence, u(·, t) is monotonically decreasing. Standard theorems can be used to show
that u(x, t) tends to the steady state φ(x) as t→∞.

3. Monotonicity and other comparison theorems. Consider problem (2.1)–
(2.3) when only one part of the data is changed. We then have the following mono-
tonicity properties:

(a) Let u1 and u2 be the solutions corresponding to λ1, λ2, respectively, with
λ1 ≤ λ2; then u2 ≤ u1 in Q.

(b)If f1 ≤ f2 on [0, 1], then u2 ≤ u1 in Q.
(c) If the initial or the boundary value is decreased so is the solution.
(d) Let u0(x) ≡ 1, χ(x) ≡ 1 and consider two domains Ω1 ⊂ Ω2. Then u2 ≤ u1

on Q1.
These all are easy to prove using super- and subsolution techniques. Let us prove

(d), for instance. Since u2 satisfies the differential equation on Ω2, it also satisfies
it on Ω1. Moreover, by the maximum principle, u2 ≤ 1 in Q2 and hence on ∂Ω1.
Clearly u2(x, 0) = 1 on Ω1. Therefore u2(x, t) is a subsolution of (2.1)–(2.3) on Q1

and u2 ≤ u1 on Q1 as required.
Remarks.
1. There is no straightforward comparison theorem with respect to A(u) or

A′(u). (See, however, [4] for some partial results when f = 0.)
2. Similar results to (a)–(d) hold for the steady-state problem (see [2]).

Next we look at the “lumped-parameter” problem and the steady-state problem
with a view to using them as comparison problems for (2.1)–(2.3). The lumped
parameter problem has no diffusion term. It can be obtained as a special case of (2.1)
with initial value u0(x) ≡ 1 and boundary condition of vanishing normal derivative.
We can then seek a solution z(t) independent of x:

zt = −λf(z), t > 0; z(0) = 1.(3.1)

As long as z(t) > 0, we integrate (3.1) to obtain

λt =

∫ 1

z(t)

ds

f(s)
.(3.2)
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Thus, if
∫ 1

0
ds
f(s) = ∞ (weak absorption), (3.2) provides a solution z(t) > 0 for all t,

with z tending to zero as t→∞. If, however,∫ 1

0

ds

f(s)
= I <∞ (strong absorption),(3.3)

then z(t) > 0 for λt < I and z(t) ≡ 0 for λt ≥ I. Strong absorption therefore leads
to extinction in finite time. Note that the phenomenon is independent of λ, although
the time of extinction does depend on λ. Similar results hold if the initial value for z
is any positive number.

In the model problem, the solution of (3.1) is given explicitly by

z(t) =




[1 + λ (p− 1)t]−
1

p−1 , p > 1;

e−λt, p = 1;

[1− λ (1− p)t]
1

1−p
+ , p < 1.

(3.4)

Therefore, extinction occurs in finite time if and only if p < 1. Then, I = 1
1−p .

Comparison with (3.1) leads immediately to two results for (2.1)–(2.3).
Theorem 3.1. (a) If χ(x) = 0, then z(t) is a supersolution of (2.1)–(2.3) so that

u(x, t) ≤ z(t) and, if the absorption is strong, there is extinction in finite time for
u(x, t).

(b) If min
Ω

u0(x) = θ > 0, then the solution z(t, θ) of (3.1) with initial value θ is

a subsolution of (2.1)–(2.3) so that u(x, t) ≥ z(t, θ). If the absorption is weak, then
z(t, θ) > 0 for all t, and hence u(x, t) > 0 in Q.

We also need information on the steady-state problem.
The following theorem shows that (∗) is necessary and sufficient for the existence

of a dead core for sufficiently large λ. We are grateful to J. Ildefonso Diaz for pointing
out the sufficiency (see also [8]).

Theorem 3.2 (see [2]). Let g satisfy (Pg) and let χ(x) > 0. If (∗) is not satisfied,
there is no dead core for any λ; if (∗) is satisfied, then a dead core exists for sufficiently
large λ.

Proof. (a) Suppose
∫ 1

0
ds√
G(s)

= ∞. Then w(x) defined implicitly by

∫ a

w(x)

ds√
G(s)

=
√

2λ x(3.5)

is positive for all x > 0, is a decreasing function of x, and satisfies the ordinary
differential equation

w′′ = λg(w), x > 0; w(0) = a.

Now let Ω be a bounded domain and consider problem (2.9) with Φ(∂Ω) = A−1(χ) ≥
a. Then choosing the coordinate system so that Ω lies in the half-space x > 0, we see
that w(x) is a lower solution and, since w > 0,Φ > 0 and so is φ. Thus, no dead core
is possible for any λ.

(b) If
∫ 1

0
ds√
G(s)

< ∞, then g′(0) = ∞ and hypothesis (Pg) implies g is concave.

Hence, g(v) ≥ vg(1), 0 ≤ v ≤ 1, and

G(v) =

∫ v

0

g(s)ds ≤ vg(v) ≤ 1

g(1)
g2(v), 0 ≤ v ≤ 1.(3.6)



1274 C. BANDLE, T. NANBU, AND I. STAKGOLD

We shall construct, for λ sufficiently large, an upper solution v(r) to (2.9) for a ball
BR, with v ≡ 0, 0 < r < R/2. We begin by observing that on the positive real line,
the function w(x) defined implicitly by∫ w(x)

0

ds√
G(s)

=
√

2µ x(3.7)

satisfies w′′ = µg(w), x > 0;w(0) = w′(0) = 0. We note that w is an increasing
function of x and µ. Now choose µ so that w

(
R
2

)
= 1 and consider the function

v = w

(
r − R

2

)

in the ball r ≤ R in RN (having extended v to be zero for r < R/2). We then obtain

4v = v′′ +
N − 1

r
v′ = µg(v) +

N − 1

r

√
2µG(v) in

(
R

2
, R

)

≤ µg(v) +
2(N − 1)

R

√
2µ
√
G(v)

≤
[
µ+

2(N − 1)

R

√
2µ

g(1)

]
g(v)

.
= νg(v) (by (3.6)).

Since v
(
R
2

)
= 0, v′

(
R
2

)
= 0, and g(0) = 0, the last inequality can be extended

to (0, R). Furthermore, v(R) = 1 so that v(r) is an upper solution of the elliptic
problem (2.9) for λ ≥ ν. Since v vanishes for r < R

2 , so do Φ and φ. Now consider
(2.9) on an arbitrary domain Ω with Φ(∂Ω) = A−1(χ) ≤ 1. Then Ω contains a ball
BR on whose boundary Φ ≤ 1. Therefore, Φ ≤ v and Ω contains a dead core for
λ ≥ ν.

For any x0 ∈ Ω, we can take R = r0 = the distance from x0 to the boundary;
part (b) of Theorem 3.2 then shows that for λ large enough, x0 belongs to the dead
core. This suggests making the following definition.

Definition 3.3. Let x0 ∈ Ω and let g satisfy (∗) and (Pg). Define

λ0 = inf
λ
{Φ(x0, λ) = 0} ; λ∗ = inf

x0

λ0.(3.8)

Remarks.
(a) Of course Φ(x0, λ) and φ(x0, λ) either both vanish or are both positive.
(b) Particularly simple estimates for λ0 and λ? are available in the model problem

(see [13], [20]). In that case we are considering (2.9) with g(s) = sα, α < 1. We claim
that

λ0 ≤ Pn,α
r20

, λ? ≤ Pn,α
ρ2

,(3.9)

where Pn,α = 4+2(n−2)(1−α)
(1−α)2 , r0 = dist (x0, ∂Ω); ρ = inradius of Ω. The proof

consists in noting that the function w = ( |x−x0|
r0

)2/1−α satisfies −∆w +
Pn,α
r20

wα =

0 in Ω and w(∂Ω) ≥ 1. Thus, w is a supersolution of (2.9) for any λ ≥ Pn,α
r20

. Since

w vanishes at x0, so does Φ, and hence φ. This proves the first part of (3.9) and the
second follows at once.
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4. The evolution problem whose steady state has a dead core. Suppose
(∗) is satisfied with λ large enough for the steady state to have a dead core. Does the
corresponding evolution problem have a dead core and, if so, how does it behave for
large t? The answer is given by the following theorem.

Theorem 4.1. Let u(x, t) be the solution of (2.1)–(2.3) under properties
(PA), (Pf ), (∗), and (Pg). For fixed x0 ∈ Ω, choose λ > λ0, where λ0 is defined
in (3.8). Then

(a) if f satisfies (3.3), u(x0, t) = 0 for

t ≥ t0
.
=

I

λ− λ0
;

(b) if the integral in (3.3) is infinite and min
Ω

u0(x) > 0, then u(x0, t) > 0 for

all t.
Proof. Part (b) is equivalent to Theorem 3.1(b). To prove part (a), it suffices to

exhibit a supersolution w(x, t) such that w(x0, t) = 0 for t ≥ t0. Modifying the idea
in [3] (see also [10]), we are led to try a function w of the form

w = A−1(Az +Aφ) (i.e., Aw = Az +Aφ),

where z(t, γ) is the solution of (3.1) with a parameter γ to be chosen and φ is the
solution of (2.8) with λ = λ0. Note that w vanishes at x0 for γt ≥ I. Since w ≥ z
and w ≥ φ, it is clear that w(x, 0) ≥ u0(x) and w(∂Ω, t) ≥ χ(x); it remains only to
choose γ to satisfy the differential inequality for a supersolution. From the definition
of w, we have

(Aw)t = A′(w)wt = A′(z)zt

so that

wt =
A′(z)
A′(w)

zt ≥ zt = −γf(z),

where we have used the fact that A′′ ≥ 0 and zt ≤ 0. It follows that

wt −∆(A(w)) + λf(w) ≥ −γf(z)−∆(A(φ)) + λf(w)

= −γf(z)− λ0f(φ) + λf(w)

≥ (λ− λ0 − γ)f(w).

By choosing γ = λ− λ0 we obtain the desired result.
Remarks.
1. If f satisfies (3.3) we may be interested in the time of onset of the dead

core. Then, if λ > λ∗ (see (3.8)), a nonempty dead core D(t) will exist for
t ≥ I/(λ− λ∗).

2. In the model problem, condition (∗) means p/m < 1, and then the steady
state has a dead core for λ > λ∗. Suppose λ > λ∗. Then Theorem (4.1) states
that if p < 1 (so that (3.3) is satisfied), the evolution problem for large times
contains a dead core which ultimately covers any interior point of the steady
dead core; if, however, p ≥ 1 (so that the integral in (3.3) is infinite), then
u(x, t) is positive for all x ∈ Ω, t > 0.
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3. Often only an upper bound λ0 to λ0 is known explicitly (see, for instance,
(3.9)). Then, if λ > λ0 and f satisfies (3.3), we have u(x0, t) = 0 for t ≥
I/(λ− λ0).

4. Note that our proof does not go through if A′′ < 0, which corresponds to
m < 1 in the model problem.

5. Decay estimates. We consider (2.1)–(2.3) with u0(x) ≥ φ(x), where φ(x) is
the solution of the corresponding steady-state problem (2.8). It then follows, since φ is
a lower solution, that u(x, t) ≥ φ(x). If we assume in addition that u0 ∈ L∞(Ω), then
u is bounded a.e. in Q∞. From a result of [17] it then follows that A(u(·, t)) → A(φ)
in L2(Ω) as t→∞. Hence, limt→∞ |u(x, t)− φ(x)|∞ = 0.

Our estimates hold for almost all x ∈ Ω. If the data are smooth (cf. section 2),
the solution is continuous and the estimates hold pointwise. We seek decay estimates
for δ(x, t)

.
= u(x, t) − φ(x) when conditions (PA), (Pf ), and (Pg) are satisfied. For

the model problem (2.4) this would mean m ≥ 1, p > 0. Our principal results are
contained in the following theorem.

Theorem 5.1.
(a) if g is convex, then

0 ≤ δ(x, t) ≤ z(t),

where z(t) is the solution of (3.1).
(b) if g is concave, then

0 ≤ δ(x, t) ≤ ζ(t),

where ζ(t) is the solution of

ζt = −γA(ζ), ζ(0) = 1, γ = λg′(1).(5.1)

Proof. (a) As candidate for a supersolution to (2.1)–(2.3), choose w(x, t) defined
by

Aw = Az +Aφ (w = A−1(Az +Aφ)),

where z(t) satisfies (3.1) and φ satisfies (2.8). Then, as in the preceding section, we
find

(Aw)t = A′(w)wt = A′(z)zt, wt ≥ zt = −λf(z).

Thus,

wt −4(A(w)) + λf(w) ≥ λ [f(w)− f(z)− f(φ)]

= λ [g(Aw)− g(Az)− g(Aφ)] ,

and, since Aw = Az + Aφ and g is convex, the right side is nonnegative. Because
we also have w ≥ z and w ≥ φ, we see that w is a supersolution to (2.1)–(2.3). The
convexity of A implies the concavity of A−1 so that

δ = u− φ ≤ w − φ = A−1Aw −A−1Aφ ≤ A−1Az = z.
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(b) As candidate for an upper solution we now choose

v = A−1(Aζ +Aφ) or Av = Aζ +Aφ,

where ζ satisfies (5.1) and φ satisfies (2.8). By a similar calculation, as in part (a) we
find vt ≥ ζt so that

vt −4(A(v)) + λf(v) ≥ λ [g(Av)− g(Aφ)]− γAζ.(5.2)

The concavity of g yields

g(Av)− g(Aφ) ≥ g′(Av) [Av −Aφ] = g′(Av) [Aζ] .

Since A(1) = 1, we have Av ≤ 2 and g(Av) − g(Aφ) ≥ g′(2)Aζ. The values of g in
[1,2] being at our disposal (subject to preserving smoothness and concavity), we can
take g′(2) as close to g′(1) as we please so that the last inequality is also valid with
g′(1) replacing g′(2). Thus, if γ = λg′(1), the right side of (5.2) is nonnegative, and,
since the boundary and initial inequalities in (2.11) are clearly satisfied, v(x, t) is an
upper solution to (2.1)–(2.3). We therefore find, using the concavity of A−1,

δ = u− φ ≤ v − φ ≤ A−1Av −A−1Aφ ≤ A−1Aζ = ζ,

thereby proving part (b) of our theorem.

Remarks.

1. These results can be generalized to the case where g is only convex or concave
in a neighborhood of the origin.

2. For the model problem, p ≥ m corresponds to convex g and p ≤ m corresponds
to concave g. Thus, using the explicit form (3.4), our results take the form

0 ≤ u− φ ≤
{

[1 + λ(p− 1)t]
− 1
p−1 , p ≥ m ≥ 1 with p > 1,

e−λt, p ≥ m = 1.
(5.3)

0 ≤ u− φ ≤
{

[1 + γ(m− 1)t]
− 1
m−1 , p ≤ m with m > 1,

e−γt, p ≤ m = 1.
(5.4)

Here γ = λg′(1) = λp
m . Note that for p = m = 1, the two estimates agree. For the heat

operator (m = 1) and arbitrary p, Ricci [18] showed that u(x, t) decays exponentially
to φ(x), whereas our method gives this result only if p ≤ 1. Of course if m 6= 1, we
have new results for the porous medium equation with absorption. Even though our
estimates are not optimal, they suggest the possibility of nonexponential decay to the
steady state. We now exhibit such a case. Suppose u0(x) ≡ 1, 1 < p < m, and λ > λ∗

(see (3.8)); then the stationary problem has a dead core D and, by combining (5.4)
with Theorem 3.1(b), we find for x ∈ D

[1 + λ(p− 1)t]
− 1
p−1 ≤ u(x, t) ≤ [1 + γ(m− 1)t]

− 1
m−1 .

These two estimates are compatible and show that u(x, t) does not decay exponentially
to zero in the dead core.
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Abstract. We present optimal upper and lower bounds for the eigenvalues of the differential
equations y′′ − q(x)y + λρ(x)y = 0 and (q(x)y′)′ + λρ(x)y = 0 on a finite interval with Dirichlet
boundary conditions when the coefficient functions q(x) and ρ(x) are nonnegative and are subjected
to some kind of additional constraints. One of the basic ideas used in our work consists in reducing
the problem of maximizing λ(q, ρ) to an elementary problem of calculus of variations. This allows
us to establish sufficient optimality conditions for our problems. We establish in the last part of this
paper some comparison results for eigenvalues via symmetrization.
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1. Introduction. Let λ(q, ρ) denote the first eigenvalue of the boundary-value
problem

y′′ − q(x)y + λρ(x)y = 0,(1.1)

y(0) = y(l) = 0,(1.2)

with l being a positive real number. Let also H, A, and B be positive numbers such
that Hl > B and define the sets

U =

{
q ∈ L1(0, l) / q(x) ≥ 0,

∫ l

0

q(x) dx = A

}

and

V =

{
ρ ∈ L∞(0, l) / 0 ≤ ρ(x) ≤ H,

∫ l

0

ρ(x) dx = B

}
.

The first aim of this paper is to study the extremal eigenvalue problem

maximize λ(q, ρ) subject to (q, ρ) ∈ U × V.(1.3)

If the function q is identically zero, then the eigenvalues of the new system

y′′ + λρ(x)y = 0, y(0) = y(l) = 0,

which will be denoted by λ0
n(ρ), characterize the frequencies of a string of density

ρ(x), fixed at its endpoints x = 0 and x = l and having a unit tension. Krein [16]
determined the densities which maximize λ0

n(ρ) (n = 1, 2, ...) among all measurable
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functions ρ(x) from V . He has shown that the extremal functions are step periodic
functions, having the period l/n and taking only the values h and H. The minimum
(resp., maximum) of λ0

n occurs for the periodic step function which in each interval
[(k − 1)l/n, kl/n], k = 1, ..., n, is symmetrically decreasing (resp., increasing) i.e.,
symmetric with respect to (w.r.t.) (2k − 1)l/(2n) and increasing (resp., decreasing)
in [(k − 1)l/n, (2k − 1)l/(2n)]. He has also shown that unlike the minimal function,
the maximal function is not unique in the case n ≥ 2. We recall his sharp estimates

4n2H

B2
X

(
B

Hl

)
≤ λ0

n(ρ) ≤ n2π2H

B2
,(1.4)

where X(t) is the smallest positive root of the equation X1/2 tg X1/2 = t(1 − t)−1.
However, Banks [3] has determined upper and lower bounds for the eigenvalues of the
fourth-order differential equation

y(4) + λρ(x)y = 0,

y(0) = y′′(0) = y(l) = y′′(l) = 0

under the condition that ρ ∈ V .
The problem when q is not zero and ρ(x) = 1 has been solved in [20] and [12]

by different methods. Later, the authors of [9] studied the same problem when q(x)

satisfies the condition
∫ 1

0
q(x)α dx = 1, α being a nonzero real. In [14] and [15],

sharp estimates for the first eigenvalue of problem (1.1)–(1.2) are obtained when the
coefficients q(x) and ρ(x) are subjected to a general kind of constraints. For other
extremal problems concerning eigenvalues see [4], [5], [6], [7], [8], [11], [18], [19], and
the references quoted there.

To solve our problem (1.3), we are led to study the following problem:

maximize µ(ρ) subject to ρ ∈ V,

where µ(ρ) = infy G[ρ, y] and

G[ρ, y] =

∫ l
0
y′2 dx+Amax |y|2∫ l

0
ρy2 dx

.

The inf above is taken in the class of nonzero functions from H1
0 (0, l). Thus, the major

purpose of the first part of this work is to provide answers to the following problems.
Problem I. Find a function ρ0 ∈ V for which µ(ρ) ≤ µ(ρ0) ∀ρ ∈ V.
Problem II. Find a pair of functions (q0, ρ0) ∈ U × V for which

λ(q, ρ) ≤ λ(q0, ρ0) ∀(q, ρ) ∈ U × V.

It is clear that standard compactness arguments do not enable us to establish the
existence of solutions for Problem II. Before presenting our analysis, we give the
following propositions

Proposition 1.1. (i) If H = ∞, then λ(q, ρ) cannot be estimated from above.
(ii) If H is finite, then λ(q, ρ) ≤ (1 +Al)π2HB−2 for all (q, ρ) ∈ U × V.
(iii) If q ∈ U and if ρ is subjected to the constraints∫ l

0

ρ(x) dx = B, ρ(x) ≥ h,
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where h is a positive number satisfying hl < B, then

λ(q, ρ) ≤ (1 +Al)l−2π2/h3.

Proof. Suppose that H = ∞ and put q(x) ≡ Al−1 and ρ(x) = ε−1B.χ[0,ε](x).
(Here and throughout the paper χI(x) denotes the characteristic function of the set
I ⊂ R.) Then we have q ∈ U , ρ ∈ V, and∫ l

0

ρ(x)y(x)2 dx = ε−1B

∫ ε

0

y(x)2 dx ≤ εB

∫ ε

0

y′(x)2 dx

for all y ∈ H1
0 (0, l). It follows that λ(q, ρ) ≥ ε−1B−1, and therefore λ(q, ρ) can be

arbitrarily big. The second part of the proposition follows from (1.4) and from the
fact that for every function q ∈ U ,∫ l

0

q(x)y(x)2 dx ≤ Al

∫ l

0

y′(x)2 dx

for all y ∈ H1
0 (0, l). Finally we establish (iii) by using the last inequalities and the

fact that
∫ l
0
ρ(x)y(x)2 dx ≥ h

∫ l
0
y(x)2 dx for all y ∈ H1

0 (0, l) since ρ(x) ≥ h.
Proposition 1.2. Let (q, ρ) be in U × V . Then there exist two functions q̄ ∈ U

and ρ̄ ∈ V , even w.r.t. x = l/2, such that λ(q, ρ) ≤ λ(q̄, ρ̄).
Proof. For given admissible functions q and ρ, let us define the functions q̄ and ρ̄

by

q̄(x) =
1

2
[q(x) + q(l − x)] and ρ̄(x) =

1

2
[ρ(x) + ρ(l − x)] .

It is clear that q̄ ∈ U and ρ̄ ∈ V . Let ȳ denote the even first eigenfunction corre-
sponding to λ(q̄, ρ̄). Then we have∫ l

0

q(x)ȳ(x)2 dx =

∫ l

0

q(l − x)ȳ(x)2 dx =

∫ l

0

q̄(x)ȳ(x)2 dx

and, similarly,
∫ l
0
ρ(x)ȳ(x)2 dx =

∫ l
0
ρ̄(x)ȳ(x)2 dx. Now suppose that

∫ l
0
ρ(x)ȳ(x)2 dx =

1. Then we have

λ(q, ρ) ≤
∫ l

0

ȳ′(x)2 dx+

∫ l

0

q(x)ȳ(x)2 dx

=

∫ l

0

ȳ′(x)2 dx+

∫ l

0

q̄(x)ȳ(x)2 dx ≤ λ(q̄, ρ̄).

2. Sufficient optimality conditions. The book of Hestenes [13, p. 215], pro-
vides a theorem used for solving problems of the following type.

Problem III. Minimize
∫ l
0
F0(x, ρ(x)) dx subject to the constraints h ≤ ρ ≤ H, 0 ≤

h < H, and ∫ l

0

Fi(x, ρ(x)) dx = Mi, i = 1, ..., N,

where F0, F1, ..., FN are given functions, each continuous on [0, l]×[h,H], andM1, ...,MN

are given constants. There is a dual theorem used for maximizing the functional∫ l
0
F0(x, ρ(x)) dx, which we do not state here.
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Theorem 2.1. If ρ0(x) is a solution of Problem III, then there exist constants
(Lagrange multipliers) ν0 ≥ 0, ν1, ν2, ..., νN , not all zero such that for every x ∈ [0, l]

min
h≤ρ≤H

[ν0F0(x, ρ) + ν1F1(x, ρ) + · · ·+ νNFN (x, ρ)](2.1)

= ν0F0(x, ρ0(x)) + ν1F1(x, ρ0(x)) + · · ·+ νNFN (x, ρ0(x)).

Conversely, if a function ρ0(x) and constants ν0 > 0, ν1, ..., νN exist which satisfy
(2.1) and if the conditions ∫ l

0

Fi(x, ρ0(x)) dx = Mi

hold for i = 1, ..., N, then ρ0(x) solves Problem III.
Owing to the sufficiency part of the theorem, once we have determined a function

ρ0(x) satisfying the conditions of the theorem, we can affirm that this function is
optimal. Our Problems I and II are clearly not of the form III. To see how Theorem
2.1 applies to them we need Propositions 2.2 and 2.3 below. These propositions give
sufficient conditions for a function ρ0(x) (a couple of functions (q̃(x), ρ̃(x))) to be a
solution of Problem I (II). Having these propositions and Theorem 2.1 at hand we
can solve Problem I (II) by constructing a function (a couple of functions) satisfying
the conditions of the propositions.

Proposition 2.2. Let ρ0(x) be a function of V and y0(x) be a minimizer of
functional G[ρ0, y] over H1

0 (0, l). If∫ l

0

ρ0(x)y0(x)2 dx ≤
∫ l

0

ρ(x)y0(x)2 dx

for every function ρ(x) ∈ V , then ρ0(x) is a solution of Problem I.
Proof. Let ρ(x) be an arbitrary member in V . Then we have

µ(ρ) = inf
y∈H1

0

[∫ l

0

y′2 dx+Amax |y|2
]/∫ l

0

ρy2 dx

≤
[∫ l

0

y′20 dx+Amax |y0|2
]/∫ l

0

ρy2
0 dx

≤
[∫ l

0

y′20 dx+Amax |y0|2
]/∫ l

0

ρ0y
2
0 dx

= µ(ρ0).

Therefore ρ0 is a solution of Problem I.
Proposition 2.3. Let (q̃, ρ̃) be in U × V and ỹ be any first eigenfunction of the

problem y′′ − q̃(x)y + λρ̃(x)y = 0, y(0) = y(l) = 0. If∫ l

0

ρ̃(x)ỹ(x)2 dx ≤
∫ l

0

ρ(x)ỹ(x)2 dx,(2.2)

∫ l

0

q(x)ỹ(x)2 dx ≤
∫ l

0

q̃(x)ỹ(x)2 dx(2.3)

for every couple (q, ρ) ∈ U × V , then (q̃, ρ̃) solves Problem II.
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Another way of stating Proposition 2.2 is to say that a sufficient condition for a
function ρ0(x) ∈ V to be a solution of Problem I is that there exist constants ν0 > 0
and ν1 such that for every x ∈ [0, l]

min
0≤ρ≤H

[ν0y
2
0(x)ρ+ ν1ρ] = ν0y

2
0(x)ρ0(x) + ν1ρ0(x),

where y0 is a minimizer of functional G[ρ0, y] over H1
0 (0, l). This is in fact the reason

for choosing the trial function given by (3.1) below. Of course, this remark may be
applied to Proposition 2.3 and the couple (q̃, ρ̃).

A similar approach was used by Barnes [6] to solve other kinds of extremal eigen-
value problems. For example, he studied the problem of determining the shape of the
strongest column in the class of all columns of length l, volume V and having similar
cross-sectional areas A(x) satisfying a ≤ A(x) ≤ b, where a and b are prescribed
positive bounds.

Remark 2.4. Conditions (2.2) and (2.3) are necessary for any extremal couple.
In fact, suppose that (q̃, ρ̃) is a solution of Problem II. Then q̃ maximizes the first
eigenvalue of the problem y′′ − q(x)y + λρ̃(x)y = 0, y(0) = y(1) = 0 in the set U .
Since U is convex, a standard argument of calculus of variations yields∫ l

0

[q(x)− q̃(x)] ỹ(x)2 dx ≤ 0

for all functions q in U . Similarly, since ρ̃ maximizes the first eigenvalue of the problem
y′′ − q̃(x)y + λρ(x)y = 0, y(0) = y(1) = 0 in the convex set V , we deduce as above
that ∫ l

0

[ρ(x)− ρ̃(x)] ỹ(x)2 dx ≥ 0

for all functions ρ in V .

3. Optimal solutions. As shown above, Problem I (II) will be solved by finding
a function ρ0 (a couple of functions (q̃, ρ̃)) and y0 [ỹ] satisfying the conditions of
Proposition 2.2 (2.3). Let ρ0 be the function defined by

ρ0(x) =




H if 0 ≤ x ≤ a0,
0 if a0 < x < l − a0,
H if l − a0 ≤ x ≤ l.

(3.1)

The number a0 is chosen so that ρ0(x) ∈ V . This means that

a0 = (2H)−1B.(3.2)

Lemma 3.1. Let m0 = infy∈H1
0
G[y], where

G[y] =

∫ l
0
y′2 dx+Amax |y|2∫ l

0
ρ0y2 dx

.(3.3)

Then m0 is attained on a nonnegative function y0 ∈ H1
0 (0, l) and

m0 =
π2H

B2

[
1

2
+

√
1

4
+

AB

Hπ2

]2

.(3.4)
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Proof. A similar result when ρ0 ≡ 1 has been obtained by Talenti. Our proof will
use some arguments of his paper [20].

Step 1. First, it is easily seen that G has a nonnegative minimizer y0 in H1
0 (0, l),

which is symmetric with respect to l/2. Suppose now that y0 is convex in an interval
(x1, x2), where 0 ≤ x1 < x2 ≤ l. If z is given by

z(x) = y0(x1) + δ(x− x1), where δ = [y0(x2)− y0(x1)]/(x2 − x1)

for x ∈ (x1, x2) and coincides with y0 out of (x1, x2), then the value of G[y0] is greater
than G[z]. Indeed we have y0(x1) = z(x1), y0(x2) = z(x2), and∫ x2

x1

ρ0(x)y2
0(x) dx ≤

∫ x2

x1

ρ0(x)z2(x) dx.

On the other hand, by Hölder’s inequality

∫ x2

x1

y′0 dx ≤
(∫ x2

x1

y0
′2 dx

)1/2(∫ x2

x1

dx

)1/2

;

[y0(x2)− y0(x1)]
2 ≤

(∫ x2

x1

y0
′2 dx

)
(x2 − x1);

∫ x2

x1

z′2 dx ≤
∫ x2

x1

y0
′2 dx.

Since we can do the same for all other intervals where y0 is convex, one deduces that
the function y0 is concave in the interval [0, l]. Now put

z0(x) =

{
y0(a0) if x ∈ [a0, l − a0],
y0(x) otherwise.

Therefore, z0 ∈ H1
0 (0, l), max |z0| ≤ max |y0|,

∫ l
0
z′20 dx ≤ ∫ l

0
y′20 dx, and

∫ l
0
ρ0z

2
0 dx =∫ l

0
ρ0y

2
0 dx, which implies that G[z0] ≤ G[y0]. Hence y0 must be constant in the

interval [a0, l − a0].
Step 2. Now we shall show that y′0 is everywhere continuous in ]0, l[.
Let E denote the set of all x ∈ [0, l] such that y0(x) = max |y0|. Since y0 is

concave and symmetric about x = l/2, E is exactly an interval of the form [b0, l− b0],
where 0 < b0 ≤ a0. Besides, the concavity of y0 implies also that y′0(ξ

−) and y′0(ξ
+)

exist and are finite at every point ξ from ]0, l[ and

y′0(ξ
+) ≤ y′0(ξ

−).(3.5)

Let z be a function of H1
0 (0, l), achieving its maximum at x = l/2. Then we have

max
x
|y0(x) + tz(x)| = y0(l/2) + tz(l/2)

for all t > 0 small enough. Since y0 minimizes G over H1
0 (0, l), the directional deriva-

tive G′[y0, z] must be nonnegative. G′[y0, z] is by definition the limit of

1

t
(G[y0 + tz]−G[y0])
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as t approaches zero through positive values. Now pick ξ ∈ ]0, b0] and choose

z(x) =

{
1− n|x− ξ| for x ∈ In,
0 otherwise,

where n > ξ−1 and In = {x ∈ [0, l], |x − ξ| < 1/n}. As mentioned above, we have
G′[y0, z] ≥ 0 for all n > ξ−1, which yields

−n
∫ ξ

ξ−1/n

y′0 dx+ n

∫ ξ+1/n

ξ

y′0 dx ≥ −HG[y0]

∫
In

y0 dx

for all n > ξ−1. Letting n → ∞ gives y′0(ξ
+) ≥ y′0(ξ

−). From (3.5) we deduce that
y′0(ξ

+) = y′0(ξ
−) for all ξ ∈ ]0, b0] and therefore y′0 is everywhere continuous in ]0, l[.

Thus we have in particular y′0(b0) = y′0(l − b0) = 0.
Step 3. Let

O = {x ∈ ]0, l[, y0(x) < max |y0|}.
Then as is shown in [20], G is Gâteaux differentiable at y0 and

G′[y0][z] = 2

(∫ l

0

ρ0y
2
0 dx

)−1 (∫ l

0

y′0z
′ dx−G[y0]

∫ l

0

ρ0y0z dx

)

for all test functions z ∈ H1
0 (0, l) such that

support of z ⊂ O.
Hence it follows that y0 satisfies the differential equation

y′′0 (x) +HG[y0]y0(x) = 0 in O.
Integrating this equation, we arrive at the following representation:

y0(x) =




C sin
√
m0Hx for x ∈ [0, b0],

y0(b0) for x ∈ ]b0, l − b0[,
C sin

√
m0H(l − x) for x ∈ [l − b0, l],

where m0 = G[y0]. Since y0 is concave and y′0(b0) = 0, we must have
√
m0Hb0 = π/2

and hence

b0 =
π

2
(m0H)−1/2.(3.6)

Now the constant C is known. In fact, C = y0(b0). On the other hand, plugging y0

into (3.3) gives

m0 =
m0b0H +A

(2a0 − b0)H
,(3.7)

which yields

Bm0 − πH1/2m
1/2
0 −A = 0.

The unique solution of this equation is given by (3.4).
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Theorem 3.2. The function ρ0 defined by (3.1) is a solution of Problem I.
Proof. Let ν0 and ν1 be two numbers such that ν0 = 1 and ν1 = −y2

0(b0), where
the function y0 and the number b0 are as above. Then ρ0 satisfies condition (2.1) of
Theorem 2.1. Indeed, for all x ∈ [0, l],

min
0≤ρ≤H

[y2
0(x)ρ− y2

0(b0)ρ] = min
0≤ρ≤H

[y2
0(x)− y2

0(b0)]ρ0(x),

which implies that
∫ l
0
ρ0(x)y0(x)2 dx ≤ ∫ l

0
ρ(x)y0(x)2 dx for all ρ ∈ V . By Proposition

2.2, ρ0 is a solution of Problem I.
Theorem 3.3. Put q0(x) = 1

2A(a0 − b0)
−1χI(x), where a0 and b0 are given by

(3.2) and (3.6), respectively, and I = [b0, a0]∪ [l− a0, l− b0]. Then the pair (q0, ρ0) is
a solution of Problem II.

Proof. It is clear that q0 ∈ U . Moreover we have for all q ∈ U∫ l

0

q(x)y2
0(x) dx ≤ Amax

x
|y2

0(x)| =
∫ l

0

q0(x)y2
0(x) dx,

since y0(x) = max |y0| for x ∈ [b0, l−b0]. In order to apply Proposition 2.3, it remains
to show that y0 satisfies

y′′ − 1

2
A(a0 − b0)

−1χI y +m0HχJ y = 0(3.8)

everywhere in ]0, l[, where J = [0, a0] ∪ [l − a0, l]. From (3.7), we get

2m0H = A(a0 − b0)
−1.(3.9)

On the other hand, since the differential equation

y′′0 (x) +m0Hy0(x) = 0

holds everywhere in O = ]0, b0[ ∪ ]l−b0, l[, relation (3.9) implies that y0 is a solution
of (3.8). Hence (q0, ρ0) satisfies the conditions of Proposition 2.3 and therefore is a
solution of Problem II.

Remark 3.4. For a given function f(x) defined on the interval [0, l], we shall use
the notation f+(x) and f−(x) to denote the symmetrically increasing rearrangement
and the symmetrically decreasing rearrangement of f, respectively. We recall that the
function f+ is characterized by the condition that f+ is symmetric about x = l/2,
decreasing on the interval [0, l/2] and equimeasurable to f(x) on [0, l]; that is,

meas{x/ f+(x) ≥ t} = meas{x/ f(x) ≥ t}
for all t ≥ 0. The function f− is symmetric about x = l/2 and satisfies f−(x) =
f+(l/2 + x) for all x in [0, l/2]. Theorem 3.3 shows that an estimate from above of
λ(q, ρ) of either the form

λ(q, ρ) ≤ λ(q−, ρ+)

or the form

λ(q, ρ) ≤ λ(q+, ρ+)

is in general impossible. In fact, suppose for instance that λ(q0, ρ0) ≤ λ(q−0 , ρ0);
i.e., the couple (q−0 , ρ0) is also a solution of Problem II. Then Remark 2.4 tells us
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that
∫ l
0
q−0 (x)ȳ(x)2 dx ≥ ∫ l

0
q(x)ȳ(x)2 dx for all functions q in U , where ȳ is the first

eigenfunction of the problem y′′ − q−0 (x)y + λρ0(x)y = 0, y(0) = y(l) = 0. Since q−0
is symmetrically decreasing and takes only the values 0 and m0.H, the function ȳ
is concave in a neighborhood of l/2. Consequently, one can construct a function q

belonging to U , taking only the values 0 and m0.H and such that
∫ l
0
q(x)ȳ(x)2 dx >∫ l

0
q−0 (x)ȳ(x)2 dx. This, however, implies that λ(q−0 , ρ0) < λ(q0, ρ0). Besides, one can

easily check that λ(q+
0 , ρ0) < λ(q0, ρ0).

Remark 3.5. We have

inf
U×V

λ(q, ρ) = 4HB−2 X

(
B

Hl

)
,(3.10)

where X(t) is the smallest positive root of the equation X1/2 tg X1/2 = t(1 − t)−1.
Moreover the inf in (3.10) is not attained. In fact, from [16] we deduce that for every
(q, ρ) ∈ U × V

4HB−2 X

(
B

Hl

)
= µ(ρ̄) ≤ µ(ρ) ≤ λ(q, ρ),

where ρ̄ = H.χ[a,l−a], a = (H −B)/(2H), and µ(ρ) is the first eigenvalue of

{
y′′ + µρ(x)y = 0,
y(0) = y(1) = 0.

Let y0 be a first eigenfunction of this problem when ρ = ρ̄. Let {yn} be a sequence
of C∞0 [0, l] converging to y0. Then it is possible to find a sequence of nonnegative
functions {qn} such that

∫ l

0

qn dx = 1,

∫ 1

0

qn y
2
n dx = 0.

Hence equality (3.10) follows since λ(qn, ρ̄) → µ(ρ̄) as n → ∞. On the other hand,
if there exists a couple (q̃, ρ̃) in U × V such that µ(ρ̄) = λ(q̃, ρ̃), then we must have
q̃ ≡ 0. This function is of course not admissible. Therefore the infimum in (3.10) is
not achieved in U × V .

4. Generalization of the preceding results. Results analogous to the pre-
ceding ones may be obtained in the more general situation in which the function ρ is
subjected to the constraints

∫ l

0

ρ(x) dx = B, 0 < h ≤ ρ(x) ≤ H,(4.1)

where hl < B < Hl. Suppose now that H is a given positive constant and consider
the function ρh defined by

ρh(x) =




H if 0 ≤ x ≤ a,
h if a < x < l − a,
H if l − a ≤ x ≤ l,

where a = 1
2 (B − lh)/(H − h). Then we have the following lemma.
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Lemma 4.1. Let δ = (B
√
m0H − πH)/(hl

√
m0H − π), 0 ≤ δ < H, and mh =

infy∈H1
0
Gh[y], where

Gh[y] =

∫ l
0
y′2 dx+Amax |y|2∫ l

0
ρhy2 dx

.

Then mh is attained on a nonnegative function yh ∈ C1
0 [0, l] and there exists a positive

constant b < l/2 depending on h such that yh(x) = max |yh| for x ∈ [b, l−b]. Moreover
if h ≤ δ, then mh = m0, and if h > δ, then mh is strictly less than m0 and equals the
least positive root of the equation

cot(
√
mha) +

√
h/H tan(

√
mHa)√

h/H cot(
√
mha) tan(

√
mHa)− 1

= tan
1

2

(√
mh− A√

mh

)
.

The proof of this lemma is similar to that of Lemma 3.1. First of all it is easily
verified that for each positive h < H, yh is symmetrically decreasing and concave and
belongs to C1

0 [0, l]. On the other hand, the set Eh = {x ∈ [0, l], yh(x) = max |yh|}
must have a nonzero measure; otherwise yh will satisfy the Euler–Lagrange equation
y′′h + mhρhyh = 0 on the whole interval (0, l) and minimize the functional y −→∫ l
0
y′2 dx/

∫ l
0
ρhy

2 dx over H1
0 (0, l), which is impossible. The remainder of the lemma

is proved by exploiting the differential equation above, which holds outside Eh, and
by taking into account the relation mh = Gh[yh].

Theorem 4.2. For all q ∈ U and for all ρ satisfying (4.1),

λ(q, ρ) ≤ mh.(4.2)

If h < δ, then the equality is attained if ρ = ρh and if q is defined by

q(x) =




m0H if b0 ≤ x ≤ a or
l − a ≤ x ≤ l − b0,

m0h if a < x < l − a,
0 otherwise.

If h = δ, then (4.2) becomes equality if ρ = ρh and if q(x) = m0hχ[b0,l−b0]. If h > δ,
then (4.2) becomes equality if ρ = ρh and if q(x) = mhhχ[b,l−b]. Here δ is as in Lemma
4.1, b0 is given by (3.6),

a =
B − lh

2(H − h)
, b =

1

2

(
l − A

hmh

)
.

To prove this theorem it is sufficient to verify that for each h such that 0 < h < H,
the pair (q, ρ) constructed above and the function yh found in Lemma 4.1 satisfy the
conditions of Proposition 2.3. Notice that Theorem 4.2 implies that for h < δ (in
particular for h = 0) Problem II possesses infinitely many solutions.

It should also be mentioned that our method applies to the case when the function
ρ satisfies the conditions

(∫ l

0

ρ(x)s dx

)1/s

= B, 0 ≤ ρ(x) ≤ H,(4.3)
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where s is a number > 1. In this case the upper bound for the first eigenvalue λ(q, ρ)
is

Λs =
π2H2s−1

B2s

[
1

2
+

√
1

4
+

ABs

Hsπ2

]2

,

which is achieved when

ρ(x) =




H if 0 ≤ x ≤ as,
0 if as < x < l − as,
H if l − as ≤ x ≤ l,

as = Bs(2Hs)−1, and when q(x) = ΛsHχIs , where Is = [bs, as] ∪ [l − as, b − bs] and
bs = (ΛsH)−1/2π/2.

5. Another eigenvalue problem. Now we shall be concerned with an eigen-
value problem of the form

(q(x)y′)′ + λρ(x)y = 0,(5.1)

y(0) = y(l) = 0.(5.2)

As before we would like to find sharp upper bound for the first eigenvalue λ(q, ρ) of
problem (5.1)–(5.2) under the conditions that ρ ∈ V and q ∈ Uα, where

Uα =

{
q ∈ Lα(0, l) / q ≥ 0,

∫ l

0

qα(x) dx = Aα

}

and α ≥ 1. Estimates of λ(q, ρ) are obtained in [10] when q(x) and ρ(x) are nonneg-
ative and are subjected to the constraints∫ l

0

qα(x) dx = 1,

∫ l

0

ρβ(x) dx = 1,

where α and β are nonzero real numbers. It has been shown that λ(q, ρ) cannot
be estimated from above in the case α ≥ 1 and β ≥ 1. Another problem has been
considered by Bandle [2], who has given upper bounds for the eigenvalues of the
problem

(q(x)y′)′ + λy = 0, (qy′)(0) = (qy′)(l) = 0,

when q ∈ Uα and 0 < q(x) < σ for x ∈ (0, l). σ is a given positive constant. In
[11], Egorov and Kondratiev have studied the problem of determining the shape of
the column clamped at both of its extremities and having the largest buckling load
among all columns of length l and volume V . This problem is equivalent to that of
finding a nonnegative function (cross-sectional area) q(x) which maximizes the first
eigenvalue of the following problem:

(q(x)y′′)′′ + λy′′ = 0,

y(0) = y′(0) = 0, y(l) = y′(l) = 0,



1290 SAMIR KARAA

under the condition that ∫ l

0

qβ(x) dx = V,

where β > −1/2 and V > 0. Now let us consider the following problem.
Problem IV. Find a pair of functions (q̃, ρ̃) ∈ Uα × V for which

λ(q, ρ) ≤ λ(q̃, ρ̃) ∀(q, ρ) ∈ Uα × V.

The variational principle holds, which says

λ(q, ρ) = inf
y
R[q, ρ, y],

where

R[q, ρ, y] =

∫ l
0
qy′2 dx∫ l

0
ρy2 dx

,

and the inf is taken over all nonzero functions y from C1
0 [0, l]. Put now

Mα = sup
q,ρ

λ(q, ρ),

where the supremum is taken in the class of all pairs (q, ρ) ∈ Uα × V.
Proposition 5.1. For any couple (q, ρ) in Uα × V , there exist two functions

q̂ ∈ U and ρ̂ ∈ V , both symmetric w.r.t. l/2 such that λ(q, ρ) ≤ λ(q̂, ρ̂).
Proof. For given admissible functions q and ρ, consider the functions

q̄(x) =
1

2
[q(x) + q(l − x)] and ρ̄(x) =

1

2
[ρ(x) + ρ(l − x)] .

Arguing as in the proof of Proposition 1.2 gives λ(q, ρ) ≤ λ(q̄, ρ̄). Besides,∫ l

0

q̄α(x) dx =

∫ l

0

[
q(x) + q(l − x)

2

]α
dx

≤ 1

2

[∫ l

0

qα(x) dx+

∫ l

0

qα(l − x) dx

]
= Aα,

since α ≥ 1. Therefore one can choose q̂(x) = A
(∫ l

0
q̄α(x) dx

)−1/α

q̄(x) and

ρ̂(x) = ρ̄(x).
The main result of this section is the following theorem.
Theorem 5.2. Let α > 1 and p = 2α/(α− 1). Let ỹ be the first eigenfunction of

the nonlinear problem

(A||y′||2−pp |y′|p−2y′)′ + λρ̃y = 0, y(0) = y(l) = 0,

where ρ̃ (= ρ0) is given by (3.1). Put q̃ = A||y′||2−pp |y′|p−2. Then the couple (q̃, ρ̃) is
a solution of Problem IV. Moreover we have

Mα = 2A
H1+1/α

B2+1/α

(
α+ 1

α

)1/α−1(
5α+ 1

4α

)1/α

B2

(
1

2
,
1

2
+

1

2α

)
,(5.3)

where B is Euler’s beta function.
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To prove this theorem, we will use three lemmas. The first one is analogous to
Proposition 2.3.

Lemma 5.3. Let (q̃, ρ̃) be a couple from Uα × V and ỹ be any first eigenfunction
of the problem

(q̃(x)y′)′ + λρ̃(x)y = 0, y(0) = y(l) = 0.

If ∫ l

0

ρ̃(x)ỹ(x)2 dx ≤
∫ l

0

ρ(x)ỹ(x)2 dx,

∫ l

0

q(x)ỹ′(x)2 dx ≤
∫ l

0

q̃(x)ỹ′(x)2 dx

for every couple (q, ρ) ∈ Uα × V , then (q̃, ρ̃) is a solution of Problem IV.
Lemma 5.4. Let p be a number > 1. Let m = infy G[y], where

G[y] =
(
∫ l
0
|y′|p dx)2/p∫ l
0
ρ̃y2 dx

and ρ̃ is given by (3.1). The infimum above is taken in the class of all nonzero
functions y from W 1,p

0 (0, l). Then G has a nonnegative minimizer ỹ in W 1,p
0 (0, l)

with the following properties:
(i) ỹ is concave and symmetric about x = l/2.
(ii) I = {x ∈ [0, l], ỹ(x) = max |ỹ|} is exactly the interval [a, l− a]; a = (2H)−1B.
(iii) ỹ′ is everywhere continuous and ỹ satisfies the equation

(||y′||2−pp |y′|p−2y′)′ +mρ̃y = 0

at every point of the interval ]0, l[.
(iv)

m = 2
H2−2/p

B3−2/p

(
p− 1

p

)−2/p(
3p− 1

2p

)1−2/p

B2

(
1

2
, 1− 1

p

)
.

(v) We have

ỹ(x) = ỹ(a) + c1(a− x)p/(p−1)[1 + o(1)] as x→ a−,

ỹ′(x) = c2(a− x)1/(p−1)[1 + o(1)] as x→ a−,

ỹ(x) = c3x[1 + o(1)] as x→ 0+,

where c1, c2, and c3 are nonzero numbers.
The proof of this lemma is similar to that of Lemma 3.1 and will therefore be

omitted.
Lemma 5.5. Let p > 2 and let the functions ρ̃ and ỹ be as in Lemma 5.4. Put

q̃(x) = ||ỹ′||2−pp |ỹ′(x)|p−2. Let

µ = inf
y∈H1

0 (0,l)

∫ l
0
q̃y′2 dx∫ l

0
ρ̃y2 dx

.

Then µ is attained at ỹ and µ = m.
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Proof. Let {yk} ⊂ H1
0 (0, l) be a minimizing sequence normalized so that

∫ l
0
ρ̃y2

k dx =

1. Then the integrals
∫ a−ε
0

y′2k dx and
∫ l
l−a+ε

y′2k dx are bounded and so there exists
a subsequence converging uniformly in [0, a − ε] and in [l − a + ε, l] and weakly in
H1(0, a−ε) and in H1(l−a+ε, l). Using a diagonalization one can find a subsequence
converging almost everywhere in (0, a) and in (l − a, l) to a function ȳ(x). We shall
reason only in the interval (0, a). We shall show that

∫ a
a−ε y

2
k dx ≤ C0ε

β , where C0

and β are positive numbers independent of k. Taking into account the fact that

q̃(x) = c(a− x)γ [1 + o(1)] as x→ a−,

where γ = (p − 2)/(p − 1), 0 < γ < 1, we deduce from the equality yk(a − ε) =∫ a−ε
0

y′k(t) dt that

y2
k(a− ε) ≤

∫ a−ε

0

q̃(x)y′2k (x) dx

∫ a−ε

0

q̃−1(x) dx ≤ Cε1−γ .

Similarly, for every x in (a − ε, a), we have yk(x) = yk(a − ε) +
∫ x
a−ε y

′
k(t) dt and

therefore

y2
k(x) ≤ 2y2

k(a− ε) + 2

(∫ x

a−ε
y′k(t) dt

)2

≤ 2Cε1−γ +
2C

1− γ
ε1−γ ≤ 4Cε1−γ

for ε small enough. It follows that
∫ a
a−ε y

2
k dx ≤ 4Cε2−γ . Repeating the same argu-

ment in the interval (l− a, a) we obtain that
∫ l−a+ε

l−a y2
k(x) dx ≤ 4Cε2−γ . If we extend

the function ȳ to the whole interval (0, l) by a smooth function (the obtained function
will also be denoted by ȳ), we obtain∫ l

0

ρ̃(x)ȳ2(x) dx = 1 and

∫ l

0

q̃(x)ȳ′2(x) dx ≤ µ.

This implies that
∫ l
0
q̃(x)ȳ′2(x) dx = µ. Since ȳ is a minimizer in H1

0 (0, l), it satisfies
the equation

(q̃(x)ȳ′)′ + µρ̃ȳ = 0(5.4)

and the boundary conditions ȳ(0) = ȳ(l) = 0. Similarly, ỹ satisfies

(q̃(x)ỹ′)′ +mρ̃ỹ = 0(5.5)

and ỹ(0) = ỹ(l) = 0. Multiplying (5.4) (resp., (5.5)) by ỹ (resp., ȳ), integrating, and
taking the difference, we obtain that

(m− µ)

∫ l

0

ỹ(x)ȳ(x) dx = q̃(x)ỹ(x)ȳ′(x)− q̃(x)ỹ′(x)ȳ(x)|x=l
x=0 = 0.

Since we can assume that ỹ and ȳ take positive values in (0, l), we deduce that m = µ
and that ỹ = cȳ in (0, a) ∪ (l − a, l).

Note that the spectrum of (5.4) subject to Dirichlet boundary conditions is equal
to that of the problem

(q̄(x)y′)′ + λHy = 0, y(0) = y(a) = 0,(5.6)
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where the function q̄ is the restriction of q̃ to the interval (0, a). But unlike (5.6), the
eigenvalues of (5.4) all have multiplicity of infinite order.

Proof of Theorem 5.2. Let α > 1 and p = 2α/(α−1). Put q̃(x) = A||ỹ′||2−pp |ỹ′(x)|p−2,

where ỹ is given in Lemma 5.4. We have
∫ l
0
q̃(x)α dx = Aα, which implies that q̃ ∈ Uα.

Hölder’s inequality implies

∫ l

0

q(x)ỹ′(x)2 dx ≤
(∫ l

0

|ỹ′(x)|p dx
)2/p(∫ l

0

q(x)α dx

)1/α

= A

(∫ l

0

|ỹ′(x)|p dx
)2/p

=

∫ l

0

q̃(x)ỹ′(x)2 dx

for all q ∈ Uα. On the other hand, since for each x ∈ [0, l]

min
0≤ρ≤H

[ỹ2(x)ρ− ỹ2(a0)ρ] = ỹ2(x)ρ̃(x)− ỹ2(a0)ρ̃(x),

Theorem 2.1 shows that
∫ l
0
ρ̃(x)ỹ(x)2 dx ≤ ∫ l

0
ρ(x)ỹ(x)2 dx for every function ρ ∈

V . Furthermore, since the differential equation (||ỹ′||2−pp |ỹ′|p−2ỹ′)′ + mρ̃ỹ = 0 holds
everywhere in (0, l), Lemma 5.3 and Lemma 5.5 imply that (q̃, ρ̃) is a solution of
Problem IV, and hence Theorem 5.2 is proved.

Corollary 5.6. Let q and ρ be two functions not identically zero such that
q ∈ Lα(0, l) and ρ ∈ L∞(0, l), where α > 1. Then

λ(q, ρ) ≤ C(α)
||q||α||ρ||1+1/α

∞
||ρ||2+1/α

1

,(5.7)

where C(α) is a constant depending only on α.
Proof. To prove (5.7), it is sufficient to take

A = ||q||α, B = ||ρ||1, H = ||ρ||∞
and use (5.3). Thus one obtains that

C(α) = 2

(
α+ 1

α

)1/α−1(
5α+ 1

4α

)1/α

B2

(
1

2
,
1

2
+

1

2α

)
.(5.8)

Theorem 5.7. If α = 1, then for all (q, ρ) ∈ U1 × V

λ(q, ρ) ≤ 12AH2B−3.

The equality is attained if ρ equals the function ρ̃ defined by (3.1) and

q̃(x) =




M1H(a2 − x2)/2 if 0 ≤ x ≤ a,
0 if a < x ≤ l/2,
q̃(l − x) if l/2 ≤ x ≤ l,

where M1 = 12AH2B−3 and a = (2H)−1B.
Proof. The key to the proof is choosing a test function ỹ defined by

ỹ(x) =




ax if 0 ≤ x ≤ a,
a2 if a < x ≤ l/2,
ỹ(l − x) if l/2 ≤ x ≤ l,
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for which we have for all (q, ρ) ∈ U1 × V

λ(q, ρ) ≤
∫ l
0
qỹ′2 dx∫ l

0
ρỹ2 dx

≤ a2A∫ l
0
ρỹ2 dx

.(5.9)

By using the same argument as in the proof of Theorem 5.2, we obtain that∫ l

0

ρ̃(x)ỹ(x)2 dx ≤
∫ l

0

ρ(x)ỹ(x)2 dx

for all ρ ∈ V . Hence from (5.9) we get

λ(q, ρ) ≤ a2A

(∫ l

0

ρ̃(x)ỹ(x)2 dx

)−1

= M1.

Now we shall construct a function q̃ such that ỹ satisfies the equation

(q̃ỹ′)′ +M1ρ̃ỹ = 0.(5.10)

To do this we solve at first the differential equation

q′ +M1Hx = 0, 0 ≤ x ≤ a,

with the boundary condition q(a) = 0. This gives

q(x) = M1H(a2 − x2)/2, 0 ≤ x ≤ a.

Then we construct the function q̃ on the whole interval [0, l] in the following way:
q̃(x) = q(x) for 0 ≤ x ≤ a, q̃(x) = 0 for a ≤ x ≤ l/2, and q̃(x) = q̃(l − x) for
l/2 ≤ x ≤ l. Thus q̃ ∈ U1 and the differential equation (5.10) holds everywhere in
]0, l[, which implies that λ(q̃, ρ̃) = M1 (by means of a result analogous to Lemma 5.5).
Therefore the couple (q̃, ρ̃) is extremal.

Observe that Theorem 5.7 can be seen as a limiting case of Theorem 5.2 as α→ 1.
In fact, we have

M1 = lim
α→1

Mα.

Above we have not discussed the uniqueness of the obtained solutions. However,
it can be proved that for each α ≥ 1 the extremal couple (q̃, ρ̃), solution of Problem
IV, is unique. Finally, we mention that, as for Problems I and II, our method applies
to Problem IV when ρ satisfies conditions (4.1) or (4.3).

6. Estimates of all the eigenvalues. We now give an upper bound for the
nth eigenvalue of problem (5.1)–(5.2) considered in the last section. The main result
presented here is the following theorem.

Theorem 6.1. Let λn(q, ρ) be the nth eigenvalue of problem (5.1)–(5.2). Suppose
that the coefficients q and ρ are not identically zero and satisfy q ∈ Lα(0, l) and
ρ ∈ L∞(0, l), where α is a number ≥ 1. Then

λn(q, ρ) ≤ n2C̄(α) ||q||α||ρ||1+1/α
∞ ||ρ||−(2+1/α)

1 ,

where C̄(α) is given by (5.8) if α > 1 and C̄(1) = 12. Moreover the equality is
attained by two periodic functions q and ρ with period l/n and such that q(x) =
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q̃(nx), ρ(x) = ρ̃(nx) for all x ∈ (0, l/n), where q̃ and ρ̃ are the optimal functions
indicated in Theorems 5.1 and 5.2.

To prove this theorem, we shall use the following lemma.
Lemma 6.2. Let r, s be two real numbers such that rs < 0 and r+ s ≥ 1. Denote

by E the set of all vectors X = (x1, x2, ..., xn) ∈ (]0, 1[)n satisfying
∑n

i=1 xi < 1 and
define the function F : E × E −→ R by

F (X,Y ) = xr1y
s
1 + xr2y

s
2 + · · · + xrny

s
n

+ (1− x1 − x2 − · · · − xn)r(1− y1 − y2 − · · · − yn)s.

Then the function F attains its minimum value Fmin = (n+1)1−(r+s) when X = Y =
(n+ 1)−1(1, 1, ..., 1). Moreover the minimum point is unique in the case r + s > 1.

This lemma generalizes a result in [11], regarding the minimal value of the function

G(x, y) = x2/py3−2/p + (1− x)2/p(1− y)3−2/p

defined on the square 0 < x < 1, 0 < y < 1, where p is a real number satisfying
p < 2/3 and p 6= 0. We refer to [11] for the proof. We note that the minimum
point in Lemma 6.2 is not unique in general. Indeed, for the case r + s = 1, one
can easily verify that the function F achieves its minimum Fmin = 1 at every couple
(X,Y ) ∈ E × E satisfying xi = yi for i = 1, ..., n. If rs < 0 and r + s < 1, then the
function F can take arbitrary small positive values.

Proof of Theorem 6.1. We begin with the case n = 2. The general case follows
from similar arguments. Let q and ρ be two measurable functions such that ||q||α =
1, α ≥ 1, ||ρ||1 = 1 and 0 ≤ ρ(x) ≤ H for all x ∈ [0, l]. Let y2 (resp., λ2(q, ρ)) be the
second eigenfunction (resp., eigenvalue) of the problem

(q(x)y′)′ + λρ(x)y = 0, y(0) = y(l) = 0.

As is well known, the function y2 admits precisely one zero (call it x1) in the interval
(0, l). The number λ2(q, ρ) is the first eigenvalue of the two problems

(q(x)y′)′ + λρ(x)y = 0, y(0) = y(x1) = 0,

(q(x)y′)′ + λρ(x)y = 0, y(x1) = y(l) = 0.

According to Corollary 5.6 and Theorem 5.7, we have

λ2(q, ρ) ≤ C̄(α)H1+1/α

(∫ x1

0

q(x)α dx

)1/α(∫ x1

0

ρ(x) dx

)−(2+1/α)

,(6.1)

where C̄(α) is given by (5.8) if α > 1 and C̄(1) = 12. Inequality (6.1) can be written
as (∫ x1

0

q(x)α dx

)−1/α(∫ x1

0

ρ(x) dx

)2+1/α

≤ C̄(α)H1+1/α [λ2(q, ρ)]
−1.(6.2)

Similarly, we have(∫ l

x1

q(x)α dx

)−1/α(∫ l

x1

ρ(x) dx

)2+1/α

≤ C̄(α)H1+1/α [λ2(q, ρ)]
−1.(6.3)



1296 SAMIR KARAA

Put a =
∫ x1

0
q(x)α dx and b =

∫ x1

0
ρ(x) dx. By summing (6.2) and (6.3), we obtain

a−1/αb2+1/α + (1− a)−1/α(1− b)2+1/α ≤ C̄(α)H1+1/α [λ2(q, ρ)]
−1.(6.4)

By Lemma 6.2 (applied for n = 1), the left side of (6.4) is not less than 2−1 since a
and b are both in the interval (0, 1). Therefore

1/2 ≤ 2 C̄(α)H1+1/α [λ2(q, ρ)]
−1,

which shows that λ2(q, ρ) ≤ 4 C̄(α)H1+1/α. If ||q||α = A and ||ρ||1 = B, we obtain

λ2(q, ρ) ≤ 4 C̄(α)H1+1/αAB−(2+1/α).

To prove the general case n ≥ 2, we argue as above and take into account the
fact that the nth eigenfunction of (5.1)–(5.2) has exactly (n − 1) zeros between 0
and l.

7. Some isoperimetric inequalities. For a given function f defined on the
interval [0, l], we denote by f+

n (resp., f−n ) the symmetrically increasing (resp., de-
creasing) rearrangement of f of degree n. We recall that the function f+

n is uniquely
defined by the following conditions (see [17]):

(i) f+
n and f are equimeasurable on [0, l]. That is, for all t ≥ 0

meas{x/f+
n (x) ≥ t} = meas{x/f(x) ≥ t}.

(ii) f+
n is periodic on [0, l] with a period equal to l/n.

(iii) f+
n is symmetric in [0, l/n] about x = l/(2n).

(iv) f+
n is decreasing in the interval [0, l/(2n)].

Similarly, f−n is (uniquely) defined by (i)–(iii) and (iv)′: f−n is increasing in the interval
[0, l/(2n)]. We will use throughout the notation f+ and f− to denote f+

1 and f−1 ,
respectively. For more information on rearrangements see [1] and [17].

We now return to problem (1.1)–(1.2). Let q and ρ be arbitrary measurable
and nonnegative functions. We have already seen in Remark 3.4 that in general we
cannot have an estimate for the first eigenvalue λ(q, ρ) of problem (1.1)–(1.2) of the
form λ(q, ρ) ≤ λ(q−, ρ+), neither of the form λ(q, ρ) ≤ λ(q+, ρ+). In this section we
shall derive some conditions on q and on ρ so that the inequality λ(q, ρ) ≤ λ(q−, ρ+)
holds. For rearrangements of higher degree we shall prove the inequality λn(q, ρ) ≥
λn(q+

n , ρ
−
n ) for all integers n, where here and throughout λn(q, ρ) is the nth eigenvalue

of problem (1.1)–(1.2); [λ1(q, ρ) = λ(q, ρ)].
Some results concerning other differential equations have been obtained by Barnes

[5]. He determined lower bounds for the first eigenvalues of the equations (p(x)y′)′ +
q(x)y + λρ(x)y = 0 and (p(x)y′′)′′q(x)yµρ(x)y = 0, subject to Dirichlet boundary
conditions. He found that if λ1(p, q, ρ) (resp., µ1(p, q, ρ)) is positive, then

λn(p, q, ρ) ≥ λn(p−n , q
−
n , ρ

−
n ), resp., µn(p, q, ρ) ≥ µn(p+

n , q
−
n , ρ

−
n ).

These inequalities do not require additional conditions aside from some regularity as-
sumptions on the coefficients p, q, and ρ and the positivity of the eigenvalues λ1(p, q, ρ)
and µ1(p, q, ρ). In what follows we suppose that the function ρ satisfies h ≤ ρ(x) ≤ H
for all x ∈ [0, l], where h and H are two positive numbers.

Lemma 7.1. Let I(ρ) denote the Lebesgue integral of ρ(x) over [0, l]. If

H max
x

q(x)− hmin
x

q(x) ≤ max
{
hπ2l−2, 4hHl−1I(ρ)−1

}
,(7.1)

then q(x) − λ1(q, ρ)ρ(x) ≤ 0 for all x ∈ [0, l]. Consequently, if y1(x) is a positive
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first eigenfunction of problem (1.1)–(1.2) and if condition (7.1) holds, then y1(x) is
concave.

Proof. A variational principle implies that

λ(q, ρ) = inf
y

∫ l
0
y′2 dx+

∫ l
0
qy2 dx∫ l

0
ρy2 dx

,

where the infimum is taken in the class of all nonzero functions y from C1
0 [0, l]. By

taking into account the inequality (see, for example, [11])

max
x∈[0,l]

|y(x)|2 ≤ l

4

∫ l

0

y′2 dx

valid for all y ∈ H1
0 (0, l), we obtain

λ(q, ρ) ≥ inf
y

[∫ l

0

y′2 dx

/∫ l

0

ρy2 dx

]
+ min

x
q(x)/H

≥ max
{
H−1(π/l)2, 4l−1I(ρ)−1

}
+ min

x
q(x)/H.

If (7.1) holds, from the last inequality we get λ(q, ρ) ≥ maxx q(x)/h, which implies
that λ(q, ρ)ρ(x)− q(x) ≥ 0 for all x in [0, l]. If y1(x) is a positive first eigenfunction of
problem (1.1)–(1.2) corresponding to λ(q, ρ), then y′′1 (x) = [q(x)−λ1(q, ρ)ρ(x)]y1(x) ≤
0 in [0, l]. This means that y1(x) is a concave function.

The following result generalizes a theorem of Schwarz [17].
Theorem 7.2. If condition (7.1) holds, then

λ(q, ρ) ≤ λ(q−, ρ+).(7.2)

Moreover if q = q− (resp., ρ = ρ+) and equality holds in (7.2), then ρ = ρ+ (resp.,
q = q−).

Proof. Suppose that (7.1) is fulfilled, and let y1(x) be a positive first eigenfunction
of problem (1.1)–(1.2) corresponding to q− and ρ+. Since q− and ρ+ satisfies condition
(7.1), Lemma 7.1 shows that y1(x) is a concave function. In view of the symmetry
of q− and ρ+, y1(x) is also symmetric and symmetrically decreasing. Thus using the
inequality

∫ l

0

f− g+ dx ≤
∫ l

0

f g dx ≤
∫ l

0

f− g− dx,

where f and g are two measurable nonnegative functions defined on [0, l], we see that

∫ l

0

qy2
1 dx ≤

∫ l

0

q−y2
1 dx and

∫ l

0

ρ+y2
1 dx ≤

∫ l

0

ρy2
1 dx.

Hence it follows that

λ(q−, ρ+) ≥
∫ l
0
y′21 dx+

∫ l
0
qy2

1 dx∫ l
0
ρy2

1 dx

≥ λ(q, ρ).
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Suppose now that equality holds in (7.2) for a couple (q, ρ) satisfying (7.1) and such
that q = q−. Then λ(q, ρ+) = λ(q, ρ) and the reasoning above implies that λ(q, ρ+)
and λ(q, ρ) have the same first eigenfunction. This means that ρ = ρ+.

Remark. Suppose that ρ vanishes at some x ∈ [0, l]. To simplify this remark we
suppose that q and ρ are both continuous and not identically zero. Then q−(l/2) > 0
and ρ+ vanishes at the point x = l/2. Let y1 be a positive first eigenfunction of
problem (1.1)–(1.2) corresponding to q− and ρ+. Since y′′1 is continuous and y′′1 (l/2) >
0, y′′1 takes positive values in a neighborhood of l/2. Therefore y1 is not a concave
function. Thus in the case where ρ has zeros in [0, l] there are no conditions assuring
the concavity of the first eigenfunction. This interpretation leads us to the question
of whether the concavity of the first eigenfunction corresponding to q− and ρ+ is
necessary for estimate (7.2) to hold.

Corollary 7.3. Let λ(q) denote the first eigenvalue of the problem

y′′ − q(x)y + λy = 0, y(0) = y(l) = 0.

If maxx q(x)−minx q(x) ≤ π2/l2, then

λ(q) ≤ λ(q−).

Moreover equality holds only if q = q−.
Theorem 7.4. For any nonzero integer n, we have

λn(q, ρ) ≥ λn(q+
n , ρ

−
n ).(7.3)

Proof. Unlike (7.2), inequality (7.3) does not require condition (7.1). In fact, for
n = 1 we have

λ(q, ρ) ≥
∫ l
0
(y−1 )′2 dx+

∫ l
0
q+(y−1 )2 dx∫ l

0
ρ−(y−1 )2 dx

≥ λ(q+, ρ−),

where y1(x) is a first eigenfunction of (1.1) and (1.2) corresponding to λ(q, ρ). Let us
prove the case n = 2. For this we shall need some concepts from [17]. The general
case may be obtained via similar arguments. Let a be the zero in (0, l) of the second
eigenfunction of problem (1.1)–(1.2) (it is well known that a is unique for such a
eigenfunction). Put I1 = [0, a] and I2 = [a, l]. We consider the restriction of ρ(x) and
q(x) in each of those intervals and we denote by ρ−(i) (resp., q+(i)) the symmetrically
decreasing (resp., increasing) rearrangement of first degree of the restriction of ρ(x)
(resp., q(x)) to Ii, i = 1, 2. Let λ(1) and λ(2) be the first eigenvalues to the problems

y′′ − q+(1)(x)y + λρ−(1)(x)y = 0, y(0) = y(a) = 0,(7.4)

and

y′′ − q+(2)(x)y + λρ−(2)(x)y = 0, y(a) = y(l) = 0,(7.5)

respectively. By the first part of the proof we obtain

λ2(q, ρ) ≥ max
{
λ(1), λ(2)

}
.
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Without loss of generality we assume that λ(1) ≥ λ(2) and define two functions P and
Q as follows:

P (x) = ρ−(1)(x) in I1, P (x) = ρ−(2)(x) in I2,

and

Q(x) =

{
q+(1)(x) for x ∈ I1,
q+(2)(x) + (λ(1) − λ(2))ρ−(2)(x) for x ∈ I2.

Let y(1)(x) (resp., y(2)(x)) be the first eigenfunction of problem (7.4) (resp., (7.5)).
Define the function Y (x) by Y (x) = y(1)(x) in I1 and Y (x) = ξy(2)(x) in I2. The real

ξ is chosen such that Y ′(x) is continuous at x = a. Thus λ(1) (resp., Y (x)) is the
second eigenvalue (resp., eigenfunction) of the eigenvalue problem

Y ′′ −QY + λPY = 0, Y (0) = Y (l) = 0.

Let α be the midpoint of I1. We may assume that Y (x) > 0 in the interior of I1, and
we define the new functions P̃ , Q̃, and Ỹ in the interval [0, l/2] as follows:

P̃ (x) =

{
P (x) for x ∈ [0, α],
P (x+ l/2) for x ∈ [α, l/2],

Q̃(x) =

{
Q(x) for x ∈ [0, α],
Q(x+ l/2) for x ∈ [α, l/2],

and

Ỹ (x) =

{
Y (x) for x ∈ [0, α],
ζY (x+ l/2) for x ∈ [α, l/2].

The nonpositive real ζ is chosen such that Ỹ is continuous at x = α. Thus Ỹ is the
first eigenfunction of the problem

Y ′′ − Q̃Y + λP̃Y = 0, Y (0) = Y (l/2) = 0,(7.6)

and λ(1) is the first eigenvalue of (7.6). Now denote by P̃− (resp., Q̃+) the symmet-
rically decreasing (resp., increasing) rearrangement of P̃ (resp., Q̃) of first degree in
[0, l/2]. Then, the beginning of the proof shows that

λ(1) ≥ λ1(Q̃
+, P̃−).(7.7)

On the other hand, it is easy to see that the extension of P̃− (resp., Q̃+) to the whole
interval [0, l] with a period equal to l/2 is exactly the symmetrically decreasing (resp.,
increasing) rearrangement of second degree of P (resp., Q) in [0, l]. Hence (7.7) and
the equality λ1(Q̃

+, P̃−) = λ2(Q
+
2 , P

−
2 ) yield

λ(1) ≥ λ2(Q
+
2 , P

−
2 ).

On the other hand, as Q+
2 (x) ≥ q+

2 (x) and P−2 (x) = ρ−2 (x) in [0, l], Sturm comparison
theorem implies that

λ2(Q
+
2 , P

−
2 ) ≥ λ2(q

+
2 , ρ

−
2 ).

Hence inequality (7.3) holds for n = 2 since λ2(q, ρ) ≥ λ(1).
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We finally mention that, unlike (7.3), it is not clear whether the inequality
λn(q, ρ) ≤ λn(q−n , ρ

+
n ) holds for n > 1, even when q and ρ satisfy condition (7.1).

However, by modifying the proof of Theorem 7.2, we can prove the inequality

λn(q, ρ) ≤ n2π2H

B2

[
1

2
+

√
1

4
+

AB

n2Hπ2

]2

for all (q, ρ) ∈ U × V , where the sets U and V are as in section 1. The equality is
reached by two periodic functions q and ρ having period l/n and such that q(x) =
q0(nx), ρ(x) = ρ0(nx) for all x ∈ (0, l/n), where q0 and ρ0 are the optimal functions
found in Theorem 3.3.
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Abstract. We present new blow-up results for reaction-diffusion equations with nonlocal non-
linearities. The nonlocal source terms we consider are of several types, and are relevant to various
models in physics and engineering. They may involve an integral of the unknown function, either in
space, in time, or both in space and time, or they may depend on localized values of the solution.
For each type of problems, we give finite time blow-up results which significantly improve or extend
previous results of several authors. In some cases, when the nonlocal source term is in competition
with a local dissipative or convective term, optimal conditions on the parameters for finite time
blow-up or global existence are obtained.

Our proofs rely on comparison techniques and on a variant of the eigenfunction method combined
with new properties on systems of differential inequalities. Moreover, a unified local existence theory
for general nonlocal semilinear parabolic equations is developed.

Key words. nonlinear parabolic equations, nonlocal source, partial integrodifferential equations,
finite-time blow-up, global existence
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1. Introduction and examples. The purpose of this paper is to study the
blow-up behavior of nonnegative solutions for some classes of reaction-diffusion equa-
tions, where the reaction term may have a nonlocal, functional dependence either in
space or in time (or possibly in both space and time). Given a (smoothly) bounded
domain Ω in R

N , such an equation may be written in the following general form:

(NLRD) ut −∆u = F t
(
Rtu

)
(x), t > 0, x ∈ Ω,

where, for each t > 0, F t : C([0, t] × Ω) → C(Ω), and the past time restriction
operator Rt is defined by Rtu = u|[0,t]×Ω

. We here consider the initial-boundary value

problem associated with (NLRD), with homogeneous Dirichlet boundary conditions.
The structure of the right hand of equation (NLRD) means that the “heat source” at
a point (t, x) may possibly depend on the whole past history of the temperature in
the whole domain Ω.

A very large literature has been devoted to the study of more “classical” diffusion
equations with local reaction terms:

ut −∆u = f
(
t, x, u(t, x)

)
, t > 0, x ∈ Ω,

subject to appropriate initial and boundary conditions. However, numerous problems,
which fall into the form of (NLRD), have been studied, and many of them arise in
applications. (Note that nonlocal partial integrodifferential equations not of parabolic
type are also widely encountered in applications; see, e.g., [G], [MR].)

To motivate our study, we first give a short review of examples of such parabolic
equations studied in the literature, for which existence of nonglobal solutions may
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occur. (For other properties of nonlocal equations, see the references in the appendix
and in the cited works.) One can distinguish, at least, four types of problems of the
form (NLRD).

1.1. Problems with nonlocal reaction terms in space. They take the form

(NLS) ut −∆u = F
(
(t, x, u(t, .)

)
, t > 0, x ∈ Ω.

We distinguish two types within this category. In the first one, the functional F
involves an integral of some function of u(t, .) over Ω.

1.1.1. Nonlocal terms induced by an integral over Ω. For instance, Be-
bernes and Bressan [BB] (see also [BE], [P2]) consider the equation

(1.1) ut −∆u = f
(
t, u(t, x)

)
+

∫
Ω

g
(
t, u(t, y)

)
dy, t > 0, x ∈ Ω.

These authors pay special attention to the case f(t, u) = eu, g(t, u) = keu (k > 0), for
which (1.1) represents an ignition model for a compressible reactive gas, and prove
that solutions blow up in the whole domain. Wang and Wang [WW] study the blow
up behavior of solutions of the equation

(1.2) ut −∆u =

∫
Ω

up(t, y) dy − kuq(t, x), t > 0, x ∈ Ω,

with p, q > 1, while Budd, Dold, and Stuart [BDS] and Hu and Yin [HY] consider
the symmetric of problem (1.2) in the case q = p,

ut −∆u = up − 1

|Ω|
∫

Ω

up(t, y) dy, t > 0, x ∈ Ω,

for which the L1 energy of the solutions is conserved (under Neumann boundary
conditions).

A nonlocal problem where the nonlinearity also involves spatial derivatives of u
has been considered by Deng, Kwang, and Levine [DKL]. They investigate the blow-
up/global existence properties of the following one-dimensional convection-reaction-
diffusion equation:

(1.3) ut −∆u = f
(
u(t, x), ‖u(t, .)‖k

)
+ uux, t > 0, x ∈ Ω,

where

‖u(t, .)‖k =

(∫
Ω

|u|k(t, y) dy
)1/k

and f(u, ‖u‖k) =
(
a‖u‖p−1

k + b
)
u,

with p > 1, 1 ≤ k < ∞, a > 0, and b ∈ R. This problem is related to a turbu-
lence model proposed by Burgers (see the references in [DKL]). On the other hand,
Deng [D] and Y. Yin [Yi] recently studied related equations with singular nonlocal
nonlinearities, typically

ut −∆u =
1

1− ‖u(t, .)‖k , t > 0, x ∈ Ω,

with zero initial and boundary conditions. For this problem, the quenching of the
solution is proved [Yi]; i.e., ‖u(t, .)‖k reaches 1 and ut blows up in finite time.
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Problems of the form

ut −∆u =
f(u(t, x))(∫

Ω
g(u(t, y)) dy

)p , t > 0, x ∈ Ω,

with p > 0, and, e.g., f(u) = g(u) = eu, arise in the modelization of shear banding in
metals (see [BT], [F], and the references therein). Similar problems arise in a simplified
model for Ohmic heating in a thermistor (see [L]; the full model is a coupled system of
a parabolic and an elliptic equation — see [AC1], [AC2], and the references therein).

1.1.2. Localized reaction terms. Another kind of nonlocal problems in space
occurs when the intensity of the source at the point x depends on the value of u at
a single point x0, different from x. Physical phenomena where the reaction is driven
by the temperature at a single site can be described by equations of the type

(LRT) ut −∆u = f
(
u(t, x0(t))

)
, t > 0, x ∈ Ω.

Cannon and Yin [CaY] study the local solvability of (LRT), and Chadam, Peirce,
and Yin [CPY] investigate the blow-up property for equation (LRT) with superlinear
convex nonlinearities f , in the case when x0(t) is a constant point x0.

Problem (LRT) is also related to some local equations with a singular source term,
of the form

ut −∆u = δ(x− x0(t))f(u(t, x)), t > 0, x ∈ Ω,

where δ is the Dirac delta distribution, studied by Olmstead and Roberts (see, e.g.,
[OR], [O]).

1.2. Problems with nonlocal reaction terms in time. The source term here
involves an integral over [0, t] of some function of the solution and of the independent
variables:

(NLT) ut −∆u = f

(
u(t, x),

∫ t

0

g
(
t, x, s, u(s, x)

)
ds

)
, t > 0, x ∈ Ω.

Such equations model diffusion phenomena with memory effects. A special case
widely encountered in population dynamics are Volterra diffusion equations, where the
nonlocal “hereditary” term takes the form of a convolution with a kernel:

g
(
t, x, s, u(s, x)

)
= k(t− s)h(u(s, x)).

See [Y1], [Y2], and the references therein for the study of global solutions and their
stability properties in the case

f ≡ (
a− bu(t, x))u(t, x)−

∫ t

0

k(t− s)u(s, x) ds,

a, b > 0, k(t−s) ≥ 0. See also [BG] for some examples relevant to the thermodynamics
of phase transition.

Some blow-up results were obtained for equations of the type (NLT) with “explo-
sive” nonlinearities, of the form

ut −∆u =

∫ t

0

k(t, x, s)g(u(s, x)) ds− f(u(t, x)), t > 0, x ∈ Ω,

in the case g(u) ∼ up (p > 1), f(u) = λu and, e.g., k(t, s, u) ≥ k > 0 (see [Be], [Ko],
and [So]).
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1.3. Problems with nonlocal reaction terms in space and time. They
usually take the form
(NLST)

ut −∆u = f

(
t, x, u(t, x),

∫ t

0

∫
Ω

k(t, x, s, y)g(u(s, y)) dy ds

)
, t > 0, x ∈ Ω.

Let us mention the special example

(1.4) ut −∆u = µ(x)

{
p exp

[∫ t

0

∫
Ω

β(y)u(s, y) dy ds

]
− 1

}
, t > 0, x ∈ Ω,

which plays an important role in the theory of nuclear reactor dynamics (see the
numerous references in [P1] for physical motivation). The blow up behavior was
studied by Pao [P1], who proved the finite-time blow-up for large positive initial data
when µ ≡ Const. > 0, β ≥ 0, β 6≡ 0, and p > 1. His result was later improved by Guo
and Su [GS], who proved the blow-up of all nonnegative solutions when µ ≥ 0, µ 6≡ 0,
β ≥ 0, β 6≡ 0, and p > 1.

2. Main results. The purpose of this paper is to present new blow-up results,
which, for each type of problems, significantly improve and/or generalize several of
the above cited results on blow-up for nonlocal parabolic equations. In many of the
equations under consideration, the nonlinearity involves both local and nonlocal terms.
In particular, the competition between nonlocal source terms and local dissipative
or convective terms will be rather extensively investigated, and we will determine
some sharp critical exponents for blow-up or global existence. Let us illustrate our
results by some typical examples of each type. (Further results will be stated in the
following sections. Local existence-uniqueness and comparison theorems are given in
the appendix.)

First consider the following class of nonlocal problems with integral term in
space.

ut −∆u = um(t, x)‖u(t, .)‖pk − auq(t, x)− b.∇ur(t, x), t > 0, x ∈ Ω,(2.1)

u(t, x) = 0, t > 0, x ∈ ∂ Ω,(2.2)

u(0, x) = u0(x), x ∈ Ω.(2.3)

We have the following theorem.
THEOREM A. Assume that p, q, r ≥ 1, m = 0 or m ≥ 1, 1 ≤ k ≤ ∞, a ∈ R, and

b ∈ R
N . Let φ ∈ C(Ω), with φ ≥ 0, φ 6≡ 0, φ|∂Ω = 0, u0 = λφ, λ > 0, and let u (≥ 0)

be the solution of (2.1)–(2.3).
(i) If m+p > max(q, r), then there exists Λ(φ) > 0, such that u blows up in finite

time in L∞ norm if λ > Λ(φ).
(ii) If m+p ≤ q and a > 0 (with a large enough in case of equality), or if m+p ≤ r

and b 6= 0 (with |b| large enough in case of equality), then u is global and bounded.
Theorem A extends the results of Deng, Kwang, and Levine [DKL] and Wang

and Wang [WW], who proved the possibility of blow up, in the cases m = q = 1,
r = 2, and m = 0, b = 0, p = k, respectively. The authors of [DKL] also proved that
p = 1 is the critical blow-up exponent in the case m = 1, r = 2 (if q = 1). Theorem
A shows that, more generally, the critical blow-up exponents are given by r = m+ p
and q = m + p. Let us point out that the methods used in [DKL] and [WW] do not
seem applicable to the present case. The argument in [DKL] is a comparison with a
subsolution of separated form, z(t)w(x), with z(t) growing unbounded in finite time,
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and one easily checks that m ≤ 1 is a necessary condition for a function of this form
to be a subsolution. The authors of [WW] use an eigenfunction argument which does
not apply for a more complicated nonlocal term such as in (2.1).

Next, we turn to nonlocal problems with moving localized source:

(LST) ut −∆u = f
(
u(t, x0(t))

)
, t > 0, x ∈ Ω.

THEOREM B. Assume that x0 : R
+ → Ω is Hölder continuous, and let f : R → R,

locally Lipschitz, be such that

(2.4) lim
s→∞ f(s)/s = ∞, f nondecreasing,

∫ ∞ ds

f(s)
<∞, and f(0) ≥ 0.

Let φ ∈ C(Ω), with φ ≥ 0, φ 6≡ 0, φ|∂Ω = 0, u0 = λφ, λ > 0, and let u (≥ 0) be the
solution of (LST), (2.2), (2.3). Then there exists Λ(φ) > 0, such that u blows up in
finite time in L∞ norm if λ > Λ(φ).

Theorem B improves the result of Chadam, Peirce, and Yin [CPY] by allowing
the localization point x0(t) to describe an arbitrary curve in the domain Ω, instead
of being fixed. Moreover, the authors of [CPY] need the additional assumptions that
f is convex, and that the initial data is large in the neighborhood of x0, which we do
not require. Here again, the previous argument—a comparison with the solution of
the corresponding local, radially symmetric problem—does not seem to apply under
the weakened assumptions of Theorem B, and some different approach is necessary.

We then consider the following nonlocal equations in time and in space and time:

(2.5) ut −∆u = µ(x)

∫ t

0

up(s, x) ds− auq(t, x) t > 0, x ∈ Ω,

and

(2.6) ut −∆u = µ(x)

∫ t

0

∫
Ω

β(y)up(s, y) dy ds− auq(t, x), t > 0, x ∈ Ω,

where p, q ≥ 1, a > 0, µ is Hölder continuous in Ω, µ ≥ 0, µ 6≡ 0 and (in case of (2.6))
β ∈ C(Ω), β ≥ 0, β 6≡ 0. We obtain the following theorem.

THEOREM C. Let u0 ∈ C1(Ω), with u0 ≥ 0, u0 6≡ 0, u0|∂Ω = 0, and let u (≥ 0)
be the solution of (2.5) or (2.6), with conditions (2.2), (2.3). In case of (2.6), also
assume that µβ 6≡ 0.

(i) If p > q, then u blows up in finite time in L∞ norm.
(ii) If p ≤ q, then u is global and unbounded, that is, lim supt→∞ |u(t)|∞ = ∞.
Theorem C improves the results of Bellout [Be], Kozhanov [Ko], and Souplet

[So]. In these papers (which were concerned only with the case of (2.5)), blow-up was
obtained only for sufficiently large initial data u0 and under the strong restriction that
the local dissipative term grow at most linearly. Here we prove that blow up occurs
whenever p > q and for all nonnegative nontrivial u0. Moreover, p = q is proved to be
the critical blow up exponent, so that the result is optimal. Interestingly, no matter
how large q is, the problems (2.5) (or (2.6)), (2.2), (2.3) admit no bounded positive
solutions at all.

Concerning the nonlocal equation in space and time (1.4), with µ and β as above,
we also obtain the following result.

THEOREM D. Let p ≥ 1 and assume that µβ 6≡ 0. Let u0 ∈ C1(Ω), with u0 ≥ 0,
u0 6≡ 0, u0|∂Ω = 0, and let u (≥ 0) be the solution of (1.4), (2.2), (2.3). Then u blows
up in finite time in L∞ norm.
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Theorem D partially improves the results of Pao [P1] and Guo and Su [GS], who
obtained the same conclusion for p > 1 (without assuming µβ 6≡ 0 in the case of [GS]).
The case p = 1 is more difficult, in particular because the nonlinearity vanishes for
u = 0, so that the equation admits the trivial solution. Moreover, the comparison
arguments with a subsolution of separated form in [P1] and [GS] do not apply when
p = 1.

Our results rely on three different methods. The first one is an extension of
the method of self-similar subsolutions, used extensively in a recent work of Sou-
plet and Weissler [SW1], in order to handle general parabolic equations with local,
gradient-dependent nonlinearity. Since this is a comparison method, it applies un-
der the restriction that the functional in the nonlocal reaction term be monotonically
nondecreasing with respect to the unknown function, so that the comparison principle
apply (see the appendix). Although this method can work also for nonlocal problems
in time (see Theorem 5.4), the best results are obtained for nonlocal problems in
space, either of integral type (Theorems A and 3.1) or of localized type (Theorem
4.1), yielding the optimal critical exponents.

For Theorem B, we use a comparison with a subsolution of separated form, along
with some strong maximum principle arguments.

The third method is a variant of the eigenfunction method, introduced by Kaplan
[Ka], combined with some new properties on systems of differential inequalities. This
approach turns out to be especially powerful for nonlocal problems in time or in space
and time (Theorems C, D, 5.1, and 5.2), also leading to critical exponents and to
the proof of blow up of all nonnegative nontrivial solutions. Let us recall that the
usual eigenfunction method introduces a single auxiliary function (namely, the first
generalized Fourier coefficient of u(t, .)) and reduces the problem to proving global
nonexistence for a differential inequality. The main difference in our approach is
that we introduce two independent auxiliary functions (see formula (5.5)), leading
to a system of two coupled differential inequalities, whose analysis is more delicate
(Lemma 5.3). The classical approach with a single function, which was used in [Be,
Kh, So], seems to enable one to obtain blow up only for large initial data.

Sections 3 and 4 treat nonlocal problems in space, respectively of integral and
localized types. Section 5 is concerned with nonlocal problems in time or in space and
time. The necessary local existence-uniqueness and comparison theorems are given in
the appendix, where we construct in some detail a unified local theory for the general
equation (NLRD).

3. Nonlocal reaction in space: Integral source terms. The blow up part of
Theorem A is a consequence of the following more general result, concerning equations
of the form

(3.1) ut −∆u = um(t, x)‖u(t, .)‖pk − F
(
u(t, x),∇u(t, x)

)
, t > 0, x ∈ Ω.

Theorem 3.1. Let p, q ≥ 1, m = 0 or m ≥ 1, 1 ≤ k ≤ ∞, a > 0. Assume that
F : R× R

N → R is locally Lipschitz continuous, with F (0, 0) ≤ 0, and satisfies

(3.2) F
(
u, U

) ≤ a
(|u|q + |u|+ |U |q + |U |), u ∈ R, U ∈ R

N ,

and that

m+ p > q.
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Let φ ∈ C1(Ω), φ ≥ 0, φ 6≡ 0, φ|∂Ω = 0, and let u (≥ 0) be the solution of (3.1), (2.2),
(2.3). Then there exists Λ(φ) > 0, such that u blows up in finite time in C1 norm if
λ > Λ(φ).

Our arguments rely on a comparison with a self-similar subsolution which blows
up in finite time. This method was used in a previous work [SW1] in order to solve
the general problem of the critical blow up exponent for nonlinear parabolic equations
with local gradient-dependent nonlinearity, of the form

ut −∆u = F (u,∇u).

One of the main results of [SW1] was, in rough terms, that blow up is possible when-
ever F grows positively with respect to u faster than its negative growth with respect
to ∇u. This principle can be illustrated on the simple model equation

ut −∆u = up − µ|∇u|q

(with µ > 0, in a bounded domain) for which (i) blow-up occurs for large initial data
if p > q; (ii) all solutions are global and bounded if p ≤ q. (See also [SW2], [STW],
and the references therein, for related results.)

The method of self-similar subsolutions here confirms its ability to handle a wide
variety of blow up problems (see also the case of spatially localized or time-integral
source terms in the next sections). Let us point out that this method can be extended
to handle degenerate parabolic problems (replacing the Laplacian in equation (2.1)
with any nonnegative, semidefinite, possibly nonlinear, elliptic operator, e.g., the
porous medium operator; see [SW1]). However, for simplicity, we have here restricted
ourselves to the semilinear case.

Proof of Theorem 3.1. Since (3.1) does not a priori make sense for negative values
of u, we actually consider the equation

(3.3) Pu(t, x) ≡ ut −∆u− um+ (t, x)‖u+(t, .)‖pk + F
(
u(t, x),∇u(t, x)

)
= 0.

Existence-uniqueness of a maximal in time solution, with blow-up alternative in C1

norm, and the validity of the comparison principle, then follow from Theorem A.12.
In particular, since F (0, 0) ≤ 0, u ≥ 0 as long as it exists.

By translation, one may assume without loss of generality that 0 ∈ Ω and φ(0) >
0. We seek a blowing up subsolution in the self-similar form

v(t, x) =
1

(T − t)γ
V

[ |x|
(T − t)σ

]
,

with

(3.4) V (y) = 1 +
A

2
− y2

2A
, y ≥ 0,

where γ, σ > 0, A > 1, and 0 < T < 1 are to be determined. First note that, for T
small enough,

(3.5) Supp(v+(t, .)) = B(0, R(T − t)σ) ⊂ B(0, RT σ) ⊂ Ω, 0 ≤ t < T,

with R =
(
A(2 +A)

)1/2
.

Next, we estimate the different terms from Pv(t, x). We have

−∆v(t, x) =
N/A

(T − t)γ+2σ
.
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For all (t, x) ∈ (0, T )× Ω, we find

|v|(t, x) ≤ 1 +A+ diam2(Ω)

(T − t)γ+2σ

and

|∇v|(t, x) ≤ diam(Ω)

(T − t)γ+2σ
.

The remaining terms are estimated in two different ways according to the size of
y = |x|/(T − t)σ. If 0 ≤ y ≤ A, we have 1 ≤ V (y) ≤ 1 +A/2 and V ′(y) ≤ 0, hence

vt(t, x) =
(γV (y) + σyV ′(y))

(T − t)γ+1
≤ γ(1 +A)

(T − t)γ+1
.

In the case k <∞, setting M =
∫
B(0,R)

V p(|ξ|) dξ > 0 and α = p/k, we have, after a

change of variable and using (3.5),

vm+ (t, x)‖v+(t, .)‖pk =
V m

+ (y)

(T − t)γ(m+p)

(∫
B(0,R(T−t)σ)

V k

[ |z|
(T − t)σ

]
dz

)α

=
MαV m

+ (y)

(T − t)γ(m+p)−Nσα

≥ Mα

(T − t)γ(m+p)−Nσα
.

(This formula remains valid for k = ∞ with α = 0.) Combining these estimates and
using (3.2) yield, for all (t, x) ∈ (0, T )× Ω such that 0 ≤ y ≤ A,

(3.6)

Pv(t, x) ≤ γ(1 +A)

(T − t)γ+1
+

N

(T − t)γ+2σ
− Mα

(T − t)γ(m+p)−Nσα

+ a
2
[
1 +A+ diam2(Ω)

]q
+ 2 diamq(Ω) + 1

(T − t)(γ+2σ)q
.

On the other hand, if y ≥ A, we have V (y) ≤ 1 and V ′(y) ≤ −1, so that

vt(t, x) ≤ γ − σA

(T − t)γ+1
.

Therefore, for all (t, x) ∈ [0, T )× Ω such that y ≥ A, we obtain
(3.7)

Pv(t, x) ≤ γ − σA

(T − t)γ+1
+

N

(T − t)γ+2σ
+ a

2
[
1 +A+ diam2(Ω)

]q
+ 2 diamq(Ω) + 1

(T − t)(γ+2σ)q
.

Now the assumptions allow one to choose

1

m+ p− 1
< γ <

1

q − 1

(∞ if q = 1
)
.

Next, we may choose σ > 0 so small that

γ(m+ p)−Nσα > γ + 1 > (γ + 2σ)q,
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and last we take

A > max(1, γ/σ).

Then, for T > 0 sufficiently small, (3.6), (3.7) imply that Pv ≤ 0 in (0, T )× Ω.
Since φ(0) > 0 and φ is continuous, there exist two real numbers ρ and ε > 0,

such that φ(x) ≥ ε for all x ∈ B(0, ρ) ⊂ Ω. Taking smaller T if necessary, we
have B(0, RT σ) ⊂ B(0, ρ) ⊂ Ω and hence v ≤ 0 on (0, T ) × ∂Ω, and from (3.5) it
follows that v(0, x) ≤ λφ(x) in Ω for all sufficiently large λ. The comparison principle
then implies that the solution u can exist no later than t = T , and the proof is
complete.

Remark 3.1. A careful reading of the above proof yields the following upper
estimate on the blow up time:

T ∗(λφ) ≤ Cε[λ|φ|∞]−(m+p−1)+ε as λ→∞ for all ε > 0.

On the other hand, by comparing with a homogeneous supersolution obtained as a
solution of the ODE u′ = um+p, one obtains the lower bound

T ∗(λφ) ≥ C ′
(
λ|φ|∞

)−(m+p−1)
, λ > 0.

Proof of Theorem A. (i) The nonlinearity f(u,∇u) = (b.∇u)rur−1 = b.∇(ur) is
not locally Lipschitz continuous if 1 < r < 2, so that the uniqueness theorem A.4
does not apply immediately. However, using the special conservative form of the
gradient term, local existence and uniqueness of classical, nonnegative solutions of
(2.1)–(2.3), with blow-up alternative in L∞ norm, is proved in [DKL, p. 195] for all
φ ∈ C(Ω), φ ≥ 0, φ|∂Ω = 0, in dimension N = 1, and the arguments there extend
without difficulty to any dimension N ≥ 1. On the other hand, since |(b.∇u)rur−1| ≤
C(|u|r + |∇u|r), finite-time blow-up for large λ > 0 is a consequence of Theorem 3.1
and of the maximum principle.

(ii) Let e1 be the first unit vector and x1 be the first coordinate. If m+ p ≤ r, by
rotation, we may assume without loss of generality that a = |a|e1. A straightforward
calculation then shows that v(x) = Cex1 is a (bounded, stationary) supersolution
for all sufficiently large C > 0 if m + p ≤ q (with k large in case of equality), or if
m+ p ≤ r (with |a| large in case of equality).

Remark 3.2. Under the assumptions of Theorem A, with m + p > 1 and r > 1,
the solution of (2.1)–(2.3) is global and bounded if the initial data is small in L∞

norm. Indeed, the function v(x) = ε(K − |x|2) is a bounded stationary supersolution
for K = 1 + supΩ |x|2 and ε > 0 sufficiently small.

4. Nonlocal reaction in space: Localized source terms. Before proving
Theorem B, we state another result for a different equation, which is a localized
analogue of equations (1.3) and (3.1) (studied in [DKL] and in Theorem A). The
nonlocal (localized) term is involved in a product with a local one, and the source
term may in addition be in competition with a local damping term. Namely, we
consider the equation

(4.1) ut −∆u = um(t, x)up
(
t, x0(t)

)− µuq(t, x), t > 0, x ∈ Ω.

For this equation, we obtain a sharp critical blow-up exponent.
Theorem 4.1. Let p, q ≥ 1, m = 0 or m ≥ 1, µ > 0, and assume that

x0 : R
+ → Ω is a function of class C1. Let φ ∈ C(Ω), φ ≥ 0, φ 6≡ 0, φ|∂Ω = 0,

u0 = λφ, λ > 0, and let u (≥ 0) be the solution of (4.1), (2.2), (2.3).
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(i) If m + p > q or m + p = q > 1 and µ < 1, then there exists Λ(φ) > 0, such
that u blows up in finite time in L∞ norm if λ > Λ(φ).

(ii) If m+ p < q or m+ p = q and µ ≥ 1, then u is global and bounded.
As in (1.3) and (3.1), a convective or dissipative gradient term may be added,

which, for simplicity, we have not considered in the above statement (see Remark 4.3).
Proof of Theorem B. The existence and uniqueness of a maximal in time solution,

with blow-up alternative in L∞ norm, and the validity of the comparison principle
follow from Example A.2 in section A.5 of the appendix. In particular, since f(0) ≥ 0,
u ≥ 0 as long as it exists.

Let T > 1, φ as in the hypotheses, λ > 1, and assume that T ∗(λφ) > T . Denote
by v the solution of the linear heat equation

vt −∆v = 0, t > 0, x ∈ Ω

v(t, x) = 0, t > 0, x ∈ ∂Ω

v(0, x) = φ(x), x ∈ Ω.

By the strong maximum principle, we have V (x) = v(1, x) > 0 in Ω. Since x0 is
continuous into Ω, we have

d = dist
(
x0〈[0, T ]〉,ΩC

)
> 0.

Since K = {x ∈ Ω; dist(x,ΩC) ≥ d} is compact, there exists a constant ε > 0, such
that

(4.2) V (x) ≥ ε, x ∈ K.

On the other hand, since f ≥ 0 on R
+, the maximum principle implies that

u(1, x) ≥ λV (x), x ∈ Ω.

We now seek an unbounded subsolution of the form

w(t, x) = λz(t)V (x), 1 ≤ t < T1 < T, x ∈ Ω,

with z ∈ C1([1, T1); R
+) to be determined, such that z(1) = 1 and z is nondecreasing.

We have

Pw(t, x) = wt −∆w − f(w(t, x0(t)))

= λz′(t)V (x)− λz(t)∆V (x)− f
[
λz(t)V (x0(t))

]
.

Using (4.2) and the fact that f is nondecreasing, we get f
[
λz(t)V (x0(t))

] ≥ f(λεz(t))
on [1, T1). Let A = max(|V |∞, |∆V |∞) > 0. Using (2.4)1, since z(t) ≥ 1, we obtain

Pw(t, x) ≤ λA
(
z′(t) + z(t)

)− f
[
λεz(t)

]
≤ λAz′(t)− 1

2
f
[
λεz(t)

]
if one takes λ sufficiently large. Now choose z to be the solution of the ODE

z′(t) =
1

2λA
f
[
λεz(t)

]
, t > 1, with z(1) = 1.
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Using (2.4)3, we find that limt→T1
z(t) = +∞, with

T1 = 1 + 2λA

∫ ∞

1

z′(t)
f
[
λεz(t)

] dt
= 1 +

2A

ε

∫ ∞

λε

ds

f(s)
,

and T1 < T if λ is large enough. But clearly, w is a subsolution of (LRT), (2.2), (2.3),
and the comparison principle implies that u(t, x) ≥ w(t, x) as long as u and w exist.
Therefore u can exist no later than t = T1 < T , which is a contradiction. The result
follows.

The method of proof of Theorem 4.1 is different from that of Theorem B. The
blow up part relies on a method of self-similar subsolutions with moving center.

Proof of Theorem 4.1. Similarly as in the proof of Theorem 3.1, instead of (4.1),
we actually consider the equation

(4.3) Pu ≡ ut −∆u− um+ (t, x)up+(t, x0(t)) + µuq+(t, x) = 0.

The properties of local solutions are then the same as in the proof of Theorem B.
(i) We construct a blowing up self-similar subsolution, whose support is centered

at the point x0(t). Namely, we set

(4.4) v(t, x) =
C

(T − t)γ
V

[ |x− x0(t)|
(T − t)σ

]
,

where V is given by (3.4), and C > 0, A > 1, and 0 < T < 1 are to be determined.
We set

d = dist
(
x0〈[0, 1]〉,ΩC

)
> 0

and

K = sup
t∈[0,1]

|x′0(t)| <∞.

We now set y = |x− x0(t)|/(T − t)σ, and we compute

(4.5)

Pv(t, x) =
C(γV (y) + σyV ′(y))

(T − t)γ+1
+
C(x− x0(t)).x

′
0(t)V

′(y)
(T − t)γ+σ

+
NC

(T − t)γ+2σ
− Cp+mV m

+ (y)V p
+(0)

(T − t)γ(m+p)
+ µ

CqV q
+(y)

(T − t)γq
.

This time, we choose

γ =
1

m+ p− 1
<

1

q − 1
,

so that γ + 1 = γ(m+ p), and we take 0 < σ < 1/2 and A > max(1, γ/σ).
First consider the case m + p > q; hence γq < γ + 1. By taking C so large that

Cp+m > γC(1 +A), and then T > 0 suitably small, we get

Pv(t, x) ≤ γC(1 +A)

(T − t)γ+1
+
KC diam2(Ω)

(T − t)γ+σ
+

NC

(T − t)γ+2σ
− Cp+m

(T − t)γ+1
+µ

Cq(1 +A)q

(T − t)γq
≤ 0
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if 0 ≤ y ≤ A and

Pv(t, x) ≤ C(γ − σA)

(T − t)γ+1
+
KC diam2(Ω)

(T − t)γ+σ
+

NC

(T − t)γ+2σ
+ µ

Cq(1 +A)q

(T − t)γq
≤ 0

if y ≥ A.
Now suppose that m+p = q and µ < 1. We rewrite the last two terms in (4.5) as

−Cm+pV m
+ (y)V p

+(0)

(T − t)γ(m+p)
+ µ

CqV q
+(y)

(T − t)γq
= −Cm+pV m

+ (y)
(
1− µV p

+(y)
)

(T − t)γ+1
,

so that

−Cm+pV m
+ (y)V p

+(0)

(T − t)γ(m+p)
+ µ

CqV q
+(y)

(T − t)γq
≤



−(1− µ)Cm+p

(T − t)γ+1
, 0 ≤ y ≤ A,

0, y ≥ A.

We then easily find again that

Pv(t, x) ≤ 0, 0 < t < T, x ∈ Ω.

On the other hand, thanks to the strong maximum principle (q ≥ 1), by starting
from some t = t0 > 0, we may reduce to the case when φ(x) > 0 in Ω. In particular,
we may assume that φ(x) ≥ ε > 0 in some neighborhood of x(0). The end of the
proof is then identical to that of Theorem 3.1.

(ii) It suffices to notice that v ≡ C > 0 is a supersolution (with C large in the
case m+ p < q).

Remark 4.1. Similarly as in Remark 3.1, one can derive the following estimate on
the blow-up time:

c1
(
λ|φ|∞

)−(p−1) ≤ T ∗(λφ) ≤ c2
(
λ|φ|∞

)−(p−1)
as λ→∞.

Remark 4.2. As for (2.1) (see Remark 3.2), the solution of (4.1), (2.2), (2.3) is
global and bounded if the initial data is small and m+ p > 1.

Remark 4.3. The result of Theorem 4.1 (i) remains valid if a local term −F (u,∇u)
is added to the right-hand side of equation (4.1), where F satisfies the assumptions
of Theorem 3.1 (the exponent r in (3.2) being replaced with some q ∈ [1,m+ p)).

5. Nonlocal reaction terms in time and in space and time. The blow-
up part in Theorem C will be a special case of the following results. Consider the
parabolic inequalities

(5.1) ut −∆u ≥ µ(x)

(∫ t

0

up(s, x) ds

)α
− auq(t, x), t > 0, x ∈ Ω,

and

(5.2) ut −∆u ≥ µ(x)

(∫ t

0

∫
Ω

β(y)up(s, y) dy ds

)α
− auq(t, x), t > 0, x ∈ Ω,

where p, α ≥ 1, q > 0, a ≥ 0, µ ∈ Cγ(Ω) for some γ > 0, µ ≥ 0, µ 6≡ 0 and (in case of
(5.2)) β ∈ C(Ω), β ≥ 0, β 6≡ 0.
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Theorem 5.1. Assume that either

(5.3) α = 1, p > max(q, 1)

or

(5.4) α > 1, p ≥ max(q, 1).

Let u ∈ C([0, T ) × Ω) ∩ C1,2((0, T ) × Ω), u ≥ 0, satisfy (5.1), with u(0, x) 6≡ 0. If
0 < q < 1, also assume that either u(0, x) > 0 in Ω or µ(x) ≥ µ0 > 0 in Ω. Then
T <∞.

Theorem 5.2. Assume that µβ 6≡ 0 and that either (5.3) or (5.4) holds. Let
u ∈ C([0, T ) × Ω) ∩ C1,2((0, T ) × Ω), u ≥ 0, satisfy (5.2), with u(0, x) 6≡ 0. If
0 < q < 1, also assume that either u(0, x) > 0 in Ω or β(x) ≥ β0 > 0 in Ω. Then
T <∞.

Our argument is a variant of the eigenfunction technique, combined with some
new properties on systems of differential inequalities. (Note that we do not require
q ≥ 1: since we do not rely on a comparison argument, no Lipschitz assumption is
necessary. Theorems 5.1 and 5.2 give an a priori information on any solution, which
does not suppose uniqueness of local solutions.)

Proof of Theorem 5.1. There exists some δ > 0, such that µ(x) ≥ δ in some open
subset ω ⊂⊂ Ω (for instance a ball). Let λ > 0 be the first eigenvalue of −∆ in ω
with Dirichlet boundary conditions, and ψ be the corresponding normalized positive
eigenfunction, that is: −∆ψ = λψ and ψ > 0 in ω,

∫
ω
ψ(x) dx = 1, and ψ = 0 on

∂ω. We also have ∂ψ/∂ν ≤ 0 on ∂ω (with ν the outward normal of ∂ω). Define the
functions
(5.5)

y(t) =

∫
ω

u(t, x)ψ(x) dx and z(t) =

∫ t

0

∫
ω

up(s, x)ψ(x) dx ds, 0 ≤ t < T.

Multiplying (5.1) by ψ, integrating over ω, and applying Green’s formula, we get
the following (denoting ′ = d/dt):

y′ =
∫
ω

u∆ψ dx+

∫
∂ω

(
ψ
∂u

∂ν
−ν ∂ψ

∂ν

)
dσ

+

∫
ω

(∫ t

0

up(s, x) ds

)α
µ(x)ψ(x) dx− a

∫
ω

uq(t, x)ψ(x) dx

for all 0 < t < T . Hence, by the properties of ψ,

y′ + λy ≥ δ

∫
ω

(∫ t

0

up(s, x) ds

)α
ψ(x) dx− a

∫
ω

uq(t, x)ψ(x) dx.

By Jensen’s inequality (α ≥ 1) and Fubini’s theorem, it follows that

y′ + λy ≥ δzα − a

∫
ω

uq(t, x)ψ(x) dx.

Since p ≥ q, letting r = q/p ≤ 1, another application of Jensen’s inequality yields the
differential inequality

(5.6) y′ + λy + az′r ≥ zα,
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where the parameter δ > 0 has been scaled out.
If q ≥ 1, the strong maximum principle implies that u(t, x) > 0 for all t ∈ (0, T ),

x ∈ Ω, so that

(5.7) z(t) > 0, 0 < t < T.

If 0 < q < 1 and u0(x) > 0 in Ω, then (5.7) is obviously also valid. If 0 < q < 1 and
µ(x) ≥ µ0 in Ω, we replace ω with Ω and δ with µ0 in the above argument, which
yields inequality (5.6) again, and we also have (5.7) since u(0, x) 6≡ 0.

Let us first handle the easier case p = 1 (hence α > 1 and q ≤ 1). We have z′ = y,
and z satisfies

z′′ + λz′ + az′r ≥ zα, 0 < t < T.

Pick t0 ∈ (0, T ). Since r ≤ 1, there exists a constant C > 0, such that az′r ≤
Cz′ + (1/2)zα(t0), so that

z′′ + (C + λ)z′ ≥ (1/2)zα, t0 ≤ t < T,

and [So, Theorem 1.1] enables one to conclude that T <∞.
To treat the case p > 1, we first note that, by Jensen’s inequality again,

z′ ≥ yp.

The result then follows from the following lemma on systems of differential inequali-
ties, which is of independent interest.

Lemma 5.3. Assume p > 1, r > 0, a ∈ R, and

(5.8) α = 1 > r or α > 1 ≥ r.

Let y, z be some functions in C1(0, T ), with y ≥ 0 and z > 0 on (0, T ), such that

(5.9)

{
z′ ≥ yp,

y′ + λy + az′r ≥ zα,
0 < t < T.

Then T <∞.
Proof of Lemma 5.3. By translating the origin of time, we may assume that

actually y, z ∈ C1([0, T )) and z(0) > 0. Choose γ = 1 if r = 1, and max(r, 1/p) <
γ < 1 if 0 < r < 1. It follows from (5.9) that, for all ε > 0, there exists a constant
Cε > 0, such that

Cεz
′γ ≥ ypγ + (3λ+ 1)y − ε and Cεz

′γ ≥ 3az′r − ε;

hence

2Cεz
′γ + 3y′ ≥ 3

[
λy + az′r + y′

]
+ ypγ + y − 2ε,

so that

(5.10) 2Cεz
′γ + 3y′ ≥ 3zα + ypγ + y − 2ε.

We then consider two cases.
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Case 1. r = 1 (hence γ = 1 and α > 1). Choosing ε < zα(0) and setting
ν = min(α, p) > 1, it follows that

(2Cε + 3)
[
z + y

]′ ≥ zα + yp + y ≥ [
z(0)

]α−ν
zν + yν , 0 ≤ t < T,

where we have used the fact that z is nondecreasing. Using the inequality

(5.11) aν + bν ≥ C(ν)(a+ b)ν , a, b ≥ 0,

it then follows that [
z + y

]′ ≥ C[z + y
]ν
, 0 ≤ t < T,

for some C > 0, so that T <∞.
Case 2. r < 1 (hence 0 < γ < 1 and α ≥ 1). Picking m ∈ (0, γ), by Young’s

inequality, we have, for some large constant C ′′ε > 3,

2Cεz
′γ = 2Cε

z′γ

zm
zm ≤ εzm/(1−γ) + C ′ε

z′

zm/γ
= εzm/(1−γ) + C ′′ε

[
z1−(m/γ)

]′
.

One may assume m to be so small that m/(1− γ) < 1 and put θ = 1−m/γ ∈ (0, 1).
By substituting into (5.10), with ε < 1, we get

C ′′ε
[
zθ + y

]′ ≥ 3zα + ypγ + y − 2ε− εzm/(1−γ) ≥ 2zα + ypγ + y − 3ε, 0 ≤ t < T.

Choosing ε < zα(0)/3 and setting ν = min(pγ, 1/θ) > 1, it follows that

C ′′ε
[
zθ + y

]′ ≥ zα + ypγ + y ≥ [
z(0)

]α−θν
zθν + yν , 0 ≤ t < T,

where we have used the fact that z is nondecreasing. Using (5.11), it then follows
that [

zθ + y
]′ ≥ C[zθ + y

]ν
, 0 ≤ t < T,

for some C > 0, so that T <∞.
Remark 5.1. The assumption (5.8) in Lemma 5.3 is essential (at least if a > 0).

Indeed, if α = r > 0, then z(t) = Cet, y(t) = Cpept is a global positive solution of
(5.9) if C > 0 is large.

Proof of Theorem 5.2. The proof is almost identical to that of Theorem 5.1, up
to the following changes. Since µβ 6≡ 0, we may assume β(x) ≥ δ in ω. Proceeding as
before, it follows that

y′ + λy ≥
∫
ω

µ(x)ψ(x) dx

(∫ t

0

∫
Ω

β(y)up(s, y) dy ds

)α
− a

∫
ω

uq(t, x)ψ(x) dx.

We then obtain the differential inequality (5.6), where δ is replaced with

δ′ =
(
δ/|ψ|∞

)α ∫
ω

µ(x)ψ(x) dx > 0,

and the hypotheses again imply that z(t) > 0 for t ∈ (0, T ). The rest then is
unchanged.

Proof of Theorem C. By replacing u with u+ in the right-hand side of equations
(5.1) and (5.2), the existence and uniqueness of a maximal in time solution, with
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blow-up alternative in L∞ norm, and the validity of the comparison principle, follow
from Theorem A.13. In particular, u ≥ 0 as long as it exists.

(i) This is a special case of Theorems 5.1 and 5.2.
(ii) If p < q, a simple calculation shows that v(t, x) = C(1 + t)1/(q−p) is a super-

solution for all large C > 0. If p = q, the same holds with v(t, x) = CeCt. Taking
C > |u0|∞, it follows from the comparison principle that u must exist globally.

Last, if q ≥ p ≥ 1, assume for contradiction that u is globally bounded by a
constant M > 0. Then u satisfies

ut −∆u ≥ µ(x)

∫ t

0

up(s, x) ds− aMq−1u(t, x), t > 0, x ∈ Ω

(in the case of (5.1), and an analogous inequality in the case of (5.2)). If p > 1, this
immediately implies finite-time blow-up by Theorems 5.1 and 5.2: a contradiction.
In the case p = 1, by arguing as in the beginning of the proof of Theorem 5.1, one is
reduced to the differential inequality

z′′ + 2kz′ ≥ z, t > 0, with z(0) = 0 and z′ > 0,

for some k > 0. By setting w(t) = z(t) exp(kt), we see that

w′′ ≥ (1 + k2)w, t > 0, with w(0) = 0 and w′ > 0,

so that w′ ≥ (1+k2)1/2w. It follows that z(t) ≥ C exp[((1+k2)1/2−k)t], for all t ≥ 1
and some C > 0, and we obtain again a contradiction. We conclude that u must be
global and unbounded if q ≥ p ≥ 1.

Proof of Theorem D. Since ez − 1 ≥ z2/2, z ≥ 0, the result follows from Theorem
5.2 (with p = 1, α = 2, a = 0 in (5.2)), in view of the maximum principle.

Some blow up results can also be stated for the nonlocal in time analogue of (3.1)
(or (1.3)) and (4.1):

(5.12) ut −∆u = um(t, x)‖u(., x)‖p
Lk(0,t)

− F
(
u(t, x),∇u(t, x)

)
, t > 0, x ∈ Ω,

where ‖u(., x)‖Lk(0,t) =
(∫ t

0
|u|k(s, x) ds

)1/k
.

The structure of the nonlocal term now does not allow the application of the
previous eigenfunction technique. However, the method of self-similar subsolutions,
suitably adapted, can still be used. Although the result is probably not optimal, we
give it also as an illustration of this method, which seems to be the only applicable
one here (if m > 1). We mention that similar results can be obtained along the same
lines for analogous nonlocal nonlinearities in space and time.

Theorem 5.4. Let p, q ≥ 1, m = 0 or m ≥ 1, 1 ≤ k ≤ ∞, a > 0. Assume that
F : R× R

N → R is locally Lipschitz continuous, with F (0, 0) ≤ 0, and satisfies

(5.13) F
(
u, U

) ≤ a
(|u|q + |u|+ |U |q + |U |)

and that

(5.14) m+ p > q +
p

k
(q − 1).

Assume that φ ∈ C2+α(Ω), φ ≥ 0, φ 6≡ 0 satisfies φ|∂Ω = 0 and ∆φ+F (0,∇φ) = 0 on
∂Ω. Let u0 = λφ, λ > 0, and let u (≥ 0) be the solution of (5.12), (2.2), (2.3). Then
there exists Λ(φ) > 0, such that u blows up in finite time in C1 norm if λ > Λ(φ).
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Proof of Theorem 5.4. Again, we modify (5.12) into

Pu(t, x) ≡ ut −∆u− um+ (t, x)‖u+(., x)‖p
Lk(0,t)

+ F
(
u(t, x),∇u(t, x)

)
= 0.

The existence and uniqueness of a maximal in time solution, with blow-up alternative
in C1 norm, and the validity of the comparison principle follow from Theorems A.1,
A.2, A.3, and A.13 (ii).

Assume, without loss of generality, that B(0, ρ) ⊂ Ω, and that φ(x) ≥ ε > 0 in
B(0, ρ). The blowing up subsolution is sought under the form

(5.15) v(t, x) =
1

(T − t)γ
V

[ |x|
(T − t)σ

]
+ w(t, x),

with

w(t, x) =
M

T γ

(
3− 3|x|2

ρ2
− 2

t

T

)
,

where V is given by (3.4), and A, M > 1, γ, σ > 0, and 0 < T < 1 are to be fixed
later.

Since the source term involves an integral over [0, t], its effect for small t is not
strong enough to compensate the action of the dissipative terms at the early stage
of the time evolution. This is the reason for the adjunction of the polynomial part
w(t, x), in addition to the self-similar one. This additional term is designed to provide
a negative contribution under the action of the linear part of the parabolic operator
P . Namely, assuming T < ρ2/6N, we have

wt −∆w =
M

T γ+1
(−2 + 6NT/ρ2) ≤ − M

T γ+1
.

On the other hand, to estimate the gradient term, we compute, for 0 < t < T ,

∇v(t, x) =
−x

A(T − t)γ+2σ
− 6Mx

ρ2T γ
,

hence, since T < 1 and A, M > 1,

|∇v|(t, x) ≤ diam(Ω)(1 + 6M/ρ2)

(T − t)γ+2σ
≤ CM

(T − t)γ+2σ
.

(Here and in the rest of the proof, C denotes a generic constant which depends only
on Ω and ρ.)

Setting y = |x|/(T − t)σ, we have to distinguish three cases.
• First case: 0 ≤ t ≤ T/2. We find

|v|(t, x) ≤ C +A

(T − t)γ+2σ
+
CM

T γ
and vt(t, x) ≤ γ(1 +A)

(T − t)γ+1
.

Assuming that

(5.16) σ < 1/2 and γ + 1 > (γ + 2σ)q,

letting

δ = γ + 1− (γ + 2σ)q > 0,
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and using (5.13), we obtain, after some computations similar to those in the proof of
Theorem 3.1, that

(5.17) Pv(t, x) ≤ −M + 2γ+1
[
γ(1 +A) +N + 4a(CM +A)qT δ

]
T γ+1

.

• Second case: T/2 ≤ t < T and y ≥ A. We have

|v|(t, x) ≤ C

(T − t)γ+2σ
+
CM

T γ
and vt(t, x) ≤ γ − σA

(T − t)γ+1
.

Thus we find

(5.18) Pv(t, x) ≤ γ − σA+N + 4a(CM)qT δ

(T − t)γ+1
.

(Note that in cases 1 and 2, we did not use the growth of the nonlocal term, only its
nonnegativeness.)

• Third case: T/2 ≤ t < T and 0 ≤ y ≤ A. Assuming that T σA < ρ/2, hence
|x| ≤ (T − t)σA ≤ ρ/2, it follows that

1

(T − s)γ
≤ v(s, x) ≤ 3M

T γ
+

1 +A

(T − s)γ
, 0 ≤ s ≤ t.

Denote by Bv the nonlocal term in Pv. In the case k < ∞, assuming that γk 6= 1,
and setting α = p/k, we then have

Bv(t, x) ≥ 1

(T − t)γm

(∫ t

0

ds

(T − s)γk

)α
=

1

(T − t)γm

(
(T − t)1−γk − T 1−γk

γk − 1

)α

≥ (T − t)(1−γk)α
(

1− 21−γk

γk − 1

)α
1

(T − t)γm

≥ C(γ, p, k)

(T − t)γ(m+p)−α

for some C(γ, p, k) > 0, where we have used the fact that T > 2(T − t) (consider
separately the cases γk > 1 and γk < 1). This formula remains valid for k = ∞ with
α = 0. It follows that

(5.19) Pv(t, x) ≤ γ(1 +A) +N + 4a(CM +A)q

(T − t)γ+1
− C(γ, p, k)

(T − t)γ(m+p)−α .

By the hypothesis (5.14), it is possible to choose γ 6= 1/k, such that

α+ 1

m+ p− 1
< γ <

1

q − 1
,

so that in particular

γ(m+ p)− α > γ + 1,

and next to take σ > 0 so small that (5.16) holds. Now, by choosing

A > (γ +N)/σ,
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M > 2γ+1
(
γ(1 +A) +N

)
,

and then T sufficiently close to 0, it follows from formulas (5.17), (5.18), and (5.19),
that Pv(t, x) ≤ 0 in the three cases, that is, for all t ∈ [0, T ), x ∈ Ω.

Taking still smaller T if necessary, we have v(t, x) ≤ 0 for x outside of B(0, ρ),
hence on [0, T ) × ∂Ω, and λφ(x) ≥ λε ≥ v(0, x) in Ω for all sufficiently large λ. The
comparison principle then implies that the solution u can exist no later than t = T ,
and the Theorem is proved.

Appendix A. Local theory for general nonlocal semilinear parabolic
equations. The local solvability for various classes of functional parabolic equations
has been studied in many articles. See, e.g., [A], [BB], [CaY] for nonlocal problems
in space. For nonlocal problems in time, see, e.g., [Y1], [Y2], and the references
therein. Also, fully nonlinear equations with integral terms have been investigated
(see, e.g., [LS], [CP], [Sf] for time-integrals and [CY] for space-integrals), and semilin-
ear parabolic equations with constant delay have been treated in [TW], both subject
matters which are out of the scope of the present article.

However, as far as we know, there does not seem to be in the literature a local
theory that would apply to the nonlocal semilinear parabolic equation (NLRD) in
general form. We wish to construct such a local theory. In the same time, since
many (though not all) of the proofs of our blow up and global existence results rely
on comparison arguments, we need a version of the comparison principle adapted to
the case of nonlocal problems. Such results are proved in many of the cited works,
for the specific types of nonlocal equations they consider. We here prove a general
comparison principle for the equation (NLRD) in abstract form, which recovers most
of these specific results. (Since we consider nonlocal problems, some care is needed.
In addition to the usual Lipschitz condition, we have to require a certain assumption
of nondecreasing monotonicity on the nonlocal term; see section A.4 and Example
A.5 in section A.5.)

Our results enable one to handle in a same formalism all of the four types of
problems described in the introduction (and actually much more general ones). On
the other hand, we want to allow the nonlinearity to depend on u and ∇u as well. For
these reasons, the formalism developed in this Appendix needs to be a bit abstract,
although the arguments of the proofs will be rather standard, relying on Schauder a
priori estimates and fixed point theorem. Let us point out that what is going to be
said remains valid, as usual, if the Laplacian in (NLRD) is replaced with a strongly
elliptic operator with sufficiently smooth coefficients. Moreover, other kinds of (linear)
boundary conditions may be treated similarly, under suitable assumptions.

The outline of the appendix is as follows. Section A.1 contains some preliminaries
and notations for the precise formulation of general nonlocal problems. The abstract
existence, uniqueness, and continuation results are stated in section A.2 and proved
in section A.3. Section A.4 is devoted to the comparison principle. Finally, in section
A.5, the abstract results are illustrated by examples which include, in particular, the
specific cases considered in the main text of the article.

A.1. Preliminaries and notations. Let Ω be a bounded domain in R
N . In

what follows, we fix some α ∈ (0, 1). We will assume that

(A1) ∂Ω is of class C2+α

or, in some cases, that
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(A1)
′

∂Ω is of class C3+α.

We set QT = (0, T ]×Ω, ST = (0, T ]× ∂Ω, and Qt0,T = (t0, T ]×Ω, 0 ≤ t0 < T <∞.
Let us set some notations concerning the needed function spaces. By C(Ω) (resp.,

C1(Ω)), we denote the space of real valued continuous (resp., continuously differen-
tiable) functions on Ω, endowed with the norm

|φ|L∞(Ω) = sup
x∈Ω

|φ(x)|
(

resp., |φ|C1(Ω) = |φ|L∞(Ω) +

N∑
i=1

|∂xiφ|L∞(Ω)

)
.

For each T > 0, C
(
QT ) is the space of real valued continuous functions on QT ,

endowed with the norm

|u|L∞(QT ) = sup
(t,x)∈QT

|u(t, x)|.

C0,1
(
QT ) is the space of functions u of QT , such that ∂xiu, i = 1, . . . , N , belong to

C(QT ), endowed with the norm

|u|
C0,1

(
QT )

= |u|L∞(QT ) +
N∑
i=1

|∂xiu|L∞(QT ).

C1,2
(
QT ) is the space of functions u on QT , such that u, ∂tu, ∂xiu, ∂2

xixju, i, j =
1, . . . , N , are continuous in QT .

In addition, we will use some Hölder spaces of functions of t and x, whose def-
inition we recall for convenience. Cα(Qt0,T ) is the space of functions u which are
uniformly Hölder continuous on Qt0,T , with exponents α/2 in t and α in x, endowed
with the norm

|u|Cα(Qt0,T
) = |u|L∞(Qt0,T

) + sup
(t,x) 6=(s,y)∈Qt0,T

|u(t, x)− u(s, y)|
(|t− s|+ |x− y|2)α/2 .

C1+α(Qt0,T ) (resp., C2+α(Qt0,T )) is the space of those u such that u, ∂xiu, i =
1, . . . , N (resp., u, ∂tu, ∂xiu, ∂2

xixju, i, j = 1, . . . , N) belong to Cα(Qt0,T ), the norms
being defined by the sum of the Cα norms of u and of the corresponding derivatives.

Next we define the nonlocal operators making up the equation. For all t ≥ 0, we
define the past time restriction operator Rt by setting, for all T ≥ t and u ∈ C(QT ),

Rtu = u|[0,t]×Ω
∈ C(Qt).

We take a collection of functionals {F t}t≥0, with F t : C(Qt) → C(Ω), or F t :
C0,1(Qt) → C(Ω). (By convention, we identify C(Q0) with C(Ω) and C0,1(Q0) with
C1(Ω).) We then consider a general nonlocal problem in the form

(A2)



ut −∆u = F t

(
Rtu

)
(x), (t, x) ∈ QT ,

u(t, x) = 0, (t, x) ∈ ST ,

u(0, x) = u0(x), x ∈ Ω.

For convenience, when T is implicitly understood, we will use the operator F : u 7→
Fu, where

Fu(t, x) = F t(Rtu)(x).
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A.2. Local existence, uniqueness, and continuation results. We first give
a result of local existence of classical solutions up to t = 0 for smooth initial data
(with first order compatibility conditions). Let γ > 0 be fixed. We will assume that,
for all T > 0, F possesses the following properties:

(A3) ∀u ∈ C1+γ(QT ), Fu ∈ Cα(QT );

(A4) F is continuous from C1+γ(QT ) to C(QT ).

Theorem A.1. Assume (A1), (A3), (A4), and let u0 ∈ C2+α(Ω) satisfy the
compatiblity conditions

(A5) u0|∂Ω
= 0 and ∆u0 + F 0u0 = 0 on ∂Ω.

Then there exists a (nonnecessarily unique) maximal in time function u, defined on
[0, T ∗)× Ω for some T ∗ ∈ (0,∞], such that for all T ∈ (0, T ∗), u ∈ C2+α(QT ) and u
is a (classical) solution of (A2).

We next give a continuation result, which states that any nonglobal solution
must blow up in finite time in C1 norm. Instead of (A3), we will assume the stronger
condition that, for all T > 0,

(A6) F is bounded on bounded sets from C1+γ(QT ) to Cα(QT ),

and in addition to (A4), we will suppose that, for all T > 0,

(A7) F is bounded on bounded sets from C0,1(QT ) to C(QT ).

On the other hand, as in classical problems with local nonlinearities, if one is concerned
with nonlocal problems where the nonlinearity “does not depend on the (spatial)
gradient of u,” it is possible to prove blow up in L∞ norm instead of C1 norm. To
express the fact that the nonlocal functionals F t do not depend on the gradient of u,
we consider, instead of (A7), the stronger assumption

F is bounded on bounded sets from C(QT ) to C(QT )(A7)
′

for all T > 0.
Theorem A.2. Assume (A1), (A4), (A6), and (A7) (resp., (A7)′), and let u be

any solution of (A2) as in Theorem A.1. If T ∗ < ∞, then u blows up in finite time
in C1 norm (resp., in L∞ norm) in the sense that

(A8) lim sup
t→T∗

|u(t)|C1(Ω) = ∞ (resp., lim supt→T∗ |u(t)|L∞(Ω) = ∞).

Now, assume one of the following Lipschitz conditions, for all T > 0:

(A9) F is Lipschitz continuous on bounded sets from C0,1(QT ) to C(QT )

or, alternatively,

(A9)
′

F is Lipschitz continuous on bounded sets from C(QT ) to C(QT ).

Then one obtains a local uniqueness result.
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Theorem A.3. Assume (A1), and (A9) (resp., (A9)′). Then, for all T > 0, there
exists at most one (classical) solution of (A2) in the class C0,1(QT )∩C1,2(QT ) (resp.,
in the class C(QT ) ∩ C1,2(QT )).

Next, we wish to prove the local solvability of (A2) for less smooth initial data.
For this purpose, we need reinforced assumptions on F . Namely, we may consider C1

data (with zero order compatibility conditions) if we assume that, for all T > 0,

(A10) F is continuous from C0,1(QT ) to C(QT ) and bounded on bounded sets,

for all sequence (un) ∈ C0,1(QT ) such that the sequence |un|C1+γ(Qε,T ) is

(A11) bounded for all ε ∈ (0, T ), then the sequence |Fun|Cα(Qε,T ) is bounded

for all ε ∈ (0, T ).

In the same way, we may consider merely continuous data, under the analogous
“gradient-independent” assumptions, i.e.,

(A10)
′

F is continuous from C(QT ) to C(QT ) and bounded on bounded sets,

for all sequence (un) ∈ C(QT ) such that the sequence |un|Cγ(Qε,T )

(A11)
′

is bounded for all ε ∈ (0, T ), then the sequence |Fun|Cα(Qε,T ) is

bounded for all ε ∈ (0, T ).

Theorem A.4. Assume (A1)′, (A10), (A11), and let

u0 ∈ C1(Ω), with u0|∂Ω
= 0.

(i) Then there exists a (nonnecessarily unique) maximal in time function u, de-
fined on [0, T ∗) × Ω for some T ∗ ∈ (0,∞], such that for all 0 < ε < T < T ∗,
u ∈ C0,1(QT ) ∩ C2+α(Qε,T ), and u is a (classical) solution of (A2). (ii) If T ∗ < ∞,
then u blows up in finite time in C1 norm in the sense of (A8).

THEOREM A.4′. Assume (A1), (A10)′, (A11)′, and let

u0 ∈ C(Ω), with u0|∂Ω
= 0.

(i) Then there exists a (nonnecessarily unique) maximal in time function u, de-
fined on [0, T ∗) × Ω for some T ∗ ∈ (0,∞], such that for all 0 < ε < T < T ∗,
u ∈ C(QT ) ∩ C2+α(Qε,T ), and u is a (classical) solution of (A2).

(ii) If T ∗ <∞, then u blows up in finite time in L∞ norm in the sense of (A8).
The assumptions (A11) or (A11)′ hold if the nonlinearity does not depend on the

past (nonlocal problems in space) or, more generally, if it does not involve the past up

to t = 0, e.g., for F t(Rtu)(x) =
∫ t
t/2

f(u(s, x)) ds. On the contrary, if the nonlinearity

involves the whole past, for instance for F t(Rtu)(x) =
∫ t
0
f(u(s, x)) ds, then these

assumptions will not be satisfied a priori. However, thanks to the regularizing effect
of the time integral, for this type of nonlocal terms, with no dependence on the
gradient, it is still possible to prove local existence for C1 data and to get a blow up
alternative in L∞ norm. The kind of general assumption satisfied by such F is the
following:

(A12) F is continuous from C0,1(QT ) to Cα(QT ) and bounded on bounded sets
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for all T > 0. We then have the following theorem.
Theorem A.5. Assume (A1)′, (A12), and let

u0 ∈ C1(Ω), with u0|∂Ω
= 0.

(i) Then there exists a (nonnecessarily unique) maximal in time function u, de-
fined on [0, T ∗) × Ω for some T ∗ ∈ (0,∞], such that for all 0 < ε < T < T ∗,
u ∈ C0,1(QT ) ∩ C2+α(Qε,T ), and u is a (classical) solution of (A2).

(ii) If T ∗ < ∞, then u blows up in finite time in C1 norm in the sense of (A8).
If, in addition (A10)′ holds, then the blow up occurs in L∞ norm.

In the special case when the nonlocal operator F does not depend on the past,
that is, if F t is of the form

(A13) F t(Rtu) ≡ f(t, u(t, .)), with f : R
+ × C(Ω) → C(Ω),

and under a Lipschitz condition, then the blow up alternative can be made more
precise, with the “lim sup” becoming a limit. (See Remark A.1 at the end of section
A.3 for a variant without Lipschitz condition.)

Proposition A.6. Let {F t}t≥0 be of the form (A13), and assume (A1), (A3),
and (A9) (resp., (A9)′). Assume that u ∈ C0,1(QT )∩C2+α(Qε,T ) (resp., u ∈ C(QT )∩
C2+α(Qε,T )), 0 < ε < T < T ∗, is a maximal, classical solution of (A2) (which is
necessarily unique by Theorem A.3). If T ∗ <∞, then

(A14) lim
t→T∗

|u(t)|C1(Ω) = ∞ (resp., limt→T∗ |u(t)|L∞(Ω) = ∞).

A.3. Proofs of the local results. We first state two preliminary results on the
heat equation that we will use repeatedly. The first one is the C1+δ estimate for the
heat equation (see [Fr, Theorem 4, p. 191, and formula (3.23), p. 200]).

Lemma A.7. Assume (A1) and let W ∈ C(QT ) ∩ C1,2(QT ). Let g ∈ C(QT )
satisfy g(0, x) = 0 on ∂Ω, and assume that

Wt −∆W = g(t, x), (t, x) ∈ QT ,

W (t, x) = 0, (t, x) ∈ ST ,

W (0, x) = 0, x ∈ Ω.

Then

|W |C1+δ(QT ) ≤ KT σ|g|L∞(QT )

for all 0 < δ < 1, where σ > 0 depends only on δ, and K depends only on Ω and δ
for bounded T .

The second one gives an estimate on the heat semigroup in C1 spaces and requires
higher (C3+α) regularity on ∂Ω (see [M, Theorem 2.3, p. 39, and formula (2.39), p.
40] and also [Bel]).

Lemma A.8. Assume (A1)′ and denote by et∆ the heat semigroup on C0(Ω).
Then, for all functions φ in C1(Ω) which vanish on ∂Ω, we have

|et∆φ|C0,1(QT ) ≤ C1|φ|C1(Ω),

where C1 depends only on Ω for bounded T .
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Proof of Theorem A.1. It can be proved in much the same way as in [Fr, Theorem
8, p. 204 and Theorem 10, p. 206]. However, the result there is proved for local
nonlinearities. Therefore, we give the proof for sake of completeness. Let 0 < T < 1
and M > 0 (to be fixed later), and consider the set CM of functions v ∈ C1+γ(QT ),
satisfying

|v|C1+γ(QT ) ≤M, v(0, .) = u0, v|(0,T ]×∂Ω
= 0.

We define a transformation Z on CM as follows. w = Zv is the unique solution of the
linear problem

wt −∆w = Fv, (t, x) ∈ QT ,

w(t, x) = 0, (t, x) ∈ ST ,

w(0, x) = u0(x), x ∈ Ω.

(Using (A3), the existence and uniqueness of w follows from [Fr, Theorem 7, p. 65],
and w ∈ C2+α(QT ).) We prove that Z admits a fixed point, if T < 1 is sufficiently
small, by employing the Schauder fixed point theorem (see, e.g., [Fr, Theorem 2, p.
189]).

We first claim that Z maps CM into itself if T is small. Thanks to (A5), we may
take W (t, x) ≡ w(t, x)− u0(x), hence g = Fv + ∆u0, in Lemma A.7, which yields

(A15) |w|C1+δ(QT ) ≤ |u0|C1+δ(Ω) +KT σ
(
kM + |∆u0|L∞(QT )

)
,

where kM = sup
{|Fv|L∞(Q1); |v|C1+γ(Q1)

≤ M
}
, which is finite by (A4). Now,

choosing

M = 1 + |u0|C1+γ(Ω), T < max
[
1,
[
K
(
kM + |∆u0|L∞(QT )

)]−1/σ]
,

with δ = γ in formula (A15), it follows that w ∈ CM .

Applying formula (A15) for some δ ∈ (γ, 1), by the compactness of the injection
C1+δ(QT ) ⊂ C1+γ(QT ), it follows that Z(CM ) is a compact subset of CM .

To check the continuity of Z, assume that v, vm ∈ CM are such that vm → v in
C1+γ(QT ), as m goes to ∞. Then zm = Zvm − Zv satisfies

zmt −∆zm = Fvm − Fv, (t, x) ∈ QT ,

with null initial and boundary conditions. Thus, by Lemma A.7 and assumption (A4),
we obtain

|zm|C1+γ(QT ) ≤ KT σ|Fvm − Fv|L∞(QT ) → 0, as m→∞,

that is, Zvm → Zv in C1+γ(QT ).

Since CM is a closed convex set of the Banach space C1+γ(QT ), by the previous
properties and Schauder’s fixed point theorem, there exists a fixed point u of the map
Z, which is a solution of the problem (A2).

Finally, by Zorn’s lemma, follows as usual the existence of a solution (still denoted
by u), which extends u and is maximal in time (i.e., which cannot be extended to a
solution on a larger time interval).
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Proof of Theorem A.2. (i) Under hypothesis (A7), assume that, for some T0 ∈
(0,∞) and all T ∈ (0, T0), u ∈ C2+α(QT ), u is a solution of (A2), and u is such that

sup
0≤t<T0

|u(t)|C1(Ω) <∞.

(A7) then implies

|Fu|L∞(QT ) ≤M1, 0 < T < T0.

By Lemma A.7, with W (t, x) = u(t, x)− u0(x) and g = Fu+ ∆u0, it follows that

|u|C1+γ(QT ) ≤ |u0|C1+γ(Ω) +KT σ
(
M1 + |∆u0|L∞(Ω)

)
= M2, 0 < T < T0.

From (A6), we infer that

|Fu|Cα(QT ) ≤M3, 0 < T < T0.

By the C2+α parabolic estimate [Fr, Theorem 6 p. 65], we get

|u|C2+α(QT ) ≤ K ′(M3 + |u0|C2+α(Ω)

)
= M4, 0 < T < T0.

(The constant K ′ depends only on Ω and α for bounded T ; see [Fr, p. 123].) From
this estimate, it is easily seen that u can be (uniquely) extended to a function ũ ∈
C2+α(QT0

). To prove that u may be extended to a solution of (A2) for some T > T0,
it then suffices to show the existence for small τ of a solution w of the problem

wt −∆w = Gt
(
Rtw

)
(x), (t, x) ∈ Qτ ,

w(t, x) = 0, (t, x) ∈ Sτ ,

w(0, x) = ũ(T0, x), x ∈ Ω,

where Gt is defined as

∀z ∈ C0,1(Qt), G
t(z) = FT0+t(z1), with z1(s, .) =

{
u(s, .), 0 ≤ s < T0,

z(s− T0, .), T0 ≤ s ≤ T0 + t.

The existence of such w follows from Theorem A.1, since, as is readily verified, the
functionalsGt satisfy the assumptions (A3) and (A4) for all z such that z(0, .) = ũ(T0),
and since ũ(T0) satisfies the corresponding compatibility conditions. From the above,
we deduce that (A8)1 holds whenever T ∗(u) <∞.

(ii) Under assumption (A7)′, the proof of (A8)2 is exactly similar.
Proof of Theorem A.3. We just need to prove the result under assumption (A9),

the other case being similar. Let T > 0 and assume that u and v are two solutions of
(A2), with u, v ∈ C0,1(QT ) ∩ C1,2(QT ). Set h = T/p with p a positive integer to be
chosen, and Dn = Qnh,(n+1)h for n = 0, · · · , p − 1. By Lemma A.7 with W = u − v
(noting that g(0, .) = F 0u(0, .)− F 0v(0, .) = 0), and using (A9), we obtain

|W |C0,1(Dn) ≤ Khσ
(|Fu− Fv|L∞(Dn) + |∆W (nh, .)|L∞(Ω)

)
≤ Khσ

(
LM,T |W |C0,1(Q(n+1)h) + |∆W (nh, .)|L∞(Ω)

)
.

Choosing p so large that KhσLM,T < 1, since W (0, .) = 0, it follows easily by induc-
tion that |W |C0,1(Dp−1) = 0, that is u = v on QT .
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Proof of Theorem A.4. (i) Assume u0 ∈ C1(Ω), u0|∂Ω
= 0. From [M, Theorem 3.1,

p. 49], ∂Ω being of class C3+α, we know that there exists a sequence un0 ∈ C2+α(Ω),
with u0|∂Ω

= 0 and ∆u0|∂Ω
= 0, such that un0 → u0 in C1(Ω), as n → ∞. Let

ξ ∈ C∞(R), with ξ(t) = 0, t ≤ 1/2, ξ(t) = 1, t ≥ 1, and 0 ≤ ξ ≤ 1. Let ξn(t) = ξ(nt),
and consider the approximating problems

(A16)



unt −∆un = ξn(t)F t

(
Rtun

)
(x) ≡ Fnu

n, (t, x) ∈ QT ,

un(t, x) = 0, (t, x) ∈ ST ,

un(0, x) = un0 (x), x ∈ Ω.

The assumptions (A10) and (A11) imply that the map un 7→ Fnu
n satisfies (A3) and

(A4). Since the compatibility conditions (A5) are verified by un0 , that is,

un0 |∂Ω
= 0 and −∆un0 (x) + Fnu

n(0, x) = 0 on ∂Ω,

by Theorem A.1, there exists a (maximal) solution un of (A16), of existence time
T ∗n ∈ (0,∞], with un ∈ C2+α(QT ) for all 0 < T < T ∗n . We then have the following
lemma.

Lemma A.9. With the notation above, there exists T0 ∈ (0, 1] and C0 > 0 such
that

T ∗n > T0 and |un|C0,1(QT0
) ≤ C0

for all n.
Proof of Lemma A.9. Let M = supn≥1 |un0 |C1(Ω) < ∞. For each n and for each

T ∈ (0, T ∗n), T ≤ 1, we may write un under the form un = et∆un0 + wn, where
wn ∈ C2+α(QT ) is the solution of the linear problem

(A17) wn
t −∆wn = Fnu

n, (t, x) ∈ QT ,

with null initial and boundary conditions. Since ∂Ω is of class C3+α, from Lemma
A.8 it follows that

(A18) |et∆un0 |C0,1(QT ) ≤ C1|un0 |C1(Ω) ≤ C1M.

Set

k′M = sup
{|Fv|L∞(Q1); |v|C0,1(Q1)

≤ (1 + C1)M
}
,

which is finite by (A10). (By an easy extension argument, it can be seen that k′M
stands also for an upper bound of the sets

{|Fv|L∞(Qτ ); |v|C0,1(Qτ ) ≤ (1 + C1)M
}
,

for all τ ∈ (0, 1).) Suppose that T ∗n ≤ 1, or that T ∗n > 1 and |un|C0,1(Q1)
> (1+C1)M .

Then one can set T ′n = min
{
t ∈ (0, T ∗n); |un(t, .)|C1(Ω) ≥ (1 + C1)M

}
, and we have

0 < T ′n < T ∗n , T ′n < 1. On the other hand, by Lemma A.7, we get

|wn|C0,1(QT ′n ) ≤ |wn|C1+γ(QT ′n ) ≤ KT ′n
σ
k′M ;

hence, by (A18),

(1 + C1)M = |vn|C0,1(QT ′n ) ≤ C1M +KT ′n
σ
k′M ,
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so that

T ′n ≥
(
M/(Kk′M )

)1/σ
.

The lemma follows, with T0 = min
[
1,
(
M/(Kk′M )

)1/σ]
and C0 = (1 + C1)M .

Proof of Theorem A.4 (i) (continued). From Lemma A.9 and (A10), we deduce
the uniform bound

(A19) |Fnun|L∞(QT0
) ≤M1.

But (A17) and Lemma A.7 then imply that |wn|C1+δ(QT0
) ≤ KM1T

σ
0 so that, by

Ascoli–Arzelà’s theorem, (some subsequence of) wn converges in C0,1(QT0) to some
w ∈ C0,1(QT0

). Moreover, by Lemma A.8 applied to un0 − u0, it follows that et∆un0
converges to et∆u0 in C0,1(QT0

); hence

un → u = et∆u0 + w in C0,1(QT0
) as n→∞.

By assumption (A10), this implies that Fun → Fu in C(QT0
), and in particular

(A20) Fnu
n → Fu everywhere in (0, T0]× Ω.

On the other hand, picking ε ∈ (0, T0), the function zn = ξ(t/ε)un now solves

znt −∆zn = ξ(t/ε)Fnu
n + (1/ε)ξ′(t/ε)un ≡ hn, (t, x) ∈ QT0

,

with null initial and boundary conditions, so that, applying Lemma A.9, (A19), and
Lemma A.7 again, one obtains

|un|C1+δ(Qε,T0
) ≤ |zn|C1+δ(QT0

) ≤ C(ε).

By assumption (A11), we deduce the bound

|Fnun|Cα(Qε,T0
) ≤ C1(ε), 0 < ε < T0,

and then, by the C2+α–parabolic estimate (see [Fr, Theorem 6, p. 65]) and the
definition of ξ,

(A21)
|un|C2+α(Qε,T0

) ≤ |zn|C2+α(QT0
) ≤ C|hn|Cα(QT0

)

≤ C|Fnun|Cα(Qε/2,T0
) + C2(ε)|un|Cα(Qε/2,T0

) ≤ C3(ε).

By Ascoli–Arzelà’s theorem and a diagonal procedure, (some subsequence of) un must
converge to v in C1,2(Qε,T0) for all 0 < ε < T0, which, along with (A20), implies that

ut −∆u = Fu, (t, x) ∈ QT0 .

Moreover, from the bound (A21), it follows that u ∈ C2+α(Qε,T0) for all 0 < ε < T0.
The existence of a maximal solution follows as in Theorem A.1.

(ii) Assume that, for some T0 ∈ (0,∞) and all 0 < ε < T < T0, u ∈ C2+α(Qε,T ),
u ∈ C0,1(QT ), u is a solution of (A2), and u is such that

sup
0≤t<T0

|u(t)|C1(Ω) <∞.
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(A10) then implies

|Fu|L∞(QT ) ≤M1, 0 < T < T0.

By Lemma A.7, with W (t, x) = u(t, x)−u(ε, x) and g = Fu+∆u(ε, .), it follows that

|u|C1+γ(Qε,T ) ≤ |u(ε, .)|C1+γ(Ω)

+KT σ
(
M1+|∆u(ε, .)|L∞(Ω)

)
= M2(ε), 0 < ε < T < T0.

From (A11), we infer that

|Fu|Cα(QT0/2,T
) ≤M2, T0/2 < T < T0.

By the C2+α parabolic estimate, we get

|u|C2+α(QT0/2,T
) ≤ K ′(M3 + |u(T0/2, .)|C2+α(Ω)

)
= M4, T0/2 < T < T0,

so that u can be (uniquely) extended to a function ũ ∈ C2+α(QT0/2,T0
). The end of

the proof is then identical to that of Theorem A.2 (i) (the fact that the functionals Gt

satisfy the assumptions (A3) and (A4) for all z such that z(0, .) = ũ(T0) being now a
consequence of (A10) and (A11)).

Proof of Theorem A.4′. (i) The result can be proved along the lines of Theorem
A.4, up to some natural changes. In particular, we need only approximate u0 by a
sequence un0 ∈ C2+α(Ω) in L∞ norm. From [M, Theorem 3.1 p. 49], this can be
done, assuming only ∂Ω of class C2+α. On the other hand, instead of Lemma A.8,
we simply use the estimate

|et∆un0 |C(QT ) ≤ |un0 |C(Ω),

which is a consequence of the maximum principle (and hence does not require the
C3+α regularity).

(ii) The proof is exactly similar to that of Theorem A.4 (ii).
Proof of Theorem A.5. The proof is similar to that of Theorem A.4. The main

difference is that (A12) implies that Fnu
n → Fu in Cα(QT ), instead of (A20). One

can then obtain (A21) directly.
Proof of Proposition A.6. We just need to prove the result under assumption

(A9), the other case being similar. Suppose that (A14) is false. Then there exists
M > 0 such that for all ε > 0, |u(t1, .)|C1(Ω) ≤M , for some t1 ∈ (T ∗ − ε, T ∗). Taking

t1 as a new origin of time, since u(t1, .) ∈ C2+α(Ω) and satisfies the compatiblity
conditions (A5), there exists a local solution v with initial data u(t1, .) by Theorem
A.1. But since F t is independent of the past (that is, of the form (A13)), it is easily
seen from the proof of Lemma A.9 that the existence time of v is bounded from below
by a positive constant which depends only on M . Moreover, the solution obtained
by extending u by v after t = t1 has the same regularity as u. This contradicts the
maximality of u and the local uniqueness property of Theorem A.3, if one chooses ε
small enough.

Remark A.1. In the “gradient-independent” case, Proposition A.6 remains valid
without Lipschitz assumption, supposing only (A4), (A7)′ instead of (A9)′. This can
be proved in a similar way as in [B, Theorem 3.1, p. 477, and Remark, p. 478], by
estimating |u(t + ε, .)|L∞(Ω) from |u(t, .)|L∞(Ω) for small ε > 0. In particular, (A14)2
holds even if local uniqueness is not assured.
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However, we do not know whether the analogue is true in the gradient-dependent
case (replacing (A9) by (A4), (A7)). Indeed, |u(t + ε, .)|C1(Ω) can be estimated from

|u(t, .)|C1(Ω) via the C0–C
1 estimates of the heat semigroup (see [M]), but this requires

that the nonlocal nonlinear term f(t, u(t, .)) vanish on ∂Ω, which has no reason to be
satisfied, especially if f is nonlocal in space and depends on the gradient of u.

A.4. Comparison principle. We present a general version of the comparison
principle, which is valid for a large class of problems of the form (A2). The nonlinearity
may depend on the (local) values of u(t, x) and ∇u(t, x) in any (locally Lipschitz) way,
and may functionally depend on Rtu = u(s, y), 0 ≤ s ≤ t, y ∈ Ω, in a “Lipschitz-
monotone” way, with respect to the L∞ norm. To be more precise, we consider the
operator

(A22) Pu ≡ Pu(t, x) = ut −∆u− F t
(
Rtu

)
(x), (t, x) ∈ QT ,

where F t is of the form

F t
(
Rtu

)
(x) = Gt

(
u(t, x),∇u(t, x), Rtu

)
(x), Gt : R×R

N ×C(Qt) → C(Ω), t ≥ 0,

and we assume that, for all M,T > 0, there exists LM,T > 0 such that for all p, p ∈ R,
q, q ∈ R

N , u ∈ C(QT ), with |p|, |p|, |q|, |q|, |u|L∞(QT ) ≤M ,

(A23)
∣∣Gt(p, q, Rtu)−Gt

(
p, q, Rtu)

∣∣
L∞(Ω)

≤ LM,T

(|p− p|+ |q − q|),
and for all p ∈ R, q ∈ R

N , u, u ∈ C(QT ), with |p|, |q|, |u|L∞(QT ), |u|L∞(QT ) ≤M ,

(A24)
∣∣(Gt

(
p, q, Rtu)−Gt(p, q, Rtu)

)
+

∣∣
L∞(Ω)

≤ LM,T |(u−u)+|L∞(QT ), 0 ≤ t ≤ T.

Theorem A.10. Let P be defined by (A22) and assume that (A23)–(A24) are
fulfilled. Let u, v ∈ C(QT ) ∩ C1,2(QT ) satisfy

Pu(t, x) ≤ Pv(t, x), (t, x) ∈ QT ,

u(t, x) ≤ v(t, x), (t, x) ∈ ST ∪
({0} × Ω

)
.

Then u ≤ v in QT .

Proof. Let M = max(|u|L∞(QT ), |v|L∞(QT )). By (A23)–(A24), the function w =
u− v satisfies

wt −∆w = F t
(
u(t, x),∇u(t, x), Rtu

)
(x)− F t

(
v(t, x),∇v(t, x), Rtv

)
(x)

=
(
F t
(
u(t, x),∇u(t, x), Rtu

)
(x)− F t

(
v(t, x),∇v(t, x), Rtu

)
(x)

)
+
(
F t
(
v(t, x),∇v(t, x), Rtu

)
(x)− F t

(
v(t, x),∇v(t, x), Rt(v)

)
(x)

)
≤ LM,T

(
|w(t, x)|+ |∇w(t, x)|+ sup

QT

w
)
.

Take α > 2LM,T . The function z(t, x) = w(t, x)e−αt satisfies

zt −∆z ≤ LM,T

(
|z(t, x)|+ |∇z(t, x)|+ sup

QT

z
)
− αz(t, x).
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It follows that z cannot attain a positive maximum at a point (τ, c) ∈ QT , since
otherwise

0 ≤ zt(τ, c)−∆z(τ, c) ≤ (2LM,T − α)z(τ, c) < 0,

which is a contradiction. The result follows.
We will see in section A.5 that the assumption (A24) is verified for many nonlocal

nonlinearities induced by integral norms, in space, time or space-time as well. This
will be essentially a consequence of the following lemma.

Lemma A.11. Let Ω be a bounded open set of R
N , 1 ≤ k ≤ ∞, and φ, ψ ∈ L∞(Ω).

Then

(A25) |φ+|k − |ψ+|k ≤ C(k, |Ω|) |(φ− ψ)+|∞.

Proof of Lemma A.11. Since φ+ − ψ+ ≤ (φ− ψ)+, we may assume φ and ψ ≥ 0
a.e., without loss of generality. We may also restrict ourselves to 1 < k < ∞, the
other cases being trivial. We start from the elementary inequality

(A26) xα − yα ≤ C(α)(x+ y)α−1(x− y), x, y > 0, α > 0.

(By homogeneity, one may assume y = 1, and (A26) then follows from the fact that
the function x 7→ (xα − 1)[(x+ 1)α−1(x− 1)]−1 is continuous positive on [0,∞) \ {1}
and has finite, positive limits at x = 1 and ∞.) Thus, applying (A26) for α = 1/k
and α = k and Hölder’s inequality yields

|φ|k − |ψ|k ≤ C(1/k)

(∫
φk(x) dx+

∫
ψk(x) dx

)(1/k)−1 ∫
[φk − ψk](x) dx

≤ C(1/k)C(k)

(∫
φk(x) dx+

∫
ψk(x) dx

)(1/k)−1

×
∫

(φ+ ψ)k−1(x) dx |(φ− ψ)+|∞

≤ C(1/k)C(k)

(∫
φk(x) dx+

∫
ψk(x) dx

)−k−1
k |Ω|1/k

×
(∫

(φ+ ψ)k(x) dx

)k−1
k |(φ− ψ)+|∞.

Then, by the inequality (x+ y)k ≤ 2k−1(xk + yk), x, y ≥ 0, we finally conclude that

|φ|k − |ψ|k ≤ C(1/k)C(k) 2(k−1)2/k |Ω|1/k|(φ− ψ)+|∞.
A.5. Examples and applications. We illustrate the previous abstract results

by examples which include the specific cases under consideration in the main text of
the article.

Example A.1. Consider spatially nonlocal problems of integral type, defined by

(A27) F t
(
Rtu

)
(x) = f

(
t, x, u(t, x),∇u(t, x), |u+(t, .)|k

)
,

where |.|k = ‖.‖Lk(Ω), 1 ≤ k ≤ ∞, and f : R
+ × Ω × R × R

N × R
+ → R. We have

the following theorem.
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Theorem A.12. Assume (A1)′ and let F t be defined by (A27), where f is locally
Lipschitz continuous.

(i) Let

u0 ∈ C1(Ω), with u0|∂Ω
= 0.

Then there exists a unique, maximal in time function u, defined on [0, T ∗)×Ω for some
T ∗ = T ∗(u0) ∈ (0,∞], such that for all 0 < ε < T < T ∗, u ∈ C0,1(QT )∩C2+α(Qε,T ),
is a (classical) solution of (A2). Moreover, if T ∗ <∞, then

lim
t→T∗

|u(t, .)|C1(Ω) = ∞.

(ii) If f is nondecreasing with respect to its last argument, then the comparison
principle (Theorem A.10) is valid.

Remark A.2. If f does not depend on ∇u(t, x), the previous result holds (under
the weaker assumption (A1)), for all u0 ∈ C(Ω), u0|∂Ω

= 0, with blow up alternative

in L∞ norm (but u ∈ C(QT ) instead of C0,1(QT )).
Part (i) of Theorem A.12 is a corollary of Theorems A.4 (i) and A.3 and Propo-

sition A.6. To prove part (ii), we just need to check the validity of property (A24).
To do this, we note that

f
(
t, x, p, q, |φ+|k

)− f
(
t, x, p, q, |ψ+|k

) ≤



0 if |φ+|k ≤ |ψ+|k,

LM,T

(|φ+|k − |ψ+|k
)

otherwise,

where LM,T stands for a local Lipschitz constant of f . Property (A24) then follows
from Lemma A.11.

Example A.2. The results of Theorem A.12 and of Remark A.2 remain valid
without change for spatially nonlocal problems of localized type, defined by

F t
(
Rtu

)
(x) = f

(
t, x, u(t, x),∇u(t, x), u(t, x0(t))

)
,

where f : R
+×Ω×R×R

N×R → R is locally Lipschitz continuous and x0 : [0,∞) → Ω
is locally Hölder continuous.

Example A.3. Consider time nonlocal problems defined by

(A28) F t
(
Rtu

)
(x) = f

(
t, x, u(t, x), |u+(., x)|Lk(0,t)

)
,

where 1 ≤ k ≤ ∞ and f : R
+×Ω×R×R

N ×R
+ → R is locally Lipschitz continuous.

We may also consider space-time nonlocal problems defined by

(A29) F t
(
Rtu

)
(x) = f

(
t, x, u(t, x), I(t, u)

)
,

where

I(t, u) =

(∫ t

0

∫
Ω

β(y)uk+(s, y) dy ds

)1/k

, 1 ≤ k <∞, β ∈ C(Ω),

or

I(t, u) = |u+|L∞((0,t)×Ω).
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We have the following theorem.

Theorem A.13. Assume (A1)′ and let F t be defined by (A28) or (A29), with f
as above.

(i) Let

u0 ∈ C1(Ω), with u0|∂Ω
= 0.

Then there exists a unique, maximal in time function u, defined on [0, T ∗) × Ω for
some T ∗ = T ∗(u0) ∈ (0,∞], such that for all 0 < ε < T < T ∗, u ∈ C0,1(QT )∩
C2+α(Qε,T ), and u is a (classical) solution of (A2). Moreover, if T ∗ < ∞, then
lim supt→T∗ |u(t, .)|L∞(Ω) = ∞.

(ii) If f is nondecreasing with respect to its last argument, then the comparison
principle (Theorem A.10) is valid. (This is still true if f depends also on ∇u(t, x).)

Part (i) is a corollary of Theorems A.5 and A.3. Part (ii) follows from Lemma
A.11 with (0, T ) or (0, T )× Ω instead of Ω.

Of course, if F t is a more general, gradient-dependent, time or space-time nonlocal
operator, then local existence of solutions is valid for smoother (C2+α) initial data by
Theorem A.1. (Observe that, even for (1.4), which falls within the range of Theorem
A.13, local existence is proved in [P1] and [GS] only for C2+α data.)

On the other hand, Theorem A.13 remains valid for problems with localization
in time, defined by

F t(Rt)(x) = f
(
t, x, u(t0(t, x), x)

)
,

with t0 locally Hölder continuous [0,∞) × Ω → [0,∞), and 0 ≤ t0(t, x) ≤ t. Still
further, there would be no obstruction to localizing both in space and time.

Remark A.3. In the case of equation (1.4), it is proved in [GS] that the blowing up
solutions actually satisfy limt→T∗ |u(t, .)|L∞(Ω) = ∞, and an estimate on the blow-up
rate is also given.

Example A.4. In Examples A.1 and A.3, it is also possible to replace the Lk-norm
with an expression of the form [

∫
Ω
K(t, x, y)uk+(t, y) dx]1/k or

∫ t
0
K(t, x, s)uk+(s, x) ds

under suitable assumptions on the weight function K ≥ 0. Nonlocal terms of the form∫ t
t/2

uk+(s, x) ds, for instance, can be treated in this way.

Example A.5. To see that an assumption of nondecreasing monotonicity on the
nonlocal term cannot be avoided for the comparison principle to hold, let us recall
the following counterexample [WW, p. 1143]: N = 1, Ω = (−1, 1), F t(Rtu) =

−18
∫ 1

−1
u(t, y) dy, and w(t, x) = x2 − t, which satisfies

wt −∆w = −3 ≥ −18
∫ 1

−1
w(t, y) dy, 0 < t < 1/4, −1 < x < 1,

w(t,±1) = 1− t > 0, 0 < t < 1/4,

w(0, x) = x2 ≥ 0, −1 < x < 1,

but w(t, 0) = −t < 0. In the same direction, see the example from [CaY, p. 287],
which shows that the maximum principle can be false if the gradient of u is involved
in a nonlocal way in the equation.
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Abstract. The linear oscillator equation with a frequency slowly dependent on time is used to
test a method to compute exponentially small quantities. This work presents the matching method
in the complex plane as a tool to obtain rigorously the asymptotic variation of the action of the
associated Hamiltonian beyond all orders.

The solution in the complex plane is approximated by a series in which all terms present a
singularity at the same point. Following matching techniques near this singularity one is led to an
equation which does not depend on any parameter, the so-called inner equation, of a Riccati-type.
This equation is studied by resurgence methods.

Key words. Adiabatic invariants, exponentially small, matching theory, resurgence theory
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1. Introduction. We consider one degree of freedom Hamiltonian system de-
pending on a parameter that changes slowly with time modelled by a Hamiltonian of
the form (see [1])

H(I, ϕ, εt) = H0(I, λ(εt)) + ελ′(εt)H1(I, ϕ, εt) ,

where λ(εt) is a function with definite limits at ±∞ and such that λk)(t̃) → 0 when
t̃→ ±∞, for all k ∈ N . The equations of the motion are given by


İ = −ελ′ ∂H1

∂ϕ
,

ϕ̇ =
∂H0

∂I
+ ελ′

∂H1

∂I
.

(1.1)

This is a quasi-integrable system in the sense that we can apply the classical averaging
procedure looking for a change of variables, close to the identity in powers of ε,{

I = J + εu1(J, ψ, t) + ε2u2(J, ψ, t) + · · · ,
ϕ = ψ + εv1(J, ψ, t) + ε2v2(J, ψ, t) + · · · ,(1.2)

in order to eliminate the angle variables of the Hamiltonian.
If we truncate the formal series (1.2) at order n, the system obtained is of the

form 


J̇ = εnλ′(εt) . . . ,

ψ̇ =
∂H
∂I

(I, ε) + εn . . . .
(1.3)
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Poincaré proved that even though the series (1.2) are divergent they are asymptotic.
In our case that means that the actions of systems (1.1) and (1.3) satisfy

|I(t)− J(t)− εu1(J(t), ψ(t), t)− · · · − εn−1un−1(J(t), ψ(t), t)| ≤ Kεn,

for all t ∈ R. As a consequence, I(t) is an adiabatic invariant for system (1.1), in
the sense that its variation is small for a long time interval. Moreover, due to the
asymptotic properties of λ it happens that un(J, ψ, t) → 0 and vn(J, ψ, t) → 0, as
t → ±∞. Then, one can see that I and J have limits at ±∞ verifying I(±∞, ε) =
J(±∞, ε) +O(εn), for all n ∈ N. Moreover, from (1.3) and taking into account that
λ(εt) is bounded, one has that J(+∞, ε) = J(−∞, ε) + O(εn), ∀n ∈ N. Hence, it
follows that

∆I(ε) := I(+∞, ε)− I(−∞, ε) = O(εn), ∀n ∈ N.(1.4)

That is, I(t, ε) is a perpetual adiabatic invariant at all orders.

Nevertheless, this discrepancy is nonzero (otherwise, system (1.1) would be inte-
grable) but it cannot be viewed directly from the asymptotic series (1.2). The goal
of this paper is to present a method to compute the asymptotic expansion of the
adiabatic invariant “beyond all orders.”

1.1. Matching and resurgence. In fact, we have an asymptotic development
of I uniformly valid for all t ∈ R and the problem is to catch the part of I invisible
in the series (1.2). Matching theory principle says that in order to see the hidden
properties of a function defined by an asymptotic series we must go to the regions,
called boundary layers, where these series are no longer asymptotic. Boundary layers
can be found by two fundamental methods: the first one is an a priori knowledge of
its location provided by heuristic arguments and the second one is to look for the
singularities of the series terms.

If we follow the second method for (1.2), we see that the terms of these series
do not have singularities in R (due to the asymptotic properties of λ) and therefore,
we are led to look for the boundary layers in C. This is the principal reason why
these problems are formulated using complex numbers and why the equation requires
analyticity properties. Furthermore, working with analytic functions and complex
asymptotic theory gives us more chances to obtain refined results.

Among others, we use as a basic tool in this paper resurgence theory for under-
standing the nature of the divergence of the series. But instead of analyzing the outer
expansion (1.2), we apply resurgence theory to the inner expansion (the series near
the boundary layer) to compute ∆I(ε) given in (1.4). These techniques have been
used by V. Hakim and K. Mallick in [7] to compute formally the separatrix splitting
of the standard map.

In the present paper we use their aproach to compute the behavior of the adiabatic
invariant for a simple oscillator

ẍ+ φ2(ετ)x = 0,(1.5)

obtaining rigorously an asymptotic expression for the adiabatic invariant ∆I(ε) beyond
all orders. This problem is quite well understood [3] but we think useful and clarifying
to treat it joining matching techniques and the resurgence theory. We have followed
closely Wasow [18] and Meyer [12] formulation reducing (1.5) to a Riccati equation.
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1.2. Wasow formulation and reduction to a Riccati equation. Following
[18] and taking t = ετ in (1.5), let us consider the equation

ε2ü+ φ2(t)u = 0, t ∈ R(1.6)

where φ(t) satisfies
H1 φ(t) > 0, ∀t ∈ R,
H2 limt→±∞ φ(t) = φ± > 0,
H3 φ ∈ C∞(R) and φk) ∈ L1((−∞,+∞)), k ∈ N, (i.e., φ̇ is a gentle function).
Now, given any solution u(t, ε) of (1.6), let us denote by I(t, ε) the function

I2(t, ε) := φ(t)u2(t, ε) + ε2
u̇2(t, ε)

φ(t)

(when φ is a constant, I(t, ε) is the action variable of the integrable Hamiltonian
system associated to (1.6)). Littlewood proved in [9] that for any solution u(t, ε) the
limits I(±∞, ε) exist, and

∆I2(ε) = I2(+∞, ε)− I2(−∞, ε) = O(εn), ∀n ∈ N.

Moreover, Wasow proved that ∆I2 satisfies

∆I2(ε) = 2εRe


(√φ(0)u0 + i

ε√
φ(0)

u̇0

)2

p̂(+∞, ε)


 (1 +O(ε)) ,(1.7)

where (u0, u̇0) are the initial conditions of u(t, ε), and p̂(t, ε) = e
−(2i/ε)

∫ t

0
φ(s)ds

p(t, ε),
with p(t, ε) being the solution of the Riccati equation

εṗ = 2iφ(t)p+
φ̇(t)

2φ(t)
(1− εp2),

p(−∞, ε) = 0

(1.8)

for all ε > 0. Looking for the solution as a power series in ε, one can prove Littlewood’s
results, but in order to obtain more acurate estimates for ∆I2(ε) we will need to extend
our problem to the complex domain for the variable t.

By the change of variable x =
∫ t
0
φ(s)ds (1.8) becomes

εw′ = 2iw + f(x)(1− ε2w2),(1.9)

where f(x) = φ̇(t)
2φ2(t) . Now, due to hypotheses H1, H2, H3, on φ, it is clear that f(x)

is a real function with gentle properties. But in order to study the problem on C, let
us make the following extra hypotheses on f :

H4 f is real analytic in Γ̄ − {x0}, where x0 ∈ C, such that Im (x0) < 0 and
Γ = {x ∈ C : Im (x0) < Im (x) ≤ 0}, and for |x− x0| ≤ 1 one has

f(x) =
1

6(x− x0)

[
1 + f̃((x− x0)

2/3)
]

with f̃(u) being an holomorphic function such that f̃(0) = 0.
H5 f is C-gentle in the sense that for all x ∈ Γ̄− {x0} one has

lim
Re x→±∞

∫
C±(x)

∣∣∣fk)(s)
∣∣∣ ds = 0, k ∈ N ,
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uniformly on x, where

C+(x) = {t ∈ C : Im (t) = Im (x), Re (t) ≥ Re (x) }
and

C−(x) = {t ∈ C : Im (t) = Im (x), Re (t) ≤ Re (x) } .
Although our hypotheses H4 and H5 of f can seem capricious, they are deduced

from the more natural hypotheses on φ made by Wasow in [19], namely, φ2 has an
analytic continuation to the complex domain and has a simple zero in C noted t0,
with Im (t0) < 0, such that x0 =

∫ t0
0
φ(s)ds (the case Im (t0) > 0 can be studied in

an analogous way).
The aim of this paper is to compute w(+∞, ε), where w(x, ε) is the solution of the

Riccati equation (1.9) such that w(−∞, ε) = 0. The rest of this paper is structured as
follows: First of all, in section 2 we seek for w(x, ε) as a power series in ε, for complex
values of x. We will study its asymptotic validity until some neighborhood of the
singularity x0 which is called the inner region. As is usual in matching methods, in
the inner region a change of variables will be needed in order to enlarge the validity
of the solution. This is done in section 3, obtaining as a first approximation in this
region the solution of the so-called inner equation. This inner equation is studied
by the help of resurgence theory in a self-contained way in section 5. In the inner
region we can catch some terms of our solution hidden in the power series, and in
section 4 we prove that they are going to be exponentially small on ε (but not zero!)
at +∞. Finally, in section 6 we make some remarks for more general nonlinear inner
equations. We defer for another paper the general study of (1.1) in a Hamiltonian
form (see [16]). Recently, Ramis and Schäfke [14] have obtained upper bounds for
∆I(ε) showing the Gevrey-1 character (see footnote 1 in section 5) of the series (1.2)
in the general case.

All of this is summarized in the following theorem.
Theorem 1.1 (main theorem). Let w(x, ε) be the solution of the Riccati equa-

tion (1.9) such that limw(x, ε) = 0 when x→ −∞. Then, if hypotheses H1,. . . ,H5
are satisfied one has

lim
x→+∞ ŵ(x, ε) = − i

ε
e−2ix0/ε(1 +O(ε2γ/3))

where ŵ(x, ε) := e−2ix/εw(x, ε) and γ is any number verifying 0 < γ < 1/2 . More-
over, the variation of the action of the Hamiltonian system associated to (1.6) is given
by

∆I2(ε) = −2φ(0)u2
0e

2Im (x0)

ε sin

(
2Re (x0)

ε

)
(1 +O(ε2γ/3));

therefore, it is a quantity exponentially small in ε.

2. The solution in the outer left domain. In this section we prove the
existence of the solution w(x, ε) of the Riccati equation (1.9),

εw′ = 2iw + f(x)(1− ε2w2) ,

such that limw(x, ε) = 0, for Re (x) → −∞ and x ∈ Γ (where Γ is defined in hypothe-
sis H4), and we give an asymptotic expression of the solution in a suitable subdomain
of Γ.
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First of all, we look for a formal solution of (1.9) in the following proposition.
Proposition 2.1. There exists a series

∑
n≥0 ε

nwn(x) that formally satisfies the
Riccati equation (1.9). The functions wn(x),

i. verify the recurrence


w0(x) =
−f(x)

2i

w1(x) =
w
′
0(x)

2i

wn(x) =
w
′
n−1(x)

2i
+
f(x)

2i

∑
i+j=n−2 wi(x)wj(x), n > 1;

(2.1)

ii. are C-gentle functions (see hypothesis H5);
iii. are analytic functions in Γ̄− {x0} with a singularity at x = x0 such that

|wk)
n (x)| ≤ Cn,k |x− x0|−(n+k+1) , if |x− x0| ≤ 1, k ∈ N.(2.2)

Remark. Due to the fact that wn(x) are C-gentle functions uniformly bounded
for |x− x0| ≥ 1, we can choose the constants Cn,k such that

|wk)
n (x)| ≤ Cn,k , if |x− x0| ≥ 1, k ∈ N .(2.3)

Proof. The recurrence is obtained directly by the substitution of the series into
(1.9) and the properties of wn(x) follow from hypotheses H4 and H5 on f(x).

Now we will prove that if we are not close to the singularity x0, the formal series
of Proposition 2.1 is asymptotic to a C-gentle function ŵ(x, ε). Unfortunately, ŵ(x, ε)
will not be a solution of (1.9) but, nevertheless, it will help us to prove the existence
of the solution of (1.9) and its asymptoticity to the formal series.

Let Γεγ be the following subdomain of Γ for a suitable γ > 0.

Fig. 1.

Proposition 2.2. Let wn(x), n ≥ 0, be functions defined in Γ verifying ii) and
iii) of Proposition 2.1. Then, for 0 ≤ γ < 1 and ε > 0 sufficiently small, there exists
an analytic function ŵ(x, ε) defined for x ∈ Γεγ , such that

i. for any δ > 0 and k ∈ N,

|ŵk)(x, ε)−
N∑
n=0

εnwk)
n (x)| ≤ ĈN,kε

−(γ+δ)ε(N+1)(1−γ)−γk ,

for all x ∈ Γεγ , where ĈN,k are constants independent of ε and δ,
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ii. ŵ(x, ε) is a C-gentle function for Im (x) ≥ Im (x0)− εγ .
Remark. Let us note that if γ = 0 (this means that we are far away from the

singularity) this proposition says that the series
∑

n≥0 ε
nwn(x) is asymptotic to the

function ŵ(x, ε) on Γ1. In this sense we can look at i) as a weak form of asymptotic
expansion near the singularity.

Proof. First of all, let us define

Kn(ε) := max
0≤k≤n

{
sup
Γεγ

|wk)
n (x)|, sup

Γεγ

∫
C±(x)

|wk)
n (s)ds|

}
.

From bounds (2.2) and (2.3), as x ∈ Γεγ it follows that

Kn(ε) ≤ Cnε
−γ(2n+1) ,

where Cn := max{Cn,k : 0 ≤ k ≤ n} are independent of ε. Secondly, let us define,
for any δ > 0,

αn(ε) := 1− e−1/(εδCn),

and note that αn(ε) < 1
εδCn

.
Then, let us consider

ω̂k)(x, ε) =
∑
n≥0

αn(ε)wk)
n (x)εn,

and let us define

Lk := max

{
1;
C0,k

C0
; . . . ;

Ck−1,k

Ck−1
;C0; . . . ;Ck;C0,k; . . . ;Ck,k

}
.

Using bounds (2.2) and (2.3) it follows that

|αn(ε)wk)
n (x)| ≤ Cn,k

Cn
ε−(δ+γ)ε−γ(n+k).

Thus, for any k ≥ 0 and n ≥ 0, we have that

|αn(ε)wk)
n (x)| ≤ Lkε

−(γ+δ)ε−γ(n+k).(2.4)

So, from (2.4) and taking ε small enough, we obtain that

|ŵk)(x, ε)| ≤
∞∑
n=0

|αn(ε)wk)
n (x)εn| ≤ 2Lkε

−γ−δε−kγ ,(2.5)

and thus, that ŵk)(x, ε) converges uniformly in Γεγ , for 0 ≤ γ < 1, k ∈ N, and
ε sufficiently small. Furthermore, if we define ŵ(x, ε) := ŵ0)(x, ε), we have that
ŵk)(x, ε) are the k-derivatives of ŵ(x, ε).

Now, in order to see i) let us take N > 0 and let us again use the bounds (2.2),
(2.3), and (2.4). It follows

|ŵk)(x, ε)−
N∑
n=0

wk)
n (x)εn| = |ŵk)(x, ε)−

N∑
n=0

αn(ε)wk)
n (x)εn +

N∑
n=0

(αn(ε)− 1)wk)
n (x)εn|
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≤
∞∑

n=N+1

|αn(ε)wk)
n (x)εn|+

N∑
n=0

|(αn(ε)− 1)wk)
n (x)εn|

≤ Lk

∞∑
n=N+1

εn−γ(n+k+1)−δ + e−1/(LNεδ)LN

N∑
n=0

εn−γ(n+k+1)

≤ ĈN,kε
−(δ+γ)ε(N+1)(1−γ)−γk .

(we have used that e−1/(LNεδ) is exponentially small in ε).

By an analogous argument, using the integrals of ŵ(x, ε) on C±(x), we can prove
ii).

Finally, the following theorem proves the existence of the solution w(x, ε) and
give us estimates on its domain of definition. In this domain we will also prove that
the series of Proposition 2.1 is weakly asymptotic to w(x, ε) .

Theorem 2.3. Let us take 0 < δ < 1 and 0 ≤ γ < 1− δ. Then, if ε > 0 is small
enough, the Riccati equation (1.9) defined for x ∈ Γεγ , has a unique solution w(x, ε)
such that limw(x, ε) = 0, when Re (x) → −∞. Furthermore, the solution w(x, ε)
satisfies that

|wk)(x, ε)−
N∑
n=0

εnwk)
n (x)| ≤ KN,k ε−(γ+δ)ε(N+1)(1−γ)−γk,(2.6)

for all x ∈ Γεγ and k,N ∈ N, where the KN,k are constants independent of ε and δ.

Proof. Let us take w(x, ε) = ŵ(x, ε)+Q(x, ε), where ŵ(x, ε) is the gentle function
obtained in Proposition 2.2. Then, w(x, ε) will be the solution of (1.9) if Q(x, ε) is
the solution of the equation

εQ′ = 2iQ− f(x)ε2(ŵQ−Q2) + q(x, ε) ,(2.7)

where q(x, ε) := 2iŵ + f(x)(1 − ε2ŵ2) − εŵ′ is an analytic C-gentle function in Γεγ

such that q(x, ε) = O(εn), for all n ∈ N and for all x ∈ Γεγ . Let us note that this
implies that q verifies that, for any n ∈ N

∫
C−(x)

∣∣∣∣q(s, ε)ε

∣∣∣∣ ≤ Knε
n(2.8)

for some constant Kn.

Let us now consider the operator

T (Q) =

∫
C−(x)

e2i(x−s)/ε
(
q(s, ε)

ε
− f(s)ε

[
ŵ(s, ε)Q(s, ε)−Q2(s, ε)

])
ds

defined in the Banach space of continuous bounded functions, with the supremum
norm. Then, using bounds (2.5) and (2.8), and hypothesis H4 we have, for ε small
enough, that

1) if ||Q|| ≤ 1,

||T (Q)|| ≤ Knε
n + ε ln εγ(2L0ε

−(γ+δ) + 1) ≤ 1,
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2) if ||Qi|| ≤ 1, for i = 1, 2,

||T (Q1)− T (Q2)|| ≤ ||Q1 −Q2||ε(||ŵ||+ 2)

∫
C−(x)

|f(s)|ds

≤ ||Q1 −Q2||ε(2L0ε
−(γ+δ) + 2)| ln εγ | ≤ 1

2
||Q1 −Q2||.

So, by the fixed-point theorem the integral equation T (Q) = Q, and thus the differ-
ential equation (2.7) have a unique solution Q. Moreover, using again (2.8), one has,
for any n ∈ N

||Q|| = ||T (Q)|| ≤ 2||T (0)|| ≤ 2

∫
C−(x)

∣∣∣∣q(s, ε)ε

∣∣∣∣ ds ≤ 2Knε
n .

Finally, using that Q(x, ε) = w(x, ε) − ŵ(x, ε) and the bound of ŵ(x, ε) given in
Proposition 2.2 we obtain the desired result. To obtain the bounds for the derivatives
wk)(x, ε) we only have to use (2.7) to see that all the derivatives of Q are asymptotic
to zero.

Unfortunately, with Theorem 2.3 we have proved that limw(x, ε) = O(εn) when
Re (x) → +∞, for all n ∈ N, but we cannot obtain a more refined description of it
at infinity. So, if we want to obtain an asymptotic expression for this limit, we will
need to study the solution near the singularity x = x0 of wn(x). In order to simplify
the exposition, we will assume from now on 0 < γ < 1/2.

3. The solution in the inner domain. The goal of this section is to obtain an
asymptotic representation of w(x, ε) near the singularity x = x0 of wn(x). Of course,
we cannot obtain it at x = x0 but as we will see in section 4 it will be sufficient to work
at a distance of order ε of this singularity. So, we will extend w(x, ε) of Theorem 2.3
from a point x∗ such that |x−x∗| = εγ , Im (x∗) ≥ Im (x0)+ε, and Re (x∗) ≤ Re (x0)
(i.e., x∗ belongs to the boundary of the left domain) up to the point x̃∗ symmetric of
x∗ with respect to the line {Re (x) = Re (x0)}. From x̃∗ we will continue the solution
in the next section.

Fig. 2.

Note that, taking into account the bound (2.6), for N = 0, the asymptotic ex-
pression of f given by hypothesis H4 and that 0 < γ < 1/2, the initial condition of
w(x, ε) in the inner domain verifies

|w(x∗, ε)− 1

12i(x∗ − x0)
| ≤ K̄ε−γ(ε2/3γ + ε1−γ−δ) ≤ K∗ε−γ/3,

where K̄ and K∗ are constants independent of ε.
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Then, if we consider the change of variable and function

τ =
x− x0

ε
p(τ, ε) = εw(x0 + ετ, ε)

(1.9) is transformed into

p′ = 2ip+ εf(x0 + ετ)(1− p2)(3.1)

and defining τ∗ = x∗−x0

ε , the initial condition for p(τ, ε) in the inner domain must
verify ∣∣∣∣p(τ∗, ε)− 1

12iτ∗

∣∣∣∣ ≤ K∗ε1−γ/3.(3.2)

So, we have to study the solution of (3.1) verifying (3.2) for τ ∈ C such that Im τ ≥ 1
and Re (τ∗) < Re (τ) < Re (τ̃∗), where τ̃∗ = x̃∗−x0

ε (we will establish in Theorem 3.2
the unicity of such a solution). In order to do this, we will compare p(τ, ε) with the
solution of

p′0 = 2ip0 +
1

6τ
(1− p2

0)(3.3)

such that lim p0(τ) = 0 when Re (τ) → −∞. This equation is obtained from (3.1)
when ε tends to 0 where the initial condition is obtained “matching” the inner solution
with the outer solution at τ∗.

It is easy to see, as in Proposition 2.1, that there exists a formal solution∑
n≥0 anτ

−n−1 of (3.3). Moreover, looking at (2.1) and the behavior of f assumed
in hypothesis H4 one can see that the an are the principal parts of the terms of the
outer series near the singularity, that is

wn(x) =
an

(x− x0)n+1
(1 +O((x− x0)

2/3)).

In the next theorem existence, analytic properties, and asymptoticity of p0(τ) are
described. The proof, done with resurgence theory methods, is given in section 5.

Theorem 3.1. i. Equation (3.3) admits a unique solution p0(τ) analytic in a
sectorial neighborhood of −∞ such that

lim
Re τ→−∞

p0(τ) = 0.

Moreover, this function is analytic in C−R+, and is asymptotic to the formal solution
of (3.3) in every proper subsector of this set.

ii. Equation (3.3) admits a unique solution p̃0(τ) analytic in a sectorial neighbor-
hood of +∞ such that

lim
Re τ→+∞

p̃0(τ) = 0.

Moreover, this function is analytic in C−R−, and is asymptotic to the formal solution
of (3.3) in every proper subsector of this set.

iii. If Re τ > 0 and Im τ > 0,

p0(τ)− p̃0(τ) = −ie2iτ (1 +O(τ−1)) .(3.4)
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Now, if we compare p(τ, ε) with p0(τ) we have the following theorem.
Theorem 3.2. The problem (3.1), (3.2) has a unique solution p(τ, ε) defined for

Dτ∗ = {τ ∈ C : Re (τ∗) ≤ Re (τ) ≤ Re (τ̃∗) , Im τ ≥ 1}. Moreover, p(τ, ε) satisfies
that

|p(τ, ε)− p0(τ)| ≤ Lε(2/3)γ

for all τ ∈ Dτ∗ , where L is independent of ε.
For the proof of this theorem we will need the following lemma.
Lemma 3.3. There exists a constant B, independent of ε, such that for τ , τ1,

and τ2 ∈ Dτ∗ :
i. |p0(τ)| ≤ B,

ii. | ∫ τ2
τ1

p0(s)
s ds| ≤ B,

iii.
∫ τ2
τ1
| f̃((εs)2/3)

s |ds ≤ Bε(2/3)γ , where f̃ is defined in hypothesis H4.

Proof. Let us take p0(τ) the unique solution of Theorem 3.1, and 0 < α < π/2
some fixed angle. Then there exists some constant Cα such that for τ ∈ C,

a. if | arg(τ)| > α, ∣∣∣∣p0(τ) +
1

12iτ

∣∣∣∣ ≤ Cα
1

τ2
(3.5)

(use that p0(τ) is asymptotic to the series
∑

n≥0 anτ
−n−1, where a0 = − 1

12i );
b. if −π + α ≤ arg(τ) ≤ π − α,∣∣∣∣p̃0(τ) +

1

12iτ

∣∣∣∣ ≤ Cα
1

τ2

(use the same argument as before for p̃0(τ));
c. if | arg(τ)| < α,

|p0(τ) + ie2iτ − p̃0(τ)| ≤ Cα
1

τ

(use (3.4)).
From these inequalities i) follows inmediately. In order to prove ii) we only need to

integrate by parts and show that
∫ τ2
τ1

e2isds
s is bounded for any τ1, τ2 in Dτ∗ . Finally,

iii) follows from hypothesis H4 taking into account that |τi| ≤ εγ−1.
Proof (of Theorem 3.2). If we consider v := p− p0, the problem that we have to

study is


v′ =

[
2i− p0(τ)

3τ
(1 + f̃((ετ)2/3))

]
v − 1

6τ
[1 + f̃((ετ)2/3))]v2

− 1

6τ
f̃((ετ)2/3)(1− p2

0),

v(τ∗, ε) = p(τ∗, ε)− p0(τ
∗).

(3.6)

Taking into account (3.2) and (3.5) (note that | arg τ∗| > α) we have that

|v(τ∗, ε)| ≤ K∗ε1−γ/3 + Cαε
2(1−γ) ≤ 2K∗ε1−γ/3 .(3.7)
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Now, let us consider the operator

T (v) = e2i(τ−τ
∗)e

−
∫ τ

τ∗ (p0(r)/3r)(1+f̃)dr
v(τ∗, ε)

−
∫ τ

τ∗
e2i(τ−s)e−

∫ τ

s
(p0(r)/3r)(1+f̃)dr 1

6s
v2(s, ε)ds

+

∫ τ

τ∗
e2i(τ−s)e−

∫ τ

s
(p0(r)/3r)(1+f̃)dr 1

6s
f̃(1− p2

0(s))ds,

defined in the Banach space of continuous functions on Dτ∗ with the supremum norm,
such that ‖v‖ ≤ Lε2/3γ with L = 1

2e
2B/3B(1 +B2). Taking into account the bounds

(3.7), (3.3), (3.3), and (3.3) of Lemma 3.3, for ε small enough, we have that
1) if ‖v‖ ≤ Lε2/3γ ,

‖T (v)‖ ≤ 1

6
e2B/3

(
12K∗ε1−γ + 2L2ε(2/3)γ ln εγ−1 +B(1 +B2)

)
ε(2/3)γ ≤ Lε(2/3)γ ;

2) if ‖vi‖ ≤ Lε(2/3)γ , for i = 1, 2,

‖T (v1)− T (v2)‖ ≤ 2e2B/3Lε(1/3)γ ln εγ−1‖v1 − v2‖ ≤ 1

2
‖v1 − v2‖.

So, by the fixed-point theorem, the integral equation T (v) = v and thus the differential
equation (3.6) has a unique solution. Moreover, this solution can be bounded by

|v(τ, ε)| ≤ Lε(2/3)γ ,

for τ ∈ Dτ∗ .
Finally, using that v = p− p0 we finish the proof of the theorem.
As we have seen, Theorem 3.2 gives us a bound of the function w(x, ε) on the

right side of the inner domain. In fact, at the point x̃∗ symmetric of x∗, we have∣∣∣∣w(x̃∗, ε)− 1

ε
p0

(
x̃∗ − x0

ε

)∣∣∣∣ ≤ Lε(2/3)γ−1,(3.8)

which will be used in the next section.

4. The solution in the outer right domain. In this section, we will extend
the solution w(x, ε) from the end point x̃∗ of the inner domain up to +∞. We will do
this comparing w(x, ε) with the solution w̃(x, ε) of (1.9) such that lim w̃(x, ε) = 0, for
Re (x) → +∞. The existence and the properties of w̃(x, ε) are analogous to w(x, ε)
now considering x belonging to the outer right domain Γ̃εγ .

All of this is summarized in the following theorem.
Theorem 4.1. Let us take δ > 0. The Riccati equation (1.9) defined for x ∈ Γ̃εγ ,

0 < γ < 1 − δ, and ε > 0 sufficiently small has a unique solution w̃(x, ε) such that
lim w̃(x, ε) = 0 when Re (x) → +∞. Furthermore, the solution w̃(x, ε) satisfies that∣∣∣∣∣w̃k)(x, ε)−

N∑
n=0

εnwk)
n (x)

∣∣∣∣∣ ≤ KN,k ε−(γ+δ)ε(N+1)(1−γ)−γk , k ∈ N,

for all x ∈ Γ̃εγ , where KN,k are constants independent of ε and of δ, and wn(x) are
the functions given in Proposition 2.1.

Proof. It is analogous to the proof of Theorem 2.3.
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Fig. 3.

Remark. As in the previous section, in order to simplify the exposition, we will
take from now on 0 < γ < 1/2.

Now, let us take again x̃∗ = x0 + ετ̃∗. We want to have an estimate of w(x̃∗, ε)
in order to consider it as an initial condition to extend w(x, ε). As we have seen in
(3.8), ∣∣∣∣w(x̃∗, ε)− 1

ε
p0

(
x̃∗ − x0

ε

)∣∣∣∣ ≤ Lε(2/3)γ−1,

and from (3.4) with τ = τ̃∗ it follows that∣∣∣∣p0

(
x̃∗ − x0

ε

)
+ ie2i(x̃

∗−x0)/ε − p̃0

(
x̃∗ − x0

ε

)∣∣∣∣ ≤ Cαε
1−γ .

On the other hand, using Theorem 3.1 and 4.1, the asymptotic expression of f , and
that 0 < γ < 1/2 we obtain an analogous formula to (3.7), i.e.,

|w̃(x̃∗, ε)− 1

ε
p̃0

(
x̃∗ − x0

ε

)
| ≤ 2K̃∗ε−γ/3 .

Considering this altogether, one can obtain that∣∣∣∣w(x̃∗, ε)− w̃(x̃∗, ε) +
i

ε
e2i(x̃

∗−x0)/ε

∣∣∣∣ ≤ 3Lε(2/3)γ−1 .(4.1)

Now we are willing to prove the following theorem.
Theorem 4.2. The solution w(x, ε) of (1.9) exists for x ∈ C such that Re (x̃∗) ≤

Re (x) and Im (x0) + ε ≤ Im (x) ≤ 0 and verifies

|w(x, ε)− w̃(x, ε) +
i

ε
e(2i/ε)(x−x0)| ≤ Ce−2/εIm (x−x0)ε(2/3)γ−1.(4.2)

In order to prove this theorem we need the following lemma.
Lemma 4.3. For x ∈ C such that Re (x) ≥ Re (x̃∗) and Im (x) ≥ Im (x0 + ε)

the following bounds hold:
i. | ∫ x

x̃∗ εf(t)w̃(t, ε)dt| ≤ Cε1−γ ,

ii.

∣∣∣∣∫ xx̃∗ e−(2i/ε)(x̃∗−s)+
∫ x̃∗

s
2εf(t)w̃(t,ε)dt

εf(s)ds

∣∣∣∣ ≤ ε2−γ ,

where C is a constant independent of ε.
Proof. The first bound follows inmediately from hypothesis H4 and the asymp-

toticity of w̃ given in Theorem 4.1. For the second one it is sufficient to integrate by
parts.
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Proof (of Theorem 4.2). Let us define z(x, ε) := w(x, ε)− w̃(x, ε). From (1.9) and
(4.1), z(x, ε) verifies

εz′(x, ε) = (2i− 2ε2f(x)w̃(x, ε))z(x, ε)− ε2f(x)z2

and ∣∣∣∣z(x̃∗, ε) +
i

ε
e2i(x̃

∗−x0)/ε

∣∣∣∣ ≤ 3Lε2/3γ−1.

Thus, noting that z is the solution of a Bernoulli equation one can obtain the following
integral expression for z:

z(x, ε) =
e
(2i/ε)(x−x̃∗)−

∫ x

x̃∗ 2εf(t)w̃(t,ε)dt
z(x̃∗, ε)

1 + z(x̃∗)
∫ x

x̃∗
e
−(2i/ε)(x̃∗−s)+

∫ x̃∗

s
2εf(t)w̃(t,ε)dt

εf(s)ds

.(4.3)

Now, using the bounds given by Lemma 4.3 and (4.3), there exist some constants C̃i,
i = 1, 2, 3, independent of ε such that

|z(x, ε)− e(2i/ε)(x−x̃
∗)z(x̃∗, ε)| ≤ C̃1ε

−γ |e(2i/ε)(x−x̃∗)|
and then ∣∣∣∣z(x, ε) +

i

ε
e(2i/ε)(x−x0)

∣∣∣∣ ≤ C̃2ε
2/3γ−1|e(2i/ε)(x−x̃∗)|.

Now, using that Im (x̃∗) = Im (x0) + ε, we obtain∣∣∣∣z(x, ε) +
i

ε
e(2i/ε)(x−x0)

∣∣∣∣ ≤ C̃3ε
2/3γ−1|e(2i/ε)(x−x0)| = C̃3ε

2/3γ−1e−2/εIm (x−x0).

Finally, taking into account that z(x, ε) = w(x, ε) − w̃(x, ε) we obtain the theo-
rem.

Now we are in a position to prove the main Theorem 1.1 by taking the limit as
Re (x) → +∞ in inequality (4.2):∣∣∣∣∣ lim

Re (x)→+∞
e−(2i/ε)xw(x, ε) +

i

ε
e−(2i/ε)x0

∣∣∣∣∣ ≤ e2Im (x0)/εε(2/3)γ−1.

5. Resurgence of the solutions of the inner equation – Proof of Theo-
rem 3.1.

5.1. Introduction. In this part of the article we provide a self-contained in-
troduction to Écalle’s theory of resurgent functions, and we show how our inner
problem (3.3) fits within this framework.

We already know a formal solution to it:∑
n≥0

anτ
−n−1,

and it is easy to see that there is no other formal solution. Our goal is to prove
Theorem 3.1.
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After the change of variable

z = 2iτ,

(3.3) may be viewed as a particular case of singular Riccati equation of the type

dY

dz
= Y +H−(z) +H+(z)Y 2(5.1)

where H± ∈ z−1C{z−1} (analytic germs at infinity, vanishing at infinity); in our case,
H−(z) = −H+(z) = 1/6z.

Now, resurgence is a good tool for analyzing all the equations of this kind; in
fact, Écalle’s theory allows the analytic classification of local equations in far more
general contexts [4, 5, 2] (Of course, resurgence is not the only possible approach;
see [10, 11] for another method of classifying singular local equations.), but the study
of (5.1) provides a nice elementary introduction to some aspects of Écalle’s work, even
if many simplifications arise in the case of Riccati equations.

5.2. Singular Riccati equations and resurgence.

5.2.1. Resurgence of the formal solution. In the sequel, H+ and H− are
two fixed analytic germs, vanishing at infinity. As (3.3), (5.1) admits a unique
solution among formal expansions in negative powers of the variable; let’s denote
Y− ∈ z−1C[[z−1]] this unique formal solution. We shall show that it is generically
divergent using formal Borel transform B.

The linear mapping B is defined by{
z−1C[[z−1]] → C[[ζ]],

z−n−1 7→ ζn/n!

and it induces an isomorphism between the multiplicative algebra of Gevrey-11 formal
series (without constant term) and the convolutive algebra of analytic germs at the
origin C{ζ}, that is,

ϕ1(z) 7→ ϕ̂1(ζ),
ϕ2(z) 7→ ϕ̂2(ζ),

ϕ1(z)ϕ2(z) 7→ ϕ̂1 ∗ ϕ̂2(ζ) =

∫ ζ

0

ϕ1(ζ1)ϕ2(ζ − ζ1)dζ1.

Moreover, a formal series ϕ(z) converges for |z| > ρ if and only if its Borel transform
is an entire function of exponential type at most ρ : |ϕ̂(ζ)| ≤ const eρ|ζ|. Hence,
finite radius of convergence for ϕ̂ (i.e., existence of singularities in ζ-plane) means
divergence for ϕ.

We shall call resurgent function a Gevrey-1 formal series ϕ whose Borel transform
has the following property: on any broken line issuing from the origin, there is a finite
set of points such that ϕ̂ may be continued analytically along any path that closely
follows the broken line in the forward direction, while circumventing (to the right or
to the left) those singular points. A nontrivial fact is the stability under convolution
of this property. Indeed, resurgent functions form an algebra which can be considered
either as a subalgebra of C[[z−1]] (formal model) or, via B, as a subalgebra of C{ζ}

1Let us recall that a formal power series
∑

n≥0
anτ−n−1 is said to be Gevrey-1 if there exist

two positive constants M , K such that |an| ≤Mn!Kn.
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(convolutive model). The Borel transform of a given resurgent function is often called
its minor.

Proposition 5.1. The formal solution of (5.1) is a resurgent function, with
singularities in the convolutive model over the negative integers only.

Proof. We start by performing Borel transform on (5.1) itself; differentiation with
respect to z yields multiplication by −ζ and we obtain an equation for Ŷ− :

−(ζ + 1)Ŷ (ζ) = Ĥ− + Ĥ+ ∗ Ŷ ∗2,(5.2)

where Ĥ+ and Ĥ− are some entire series with infinite radius of convergence.
Let’s define inductively a sequence of C[[ζ]] by
• Ŷ0(ζ) = −Ĥ−(ζ)/(ζ + 1),
• ∀n ≥ 1,

Ŷn(ζ) =
−1

ζ + 1

(
Ĥ+ ∗

∑
n1+n2=n−1

Ŷn1
∗ Ŷn2

)
.

The valuation of Ŷn being at least 2n, the series
∑

n≥0 Ŷn converges formally in C[[ζ]]

towards the unique solution Ŷ− of (5.2). Now we observe that Ĥ+ and Ĥ− define
entire functions of at most exponential growth in any direction; Ŷ0 defines thus a
meromorphic function with a simple pole at −1, and, by successive convolutions,
we only get for the Ŷn’s other simple poles at the negative integers together with
ramification (logarithmic singularities).

In particular, for each integer n, Ŷn is analytic in the universal covering of C \
(−N∗) ; with some technical but easy work, one can prove that the series of holomor-
phic functions

∑
Ŷn is uniformly convergent in every compact subset of this universal

covering. Therefore, Ŷ− is convergent at the origin and satisfies the required property
of Borel transforms of resurgent functions.

Remark 1. The definition of a general resurgent function doesn’t impose anything
on the nature of singularities one may encounter in following the analytic continuation
of its minor and visiting the various leaves of its Riemann surface. We shall call simple
resurgent function a resurgent function ϕ(z) whose minor ϕ̂(ζ) has only singularities
of the form

ϕ̂(ω + ζ) =
c

2πiζ
+ ψ̂(ζ)

log ζ

2πi
+ R̂(ζ)

with c ∈ C and ψ̂, R̂ ∈ C{ζ}. Simple resurgent functions form a subalgebra, which
contains Y− and all the other resurgent functions that appear in the sequel.

Remark 2. When writing in details the proof of Proposition 5.1, one obtains, in
fact, exponential bounds in any sector S+

α = {ζ ∈ C∗/ − π + α ≤ arg ζ ≤ π − α} (α
being a small positive angle):

∀ζ ∈ S+
α , |Ŷ−(ζ)| ≤ const eρ|ζ|,

where the positive number ρ depends on the radii of convergence of H+ and H− and
on α. This allows us to apply Laplace transform in any direction different from the
direction of R−.

Laplace transform in a direction θ is defined by

Lθ : ϕ̂(ζ) 7→ ϕθ(z) =

∫ eiθ∞

0

ϕ̂(ζ)e−zζdζ.
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When applied to an analytic function of exponential type at most ρ in direction θ,
it yields a function ϕθ analytic in a half-plane bisected by the conjugate direction:
Re (zeiθ) > ρ. If ϕ̂ has at most exponential growth and no singularity in a sector of
aperture α (in ζ-plane), by moving the direction of integration and using Cauchy theo-
rem, we get a function analytic in a sectorial neighborhood of infinity of aperture π+α
(in z-plane)2; moreover, in this neighborhood, ϕθ(z) is asymptotic in Gevrey-1 sense3

to the formal series ϕ = B−1ϕ̂ (a series which is the result of termwise application
of Laplace transform to the Taylor series of ϕ̂ : B−1 is, in fact, the formal Laplace
transform).

So, by choosing different values for θ, it is possible to associate to the formal
series ϕ(z) a family of sectorial germs {ϕθ(z)}. When the series ϕ is convergent, the
different ϕθ’s yield the same analytic germ at infinity: the sum of ϕ. In general, the
passage from ϕ to ϕθ through Lθ ◦ B may be considered as a resummation process,
since multiplication of formal series is taken to multiplication of sectorial germs, and
differentiation w.r.t. z is respected too. We sum up this Borel–Laplace process in the
following diagram.

Fig. 4.

Applying Laplace transform Lθ to Ŷ− with θ ∈]−π, π[, we get an analytic function
defined in a sectorial neighborhood of infinity of aperture 3π in z-plane, which is
a solution of (5.1). In particular, we have two possible summations of the formal
solution Y− in the half-plane {Re z < 0} near infinity: Y θ

− with θ close to π, and Y θ′
−

with θ′ close to −π. These functions correspond respectively to the solutions p0(τ)
and p̃0(τ) Theorem 3.1 refers to.

The question now is to compute the difference Y θ′
− −Y θ

−; we shall do it by analyzing

the singularities of the minor Ŷ−.

5.2.2. Formal integral. Before that, we will study a formal object, more gen-
eral than the formal solution Y−, which solves (5.1) too: the formal integral. We shall
see that Y− is the first term of a sequence (φn(z)) of simple resurgent functions such
that

Y (z, u) =
∑
n≥0

unenzφn(z) ∈ C[[z−1, uez]]

2This is a subset of C which contains, for all δ ∈]0, π + α[, a sector {z ∈ C/| arg(zeiθ)| <
δ/2 , |z| > ρ} for some positive ρ.

3 If ϕ(z) =
∑

ϕnz−n−1, this means that in every closed subsector S̄ of the domain, there exist
C,K > 0 such that:

∀N ≥ 1, ∀z ∈ S̄, |z|N+1|ϕθ(z)−
N−1∑
n=0

ϕnz
−n−1| ≤ CKNN !.
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Fig. 5.

formally satisfies the equation. This means that (5.1) is formally conjugated to

dX

dz
= X(5.3)

through the formal diffeomorphism

Y = Φ(z,X) =
∑
n≥0

Xnφn(z) ∈ C[[z−1, X]] .

Due to the fact that we deal with a Riccati equation, the formal integral admits a
simple expression.

Proposition 5.2. There are formal series Y+ ∈ z−1C[[z−1]] and Y0(z) ∈ 1 +
z−1C[[z−1]] such that

Y (z, u) =
uezY0(z) + Y−(z)

uezY0(z)Y+(z) + 1

formally solves (5.1). Like Y−, these formal series are simple resurgent functions; 4

their Borel transforms have singularities over Z only, and at most exponential growth
at infinity.

Proof. First we observe that our equation is equivalent to

− d

dz
(1/Y ) = 1/Y +H+(z) +H−(z)(1/Y )2 .(5.4)

Thus, using the same arguments that we used for proving Proposition 5.1, we see
that there is a unique formal series Y+ ∈ z−1C[[z−1]] whose inverse solves (5.1), and
that it is a simple resurgent function whose Borel transform has singularities over the
positive integers only and at most exponential growth.

Expecting a linear fractional dependence on the free parameter, we perform the
change of unknown function

Y =
a+ Y−(z)

aY+(z) + 1
.

4The definition of resurgent functions can be extended to allow them to have a constant term.
Being the unity of the convolution, the Borel transform of 1 may be considered as the Dirac distri-
bution δ at ζ = 0. If ϕ = c + ψ is a resurgent function of constant term c, its Borel transform is
Bϕ = cδ+Bψ, but we still call minor the germ ϕ̂ = Bψ. See section 5.3 for one further generalization.
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It yields the equation da/dz = a(1 + H+Y− + H−Y+): the general solution is a =
uez+α(z), where α is the unique formal series without constant term of derivativeH+Y−+
H−Y+. The series α is a simple resurgent function; its Borel transform

α̂(ζ) = −1

ζ
(Ĥ+ ∗ Ŷ− + Ĥ− ∗ Ŷ+)

has singularities over Z∗ only and at most exponential growth. Its exponential Y0 = eα

inherits this property, by general properties of exponentiation of resurgent functions
([4, 2] : Y0 has constant term 1 and its minor Ŷ0(ζ) =

∑
n≥1 α̂

∗n/n! is analytic
in the universal covering of C \ Z, with no singularity at the origin on the main
sheet).

So, we have Y (z, u) =
∑

n≥0 u
nenzφn(z) with φ0 = Y−, and for positive n,

φn = (−1)n−1Y n
0 Y

n−1
+ (1− Y−Y+) .

If we apply Laplace transform in a nonsingular direction θ, we obtain a one-parameter
family of analytic solutions of (5.1):

Y θ(z, u) =
∑
n≥0

unenzLθφ̂n =
uezY θ

0 (z) + Y θ
−(z)

uezY θ
0 (z)Y θ

+(z) + 1
,

defined for Re (zeiθ)− ρ > const.|uez| (a condition meant to ensure that the Laplace
transforms of Ŷ0, Ŷ−, Ŷ+ are defined and that the denominator in Y θ(z, u) does not
vanish).

In the convolutive model, we can apply Cauchy theorem and move the direction
of integration in the upper or lower half-plane (depending on the value of θ). This
provides an analytic continuation of Y θ(z, u) allowing z to vary in a sectorial neigh-
borhood of infinity of aperture 2π, that we call Y +(z, u) or Y −(z, u) as illustrated in
the following diagram.

Fig. 6.

Thus, we essentially have two one-parameter families of analytic solutions of (5.1),
characterized by their asymptotic behavior in the above-mentioned domains in z-
plane. There must be some connection between them: a member Y +(. , u) of the first
family has to coincide with some member Y −(. , u′) of the other family for values of z
with negative real part, and with some solution Y −(. , u′′) for values of z with positive
real part. These connection formulae will be computed in the following sections.

We are especially concerned with the functions Y +(z, 0) and Y −(z, 0) which cor-
respond respectively to p0(τ) and p̃0(τ). At this stage, the first two statements of
Theorem 3.1 are proved; the unicity assertion for the second one, for instance, is a
consequence of the following easy lemma.

Lemma 5.3. If u ∈ C∗, Y −(z, u) is defined for Re z ≤ 0, Im z ≥ 0, and |z| big
enough, and

Y −(z, u)− Y −(z, 0) = uez(1 +O(z−1)).
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Indeed any solution of (5.1) analytic in a neighborhood of i.∞ on the imaginary axis
has to coincide with some function Y −(z, u); only one tends to 0 as Im z tends to
infinity, and it corresponds to u = 0.

And now we see that in order to prove the last statement of the theorem, we
simply need to compute the value u0 of the parameter such that Y +(z, 0) = Y −(z, u0)
for Re z < 0 and to apply the lemma.

5.2.3. Alien calculus. It is essential to be able to analyze the singularities that
appear in the convolutive model, for they are responsible for the divergence in the
formal model. This is done by means of alien calculus, one of the main features of
Écalle’s theory, which relies on a new family of derivations: the alien derivations.
Let’s introduce them in the case of simple resurgent functions.

Let ω be in C∗. We define an operator ∆ω in the following way: given a simple
resurgent function ϕ(z), let’s try to follow the analytic continuation of its minor ϕ̂(ζ)
along the half-line issuing from the origin and passing by ω (the minor is defined by
the Borel transform of ϕ without taking into account the constant term if there is
any); on this line, there is an ordered sequence (ω1, ω2, . . .) of singular points to be
circumvented. If r ≥ 1, we obtain in this way 2r−1 determinations of the minor in
the segment ]ωr−1, ωr[ (with the convention ω0 = 0 if r = 1 — in this case, there is
only one determination), and we denote them by

ϕ̂ε1,...,εr−1
ω1,...,ωr−1

,

each εi being a plus or minus sign indicating whether ωi is circumvented to the right
or to the left:

Fig. 7.

• If ω 6∈ {ω1, ω2, . . .}, we set

∆ωϕ = 0.

• If ω = ωr for r ≥ 1, each of the above-mentioned determinations may have a
singularity at ω:

ϕ̂ε1,...,εr−1
ω1,...,ωr−1

(ω + ζ) =
c
ε1,...,εr−1
ω1,...,ωr−1

2πiζ
+ ψ̂ε1,...,εr−1

ω1,...,ωr−1
(ζ)

log ζ

2πi
+ regular function,

and we set

∆ωrϕ =
∑

ε1,...,εr−1

p(ε)!q(ε)!

r!
(cε1,...,εr−1
ω1,...,ωr−1

+ B−1ψ̂ε1,...,εr−1
ω1,...,ωr−1

) ,(5.5)

where the integers p and q = r − 1 − p are the numbers of plus signs and of
minus signs in the sequence (ε1, . . . , εr−1).

It is easy to check the consistency of this definition. In some sense, ∆ωϕ is a well-
balanced average of the singularities of the determinations of the minor over ω; adding
or removing false singularities in the list (ω1, ω2, . . .) would not affect the result, which
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is a simple resurgent function (the definitions of section 5.2.1 were formulated exactly
for this purpose).

The definition of operators ∆ω for more general algebras of resurgence is given
in [4, 5, 6]. In fact, these operators encode the whole singular behavior of the minor;
given a sequence of points (ω1, . . . , ωn) in C∗, not necessarily on the same line, the
composed operator ∆ωn · · ·∆ω1

measures singularities over the point ω1 + · · ·+ ωn.
The main property that makes these operators very useful in practice is the fol-

lowing: the ∆ω are derivations of the algebra of resurgent functions, i.e.,

∀ω ∈ C∗,∀ϕ1, ϕ2 resurgent functions, ∆ω(ϕ1ϕ2) = (∆ωϕ1)ϕ2 + ϕ1(∆ωϕ2) .

By contrast with the natural derivation d
dz , they are called alien derivations.

Alien derivations interact with natural derivations according to the rule

d

dz
∆ωϕ = ∆ω

dϕ

dz
+ ω∆ωϕ,

which reads

d

dz

•
∆ωϕ =

•
∆ω

dϕ

dz
(5.6)

when one introduces the symbol
•
∆ω = e−ωz∆ω (pointed alien derivation). But the

(∆ω)ω∈C∗ generate a free Lie algebra.
Finally, let’s state the other property that we shall use: suppose that all the

singularities of the minor of ϕ in a sector {θ < arg ζ < θ′} form an ordered se-
quence (ω1, ω2, . . .) on a half-line inside the sector

Fig. 8.

and that we can apply Borel–Laplace summation process, then

(5.7)

ϕθ = ϕθ
′
+

∑
r≥1; i1,...,ir≥1

1

r!
e−(ωi1+...+ωir )z(∆ωi1

· · ·∆ωirϕ)θ
′
=




exp

∑
i≥1

•
∆ωi


 .ϕ



θ′

if we systematically use the notation ψθ for LθBψ, and (e−ωzψ)θ for e−ωzψθ.

5.2.4. Bridge equation. Coming back to our Riccati equation (5.1), let’s try
to compute the alien derivatives of the various simple resurgent functions that appear
in the formal integral of Proposition 5.2. We shall use the generating series

Y (z, u) =
∑
n≥0

unenzφn(z) , ∆ωY =
∑
n≥0

unenz∆ωφn,

and we shall assume ω ∈ Z∗, since we already know that ∆ωY vanishes if it is not the
case.
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Of course, it is equivalent to look for
•
∆ωY , and it turns out that one can easily

derive from (5.1) a deep relation, simply by applying
•
∆ω to the equation itself. One

obtains a linear equation for
•
∆ωY

d

dz
(
•
∆ωY ) = (1 + 2H+Y )

•
∆ωY

(because pointed alien derivations commute with natural derivation, vanish on con-
vergent series like H±, and satisfy Leibniz rule), which admits ∂Y/∂u as a nontrivial
solution, so that there must be some proportionality relationship

•
∆ωY = Aω(u)

∂Y

∂u
.

Simple arguments show that the coefficient Aω(u) must be zero if ω ≤ −2 (because
φ1 6= 0, so the valuation of ∂Y/∂u w.r.t. ez is exactly 1), that it is of the form
Aω(u) = Aωu

ω+1 (for homogeneity reasons), and finally that it is zero if ω ≥ 2
(Because one can repeat everything with (5.4); it’s only here that we use the fact
that (5.1) is a Riccati equation and not a more general nonlinear equation). We end
up with the following proposition.

Proposition 5.4. There exist A−, A+ ∈ C such that

•
∆−1Y = A−∂

Y

∂u
,

•
∆+1Y = −A+u2∂

Y

∂u
,

•
∆ωY = 0 if ω /∈ {−1,+1}.

So, the action of alien derivations on the formal integral is equivalent to the action
of some differential operator: this important and very general result was called bridge
equation by Écalle, since it throws a bridge between alien and ordinary calculus. When
interpreted in the convolutive model, it expresses a strong link between an analytic
germ at the origin and its singularities: in some ways, the germ reproduces itself at
singular points, and this was the reason for naming “resurgent” such an object. Of
course, with our definitions, not all resurgent functions have this property, but Écalle
observed that it holds for all resurgent functions that arise “naturally” (as solutions
of some analytic problem).

For instance, bridge equation holds for more general nonlinear equations, but
in contrast with Riccati case, there can then be an infinity of numbers Aω, ω ∈
{−1, 1, 2, . . .}; they are called analytic invariants of the equation, because it can be
proven that two such equations are analytically (not only formally) conjugated if and
only if they have the same set of Aω’s.

Thus, in our problem, inside the class of formally conjugated equations (5.1)
(they are all conjugated to (5.3)), analytic classes are parametrized by a pair of two
numbers.

Alien derivatives can be computed explicitly in terms of the two analytic invari-
ants A− and A+:

∆−1Y− = A−Y0(1− Y−Y+), ∆+1Y− = 0,
∆−1Y+ = 0, ∆+1Y+ = A+Y −1

0 (1− Y−Y+),
∆−1Y0 = −A−Y 2

0 Y+, ∆+1Y0 = A+Y−.
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In particular, ∆±1Y± = A±+O(z−1), which means that A± is the residuum of Ŷ±(ζ)
at the point ±1. These two numbers are transcendent functions of the convergent
germs H+ and H−; we shall see later how to compute them in special cases. The
vanishing of alien derivatives at integer points other than ±1 does not mean that
there is no singularity at those points: these other singularities can be detected by
iterating bridge equation.

Bridge equation may be used for other purposes than analytic classification: for-
mula (5.7) can be justified with ϕ = Y (. , u), and we are now in a position to compare
Y −(z, u) and Y +(z, u), the two families of solutions of (5.1) we obtained by resumma-
tion at the end of section 5.2.2. In the sequel, we shall take various values of z with
big enough modulus and appropriated values of u in order to have Y ±(z, u) defined.

If Re z < 0, applying formula (5.7) with θ < π < θ′ (and these angles both close
to π) yields

Y θ(z, u) = [exp
•
∆−1]

θ′(z, u) =

[
exp

(
A−

∂

∂u

)]θ′
(z, u) = Y θ′(z, u+A−) ,

that is

Y +(z, u) = Y −(z, u+A−) ;(5.8)

and similarly, if Re z > 0, choosing θ < 0 < θ′,

Y −(z, u) = Y +

(
z,

u

1 +A+u

)
.(5.9)

Let’s take u = 0 : we already knew that Y +(z, 0) and Y −(z, 0) coincide for Re z >
0 (as was noticed at the end of section 5.2.1), but now, formula (5.8) and Lemma 5.3
show that, for Re z < 0 and Im z > 0,

Y +(z, 0)− Y −(z, 0) = A−ez(1 +O(z−1)) .

Finally, when the original variable τ = −iz/2 has positive real and imaginary parts,

p0(τ)− p̃0(τ) = A−e2iτ (1 +O(τ−1)) .(5.10)

5.3. Computation of analytic invariants. To complete the proof of Theo-
rem 3.1, we only need to compute the coefficient A− associated with an equation

dY

dz
= Y +

1

6z
(1− Y 2)(5.11)

deduced from (3.3) by the change of variable z = 2iτ , and to put it inside for-
mula (5.10).

We shall, in fact, compute the pair of analytic invariants for all equations

dY

dz
= Y − 1

2πiz
(B− +B+Y 2),(5.12)

where B± ∈ C. The result is proved in the second volume of [4], but we present here
an alternative method.

Proposition 5.5. The analytic invariants of (5.12) are given by

A− = B−σ(B−B+) , A+ = −B+σ(B−B+),
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where σ(b) = 2
b1/2

sin b1/2

2 . Note that this implies A− = −i in the case of (5.11), as
required for ending the proof of the theorem.

Proof. Let’s begin with a few simple remarks. The coefficient A± is the residuum
at ±1 of the Borel transform of Y±, where Y−(z) is the unique formal solution of (5.12)
and Y+(z) the unique formal solution of the equation corresponding to (5.4). It is
easy to see that

Y−(z) = B−y(z) , Y+(z) = −B+y(−z) ,

where y is the unique formal solution of an equation depending only on b = B−B+:

dy

dz
= y − 1

2πiz
(1 + by2).

If we solve the Borel transform of this equation like we did in the proof of Proposi-
tion 5.1 (by expanding everything in powers of b), we find for the residuum of ŷ(ζ)
at −1 an analytic function σ(b) such that σ(0) = 1, and we obtain A− = B−σ(b) and
A+ = −B+σ(b).

Rather than studying the power expansion of σ(b) (this is more or less what is
done in [4, Vol. 2, pp. 476–480], but in a very efficient manner through the theory of
moulds), we prefer to perform the change of unknown function

y(z) =
2πi

b
· zq

′(z)
q(z)

,

which leads us to a second-order linear equation

z2q′′ + (z − z2)q′ − β2q = 0

where β2 = b
4π2 . We assume in the the sequel that Re β > 0 (excluding real nonpos-

itive values of b is innocuous since the function σ is analytic).
We exploit the peculiar form of this new equation, and write its unique formal

solution with constant term 1 as the product of a monomial and expansion in fractional
powers of z:

q(z) = zβr(z) = 1 +O(z−1) , r(z) ∈ z−βC[[z−1]].(5.13)

The series r(z) may be called resurgent if we extend the definition of Borel transform
by

z−ν 7→ ζν−1/Γ(ν) , if ν ∈ C and Re ν > 0,

and admit among resurgent functions all formal series (with possibly fractional pow-
ers) whose Borel transform, which may now be ramified at the origin and has endless
analytic continuation. The convolution of minors is defined as before and we are still
dealing with an algebra.

The point is that alien derivatives of r are easy to compute, for the equation it
satisfies

r′′ + (−1 + (2β + 1)z−1)r′ − βz−1r = 0(5.14)

can be solved explicitly in the convolutive model.
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Lemma 5.6. The Borel transform r̂ = Br is given by

r̂(ζ) =
ζβ−1

Γ(β)
(1 + ζ)β .

Proof. The Borel transform of (5.14)

(ζ2 + ζ)r̂ − (2β + 1)1 ∗ (ζr̂)− β(1 ∗ r̂) = 0

is equivalent to a first-order linear equation obtained by differentiation with respect
to ζ (this was the only purpose of the change of unknown function (5.13)),

ζ(ζ + 1)
dr̂

dζ
= [(2β − 1)ζ + β − 1]r̂.

Alien calculus applies in this slightly generalized context. We only need to be
careful about the determination of ζβ we use (let’s say it is the principal one) and
about the sheet of the Riemann surface of the logarithm we look at. In particular,
alien derivations are now indexed by points in this Riemann surface rather than by
points in C∗, and in order to compute ∆eiπ r we perform a translation,

r̂(eiπ + ζ) = eiπ(β−1) ζβ

Γ(β)
(1− ζ)β−1,

and take the variation of the resulting singular germ (just as we were asked to retain
the coefficient of log ζ/2πi in the case of pure logarithmic singularities, according to
formula (5.5)),

B∆eiπ r = −eiπβ(1− e2iπβ)
ζβ

Γ(β)
(1− ζ)β−1.

We deduce that

∆eiπ r = −eiπβ(1− e2iπβ)βz−β−1(1 +O(z−1))

and

∆−1 q = zβ∆eiπ r = −2iβ sin(πβ)z−1(1 +O(z−1)).

Finally we use Leibniz rule and formula (5.6):

∆−1 y =
2πi

b
z∆−1(q

′/q) =
2

b1/2
sin

b1/2

2
+O(z−1).

The constant term of the alien derivative is the residuum σ(b).

6. Remarks on general nonlinear inner equations: The Kruskal–Segur
strategy. Formula p0(τ)− p̃0(τ) = −ie2iτ (1 +O(τ−1)) obtained in Theorem 3.1 for
the inner equation (3.3) has been crucial for determining w(+∞, ε) and thus ∆I2(ε),
and this was the aim of the previous section. There (3.3) is studied by the resurgence
theory obtaining the formula (5.10): p0(τ)− p̃0(τ) = A−e2iτ (1+O(τ−1)). In order to
compute exactly the coefficient A−(= −i) in the subsection 5.3, it is essential to be
assured that (3.3) can be transformed into a second-order linear equation. However,
in most applications (for example, for standard maps, see [7]) the inner equation is
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not a Riccati equation and the method outlined in section 5 does not give quantitative
results. Nevertheless, in the general case we can join the resurgence method with the
Kruskal and Segur strategy [8]. This strategy adapted to our case would have the
following form.

The main idea is that A− can be computed looking at the coefficients of the
formal solution of (3.3). Following the Kruskal–Segur strategy one can see that the
growth of an is controlled comparing them with the coefficients bn of the associated
linear problem.

In this sense let
∑

n≥0 anτ
−n−1 be the formal solution of (3.3), which van-

ish at −∞ (and, in fact, at +∞ ), and let
∑

n≥0 bnτ
−n−1 be the associated for-

mal solution of the linear part of (3.3) q′0 = 2iq0 + (1)/6τ . We obtain that bn =
(−1)n+1(1)/12i(n!)/(2i)n and as a first step in this method we would have to prove
the following.

Proposition 6.1. an = knbn, where kn = 3/π +O( 1
n ), as n→∞.

In our case we have numerical evidences of this result, and probably using the
special form of our equation it could be proved analytically (see [17]). In this paper,
we have not adopted this strategy because of the special form of our equation where
this result is a consequence of the computation of ∆−1Y− in section 5.

Proposition 6.1 would be essential to control the behavior of the Borel trans-
form of our solution. Let ϕ(ξ) :=

∑
n≥0 (anξ

n)/n! be the Borel transformation of∑
n≥0 anτ

−n−1 and ϕ0(ξ) := 3/π
∑

n≥0 (bnξ
n)/n! = −(1/2π)(1/2i+ ξ) the Borel

transformation of 3/π
∑

n≥0 bnτ
−n−1, and let us call ϕ1 := ϕ − ϕ0. Finally, let f(τ)

be the Borel resummation of ϕ(ξ), that is, its Laplace transform in some direction of
the upper plane Imξ > 0. As we know exactly ϕ0(ξ) in all the complex plane, this
method allows us to compute its contribution to the resummation f(τ). Nevertheless,
it would remain to prove that ϕ1(ξ) contributes to f(τ) only with higher-order terms.
In order to prove this, it would be necessary to know the behavior of ϕ1(ξ), and, for
our case, this is done in Proposition 6.2.

Proposition 6.2.

i. ϕ0 has a unique singularity at −2i, which is a pole with residue − 1
2π ,

ii. ϕ1 has logarithmic singularities at −2i,−4i,−6i, . . .,
iii. Moreover, f(τ) is Gevrey-1 asymptotic to the formal solution

∑
n≥0 anτ

−n−1

in the sector −3π/2 + α ≤ arg τ ≤ π/2− α, when |τ | → ∞ . . .

An analogous proposition is studied in section 5 with the help of resurgent theory
for our equation, and it seems that this can be generalized to other equations, as
in [15]. Resurgent theory gives us the location of the singularities of ϕ1, as well as
their type and, consequently, their contribution to the “resummation” f(τ).

Finally, as a last step of this method, putting together Propositions 6.1 and 6.2
we would have the following.

Proposition 6.3.

i. f(τ) = p0(τ) if π/2 < arg τ < 2π,
ii. f(τ) = p̃0(τ) if− π < arg τ < π/2.

Then, for τ such that 0 ≤ arg τ < π/2, one can use the analytic continuation of
f(τ), and using these propositions and the Cauchy theorem, one can see that in our
equation:

p0(τ)− p̃0(τ) =

∫ +∞

−∞
e−τsϕ(s)ds
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=

∫ +∞

−∞
e−τsϕ0(s)ds+

∫ +∞

−∞
e−τsϕ1(s)ds

= e2iτ (−i+O(τ−1)).

Observe that following the Kruskal–Segur strategy we can compute the coefficient
A−/(2πi) as the residue of the Borel transform ϕ0 at its pole −2i. We are convinced
that the link between the resurgence approach and Kruskal–Segur strategy rests on
the fact that, in general, all the successive approximations of the corresponding (5.2)
have a pole at −2i. Then ϕ0 would be the summation of all the polar parts at −2i
of those approximations, and its residue the sum of their residues (which corresponds
to the coefficient A− computed in Proposition 5.5).
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Abstract. We analyze singular perturbations in elliptic equations, subjected to various bound-
ary conditions, in which the diffusion is going to infinity in localized regions inside the domain
and therefore solutions undergo a localized spatial homogenization. The limiting elliptic operator is
analyzed as well as convergence of solutions, eigenvalues, and eigenvectors.
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1. Introduction. When dealing with the modeling of some physical problem it
is often the case that there are some physical properties that differ very strongly from
one part of the physical system to the other. As a consequence the constituting laws,
although obeying a general formulation, have some significant differences depending
on what part of the system one is looking at. This, in turn, implies that the differential
equations describing the behavior of the system may also have different properties all
along the system. In some cases this leads to the existence of some singularities in
the equations and/or in the solutions. It is also often the case that one must study
some singular limit problem because some parameter of the problem is varied.

For example, in past years numerous results have been given concerning the be-
havior of semilinear parabolic equations (or systems)

ut −D∆u+ f(u,∇u) = 0

with Neumann boundary conditions, where u = (u1, . . . , um)T and D = diag(D1 . . . ,
Dm) are the (constant) diffusion coefficients, [4, 9, 11, 12, 15]. In these cases the sin-
gular limit problem is obtained when one considers the case in which the diffusivity
of the component species is very large, i.e., when D0 = infi{Di} is very large. Then
one tries to understand the properties and behavior of the solutions as D0 → ∞.
The results in those papers assert the physically clear fact that large diffusivity im-
plies a very rapid redistribution of the spatial inhomogeneities of u and, therefore,
u approaches, as time increases, a function constant in space. The dynamics of the
“asymptotic set of states,” i.e., constant functions, is given explicitly by the kinetic
equation

u̇+ f(u, 0) = 0,

which is a system of ordinary differential equations (ODEs) in R
m that reflects the

dynamics of the full reaction-diffusion system as D0 increases. Therefore, the ODE is
the true limiting problem for the singular limit D0 →∞.
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The same problem was studied in [13], when only some of the diffusion coefficients
are sufficiently large. Thus in this case there are strong differences in the physical
properties of the species (the diffusivities). Now the equations describing the behavior
of the solutions, as some of the diffusion coefficients go to infinity, consist of a system
of partial differential equations (PDEs) coupled with a system of ODEs for the compo-
nents that tend to be constant in space functions. Those equations are called “shadow
systems.” Similar situations have been considered in [6] for the case of delayed semi-
linear parabolic equations or in [10, 5], where they described the large time dynamics
of parabolic equations in one-dimensional domains with the diffusion coefficient being
large except in a neighborhood of a finite number of points where it becomes small.
The asymptotic dynamics of the parabolic problem are again described by a system
of ODEs.

For the case of semilinear wave equations describing, for example, the vibrations
of an elastic body [1, 8] when the wave speed is large everywhere, one also expects
that the solutions will converge to constant in space functions, reflecting the property
that the body tends to behave as a rigid body and then all points oscillate in phase
with the same amplitude and frequency. In fact the trend to spatial homogeneity has
also been established [18, 3] provided that the damping is large enough. In this case
the result states that if vibrations propagate very rapidly, then in the limit an elastic
body behaves as a rigid structure.

An indication of this property of spatial homogenization, when the diffusion is
very large, can be obtained from the linear elliptic problem{ −1

ε∆uε + λuε = f,
∂uε

∂~n = 0,

where after multiplying by ε one gets that uε must converge to the solution of{ −∆u = 0,
∂u
∂~n = 0.

Hence u must be constant. But integrating we get λ
∫
Ω
uε =

∫
Ω
f , and in the limit

u = 1
λ −
∫
Ω
f , where −∫

Ω
= 1

|Ω|
∫
Ω
. Also, by looking at the eigenvalue problem

{ − 1
ε∆uε + λuε = µuε,

∂uε

∂~n = 0,

the first eigenvalue is µε1 = λ and the first eigenfunction is φε1 = |Ω|−1/2. But the
second eigenvalue is

µε2 = inf
u∈H1(Ω)∫

u=0

‖u‖=1

1

ε

∫
Ω

|∇u|2 + λ

∫
Ω

|u|2 ≥ 1

ε
c(Ω) + λ→∞,

where we have used the Poincaré inequality for zero mean functions. These computa-
tions prove that only the first mode, i.e., the average of the solution, matters as ε goes
to zero. Note that the previous arguments, applied to the case with Dirichlet bound-
ary conditions, imply the solution converges to zero and all the eigenvalues converge
to infinity. Therefore, boundary conditions also play a role in the determination of
the limiting problem.
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On the other hand, in this paper we are concerned with the case in which the
diffusion coefficient becomes large in a localized region inside the physical domain
of the differential equation, while it remains bounded away from zero in the rest.
That situation can be found, for example, in composite materials, where the heat
diffusion properties differ very strongly from one part to another of the material, or in
population dynamics in which one species diffuses much faster than the others in some
determined regions. Also, one can consider the vibrations of an elastic membrane and
assume that some part of the membrane is made of a more rigid material than the rest.
In the limit, one obtains a multistructure vibrating system composed of a rigid plate
bound from its boundary to a membrane. In all these cases, passing to the singular
limit can be regarded as a process describing a transition phenomena of rigidization
or solidification in a composite material. In this situation one expects that in the
“large diffusion” region, Ω0, the solution tends to be space homogeneous and satisfies
an ODE, while in the other part it must satisfy a PDE. There must be also some
coupling between the two equations. Our goal is then to obtain the equations that
describe the limiting problem and to study the properties and relationships between
the approximating problems and the limit one.

We will be concerned with linear elliptic problems, under suitable boundary con-
ditions, and we will analyze the behavior of solutions as ε→ 0. We will also consider
the corresponding eigenvalue problems. In this way we will obtain a description of the
asymptotic behavior, as ε→ 0, of the eigenmodes and eigenfrequencies of the system.
To be more precise, we will consider the family of elliptic problems

(Pε)

{ −Div(dε(x)∇uε) + (λ+ Vε(x))uε = f ε on Ω,
∂uε

∂~nε
+ bε(x)uε = gε on Γ,

(1.1)

where 0 < ε ≤ ε0, Ω ⊂ R
N is a bounded regular open connected set, and Γ is the

boundary of Ω. Note that ∂u
∂~nε

denotes the conormal derivative relative to the diffusion

operator −Div(dε(x)∇u), i.e., ∂u
∂~nε

= dε(x)〈∇u, ~n〉. Also, λ ∈ R and the potentials
Vε(x) and bε(x) are given functions on Ω and Γ, respectively. Let Ω0 = ∪mi=1Ω0,i be
an open subset of Ω with boundary Γ0 = ∪mi=1Γ0,i such that Ω0,i is connected with
boundary Γ0,i, Γ ∩ Γ0 = ∅, and Γ0,i ∩ Γ0,j = ∅ for i 6= j. We denote Ω1 = Ω \ Ω0.
Note that the boundary of Ω1 is Γ ∪ Γ0. The diffusion coefficients dε(x), 0 ≤ ε ≤ ε0,
are assumed to be smooth, strictly positive functions on Ω, such that

0 < m0 ≤ dε(x) ≤Mε(1.2)

for every x ∈ Ω and 0 ≤ ε ≤ ε0. We also assume that the diffusion is very large on Ω0

as ε approaches zero. More precisely, we assume

dε(x) −→
{∞ uniformly on compact subsets of Ω0,
d0(x) uniformly on Ω1

(1.3)

as ε→ 0. Finally, the potentials verify

Vε → V ∈ Lq0(Ω) with q0



> N/2 if N ≥ 3,
> 1 if N = 2,
≥ 1 if N = 1,

(1.4)

bε → b ∈ Lq1(Γ) with q1

{
> N − 1 if N ≥ 3,
> 1 if N = 2,
≥ 1 if N = 1.

(1.5)
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We will show that the family of solutions to these problems, {uε}ε, converges, in
some sense, to a function u that is constant in Ω0 and that verifies a “limiting elliptic
problem,” the shadow system for the elliptic problem, which is of nonlocal nature.
We will show that in the process of convergence there is a loss of regularity for the
limiting solution by showing that typically the normal derivative of u jumps across
Γ0. Concerning the eigenvalue problem, we will show that the spectral properties of
the approximate and limiting problem are close by showing that the eigenvalues and
eigenfunctions converge.

The form of the shadow system is formally guessed in section 2. After introducing
some notations in section 3, in section 4 we prove the convergence of solutions and in
section 5 we prove convergence of eigenvalues and eigenfunctions. Finally, in section
6, we will consider the case of mixed or Dirichlet boundary conditions and different
types of diffusion coefficients for which the same results hold true.

It is important to note here that the assumption

Γ ∩ Γ0 = ∅(1.6)

that is, the diffusion is large in the interior of Ω, is crucial in the development of our
analysis. The case Γ∩Γ0 6= ∅ requires a different analysis that will be pursued some-
where else. In that case the interaction between diffusion and boundary conditions
becomes more subtle.

In [7] the problem of convergence of solutions is analyzed for the corresponding
parabolic equations.

2. The formal limiting problem. We will show some heuristic argument show-
ing what the limiting, or “shadow” problem, should be. In doing this we will interpret
(Pε) in terms of a heat distribution equilibrium. Hence, (λ+Vε(x))u accounts for the
heat absorption in Ω, while f ε accounts for the heat sources and bε(x)u − gε(x) for
the heat flow across the boundary.

Assume Ω0 is connected, i.e., m = 1, f, g and V, b are fixed regular functions, i.e.,
they do not depend on ε. And assume that one has already obtained that the family
of solutions to these problems, {uε}ε, converges, in some sense, to a function u which
is constant in Ω0. Assume all functions live in the Sobolev space H1(Ω). Note that
if the limit function u is also in H1(Ω), then its constant value on Ω0, denoted uΩ0

,
cannot be arbitrary.

Since on Ω1 we have −Div(dε(x)∇uε) + (λ + V (x))uε = f from the convergence
properties of dε(x) in Ω1, it seems reasonable to have in the limit

−Div(d0(x)∇u) + (λ+ V (x))u = f on Ω1.

Analogously, on Γ, ∂uε

∂~nε
+ b(x)uε = dε(x)〈∇uε, ~n〉+ b(x)uε = g(x) and then we expect

to have in the limit

∂u

∂~n0
+ b(x)u = d0(x)〈∇u, ~n〉+ b(x)u = g(x) on Γ.

Also on Γ0 we must have u|Γ0
= uΩ0

.

On the other hand, integrating on Ω0 we have
∫
Γ0

∂uε

∂~nε
+
∫
Ω0

(λ+V (x))uε =
∫
Ω0

f ,
where we use the direction of the inward unit normal to Ω0 in the surface integral.
Therefore, passing to the limit we have∫

Γ0

∂u

∂~n0
+ uΩ0

∫
Ω0

(λ+ V (x)) =

∫
Ω0

f,
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which is an equation relating the total heat flow from Ω1 to Ω0 through Γ0 with the
total heat absorbed in Ω0 and the total heat input in Ω0. It also relates the value of
uΩ0

with the values of u in Ω1 through the integral term along Γ0.
With this heuristic consideration and assuming that in the limit we will work

with a space of functions constant on Ω0, we can write the previous equalities as an
“elliptic equation” for the function u = uXΩ1

+ uΩ0
XΩ0

,

B0(u) = (−Div(d0(x)∇u) + (λ+ V (x))u)XΩ1(2.1)

+

(
1

|Ω0|
∫

Γ0

∂u

∂~n0
+

(
−
∫

Ω0

λ+ V

)
uΩ0

)
XΩ0

= f̂ ,

where −∫
Ω0

= 1
|Ω0|

∫
Ω0

and f̂ = fXΩ1
+(−∫

Ω0
f)XΩ0

, and boundary condition ∂u
∂~n0

+bu =

g. Note that f has been substituted in the limit by a “projection” f̂ . Also note
the nonlocal coupling between the equation for uXΩ1 and uΩ0 , given by the term

1
|Ω0|

∫
Γ0

∂u
∂~n0

, that represents the total heat flow from Ω1 to Ω0.

In the next sections we will show that all these formal computations can be
justified, and, moreover, we will prove that the limiting “elliptic operator” has good
functional properties.

3. Functional setting. Now we will introduce notation and several function
spaces that will be used henceforth. Concerning functional spaces, we will use the
standard Sobolev spaces H1(Ω) and H1/2(Γ). Also, we will denote by H−s the dual
space of Hs, either on Ω or Γ. Note that this symbol is usually reserved to denote the
dual space of Hs

0 . However, this notation should produce no confusion. The duality
pairing between the spaces above will be denoted 〈·, ·〉−s,s. In particular, the scalar
product in L2 will be denoted by 〈·, ·〉. If there is no possible confusion, we will not
indicate if the spaces or duality products are referred to as functions on Ω or Γ. When
required, we will write 〈·, ·〉Ω and 〈·, ·〉Γ to differentiate both cases.

We will denote by γ the trace operator defined on H1(Ω), with values in H1/2(Γ).
Analogously, we will also denote by γ0 the trace operator defined in H1(Ω) that
restricts functions to Γ0, i.e., γ0 : H1(Ω) → H1/2(Γ0). Similarly, γ0,i will denote the
trace operator on Γ0,i. Moreover, for a given function f ∈ H1(Ω), we will identify its
trace, γ(f) ∈ H1/2(Γ), with the linear form γ(f) ∈ H−1/2(Γ) ⊂ H−1(Ω) such that
for every φ ∈ H1(Ω),

〈γ(f), φ〉−1,1
def
= 〈f, φ〉Γ def

=

∫
Γ

fφ;

that is, we use the embedding H1/2(Γ) ⊂ L2(Γ) ⊂ H−1/2(Γ) ⊂ H−1(Ω). The same
holds for γ0, i.e., γ0(f) ∈ H−1/2(Γ0) ⊂ H−1(Ω).

We will also consider the normal derivative operator, relative to the diffusion
operator −Div(dε(x)∇u), defined as follows: let 2∗ be the critical Sobolev exponent
for the inclusion H1(Ω) ⊂ Lp(Ω); i.e.,

2∗ =

{ 2N
N−2 if N ≥ 3,
any positive number if N = 2,
∞ if N = 1.

(3.1)

Hence H1(Ω) ⊂ Lp(Ω) with continuous inclusion if p ≤ 2∗ and compact inclusion if

p < 2∗. For any p ≤ 2∗ denote Yε,p
def
= {z ∈ H1(Ω), −Div(dε(x)∇z) ∈ Lp

′
(Ω)}, with



1366 A. RODRÍGUEZ-BERNAL

1/p+ 1/p′ = 1. Then for u ∈ Yε,p,
∂u
∂~nε

∈ H−1/2(Γ) is defined as

〈
∂u

∂~nε
, γ(v)

〉
−1/2,1/2

=

∫
Ω

Div(dε(x)∇u)v +

∫
Ω

dε(x)∇u∇v(3.2)

for every v ∈ H1(Ω). Observe that Yε,p is a Banach space for the norm

‖z‖Yε,p = ‖z‖H1(Ω) + ‖Div(dε∇z)‖Lp′ (Ω),

which is, moreover, a Hilbert space if p = 2, and the mapping z 7→ ∂z
∂~nε

is continuous

between Yε,p and H−1/2(Γ). In the sequel we will often find the normal derivative
operator on Γ0 for functions defined either on Ω or Ω1. When doing this, we will
always take the direction of the inner normal to Ω0; that is, whenever an expression
of the form

∫
Γ0

∂u
∂~nε

appears we will assume the direction of the outward normal to
Ω1.

We now introduce a linear positive operator, Lε, between H1(Ω) and its dual,
H−1(Ω), such that for every u, φ ∈ H1(Ω),

aε(u, φ) = 〈Lε(u), φ〉−1,1 =

∫
Ω

dε(x)∇u∇φ.(3.3)

Note that we can then write (3.2) as

〈Lε(u), v〉−1,1 = 〈−Div(dε(x)∇u), v〉+

〈
∂u

∂~nε
, γ(v)

〉
−1/2,1/2

(3.4)

for u ∈ Yε,p and v ∈ H1(Ω). Also, for any λ > 0 we consider in H1(Ω) the scalar
product

〈u, v〉ε = aε(u, v) + λ

∫
Ω

uv =

∫
Ω

dε∇u∇v + λ

∫
Ω

uv = 〈Lεu+ λu, v〉−1,1,(3.5)

which, for fixed 0 < ε ≤ ε0, gives a norm, ‖·‖ε, equivalent to the usual one and defines
the isomorphism between H1(Ω) and its dual, H−1(Ω), Lε + λI. Note, however, that
if we take the norm ‖u‖2

H1(Ω) =
∫
Ω
|∇u|2 +λ

∫
Ω
|u|2, then for 0 < ε ≤ ε0 we have from

(1.2)

m0‖u‖2
H1(Ω) ≤ ‖u‖2

ε ≤Mε‖u‖2
H1(Ω),(3.6)

but Mε →∞ as ε→ 0. Throughout the paper we will find a special class of elements
h ∈ H−1(Ω) defined as

〈h, φ〉−1,1 = 〈f, φ〉Ω + 〈g, γ(φ)〉Γ
for every φ ∈ H1(Ω), where f ∈ Lp

′
(Ω), for some p ≤ 2∗, and g ∈ H−1/2(Γ). So, in

brief, h
def
= fΩ + gΓ. The space Lp

′
(Ω) +H−1/2(Γ) is endowed with the natural norm

‖f‖Lp′ (Ω)+‖g‖H−1/2(Γ), and for this norm the inclusion Lp
′
(Ω)+H−1/2(Γ) ⊂ H−1(Ω)

is continuous.
Denote by q∗0 the number in the right-hand side of (1.4); i.e.,

q∗0 =

{
N/2 if N ≥ 3,
1 if N = 1, 2.

(3.7)
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Then for any q0 ≥ q∗0 if N = 1 or N ≥ 3 or q0 > q∗0 if N = 2, let p0 ≤ 2∗ be
such that 2/p0 + 1/q0 = 1. Then the mapping (V, u) 7→ V u is continuous from
Lq0(Ω)×H1(Ω) into Lp

′
0(Ω). Moreover, for every η > 0 there exists Cη such that for

every u, φ ∈ H1(Ω),∣∣∣∣
∫

Ω

V uφ

∣∣∣∣ ≤ η‖u‖H1(Ω)‖φ‖H1(Ω) + Cη‖u‖L2(Ω)‖φ‖L2(Ω);(3.8)

see [2].
Analogously, for the terms on the boundary, denote by 2∗Γ the critical Sobolev

exponent for the inclusion H1/2(Γ) ⊂ Lp(Γ); i.e.,

2∗Γ =




2(N−1)
N−2 if N ≥ 3,

any positive number if N = 2,
∞ if N = 1.

(3.9)

Hence H1/2(Γ) ⊂ Lp(Γ) with continuous inclusion if p ≤ 2∗Γ and compact inclusion if
p < 2∗Γ. Also, denote by q∗1 the number in the right-hand side of (1.5); i.e.,

q∗1 =

{
N − 1 if N ≥ 3,
1 if N = 1, 2.

(3.10)

Then for any q1 ≥ q∗1 , if N = 1 or N ≥ 3, or q1 > q∗1 if N = 2, let p1 ≤ 2∗Γ be such
that 2/p1 + 1/q1 = 1. Then (b, u) 7→ bγ(u) is continuous from Lq1(Γ) × H1(Ω) into
Lp

′
1(Γ) and for every η > 0 there exists some Cη such that for every u, φ ∈ H1(Ω),∣∣∣∣

∫
Γ

buφ

∣∣∣∣ ≤ η‖u‖H1(Ω)‖φ‖H1(Ω) + Cη‖u‖L2(Γ)‖φ‖L2(Γ).(3.11)

Also, for every η > 0,

‖u‖2
L2(Γ) ≤ η‖u‖2

H1(Ω) + Cη‖u‖2
L2(Ω).(3.12)

Finally, we consider the Hilbert space

L2
Ω0

(Ω) = {u ∈ L2(Ω), u is constant on Ω0,i, i = 1, . . . ,m}
and denote H1

Ω0
(Ω) = L2

Ω0
(Ω) ∩ H1(Ω). As a general notation, for u ∈ L2

Ω0
(Ω), we

denote by uΩ0,i the constant value of u on Ω0,i for i = 1, . . . ,m. Therefore, u ∈ L2
Ω0

(Ω)
can be written as u = uXΩ1 +

∑m
i=1 uΩ0,iXΩ0,i .

For λ ∈ R we define the symmetric bilinear form

a0(u, φ) + λ

∫
Ω

uφ =

∫
Ω1

d0(x)∇u∇φ+ λ

∫
Ω

uφ,(3.13)

which is continuous and coercive on H1
Ω0

(Ω) if λ > 0. Hence (3.13) induces an operator

L0 + λI between H1
Ω0

(Ω) and its dual H−1
Ω0

(Ω), which for λ > 0 is an isomorphism.

4. The elliptic problem. In this section we analyze the solvability of problem
(1.1) and the limiting one, and we make precise in what sense the solutions converge.
In doing this, we will make rigorous all the formal manipulations leading to (2.1).
First we study the solvability of the Neumann problem{ −Div(dε(x)∇u) + (λ+ V (x))u = f on Ω,

∂u
∂~nε

+ b(x)u = g on Γ
(4.1)
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that we treat in a variational way in H−1(Ω). Note that if we take test functions
φ ∈ H1(Ω) and multiply in (4.1) and formally integrate by parts, we get∫

Ω

dε(x)∇u∇φ+

∫
Ω

(λ+ V )uφ+

∫
Γ

b(x)uφ =

∫
Ω

fφ+

∫
Γ

gφ;

see [2] for the case of Dirichlet boundary conditions.
Assume V ∈ Lq0(Ω) and b ∈ Lq1(Γ) with q0 ≥ q∗0 , q1 ≥ q∗1 as defined in the previ-

ous section. Then denoting by V− and b− the negative parts of V and b, respectively,
we have the following theorem.

Theorem 4.1. (i) There exists a constant c = c(‖V−‖Lq0 , ‖b−‖Lq1 ) such that
c(0, 0) = 0 and for λ > c the operator Tε = Lε + (λI + V )Ω + (bγ)Γ, defined by the
bilinear form

τε(u, v) = 〈Tεu, v〉−1,1 =

∫
Ω

dε(x)∇u∇v +

∫
Ω

(λ+ V (x))uv +

∫
Γ

b(x)uv,(4.2)

is an isomorphism between H1(Ω) and its dual and between Yε,p0 and Lp
′
0(Ω) +

H−1/2(Γ). Moreover, between the latter spaces Tε is given by

Tε = (−Div(dε(x)∇·) + (λ+ V (x))·)Ω +

(
∂·
∂~nε

+ b(x)γ(·)
)

Γ

.

By restriction to L2(Ω), Tε induces an unbounded self-adjoint positive operator
with compact resolvent, Bε, with domain D(Bε) = {u ∈ H1(Ω), −Div(dε∇u) + V u ∈
L2(Ω), ∂u

∂~nε
+ b(x)u = 0 on Γ} and for u ∈ D(Bε),

Bεu = −Div(dε(x)∇u) + (λ+ V (x))u.(4.3)

(ii) If λ ∈ R and if u ∈ H1(Ω) is a solution of

Tεu = h = fΩ + gΓ(4.4)

with f ∈ Lp
′
0(Ω) and g ∈ H−1/2(Γ), then u ∈ Yε,p0 and

−Div(dε(x)∇u) + (λ+ V (x))u = f in Lp
′
0(Ω) and

∂u

∂~nε
+ b(x)u = g in H−1/2(Γ).

Proof. The proof is rather standard but is given for completeness. We first show
that the bilinear form τε in (4.2) is coercive on H1(Ω) for λ large. Since τε(u, u) ≥
m0

∫
Ω
|∇u|2 +

∫
Ω
(λ− V−)|u|2 − ∫

Γ
b−|u|2 and V− ∈ Lq0(Ω), b− ∈ Lq1(Γ), from (3.8),

(3.11), and (3.12), we get coerciveness for λ large. Also, if V ≥ 0 and b ≥ 0, then τε is
coercive for λ > 0 and this gives c(0, 0) = 0. Now if h = fΩ+gΓ ∈ Lp

′
0(Ω)+H−1/2(Γ) ⊂

H−1(Ω) and u ∈ H1(Ω) verifies Tεu = h, then for every φ ∈ H1(Ω),∫
Ω

dε∇u∇φ+

∫
Ω

(λ+ V )uφ+

∫
Γ

buφ =

∫
Ω

fφ + 〈g, γ(φ)〉Γ.

If φ ∈ D(Ω), then we get −Div(dε(x)∇u) + (λ+ V )u = f a.e. on Ω and in particular
u ∈ Yε,p0

. Using this and φ ∈ H1(Ω), from (3.4), we get ∂u
∂~nε

+ b(x)u = g on Γ.

Conversely, from (3.4) we have that Tε maps Yε,p0
into Lp

′
0(Ω) + H−1/2(Γ) and

on this space Tε = (−Div(dε(x)∇·) + (λ + V (x))·)Ω + ( ∂·
∂~nε

+ b(x)γ(·))Γ. From this
the continuity of Tε and its inverse follows easily and the rest is obvious.
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Observe that if V , b, and Ω are smooth enough, then D(Bε) = {u ∈ H2(Ω), ∂u
∂~nε

+

b(x)u = 0 on Γ} and the graph norm in D(Bε) is equivalent to that of H2(Ω). For
this a sufficient regularity condition is that V u ∈ L2(Ω) for u ∈ H1(Ω), i.e., V ∈ Lq0

for q0 ≥ N if N ≥ 3, or q0 > 2 if N = 2 or q0 ≥ 2 if N = 1, and b is the restriction
to Γ of a function b ∈ C1(Ω) since in this case, for u ∈ H1(Ω), bu ∈ H1/2(Γ) and
elliptic regularity results give the H2(Ω) regularity. The same situation holds for the
solution of (4.1) if g ∈ H1/2(Γ). In other words, under suitable regularity assumptions,
solutions of (4.1) are smooth in Ω and depend smoothly on f and g.

Now we analyze the solvability of the “limiting problem” described in terms of
the operator L0 defined in (3.13).

Theorem 4.2. (i) Assume V ∈ Lq0(Ω) and b ∈ Lq1(Γ), with q0, q1 as above; then
there exists a constant c = c(‖V−‖Lq0 , ‖b−‖Lq1 ) such that c(0, 0) = 0 such that, for
λ > c, the bilinear form

τ0(u, φ) =

∫
Ω1

d0∇u∇φ+

∫
Ω

(λ+ V )uφ+

∫
Γ

buφ(4.5)

with u, φ ∈ H1
Ω0

(Ω), defines an isomorphism, T0, from H1
Ω0

(Ω) into its dual H−1
Ω0

(Ω).
The restriction

T0 : YΩ0,p0
= {z ∈ H1

Ω0
(Ω), Div(d0(x)∇z) ∈ Lp

′
0(Ω1)}

−→ L
p′0
Ω0

(Ω) +H−1/2(Γ) ⊂ H−1
Ω0

(Ω)

is also an isomorphism, and on this space

T0(u) =

[
( −Div(d0(x)∇u) + (λ+ V )u)XΩ1

+
m∑
i=1

(
1

|Ω0,i|
∫

Γ0,i

∂u

∂~n0
+

(
−
∫

Ω0,i

λ+ V

)
uΩ0,i

)
XΩ0,i

]
Ω

+

(
∂u

∂~n0
+ bu

)
Γ

,

where uΩ0,i denotes the constant value of u on Ω0,i for i = 1, . . . ,m.
By restriction, the operator T0 induces an unbounded, positive, self-adjoint op-

erator with compact resolvent, B0, in H = L2
Ω0

(Ω) with domain D(B0) = {u ∈
H1

Ω0
(Ω), −Div(d0(x)∇u) + V u ∈ L2(Ω1),

∂u
∂~n0

+ bu = 0 on Γ} and for u ∈ D(B0),

B0(u) = (−Div(d0(x)∇u) + (λ+ V )u)XΩ1
(4.6)

+
m∑
i=1

(
1

|Ω0,i|
∫

Γ0,i

∂u

∂~n0
+

(
−
∫

Ω0,i

λ+ V

)
uΩ0,i

)
XΩ0,i

.

(ii) If λ ∈ R and u ∈ H1
Ω0

(Ω) is a solution of

T0(u) = h = fΩ + gΓ(4.7)

with f ∈ L
p′0
Ω0

(Ω) and g ∈ H−1/2(Γ), then u ∈ YΩ0,p0
and then (4.7) is equivalent to

−Div(d0(x)∇u) + (λ+ V (x))u = f on Ω1,
∂u

∂~n0
+ b(x)u = g on Γ,

γ0,i(u) = uΩ0,i
on Γ0,i, i = 1, . . . ,m,

1

|Ω0,i|
∫

Γ0,i

∂u

∂~n0
+

(
−
∫

Ω0,i

λ+ V

)
uΩ0,i = fΩ0,i , i = 1, . . . ,m,

(4.8)
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where uΩ0,i
and fΩ0,i

denote, respectively, the constant values of u and f on Ω0,i for
i = 1, . . . ,m.

Proof. First note that the assumptions on V and b, (3.8), (3.11), and (3.12),
imply that the bilinear form τ0(·, ·) is coercive on H1

Ω0
(Ω) for λ large enough. Hence

T0 is an isomorphism. From here one easily gets that B0 is self-adjoint and positive
in L2

Ω0
(Ω), and the compactness of the resolvent follows from the compactness of the

inclusion H1
Ω0

(Ω) ⊂ L2
Ω0

(Ω), since Ω is bounded.

Now assume h = fΩ+gΓ ∈ L
p′0
Ω0

(Ω)+H−1/2(Γ) and u ∈ H1
Ω0

(Ω) such that T0u = h;

then taking in (4.5) first φ ∈ D(Ω1) and then φ ∈ H1
Ω0

(Ω) such that it vanishes on
Ω0, we get −Div(d0(x)∇u) + (λ + V )u = f on Ω1, which implies u ∈ YΩ0,p0 , and
∂u
∂~n0

+ bu = g on Γ. Using this information on Ω1 and integrating by parts, again

using (3.4), for an arbitrary φ ∈ H1
Ω0

(Ω) we get

m∑
i=1

φΩ0,i

(∫
Γ0,i

∂u

∂~n0
+

(∫
Ω0,i

λ+ V

)
uΩ0,i

|Ω0,i|
)

=
m∑
i=1

φΩ0,i
|Ω0,i|fΩ0,i

,

and we get the expression for T0 on YΩ0,p0 . From this one easily gets that T0 is an

isomorphism between YΩ0,p0
and L

p′0
Ω0

(Ω) +H−1/2(Γ). The rest is obvious.

Remark. (i) Observe that if V ∈ Lq0(Ω) and b ∈ Lq1(Γ), with q0, q1 as above,
then for u, φ ∈ H1

Ω0
(Ω) we have

∫
Ω

V uφ =

∫
Ω1

V uφ+
m∑
i=1

(∫
Ω0,i

V

)
uΩ0,i

φΩ0,i
=

∫
Ω

V̂ uφ,

where V̂ = V XΩ1 +
∑m

i=1(−
∫
Ω0,i

V )XΩ0,i ∈ Lq0Ω0
(Ω). Consequently, on H1

Ω0
(Ω), T0

coincides with the operator L0 + (λ+ V̂ )Ω + (bγ)Γ.

Also note that since H1
Ω0

(Ω) ⊂ H1(Ω), if h ∈ H−1(Ω) then we have h|H1
Ω0

(Ω) ∈
H−1

Ω0
(Ω). In particular, if h = fΩ + gΓ, with f ∈ Lp

′
0(Ω) and g ∈ H−1/2(Γ), we have

for every φ ∈ H1
Ω0

(Ω),

∫
Ω

fφ+ 〈g, γ(φ)〉Γ =
m∑
i=1

φΩ0,i

∫
Ω0,i

f +

∫
Ω1

fφ + 〈g, γ(φ)〉Γ =

∫
Ω

f̂φ+ 〈g, γ(φ)〉Γ,

where f̂ = fXΩ1
+
∑m

i=1(−
∫
Ω0,i

f)XΩ0,i
∈ L

p′0
Ω0

(Ω). That is, h|H1
Ω0

(Ω) = f̂Ω + gΓ.

(ii) Note that if Ω, Ω1, V , and b are smooth enough, say, V bounded and b ∈
C1(Ω1), then D(B0) = H1

Ω0
(Ω) ∩H2(Ω1) both algebraically and topologically, since

for u ∈ D(B0) the part in Ω1 satisfies −Div(d0(x)∇u) ∈ L2(Ω1),
∂u
∂~n0

+ bu = 0 on Γ

and γ0,i(u) = uΩ0,i on Γ0,i, i = 1, . . . ,m and elliptic regularity results give the H2(Ω1)
regularity. Also, since u is constant on Ω0 it is in H2(Ω0). The same applies to the
solution of (4.8) if g ∈ H1/2(Γ) and then u ∈ H1

Ω0
(Ω) ∩H2(Ω1).

However, D(B0) is not included with continuous inclusion in H2(Ω), since typi-
cally there is a jump on the normal derivative ∂u

∂~n0
across Γ0 for u ∈ D(B0).

To see this, we will show that the mapping L2
Ω0

(Ω) 3 f → u = B−1
0 (f) ∈ D(B0) is

not continuous with the topology of H2(Ω). In fact, assume that for some f ∈ L2
Ω0

(Ω)
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we have u = B−1
0 (f) ∈ H2(Ω). Then ∂u

∂~n0
= 0 on Γ0 and the restriction to Ω1 satisfies

−Div(d0(x)∇u) + (λ+ V (x))u = f on Ω1,
∂u

∂~n0
+ b(x)u = 0 on Γ,

∂u

∂~n0
= 0 on Γ0.

Hence, on Ω1, u is uniquely determined by the restriction of f to Ω1 and so are the
traces γ0,i(u), i = 1, . . . ,m. On the other hand, on Ω0,i we have −∫

Ω0,i
λ + V )uΩ0,i

=

fΩ0,i
and therefore uΩ0,i

can be changed at will by changing fΩ0,i
. As a consequence,

the matching conditions γ0,i(u) = uΩ0,i
on Γ0,i, i = 1, . . . ,m, cannot be verified and

this is a contradiction. In fact, the same argument gives that D(B0) is not included
with continuous inclusion in H3/2+δ(Ω) for any δ > 0. The same argument applies to
the solution of (4.8) when g 6= 0, and hence u does not depend continuously on f and
g in the topology of H3/2+δ(Ω).

In other words, under suitable regularity assumptions, solutions of (4.8) are
smooth on Ω1, and obviously on Ω0, and depend smoothly on f and g, but they
are not smooth or do not depend smoothly on f and g on the entire Ω. The problem
of course comes from the normal derivative across Γ0.

The next theorem, which is the main result of this section, in particular states
rigorously that, as ε → 0, the family of solutions of (1.1) converges to a solution of
(4.8). Note that from the previous results we cannot expect convergence in a very
strong topology on the entire Ω. However, we will show that convergence in H1(Ω)
always holds true. We start with the following lemma.

Lemma 4.3. Assume as ε→ 0,

dε(x) → d0(x), uniformly on Ω1 and uε → u, weakly in H1(Ω1).

Then ∫
Ω1

d0|∇u|2 ≤ lim inf
ε

∫
Ω1

dε|∇uε|2.

If, moreover, uε → u in L2(Ω1), then uε → u in H1(Ω1) if and only if∫
Ω1

d0|∇u|2 = lim
ε

∫
Ω1

dε|∇uε|2.

Proof. From lower semicontinuity, we have
∫
Ω1

d0|∇u|2 ≤ lim infε
∫
Ω1

d0|∇uε|2
and then∫

Ω1

dε|∇uε|2 −
∫

Ω1

d0|∇u|2 =

∫
Ω1

(dε − d0)|∇uε|2 +

∫
Ω1

d0|∇uε|2 −
∫

Ω1

d0|∇u|2.

But | ∫
Ω1

(dε− d0)|∇uε|2| ≤ ‖dε− d0‖L∞(Ω1)

∫
Ω1
|∇uε|2 → 0 and we get the first state-

ment. If, moreover, uε → u in L2(Ω1), we have that the strong conver-
gence in H1(Ω1) is equivalent to

∫
Ω1

d0|∇u|2 = limε

∫
Ω1

d0|∇uε|2 and the lemma
is proved

Theorem 4.4. (i) Assume that for 0 < ε ≤ ε0, {uε}ε ⊂ H1(Ω) are given such that
they are bounded in L2(Ω) and 0 ≤ ∫

Ω
dε|∇uε|2 ≤ M for some constant independent



1372 A. RODRÍGUEZ-BERNAL

of ε. Then, by taking subsequences if necessary, uε converges to u ∈ H1
Ω0

(Ω) weakly
in H1(Ω) and strongly in L2(Ω).

Even more,

lim
ε

∫
Ω

dε|∇uε|2 =

∫
Ω

d0|∇u|2 =

∫
Ω1

d0|∇u|2

if and only if uε converges strongly in H1(Ω) to u and limε

∫
Ω0

dε|∇uε|2 = 0.

(ii) Assume that for 0 < ε ≤ ε0, Vε and bε verify (1.4), (1.5), respectively, λ ∈ R

and {hε}ε ⊂ H−1(Ω) is bounded and weakly convergent to h ∈ H−1(Ω). Assume {uε}ε
are bounded in L2(Ω) and verify

Tεu
ε = (Lε + (λI + Vε)Ω + (bεγ)Γ)uε = hε.

Then 0 ≤ ∫
Ω
dε|∇uε|2 ≤ M for some constant independent of ε and by taking

subsequences if necessary, uε converges to u ∈ H1
Ω0

(Ω) weakly in H1(Ω) and Vεu
ε and

bεu
ε converge strongly in Lp

′
0(Ω) and Lp

′
1(Γ), respectively, to V u and bu. Moreover,

u ∈ H1
Ω0

(Ω) verifies

T0u = (L0 + (λI + V )Ω + (bγ)Γ)u = h|H1
Ω0

(Ω) in H−1
Ω0

(Ω).(4.9)

If the function u above is unique, for example, when λ is sufficiently large, then the
full family uε converges to u.

Finally, uε converges strongly in H1(Ω) to u if and only if 〈hε, uε〉−1,1 → 〈h, u〉−1,1,
and this happens, for example, if hε → h in H−1(Ω). In such a case, we also have

lim
ε
τε(u

ε, uε) = τ0(u, u)(4.10)

and in particular limε

∫
Ω0

dε|∇uε|2 = 0.

Proof. (i) From (1.2), we have m0

∫
Ω
|∇uε|2 ≤ ∫

Ω
dε|∇uε|2 ≤ M and then, from

the boundedness in L2(Ω), uε is bounded in H1(Ω) and, taking subsequences if nec-
essary, it converges weakly to u in H1(Ω) and strongly in L2(Ω). Using lower semi-
continuity, we get

∫
K
|∇u|2 ≤ lim infε

∫
K
|∇uε|2 for any compact set K ⊂ Ω0. On the

other hand,

inf
x∈K

{dε(x)}
∫
K

|∇uε|2 ≤
∫
K

dε|∇uε|2 ≤M

and therefore from (1.3), we obtain limε

∫
K
|∇uε|2 = 0 and u ∈ H1

Ω0
(Ω). From Lemma

4.3, we have

lim inf
ε

∫
Ω

dε|∇uε|2 ≥ lim inf
ε

∫
Ω1

dε|∇uε|2 ≥
∫

Ω1

d0|∇u|2 =

∫
Ω

d0|∇u|2

and, in fact, limε

∫
Ω
dε|∇uε|2 =

∫
Ω
d0|∇u|2 if and only if limε

∫
Ω0

dε|∇uε|2 = 0 and

limε

∫
Ω1

dε|∇uε|2 =
∫
Ω1

d0|∇u|2. Again, Lemma 4.3 gives the result.

(ii) Since Tεu
ε = (Lε + (λI + Vε)Ω + (bεγ)Γ)uε = hε, we have∫

Ω

dε|∇uε|2 +

∫
Ω

(λ+ Vε)|uε|2 +

∫
Γ

bε|uε|2 = 〈hε, uε〉−1,1.(4.11)

From (3.8), (3.11), and (3.12) we get
∫
Ω
dε|∇uε|2 ≤ M and the above applies. Also,

since the inclusion H1(Ω) ⊂ Lp0(Ω) is compact, taking subsequences if necessary, we
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can assume Vεu
ε converges strongly in Lp

′
0(Ω). The same holds for bεu

ε in Lp
′
1(Γ),

since H1/2(Γ) ⊂ Lq1(Γ) is also compact. Moreover, for every φ ∈ H1
Ω0

(Ω) it holds
that

τε(u
ε, φ) =

∫
Ω1

dε∇uε∇φ+

∫
Ω

(λ+ Vε)u
εφ+

∫
Γ

bεu
εφ = 〈hε, φ〉−1,1,

and we can pass to the limit to get

τ0(u, φ) =

∫
Ω1

d0∇u∇φ+

∫
Ω

(λ+ V )uφ+

∫
Γ

buφ = 〈h, φ〉−1,1,

i.e., T0u = h|H1
Ω0

(Ω). In particular, with φ = u,∫
Ω1

d0|∇u|2 +

∫
Ω

(λ+ V )|u|2 +

∫
Γ

b|u|2 = 〈h, u〉−1,1.(4.12)

Furthermore, from (4.11) and (4.12), limε

∫
Ω
dε|∇uε|2 =

∫
Ω1

d0|∇u|2 if and only

if 〈hε, uε〉−1,1 → 〈h, u〉−1,1, which holds true if uε or hε converges strongly. The rest
follows easily.

From this theorem we get the following consequence.
Corollary 4.5. Assume that in Theorem 4.4, hε = f εΩ + gεΓ and f ε → f weakly

in Lp
′
0(Ω) and gε → g weakly in H−1/2(Γ). Then (i) From inside Ω1

Div(dε∇uε) → Div(d0∇u) weakly in Lp
′
0(Ω1),

∂uε

∂~nε
→ ∂u

∂~n0
weakly in H−1/2(Γ ∪ Γ0).

(ii) From inside Ω0,

Div(dε∇uε) → f − (λ+ V )
m∑
i=1

uΩ0,iXΩ0,i weakly in Lp
′
0(Ω0),

−
∫

Ω0,i

−Div(dε∇uε) → 1

|Ω0,i|
∫

Γ0,i

∂u

∂~n0
.

Also, if f ε → fΩ0,i
, weakly in Lp

′
0(Ω0,i) and Vε → VΩ0,i

strongly in Lq0(Ω0,i), then

−Div(dε∇uε) → 1

|Ω0,i|
∫

Γ0,i

∂u

∂~n0
weakly in Lp

′
0(Ω0,i).

If f ε and gε converge strongly, then all the convergences above are strong.
Furthermore, uε converges strongly to u in H1(Ω) if and only if 〈gε, uε〉Γ converges

to 〈g, u〉Γ, and this happens, for example, if gε → g strongly in H−1/2(Γ). In such a
case we have limε

∫
Ω0

dε|∇uε|2 = 0.
Proof. The convergence on Ω1 and Ω0 follows easily, since uε verifies{ −Div(dε(x)∇uε) + (λ+ Vε(x))uε = f ε on Ω,

∂uε

∂~nε
+ bε(x)u = gε on Γ,

and the convergence of Vεu
ε and bεu

ε are obtained in the theorem. The convergence of
the normal derivative on Γ0 follows from the above and (3.2) applied to Ω1. Integrating
on Ω0,i we get the convergence of the average of −Div(dε∇uε) and the rest is obvious.

Since, from the theorem, uε converges strongly in L2(Ω) then the strong conver-
gence in H1(Ω) is equivalent to the convergence 〈gε, uε〉Γ → 〈g, u〉Γ.
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5. The eigenvalue problem. Consider the operators Bε and B0 of the pre-
vious section. Since they have compact resolvent their spectrum consists solely of
eigenvalues of finite multiplicity, i.e., σ(Bε) = {µεn}n and σ(B0) = {µn}n, which form
increasing sequences converging to ∞. Note that the eigenvalue problem for Bε is
given by { −Div(dε(x)∇u) + (λ+ Vε)u = µu on Ω,

∂u
∂~nε

+ bεu = 0 on Γ
(5.1)

in H1(Ω), while for B0 the eigenvalue problem is given by

−Div(d0(x)∇u) + (λ+ V )u = µu on Ω1,
∂u

∂~n0
+ bu = 0 on Γ,

γ0,i(u) = uΩ0,i
on Γ0,i, i = 1, . . . ,m,

1

|Ω0,i|
∫

Γ0,i

∂u

∂~n0
+

(
−
∫

Ω0,i

λ+ V

)
uΩ0,i = µuΩ0,i , i = 1, . . . ,m,

(5.2)

in H1
Ω0

(Ω), where uΩ0,i
denotes the constant value of u on Ω0,i for i = 1, . . . ,m.

The next result, which is the main result in this section, asserts that the spectral
properties of Bε and B0 are close. Note that since Bε and B0 and their inverses
are not defined on the same space, then one cannot use classical results, e.g., [14,
Theorem VIII.1.14] or [16, Theorems V.9.10 and V.11.1], to analyze the behavior of
eigenfunctions and eigenvalues.

Theorem 5.1. Assume that Vε, bε verify (1.4), (1.5) and assume the spectrum
of Bε is given by

µε1 ≤ · · · ≤ µεn ≤ µεn+1 . . .

counting multiplicities and, for each n, let φεn be an eigenfunction of µεn such that
‖φεn‖L2(Ω) = 1 and such that {φεn}n is a Hilbert basis of L2(Ω). Also, assume that the
spectrum of B0 is given by

µ1 ≤ · · · ≤ µn ≤ µn+1 . . .

counting multiplicities. Then the following conditions hold.
(i) For each n ∈ N,

µεn → µn as ε→ 0.

(ii) For each n ∈ N, and for any sequence converging to zero that we still denote
ε→ 0, there exists a subsequence εj such that

φεjn → φn ∈ H1
Ω0

(Ω) as j →∞
strongly in H1(Ω) and limj→∞

∫
Ω0

dεj |∇φεjn |2 = 0, where φn is an eigenfunction of

B0 corresponding to µn and {φn}n is a Hilbert basis of L2
Ω0

(Ω).
Proof. Note that it is sufficient to prove the result for λ large enough such that

Bε is an isomorphism, i.e., such that τε in (4.2) is coercive. Then we proceed by
induction in n. From the min-max characterization of the eigenvalues, we first have

µε1 = inf
u∈H1(Ω)

‖u‖=1

∫
Ω

dε|∇u|2 +

∫
Ω

(λ+ Vε)|u|2 +

∫
Γ

bε|u|2 = inf
u∈H1(Ω)

‖u‖=1

τε(u, u) > 0
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and

µ1 = inf
u∈H1

Ω0
(Ω)

‖u‖=1

∫
Ω1

d0|∇u|2 +

∫
Ω

(λ+ V )|u|2 +

∫
Γ

b|u|2 = inf
u∈H1

Ω0
(Ω)

‖u‖=1

τ0(u, u) > 0,

where ‖ · ‖ represents the L2(Ω) norm. Observe that for the Neumann boundary
condition, Vε = 0, bε = 0, µε1 = µ1 = λ, and the first eigenfunction is constant on Ω.
Also note that in any case the inf is attained.

On the one hand, if we restrict u to be in H1
Ω0

(Ω) with ‖u‖ = 1, we get, since u
is constant on Ω0 and from the convergence of dε, Vε, bε,

µε1 ≤ τε(u, u) → τ0(u, u)

and in particular lim supε µ
ε
1 ≤ µ1.

On the other hand, by taking the family of first eigenfunctions, {φε1}ε, we have

τε(φ
ε
1, φ

ε
1) =

∫
Ω

dε|∇φε1|2 +

∫
Ω

(λ+ Vε)|φε1|2 +

∫
Γ

bε|φε1|2 = µε1 ≤M

for some constant independent of ε. Therefore, by Theorem 4.4, and by taking sub-
sequences if necessary, we have µε1 → µ0 and φε1 → φ ∈ H1

Ω0
(Ω), where ‖φ‖ = 1 and

the latter convergence is weak in H1(Ω) and strong in L2(Ω). Even more, we can also
assume Vεφ

ε
1 → V φ in Lp

′
0(Ω) and bεφ

ε
1 → bφ in Lp

′
1(Γ). But Bε(φ

ε
1) = µε1φ

ε
1 and then,

since µε1φ
ε
1 converges in H−1(Ω) to µ0φ, by Theorem 4.4, φ satisfies B0(φ) = µ0φ and

we have φε1 → φ ∈ H1
Ω0

(Ω) strongly in H1(Ω) and, even more, limε

∫
Ω0

dε|∇φε1|2 = 0.

Consequently, µ0 = τ0(φ, φ) ≥ µ1. Since the argument is independent of the
subsequence we take, we really have proven lim infε µ

ε
1 ≥ µ1 and the function φ

above, which may depend on the subsequence, is a normalized eigenfunction of µ1.
Therefore, the theorem is proved for n = 1.

Assume the result is proved for the first n eigenvalues. Then from the min-max
characterization we have

µεn+1 = inf
u∈H1(Ω)

u⊥φε
1
,...,φεn

‖u‖=1

τε(u, u).

Then take any sequence converging to zero that we still denote ε→ 0, and, therefore,
there exists a subsequence εj such that for every i = 1, . . . , n,

φ
εj
i → φi ∈ H1

Ω0
(Ω) as j →∞

strongly in H1(Ω) and limj→∞
∫
Ω0

dεj |∇φεji |2 = 0, and φi is an eigenfunction of µi
and the φi are mutually orthogonal and have L2(Ω) norm equal to 1. With this we
have

µn+1 = inf
u∈H1

Ω0
(Ω)

u⊥φ1,...,φn

‖u‖=1

τ0(u, u).

We define in L2(Ω) and H1(Ω) the projections P
εj
n =

∑n
i=1〈φεji , ·〉Ωφεji , Q

εj
n =

I − P
εj
n , and Pn =

∑n
i=1〈φi, ·〉Ωφi, Qn = I − Pn. Hence from the strong convergence

of φ
εj
i in H1(Ω) we have

P εj
n → Pn, Qεj

n → Qn
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strongly in L(L2(Ω), H1(Ω)).
Therefore, for a given u ∈ H1

Ω0
(Ω), we take uεj = Q

εj
n (u) which is orthogonal in

L2(Ω) to φ
εj
1 , . . . , φ

εj
n and converges strongly in H1(Ω) to u0 = Qn(u), and then we

claim that

µ
εj
n+1 ≤

τεj (u
εj , uεj )

‖uεj‖2
→ τ0(u

0, u0)

‖u0‖2
as j →∞.

Since u0 ⊥ {φ1, . . . , φn} is arbitrary, we obtain lim supj µ
εj
n+1 ≤ µn+1. Also, since

this upper bound is independent of the sequence ε and the subsequence εj , we have
lim supε µ

ε
n+1 ≤ µn+1.

Now we prove our claim. The first inequality is obvious and then µ
εj
n+1 ≤

τεj (u
εj ,uεj )

‖uεj ‖2 . But since uεj = Q
εj
n (u) = u − P

εj
n (u), we have τεj (u

εj , uεj ) = τεj (u, u) +

τεj (P
εj
n (u), P

εj
n (u))−2τεj (u, P

εj
n (u)). Now, since u is constant on Ω0, we get τεj (u, u) →

τ0(u, u) and

τεj (u, P
εj
n (u)) =

∫
Ω1

dεj∇u∇P εj
n (u) +

∫
Ω

(λ+ Vεj )uP
εj
n (u) +

∫
Γ

bεjuP
εj
n (u)

→
∫

Ω1

d0∇u∇Pn(u) +

∫
Ω

(λ+ V )uPn(u) +

∫
Γ

buPn(u) = τ0(u, Pn(u)).

Finally,

τεj (P
εj
n (u), P εj

n (u)) =
n∑
i=1

|〈φεji , u〉|2τεj (φεji , φεji )

→
n∑
i=1

|〈φi, u〉|2τ0(φi, φi) = τ0(Pn(u), Pn(u)),

where we have used (4.10). Consequently, since u0 = Qn(u) = u − Pn(u), then
τε(u

ε, uε) → τ0(u
0, u0), and the claim is proved.

As a consequence of the above, by taking the family of (n+ 1)th eigenfunctions,
{φεn+1}ε, we have

τε(φ
ε
n+1, φ

ε
n+1) = µεn+1 ≤M

for some constant independent of ε. Therefore,
∫
Ω
dε|∇φεn+1|2 is bounded and then

by Theorem 4.4, and by taking subsequences if necessary, we have µεi → µi, for i =
1, . . . , n, µεn+1 → µ0, and φεi → φi ∈ H1

Ω0
(Ω), i = 1, . . . , n, and φεn+1 → φ ∈ H1

Ω0
(Ω),

where ‖φi‖ = ‖φ‖ = 1, φi are eigenfunctions of µi, and the latter convergence is weak
in H1(Ω) and strong in L2(Ω). In addition, we can assume Vεφ

ε
n+1 → V φ in Lp

′
0(Ω)

and bεφ
ε
n+1 → bφ in Lp

′
1(Γ). But since Bε(φ

ε
n+1) = µεn+1φ

ε
n+1 and since µεn+1φ

ε
n+1

converges in H−1(Ω) to µ0φ, then by Theorem 4.4 φ satisfies B0(φ) = µ0φ and we have
φεn+1 → φ ∈ H1

Ω0
(Ω) strongly in H1(Ω) and, furthermore, limε

∫
Ω0

dε|∇φεn+1|2 = 0.

Since we also have 〈φεn+1, φ
ε
j〉Ω = 0, for j = 1, . . . , n, then in the limit, 〈φ, φj〉Ω =

0. Consequently, µ0 = τ0(φ, φ) ≥ µn+1. Since the argument is independent of the
subsequence we take, we really have proved lim infε µ

ε
n+1 ≥ µn+1. Hence limε µ

ε
n+1 =

µn+1 and the function φ above, which may depend on the subsequence, is a normalized
eigenfunction of µn+1. Therefore, the theorem is proved for n+ 1.
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Corollary 5.2. Under the above conditions (i) If µ ∈ ρ(B0) then for suf-
ficiently small ε, µ ∈ ρ(Bε). (ii) If (a, b) ⊂ R is a bounded interval and Kε =
#{µεn ∈ σ(Bε), µεn ∈ (a, b)} (counting multiplicities), then for sufficiently small ε,
Kε is independent of ε. (iii) If µ ∈ R is such that µ ∈ ρ(B0), and for 0 ≤ ε we take
Mε = {µεn ∈ σ(Bε), µ

ε
n < µ} and we define P ε

µ as the orthogonal projection onto the
subspace

⊕
λ∈Mε

E(λ, ε), then

P ε
µ → P 0

µ , as ε→ 0

in the norm of L(H1(Ω)), where E(λ, ε) denotes the eigenspace of the eigenvalue λ of
Bε.

Proof. Parts i and ii follow from the pointwise convergence of the eigenvalues.
Now, for part iii note that the dimension of

⊕
λ∈Mε

E(λ, ε) is finite and independent
of ε. Therefore, after suitable choice of eigenfunctions we have for ε > 0, P ε

µ =∑M
i=1〈φεi , ·〉Ωφεi for some fixed M ∈ N. From the theorem we get that for any sequence

that we still denote ε → 0 there exists a subsequence εj such that P
εj
µ converges to

P 0
µ strongly in L(L2(Ω), H1(Ω)). Since the limit is independent of the subsequence

we get that the full family converges. Finally, note that we are in a position to apply
[16, Lemma V.9.12], and hence we get the convergence in the operator norm.

6. Further comments and remarks. Now we discuss some different situations
that can be handled similarly. Therefore, we just give the main arguments.

Concerning other boundary conditions, assume now Γ = Γ1 ∪ Γ2 is a partition of
the boundary, where Γ2 6= ∅ and Γ1 could be empty, and consider the mixed problem
with respect to this partition; that is, we impose the Neumann condition on Γ1 and
the Dirichlet condition on Γ2. Note that when Γ1 = ∅ we are solving the Dirichlet
case. Therefore, we consider


−Div(dε(x)∇uε) + (λ+ Vε)u

ε = f ε on Ω,
∂uε

∂~nε
+ bεu

ε = gε on Γ1,

uε = jε on Γ2

(6.1)

for which a weak formulation, using the bilinear form τε defined in (4.2), is given as
follows. Consider the Sobolev space

H1
Γ2

(Ω) = {u ∈ H1(Ω), u = 0 on Γ2}

whose dual space is denoted H−1
Γ2

(Ω). Note that when Γ1 = ∅, then H1
Γ2

(Ω) = H1
0 (Ω).

Assume Vε as in (1.4) and bε ∈ Lq1(Γ1) and converges to b. Then, for hε ∈ H−1
Γ2

(Ω)

and jε ∈ H1/2(Γ2), a solution of the mixed problem is uε ∈ H1(Ω) such that
 τε(u

ε, φ) =

∫
Ω

dε∇uε∇φ+

∫
Ω

(λ+ Vε)u
εφ+

∫
Γ1

bεu
εφ = 〈hε, φ〉−1,1,

γ2(u
ε) = jε on Γ2,

(6.2)

where the first equation holds for every φ ∈ H1
Γ2

(Ω).
For the homogeneous case, i.e., when jε = 0, all the results of the previous sections

apply by working on spaces with subscripts Γ2 indicating that all functions have traces
that vanish on Γ2. Now, for the full problem (6.1) when jε 6= 0, we construct a function
Jε in Ω with trace jε on Γ2, and we write an equation for vε = uε − Jε thus reducing
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the problem to the homogeneous case. For this we have to control Jε on Ω0 and the
way it depends on jε. For this assume that jε is such that

ĵε =

{
jε on Γ2

0 on Γ1
∈ H1/2(Γ).

This condition holds true if jε ∈ H1/2(Γ2) and if Γ̄1 ∩ Γ̄2 = ∅.
Lemma 6.1. With the above assumption, assume λ > 0 and let Jε be defined as

the unique solution of


−Div(dε(x)∇Jε) + λJε = 0 on Ω1,
γ(Jε) = 0 on Γ0 ∪ Γ1,
γ(Jε) = jε on Γ2,

and we extend Jε by zero to Ω0; hence, Jε ∈ H1
Ω0

(Ω). Then the following conditions
hold.

(i) If {ĵε}ε is bounded in H1/2(Γ), then {Jε}ε is bounded in H1(Ω). Moreover, if
ĵε → j weakly in H1/2(Γ), then Jε → J weakly in H1(Ω).

(ii) If ĵε → j strongly in H1/2(Γ), then Jε → J strongly in H1(Ω).
With this special choice for Jε we have the following theorem.
Theorem 6.2. Assume Vε, bε verify (1.4) and (1.5), respectively, hε → h weakly

in H−1
Γ2

(Ω), ĵε → j weakly in H1/2(Γ), λ is large enough, and uε is the unique solution
of (6.2). Then

uε → u ∈ H1
Ω0

(Ω)

weakly in H1(Ω), where u verifies
 τ0(u, φ) =

∫
Ω1

d0∇u∇φ+

∫
Ω

(λ+ V )uφ+

∫
Γ1

buφ = 〈h, φ〉−1,1,

γ2(u) = j on Γ2

(6.3)

for every φ ∈ H1
Γ2,Ω0

(Ω) = H1
Ω0

(Ω) ∩ H1
Γ2

(Ω). Moreover, if the convergence for hε

and ĵε is strong, then uε converges strongly. Furthermore, limε

∫
Ω0

dε|∇uε|2 = 0.

In particular, if h = fΩ +gΓ1
with f ∈ Lp

′
0(Ω) and g ∈ H−1/2(Γ1), then u verifies

−Div(d0(x)∇u) + (λ+ V (x))u = f on Ω1,
∂u
∂~n0

+ bu = g on Γ1,

γ2(u) = j on Γ2,
γ0,i(u) = uΩ0,i

on Γ0,i, i = 1, . . . ,m,

1

|Ω0,i|
∫

Γ0,i

∂u

∂~n0
+

(
−
∫

Ω0,1

λ+ V

)
uΩ0,i

= −
∫

Ω0,i

f, i = 1, . . . ,m,

(6.4)

where uΩ0,i
denotes the constant value of u on Ω0,i for i = 1, . . . ,m.

Proof. If uε is a solution of (6.2), then the function vε = uε−Jε ∈ H1
Γ2

(Ω) verifies

τε(v
ε, φ) = 〈hε, φ〉−1,1 −

∫
Ω1

dε∇Jε∇φ−
∫

Ω1

(λ+ Vε)J
εφ−

∫
Γ1

bεJ
εφ

def
= 〈Hε, φ〉−1,1

for every φ ∈ H1
Γ2

(Ω). From the lemma, we get that if hε → h weakly (strongly) in

H−1
Γ2

(Ω) and ĵε → j weakly (strongly) in H1/2(Γ), then Hε → H weakly (strongly)
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in H−1
Γ2

(Ω), where H is defined by 〈H,φ〉−1,1 = 〈h, φ〉−1,1 −
∫
Ω1

d0∇J∇φ −
∫
Ω1

(λ +

V )Jφ− ∫
Γ1
bJφ.

From the result for the homogeneous case above, we get vε → v ∈ H1
Γ2,Ω0

(Ω)

weakly in H1
Γ2

(Ω) (strongly and limε

∫
Ω0

dε|∇vε|2 = 0). Also, v satisfies T0(v) =

H|H1
Γ2,Ω0

(Ω) in H−1
Γ2,Ω0

(Ω). Therefore, uε → u = v + J ∈ H1
Ω0

(Ω) weakly in H1(Ω)

(strongly and limε

∫
Ω0

dε|∇uε|2 = 0). The rest is obvious.

We can also consider, without any change in the analysis, the same problem for
diffusion operators of the form

−Div(Dε(x)∇u),

where Dε(x) is a positive definite symmetric matrix for each x ∈ Ω with smooth
coefficients and such that if λε1(x) denotes the first eigenvalue of Dε(x), then 0 <
m0 ≤ λε1(x) for every x ∈ Ω and 0 ≤ ε ≤ ε0, and λε1(x) −→ ∞ uniformly on compact
subsets of Ω0, as ε → 0, and Dε(x) −→ D0(x) uniformly on Ω1, as ε → 0. In this
case, the conormal derivative is given by ∂u

∂~nε
= 〈Dε(x)∇u, ~n〉 = 〈∇u,D∗

ε (x)~n〉. Also,
the case of discontinuous diffusion coefficients dε can be dealt with no change, since
no elliptic regularity results are needed in most of our analysis; see [17].

Acknowledgments. The author wishes to acknowledge the hospitality of the
Instituto de Ciencias Matematicas de São Carlos-USP, São Paulo, Brazil, and to
acknowledge useful discussions with Professor Alexandre Carvalho.

REFERENCES

[1] S. S. Antman, Nonlinear Problems of Elasticity, Springer-Verlag, New York, 1995.
[2] H. Brezis and T. Kato, Remarks on the Schrödinger operator with complex potentials, J.

Math. Pures Appl., 58 (1979), pp. 137–151.
[3] A. N. Carvalho, Spatial homogeneity in damped hyperbolic equations, Dynam. Systems Appl.,

1 (1992), pp. 221–250.
[4] A. N. Carvalho and J. K. Hale, Large diffusion with dispersion, Nonlinear Anal., 17 (1991),

pp. 1139–1151.
[5] A. N. Carvalho and A. L. Pereira, A scalar parabolic equation whose asymptotic behavior

is dictated by a system of ordinary differential equations, J. Differential Equations, 112
(1994), pp. 81–130.

[6] A. N. Carvalho and L. A. F. Oliveira, Delay–partial differential equations with some large
diffusion, Nonlinear Anal., 22 (1994), pp. 1057–1095.

[7] A. N. Carvalho and A. Rodriguez-Bernal, Upper Semicontinuity of Attractors for
Parabolic Equations with Localized Large Diffusion and Nonlinear Boundary Conditions,
in preparation.

[8] P. G. Ciarlet, Mathematical Elasticity, North–Holland, Amsterdam, 1988.
[9] E. Conway, D. Hoff, and J. Smoller, Large time behavior of solutions of systems of non-

linear reaction-diffusion equations, SIAM J. Appl. Math., 35 (1978), pp. 1–16.
[10] G. Fusco, On the explicit construction of an ODE which has the same dynamics as a scalar

parabolic PDE, J. Differential Equations, 69 (1987), pp. 85–110.
[11] J. Hale, Large diffusivity and asymptotic behavior in parabolic systems, J. Math. Anal. Appl.,

118 (1986), pp. 455–466.
[12] J. Hale and C. Rocha, Varying boundary conditions and large diffusivity, J. Math. Pures

Appl., 66 (1987), pp. 139–158.
[13] J. K. Hale and K. Sakamoto, Shadow systems and attractors in reaction-diffusion equations,

Appl. Anal., 32 (1989), pp. 287–303.
[14] T. Kato, Perturbation Theory of Linear Operators, Springer-Verlag, New York, 1980.
[15] A. Rodriguez-Bernal, On the construction of inertial manifolds under symmetry constraints

II: O(2) constraint and inertial manifolds on thin domains, J. Math. Pures Appl., 72
(1993), pp. 57–79.



1380 A. RODRÍGUEZ-BERNAL
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Abstract. We consider the Cauchy–Dirichlet problem for the equation

ut = ∆um, m > 1, on D = <Nk × (t > 0),

where <Nk = <N ∩ {x1, ..., xk > 0} , 1 ≤ k ≤ N, N ≥ 1. Sharp bounds of the interface (or free
boundary) are obtained. We use a weighted energy method, which allows us to consider more
general equations.

Key words. porous media equation, energy solution, free boundary
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1. Introduction. This paper is concerned with the qualitative properties of the
solution of the following initial-boundary value problem:


∂u
∂t = ∆um in D = <Nk × (0,∞),
u(x, t) = 0 on ∂<Nk × (0,∞),
u(x, 0) = uo(x) on <Nk ,

(1)

where <Nk = <N ∩ {x1, ..., xk > 0} , 1 ≤ k ≤ N, N ≥ 1, m > 1. In [5], [7], [11], [13]
(see also the references therein) the authors investigated the qualitative properties of
the solution of the Cauchy problem for more general parabolic equations, including
the porous media equation. Moreover, it is well known that the energy solutions of the
initial-boundary value problem for the porous media equation in any unbounded open
set of <N have the property of so-called finite speed of propagation of perturbations,
provided that the initial data have compact support.

In [7], estimates on the growth of the free boundary defined by support u(., t) are
found. As a matter of fact, assuming uo compactly supported and setting

ζ(T ) = supremum {|x| : x ∈ support u(., T )} ,
Corollary 6.1 of [7] guarantees that ζ(T ) = O(T β), where β = 1

N(m−1)+2 is the

Barenblatt exponent.
Of course, this result still holds in our case.
Our aim is to find new bounds on ζ(T ). Indeed, we shall prove that if the

support of the initial datum is bounded, then for the solution of problem (1) we have
the following:

γ1µk(0)
σ(m−1)
N+k T

σ
N+k ≤ ζ(T ) ≤ γ2µk(0)

σ(m−1)
N+k T

σ
N+k ∀T > To,(2)
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where γ1, γ2 are positive constants, µk(0) is the moment defined by

µk(0) =

∫
<N
k

x1 · · ·xkuo(x)dx,

σ is the number defined by

σ =
N + k

(N + k)(m− 1) + 2
,

and To is a sufficiently large constant.
A result of this type has been obtained in [11], but in the case k = 1. The

method used in [11] is different from ours since it is based on the construction of the
so-called dipole solutions and doesn’t permit consideration of more general situations,
as problem (1).

In order to get the above result, we use a weighted energy method, adapted from
[5], [7], combined with the moment technique of [15], [16]. The main tools are some
technical inequalities together with an estimate on the ‖u(., t)‖L∞(<N

k
).

The second result of our paper deals with the finite speed of propagation of the
solution of the following initial-boundary value problem:


∂
∂t (|u|r−1u) + (−1)lu(2l) = 0 in Q = <+ × (t > 0),
u(j) = 0, j = 0, 1, ..., l − 1, on {0} × (t > 0),
u(x, 0) = uo(x) on <+,

(3)

where 0 < r < 1, u(j) = ∂ju
∂xj , l > 1 is an integer. In section 4, we shall prove that

if the support of uo is bounded, then for any T > 0, sufficiently large, the following
estimate holds:

ζ(T ) ≤ γ3T
r+1

2(l−1)(r+1)+4 ,(4)

with γ3 positive constant.
If, in addition,

sup
0<t<∞

∫
<+

x|u|rdx = µo <∞,(5)

then

ζ(T ) ≤ γ4T
r

2(1+(l−1)r) ,(6)

where γ4 is a positive constant. We point out that estimates (4) and (6) improve the
results of [7, Corollaries 2.2 and 6.1]. Moreover, our results can be extended to the
case of equations with lower order terms in multidimensional half-space (see [3]).

2. Statement of main results. Throughout the paper we will assume that in
problem (1), uo ≥ 0 on <Nk ,

uo ∈ L1(<Nk ) ∩ L∞(<Nk ),

and in problem (3),

uo ∈ Lr+1(<+).
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Let us denote by W the closure of C∞o (<Nk ) with respect to the seminorm(∫
<N
k

|Dv|2dx
) 1

2

.

Let us set q = 1
m .

Definition 1. Given uo in (1), we say that u is an energy solution to (1) if
u ≥ 0 in D,

um ∈ C([0,∞);Lq+1(<Nk )) ∩ L2(0, T ;W ) ∩ L∞(0, T ;L∞(<Nk )),

∀ finite T > 0, and u satisfies the equation of problem (1) in D′(D), together with the
initial-boundary conditions.

Let us denote by V the closure of C∞o (<+) with respect to the seminorm(∫
<+

‖u(l)‖2dx
) 1

2

.

Definition 2. Given uo in (3), we say that u is an energy solution to (3) if

u ∈ C([0,∞);Lr+1(<+)) ∩ L2(0, T ;V )

∀ finite T > 0, and u satisfies the equation of (3) in D′(<+), together with the initial-
boundary conditions.

The existence of an energy solution to problems (1) and (3) follows from the
results of [6]. Related existence results can be found in [9], [1], and [12].

Our main goal is to prove the following.
Theorem 1. Let u(x,t) be an energy solution of problem (1). Assume that

support uo ⊂ BkRo ,

where

BkRo =
{
x ∈ <Nk , |x| < Ro

}
.

Then the estimates (2) hold.
Remark 1. We recall that, due to Corollary 6.1 of [7], ζ(T ) = O(T β), where β =
1

N(m−1)+2 is the Barenblatt exponent, while estimate (2) states that ζ(T ) = O(T
σ

N+k ).

As we have remarked in the introduction, Theorem 1 improves Corollary 6.1 of [7],
since σ

N+k < β.
In section 4 we shall prove the following.
Theorem 2. Let u(x,t) be an energy solution of problem (3). Assume that

support uo ∈ (0, Ro).

Then estimate (4) holds. If, in addition, u(x,t) satisfies condition (5), then estimate
(6) is also true.

Remark 2. As a consequence of Corollary 2.1 of [7], for T > 0 sufficiently large,

ζ(T ) ≤ coT βo ,(7)
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where βo = r+1
(2l−1)(r+1)+2 , so the upper bound (4) improves (7). Furthermore, if

u ∈ L∞(0, T ;Lr(Ω)), due to Corollary 6.1 of [7], we deduce

ζ(T ) ≤ c1T β1 for T > 0 sufficiently large,(8)

with β1 = r
(2l−1)(r+1)+1 . Since r ∈ (0, 1), estimate (6) is better than (8).

However, we must remark that assumption (5) is stronger than assumption u ∈
L∞(0, T ;Lr(Ω)) and also, that we don’t know under which conditions the energy
solutions of problem (3) satisfy assumption (5).

3. Some technical lemmas. We recall here some technical inequalities which
we shall employ in the proof of our theorems.

Lemma 1 (Hardy’s inequality). Let θ > 0, R > 0, and∫ ∞
R

y(y −R)θ+1u2
ydy <∞.

Then ∫ ∞
R

y(y −R)θ−1u2dy ≤ 4

θ2

∫ ∞
R

y(y −R)θ+1u2
ydy.(9)

For the proof, see [10, Theorem 330]. Let us set

Xk = x1 · · ·x2 · · ·xk.
Lemma 2 (weighted Nirenberg–Gagliardo inequality). Let ω ∈W 1

2 (<Nk )∩Lβ(<Nk )
and 0 < β < 1 < λ ≤ 2. Then, ∫

Ω+
R

Xk|ω|λdx

≤ (γ(N, k, β))λ

(∫
Ω+
R

Xk|∇ω|2dx
)θ1 (∫

Ω+
R

Xk|ω|βdx
)θ2

,(10)

where

θ1 =
(λ− β)(N + k)

(N + k)(2− β) + 2β

and

θ2 =
(2− λ)(N + k) + 2λ

(N + k)(2− β) + 2β
.

Proof. Let

ΩN+k = <Nk × {(z1, ..., zk) : 0 < zi < xi, i = 1, ..., k}
and ω ∈W 1

2 (ΩN+k) ∩ Lβ(ΩN+k). Let us put

∇x,zω =

(
∂ω

∂x1
, ...,

∂ω

∂xN
,
∂ω

∂z1
, ...,

∂ω

∂zN

)
,
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Eq(ω) =

∫
ΩN+k

|ω|qdxdz,

J(ω) =

∫
ΩN+k

|∇x,zω|2dxdz,

Ek,q(ω) =

∫
<N
k

Xk|ω|qdx,

J(ω) =

∫
<N
k

Xk|∇ω|2dx.

By virtue of the Nirenberg–Gagliardo inequality (see Theorem 58.XII of [14]), there
exists a constant γ, which depends only on N + k, β such that

Eλ(ω) ≤ γλ(J(ω))θ1(Eβ(ω))θ2 .(11)

If we take ω(x, z) = ω(x), we have

Eq(ω) = Ek,q(ω), J(ω) = J(ω),

and so, from (11) we complete the proof.
Lemma 3. Assume u is an energy solution of problem (1) and ρ(x) ∈ W 1

∞(<Nk ),
ρ ≥ 0 on <Nk . Then, for all T1, T2, 0 ≤ T1 < T2 the following inequality is true:

q

q + 1

∫
<N
k

ρ(x)vq+1(x, T2)dx+

∫ T2

T1

∫
<N
k

DvD(ρv)dxdt

=
q

q + 1

∫
<N
k

ρ(x)vq+1(x, T1)dx,(12)

where v = um.
For the proof, we refer to Proposition 3.3 of [7].
Lemma 4. Let u be a solution of problem (1) and

ζ1(T ) = supremum {x1 : x ∈ support u(., T )} .
Then, for all T1, T2 > 0, T1 < T2 < T we have

ζ1(T2)− ζ1(T1) ≤ γ(T2 − T1)βo

(∫
<N
k

Xku
m+1(x, T1)dx

)λ0

,(13)

where

βo =
m+ 1

(N + k)(m− 1) + 2(m+ 1)
,

λo =
m− 1

m+ 1
βo,
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and γ is a positive constant which depends on N, k, m.
Proof. In view of the known results for the Cauchy–Dirichlet problem for the

porous media equation in any unbounded domain (see [7, Corollary 6.1]), we deduce

support u(x, t) ⊂ BR(T ),

where

R(T ) ≤ Ro + γT
1

N(m−1)+2 .

Let us denote

(x1 −R)s+ =

{
(x1 −R)s for x1 > R,
0 for x1 ≤ R.

Then, choosing in (12),

ρ(x) = Xk(x1 −R)s+, T1 = 0, T2 = T > 0, R > Ro,

with s a sufficiently large positive number, we infer

ess sup
0≤t≤T

∫
Ω+
R

Xk(x1 −R)svq+1dx+

∫ T

0

∫
Ω+
R

Xk(x1 −R)s|∇v|2dxdt

≤ γ
∫ T

0

∫
Ω+
R

Xk(x1 −R)s−1|∇v|vdxdt

+

∫ T

0

∫
Ω+
R

k∑
i=1

Xi
kvxiv(x1 −R)sdxdt = I1 + I2,(14)

where

Xi
k = x1 · · ·xi−1xi+1 · · ·xk

and

Ω+
R = <Nk \ {x1 ≤ R} .

Let us estimate I1, I2. Integrating by parts, we obtain

I2 = −s
2

∫ T

0

∫
Ω+
R

x2 · · ·xkv2(x1 −R)s−1dxdt

≤ s

2

∫ T

0

∫
Ω+
R

Xk(x1 −R)s−2v2dxdt.(15)

Moreover, the application of Young’s inequality yields

I1 ≤ ε

2

∫ T

0

∫
Ω+
R

Xk(x1 −R)s|∇v|2dxdt
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+
1

2ε

∫ T

0

∫
Ω+
R

Xk(x1 −R)s−2v2dxdt.(16)

Thus, from (14)–(16) and for a sufficiently small ε, it follows that

ess sup
0≤t≤T

∫
Ω+
R

Xk(x1 −R)svq+1dx+

∫ T

0

∫
Ω+
R

Xk(x1 −R)s|∇v|2dxdt

≤ γ
∫ T

0

∫
Ω+
R

Xk(x1 −R)s−2v2dxdt.(17)

Now, we would like to estimate the right-hand side of the last inequality. First, by
virtue of Hardy’s inequality (9), we can establish the following estimate:∫ T

0

∫
Ω+
R

Xk(x1 −R)s−2v2dxdt ≤ γ
∫ T

0

∫
Ω+
R

Xk(x1 −R)s|∇v|2dxdt.

So, if we set

Fs = Fs(T,R) = ess sup
0≤t≤T

∫
Ω+
R

Xk(x1 −R)svq+1dx,

Is = Is(T,R) =

∫ T

0

∫
Ω+
R

Xk(x1 −R)s|∇v|2dxdt,

from (17) we can deduce

Fs ≤ γIs.(18)

Now, we can use the following weighted Nirenberg–Gagliardo inequality (see Lemma
2): ∫

Ω+
R

X1
k |ω|2dx

≤ γ
(∫

Ω+
R

X1
k |∇ω|2dx

)a(∫
Ω+
R

X1
k |ω|q+1dx

) 2(1−a)
1+q

,(19)

where

X1
k = x2 · · ·xk

and

a =
(N + k − 1)(1− q)

(N + k − 1)(1− q) + 2(q + 1)
.

Setting in this inequality

ω = (x1(x1 −R)s−2)
1
2 v,
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we have ∫
Ω+
R

Xk(x1 −R)s−2v2dx ≤ γ
(∫

Ω+
R

Xk(x1 −R)s−2|∇v|2dx

+

∫
Ω+
R

Xk(x1 −R)s−4v2dx

)a(∫
Ω+
R

X1
k(x1(x1 −R)s−2)

q+1
2 vq+1dx

) 2(1−a)
q+1

,

from which, using also Hardy and Young’s inequalities, we obtain∫
Ω+
R

Xk(x1 −R)s−2v2dx

≤ γ
(∫

Ω+
R

Xk(x1 −R)s−2|∇v|2dx
)a(∫

Ω+
R

Xkv
q+1dx

) θ2(1−a)
q+1

·
(∫

Ω+
R

Xk(x1 −R)svq+1dx

) 2(1−θ)(1−a)
q+1

,(20)

where

θ =
s(1− q) + 2(q + 1)− q + 1

2s
.

Let us denote

Es = Es(t, R) =

∫
Ω+
R

Xk(x1 −R)svq+1dx,

Js = Js(t, R) =

∫
Ω+
R

Xk(x1 −R)s|∇v|2dx.

Then, with the help of (20), inequality (17) may be rewritten as follows:

Is ≤ γ
∫ T

0

J as−2(t).E
2θ(1−a)
q+1

o .E
2(1−θ)(1−a)

q+1
s dt.

Estimating the right-hand side of the last inequality by Holder’s inequality and also
using (18), we can obtain

Is ≤ γIas−2F
2θ(1−a)
q+1

o F
2(1−θ)(1−a)

q+1
s T 1−a,

≤ γIas−2I
2θ(1−a)
q+1

o I
2(1−θ)(1−a)

q+1
s T 1−a.(21)

Again, by virtue of Holder’s inequality, it easily follows that

Is−2 ≤ I
s−2
s

s I 2
s
o ,

I1 ≤ I
1
s
s I

s−1
s

o .
(22)
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Estimating in (21) Is−2 from above and Is from below, after easy manipulations we
get

Iλ1
1 (R, T ) ≤ γIoT β1 ,(23)

where

λ1 =
(N + k)(1− q) + 2(q + 1)

(N + k)(1− q) + 2(q + 1) + 1− q
and

β1 =
q + 1

(N + k)(1− q) + 2(q + 1) + 1− q .

Noticing that

Io(R, T ) = −dI1

dR
,

from (23) we deduce

T−β1Iλ1
1 ≤ −γ

dI1

dR
.

Hence

I1−λ1
1 (R, T )

≤ I1−λ1
1 (Ro, T )− γ(R−Ro)T−β1

≤ γI
1−λ1
λ1

o (Ro, T )T
(1−λ1)β1

λ1 − γ(R−Ro)T−β1 ,

and therefore

ζ1(T ) ≤ Ro + γIλoo T βo ,(24)

where λo, βo are defined in Lemma 5.
By a slight modification of the proof, we can also obtain that for any T1, T2, with

0 ≤ T1 < T2,

ζ1(T2)− ζ1(T1) ≤ γ(T2 − T1)βo

(∫ T2

T1

∫
<N
k

Xk|∇um|2dxdt
)λo

.(25)

Finally, taking in (12) ρ(x) = Xk, it follows that∫ T2

T1

∫
<N
k

Xk|∇um|2dx ≤ q + 1

q

∫
<N
k

Xku
m+1(x, T1)dx,(26)

and so from (25) and (26) we get (13).
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In order to improve inequality (13), we need an estimate on the ‖u(., t)‖∞,<N
k

-

norm; for this aim, we follow the method used in [15], combined with the iterative
technique of [2].

Lemma 5. Let u be an energy solution of problem (1). Then, for any t > 0, the
following estimate holds:

‖u(., t)‖L∞(<N
k

) ≤ γµk(0)
2σ
N+k t−σ,(27)

where

µk(0) =

∫
<N
k

Xkuo(x)dx

and

σ =
N + k

(N + k)(m− 1) + 2
.

Proof. Using a standard method, from the weak formulation of (1), for any p ≥ m
we obtain

d

dt

∫
<N
k

Xku
p+1dx

= −4mp(p+ 1)

(m+ p)2

∫
<N
k

Xk|∇u
p+m

2 |2dx− (p+ 1)

∫
<N
k

k∑
i=1

(um)xiX
i
ku

pdxdt.

By virtue of Green’s formula and taking into account the boundary condition, the
second term on the right-hand side is zero. Therefore, for a.e. t > 0, we have

d

dt

∫
<N
k

Xku
p+1dx = −4mp(p+ 1)

(m+ p)2

∫
<N
k

Xk|∇u
p+m

2 |2dx.(28)

Moreover, since support u(x, t) is bounded, for any t > 0 we obtain

µk(t) =

∫
<N
k

Xku(x, t)dx =

∫
<N
k

Xkuodx = µk(0).(29)

For any n, positive integer, let us denote by

pn = m+ 2n − 2,

En(t) =

∫
<N
k

Xku(x, t)pn+1dx.

We shall obtain estimate (27) by proving that, for any t > 0, there exist two constants
θ1, θ2, independent of n, such that

En(t) ≤ Anµk(0)σ
(N+k)(m−1)+2(pn+1)

N+k t−σpn ,(30)
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where

An =

(
n∏
i=1

(θ1pi)
θ2
pi+1

)pn+1

.

We shall prove (30) by induction on n. For n = 1, it follows from (28) and the
weighted Nirenberg–Gagliardo inequality (10), provided θ1 ≥ max(1, σ, γ(N, k, 1

m ))
and θ2 ≥ 3(m+ 1)σ, where γ(N, k, 1

m ) is the constant which appears in the inequality
(10). Assume that (30) holds for n and let us prove it for n + 1. From (28), with
p = pn+1 + 1 we deduce

d

dt

∫
<N
k

Xku
pn+1+1dx ≤ −

∫
<N
k

Xk|∇upn+1|2dx;(31)

moreover, from inequality (10), we have∫
<N
k

Xk|∇upn+1|2dx ≥ [En+1(t)]αn

[En(t)]βn [γ(N, k, 1)]δn
,(32)

where

αn =
(N + k + 2)(pn + 1)

(pn+1 − pn)(N + k)
,

βn =
(N + k)(m− 1) + 2(pn+1 + 1)

(pn+1 − pn)(N + k)
,

δn = αn
pn+1 + 1

pn + 1
.

Thus, from (31) and (32) we obtain

d

dt
En+1(t) ≤ − [En+1(t)]αn

[En(t)]βn [γ(N, k, 1)]δn
.

Integrating this inequality and using (30), we get

En+1(t) ≤ [γ(N, k, 1)]
δn

αn−1 [σpn+1]
1

αn−1A
βn

αn−1
n µk(0)σ

(N+k)(m−1)+2(pn+1+1)

N+k t−σpn+1 .

Thus, after easy manipulations, we obtain

En+1(t)

≤ [max(1, γ(N, k, 1), σ)pn+1]2(N+k+2) ·
[
n∏
i=1

(θ1pi)
2θ2
pi+1

]pn+1+1

·µk(0)σ
(N+k)(m−1)+2(pn+1+1)

N+k · t−σpn+1 .
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Finally, we get the proof of (30), taking

θ1 ≥ max

(
1, σ, γ(N, k, 1), γ

(
N, k,

1

m

))
and

θ2 ≥ max

(
3(m+ 1)σ,

N + k + 2

4

)
.

Letting n→∞ in

[En(t)]
1

pn+1 ≤
[
n∏
i=1

(θ1pi)
θ2
pi+1

]
µk(0)σ

(N+k)(m−1)+2(pn+1)
(N+k)(pn+1) t−σ

pn
pn+1 ,

we complete the proof of Lemma 5, choosing γ = exp (
∑+∞
i=1

θ2
pi+1 log θ1pi).

The following lemma, due to F. Bernis (see [7, Lemma 6.1]), allows us to prove
Theorem 1.

Lemma 6. Let f : < → < be a function such that

f(t)− f(s) ≤ C(t− s)as−b ∀t > s ≥ to > 0,

where a > b > 0.
Then ∀T ≥ to,

f(T )− f(to) ≤ C(1− 2b−a)−1T a−b.

Now we are able to prove Theorem 1.
Proof of Theorem 1. From (13) and (27) we get

ζ1(T2)− ζ1(T1) ≤ γµk(0)( 2σ
N+km+1)λo(T2 − T1)βoT−λomσ1 .

Thanks to the last inequality, we can apply Lemma 6.1 of [7], which gives

ζ1(T ) ≤ γµk(0)
σ

N+k (m−1)T
σ

N+k

for a sufficiently large T > 0. In the same way, we can obtain the previous estimate
for ζj(T ), j = 2, ..., N , and hence,

ζ(T ) ≤ γµk(0)
σ

N+k (m−1)T
σ

N+k

for a sufficiently large T > 0. Now we are able to estimate ζ(T ) from below. Using
(29) and the last inequality, we get

µk(0) = µk(t) =

∫
<N
k

Xku(x, t)dx

≤ γζ(t)N+k‖u(., t)‖∞,<N
k

≤ γζ(t)N+kµk(0)
2σ
N+k t−σ,

or

ζ(t) ≥ γµk(0)
σ(m−1)
N+k t

σ
N+k ,

for a sufficiently large t > 0. The proof of Theorem 1 is complete.
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4. The higher order case for N = 1. In order to prove Theorem 2, we need
the following lemma.

Lemma 7 (Nirenberg–Gagliardo inequality). Given l ≥ 2, s ≥ 2, 0 < q < 1, the
following inequality holds:∫ ∞

R

x(x−R)s−2(u(l−1))2dx(33)

≤ γ
(∫ ∞

R

x(x−R)s−2(u(l))2dx

)β1
(∫ ∞

R

x|u|q+1dx

)β2
(∫ ∞

R

x(x−R)s|u|q+1dx

)β3

,

where

β1 =
l − 1

l
+

θ1

l(l − (l − 1)θ1)
,

β2 =
2θ2(1− θ1)

(q + 1)(l − (l − 1)θ1)
,

β3 =
2(1− θ2)(1− θ1)

(q + 1)(l − (l − 1)θ1)
,

θ1 =
1− q

1− q + 2(q + 1)
,

θ2 =
s(1− q) + 2(q + 1) + q − 1

2s
.

Proof. First of all, we will prove the following inequalities:∫ ∞
R

x(x−R)s−2(u(l−1))2dx

≤ γ
(∫ ∞

R

x(x−R)s−2(u(l))2dx

) l−1
l
(∫ ∞

R

x(x−R)s−2u2dx

) 1
l

,(34)

∫ ∞
R

x(x−R)s−2u2
xdx

≤ γ
(∫ ∞

R

x(x−R)s−2(u(l))2dx

) 1
l
(∫ ∞

R

x(x−R)s−2u2dx

) l−1
l

.(35)

Let us prove (34). Using [7], we can write∫ ∞
R

x(x−R)s−2(u(l−1))2dx
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=

∫ ∞
R

(x−R)s−1(u(l−1))2dx+R

∫ ∞
R

(x−R)s−2(u(l−1))2dx

≤ γ
(∫ ∞

R

(x−R)s−1(u(l))2dx

) 1
l
(∫ ∞

R

(x−R)s−1u2dx

) l−1
l

+γR

(∫ ∞
R

(x−R)s−2(u(l))2dx

) 1
l
(∫ ∞

R

(x−R)s−2u2dx

) l−1
l

≤ γ
(∫ ∞

R

x(x−R)s−2(u(l))2dx

) 1
l
(∫ ∞

R

x(x−R)s−2u2dx

) l−1
l

.

Inequality (35) may be proved in the same way. Now, from (19) with k = 1, it follows
that ∫ ∞

R

x(x−R)s−2u2dx

≤ γ
(∫ ∞

R

x(x−R)s−2u2
xdx

)θ1 (∫ ∞
R

x|u|q+1dx

) 2(1−θ1)

q+1 θ2

,

(∫ ∞
R

x(x−R)s|u|q+1dx

) 2(1−θ1)

q+1 (1−θ2)

≤ γ
((∫ ∞

R

x(x−R)s−2(u(l))2dx

) 1
l
(∫ ∞

R

x(x−R)su2dx

) l−1
l

)θ1
,

(∫ ∞
R

x|u|q+1

) 2(1−θ1)θ2
q+1

(∫ ∞
R

x(x−R)s|u|q+1dx

) 2(1−θ1)(1−θ2)

q+1

.

From this inequality, we can estimate∫ ∞
R

x(x−R)s−2u2dx,

and substituting this bound into (35) we get (33). Thus, the lemma is proved.
Lemma 8. Let u be an energy solution of problem (3) and ρ(x) ∈ W l

∞(0,∞),
ρ(x) ≥ 0. Then, for any T1, T2 : 0 ≤ T1 < T2, the following equality is true:

1

r + 1

∫ ∞
0

ρ(x)|u(x, T2)|r+1dx− 1

r + 1

∫ ∞
0

ρ(x)|u(x, T1)|r+1dx

+

∫ T2

T1

∫ ∞
0

u(l)(ρ(x)u)(l)dxdt = 0.(36)
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For the proof, see [7].
Lemma 9. Assume that u is an energy solution of problem (3). Then, for any

T1, T2 : 0 ≤ T1 < T2, we have

ζ(T2)− ζ(T1)

≤ γ(T2 − T1)
r+1

2(l−1)(r+1)+4

(∫ T2

T1

∫ ∞
0

x(u(l))2dxdt

) 1−r
2(l−1)(r+1)+4

.(37)

Proof. Substituting T1 = 0, T2 = T , ρ(x) = x(x − R)s+ with R > Ro and s
sufficiently large positive number, and taking into account that

(x(x−R)su)(l) = x((x−R)su)(l) + l((x−R)su)(l−1)

and ∣∣∣∣∣
∫ T

0

∫ ∞
R

u(l)((x−R)su)(l−1)dx

∣∣∣∣∣
=

∣∣∣∣∣∣
l−1∑
j=0

Cj

∫ T

0

∫ ∞
R

(u(l−j−1))2(x−R)s−2j−1dxdt

∣∣∣∣∣∣
≤ γ

l−1∑
j=0

∫ T

0

∫ ∞
R

x(x−R)s−2j−2(u(l−j−1))2dxdt

from (36), it follows that

ess sup
0<t≤T

∫ ∞
R

x(x−R)s|u|r+1dx+

∫ T

0

∫ ∞
R

|u(l)|2x(x−R)sdxdt

≤ γ
∫ T

0

∫ ∞
R

x
l−1∑
j=0

(x−R)s−2j−2(u(l−j−1))2dxdt

+γ

∫ T

0

∫ ∞
R

∣∣∣∣∣∣x
l−1∑
j=0

(x−R)s−j−1u(l−j−1)u(l)

∣∣∣∣∣∣ dxdt.(38)

Using Young’s inequality, the second term on the right-hand side may be estimated
by

ε

2

∫ T

0

∫ ∞
R

x(x−R)s(u(l))2dxdt

+
1

2ε

∫ T

0

∫ ∞
R

x
l−1∑
j=0

(x−R)s−2j−2(u(l−j−1))2dxdt.



1396 S. BONAFEDE, G. R. CIRMI, AND A. F. TEDEEV

So, choosing a sufficiently small ε > 0, from (38) we have

ess sup
0<t≤T

∫ ∞
R

x(x−R)s|u|r+1dx+

∫ T

0

∫ ∞
R

(u(l))2x(x−R)sdxdt

≤ γ
∫ T

0

∫ ∞
R

x
l−1∑
j=0

(x−R)s−2j−2(u(l−j−1))2dxdt.

The use of Hardy’s inequality yields

Fs + Is ≤ γ
∫ T

0

∫ ∞
R

x(x−R)s−2(u(l−1))2dxdt,(39)

where

Fs = ess sup
0<t≤T

∫ ∞
R

x(x−R)s|u|r+1dx,

Is =

∫ T

0

∫ ∞
R

x(x−R)s(u(l))2dxdt.

Again applying Hardy’s inequality, we obtain

Fs ≤ γIs.(40)

Moreover, estimating the right-hand side of (39) by the Nirenberg–Gagliardo inequal-
ity (33) and using (40), we deduce

Is ≤ γ
∫ T

0

J β1

s−2Eβ2
o Eβ3

s dt ≤ γIβ1

s−2Iβ2
o Iβ3

s T 1−β1 ,(41)

where

Js−2 =

∫ ∞
R

x(x−R)s−2(u(l))2dx,

Es =

∫ ∞
R

x(x−R)s−2|u|r+1dx,

E0 =

∫ ∞
R

x|u|r+1dx.

From (41), it follows that

Iβ4

1 ≤ −
dI1

dR
T β5 ,

with

β4 =
2(l − 1)(r + 1) + 4

2(l − 1)(r + 1) + 4 + (1− r) , β5 =
r + 1

2(l − 1)(r + 1) + 4 + (1− r) .
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From the last inequality, we derive, in the usual way, estimate (37).

Proof of Theorem 2. Let us substitute in (36) ρ(x) = x. Since the support of u is
bounded, and taking into account the identity

xu(l) + lu(l−1) = (xu)(l),

we obtain

∫ T2

T1

∫ ∞
0

x(u(l))2dxdt ≤ γ
∫ ∞

0

x|u(x, T1)|r+1dx.(42)

Thus, using (42) in (37) easily follows (4).

In order to prove inequality (6), let us note that

1

r + 1

d

dt

∫ ∞
0

x|u(x, t)|r+1dx = −
∫ ∞

0

x(u(l))2dx.(43)

Now, we remember that the following weighted Nirenberg–Gagliardo inequality
holds (see [7]):

(∫ ∞
0

x|u|r+1dx

) 1
r+1

≤ γ
(∫ ∞

0

x(u(l))2dx

) θ
2
(∫ ∞

0

x|u|qdx
) 1−θ

r

,

where

θ =
2

(r + 1)(2 + (l − 1)r)
.

Thus, using this inequality and assumption (5) from (43), we derive

d

dt

∫ ∞
0

x|u|r+1dx ≤ −γµl+1
o

(∫ ∞
0

x|u|r+1dx

)χ
,

where χ = 2 + (l − 1)r. The last inequality yields∫ ∞
0

x|u|r+1dx ≤ γµ
l−1

1+(l−1)r
o t

−1
1+(l−1)r .(44)

From (37), (42), and (44) we get

ζ(T2)− ζ(T1) ≤ γ(T2 − T1)
r+1

2(l−1)(r+1)+4T
− 1−r

(1+(l−1)r)(2(l−1)(r+1)+4)

1 .

Therefore, Lemma 1.6 of [7] gives estimate (6). The proof of Theorem 2 is complete.
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Abstract. For a large class of reaction-diffusion systems on the plane, we show rigorously that
m-armed spiral waves bifurcate from a homogeneous equilibrium when the latter undergoes a Hopf
bifurcation. In particular, we construct a finite-dimensional manifold which contains the set of small
rotating waves close to the homogeneous equilibrium. Examining the flow on this center-manifold
in a very general example, we find different types of spiral waves, distinguished by their speed of
rotation and their asymptotic shape at large distances of the tip. The relation to the special class of
λ-ω systems and the validity of these systems as an approximation is discussed.

Key words. spiral waves, center-manifolds, Ginzburg–Landau equations, λ-ω systems

AMS subject classifications. 35B32, 58F39, 35K57, 35J60
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1. Introduction. We study reaction-diffusion systems

Ut = D4U + F (λ,U), U(x, t) ∈ RN , λ ∈ Rp,(1.1)

on the plane x ∈ R2. The N -dimensional vector U typically describes a set of chemical
concentrations and temperature, depending on time t ∈ R and the space variable x.
The parameter λ is a p-dimensional control parameter which shall allow us to create
instabilities of spatially homogeneous equilibria. We shall be interested in rotating
wave solutions U(t, x) = U(0, Rctx), c 6= 0, where Rϕ is the rotation in R2 around
the origin by the angle ϕ ∈ R/2πZ. Our analysis shows that this class of solutions
appears naturally via some type of Hopf bifurcation. Moreover the spatial structure
resembles n-armed spiral waves.

Experimentally this type of spatiotemporal pattern has been observed frequently
in chemical, biological, physiological, and physical experiments (e.g., the Belousov–
Zhabotinsky reaction, the catalysis on platinum surfaces, electrochemical waves in the
cortex of the brain, signaling patterns of the slime mold, and the Rayleigh–Bénard
convection). Nevertheless a rigorous treatment of existence and creation is still not
available—for various reasons.

Spiral waves are typically observed in spatially extended oscillatory processes.
Near Hopf bifurcation points the dynamics of these processes are approximated by
Ginzburg–Landau equations or λ-ω-systems [1, 10]. This has been shown using formal
asymptotic methods; see [1] for example. Recently a rigorous proof of the approxima-
tion property of Ginzburg–Landau equations has been given by Schneider; see [21].
The important property of the approximating equations is a decoupling of Fourier
modes, which was exploited by several authors in order to construct spiral wave solu-
tions [1, 5, 6, 7, 11], although the methods are still formal or do not cover the typical
nonlinearities appearing close to bifurcation points.

∗Received by the editors March 24, 1997; accepted for publication (in revised form) September
15, 1997; published electronically August 3, 1998.
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Of course a treatment of Hopf bifurcation using classical bifurcation methods with
symmetry is not possible because either center-manifolds do not exist or Lyapunov–
Schmidt reduction cannot be applied, due to presence of continuous spectrum. An-
other explanation is provided by the fact that the symmetry of the reaction-diffusion
equation, the Euclidean symmetry, does not have bounded finite-dimensional repre-
sentations; see [12] for an approach to Ginzburg–Landau equations exploiting sym-
metry.

In spatially extended systems including only one unbounded spatial variable, typ-
ically cylindrical domains, the continuous spectrum can be avoided by restricting to
steady state solutions and considering the unbounded spatial variable as a new time
direction. This approach was introduced by Kirchgässner [9] and applied to vari-
ous interesting problems in mechanics, fluid dynamics, and physics; see, for example,
[13, 19]. Unfortunately, considering systems with several unbounded directions, this
method becomes less successful; see, however, [14].

We adopt the idea of spatial dynamics, now considering the radial direction in
polar coordinates as a new time variable, in order to describe the spatial structure of
rotating waves by a surprisingly finite-dimensional, nonautonomous ordinary differen-
tial equation (ODE) on a center-manifold. In particular any small bounded solution
to this ODE corresponds to a rotating wave of the original reaction-diffusion system.
This approach allows us to describe systematically the creation of rotating waves from
homogeneous equilibria of reaction-diffusion systems.

The paper is organized as follows. In the next section we fix the abstract functional
analytic setting in which we formulate a center-manifold reduction theorem. This
theorem, our main result, is stated in section 3 and proved in the two subsequent
sections. The key to the proof are exponential dichotomies which are proved to
exist in our functional analytic framework in section 4. In section 6 we comment
on a localization of our main theorem using cutoff procedures and we briefly discuss
regularity of solutions in section 7. The last important abstract result is stated in
section 8, where we formulate and prove the existence of a larger manifold, containing
solutions which might be singular at the origin. This manifold is tangent to a subspace
which is independent of time τ (alias the distance to the origin in R2) and therefore
allows us to derive explicit bifurcation equations. We conclude by applying our results
to a model problem in the remaining sections.

2. The abstract setting. Introducing polar coordinates x = (r cosϕ, r sinϕ),
the equation for rotating wave solutions of (1.1) becomes

D

(
U ′′ +

1

r
U ′ +

1

r2
Uϕϕ

)
+ F (λ,U) = cUϕ,(2.1)

where ′ = ∂
∂r , ϕ ∈ S1 = R/2πZ, r ∈ (0,∞), and c is again the speed of rotation.

We suppose that for an initial parameter value λ0 we are given a spatially ho-
mogeneous equilibrium U0(λ0) which solves F (λ0, U0(λ0)) = 0. As we are merely
interested in Hopf bifurcation, we suppose that this solution can be continued in λ
to a branch U0(λ), which we can assume without loss of generality to be the zero
solution.

To sum up we suppose that F (λ, 0) = 0 and D = D∗ > 0.
Note, however, that the first assumption is merely a simplification for clarity of

the statements and the second assumption might be generalized slightly.
As a most elementary example, which is discussed in section 9, the reader might

think of D = id and F (λ,U) = iU + O(|U |2), U ∈ R2 ' C.
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Next we multiply (2.1) by D−1,

U ′′ +
1

r
U ′ +

1

r2
Uϕϕ = −D−1F (λ,U) + cD−1Uϕ,(2.2)

and linearize around U = 0

U ′′ +
1

r
U ′ +

1

r2
Uϕϕ = −D−1FU (λ, 0)U + cD−1Uϕ.(2.3)

We work in the function spaces H l(S1,RN ), l ≥ 0. Functions u ∈ H l may be repre-
sented by their Fourier series

u(ϕ) =
∑
k∈Z

uke
ikϕ,

with u−k = ūk and ‖u‖2Hl =
∑
k∈Z |uk|2k2l <∞.

The operator A = −∂ϕϕ is self-adjoint and positive in H l with spectrum {k2; k ∈
Z} and domain of definition H l+2. The spectral information on our bifurcation prob-
lem is contained in the operator

Bλ,c : H l+1 ⊂ H l → H l,

u(·) 7→ −D−1FU (λ, 0)u(·) + cD−1uϕ(·).
As c 6= 0, the operator Bλ,c can be considered as a bounded perturbation of the
closed, antisymmetric, unbounded operator Cc = cD−1∂ϕ on H l. Therefore Bλ,c has
point spectrum, and any strip {z ∈ C; | Im z| < M} contains only a finite number of
eigenvalues, each of finite multiplicity.

We denote by P̃ c+(λ, c) the spectral projection to the operator Bλ,c on (−∞, 0] ⊂
C. Of course P̃ c+(λ, c) can be constructed via Dunford’s integral.

We rewrite (2.2) as an equation in function space,

u′′ +
1

r
u′ − 1

r2
Au = −F̃ (λ, u) + Ccu,(2.4)

and linearize around u = 0,

u′′ +
1

r
u′ − 1

r2
Au = Bλ,cu.(2.5)

We suppose that F̃ ∈ CK(Rp × H l+1/2, H l), K ≥ 1, which can be achieved
assuming F ∈ CK and either l > 0 such that H l+1/2 ↪→ C0 or suitable growth
conditions on F .

We say that u is a solution of (2.4) (or (2.5)) on an interval I ⊂ (0,∞) if

u ∈ C0(clos I,H l+1)∩C1(clos I,H l)∩C2(int I,H l)∩C1(int I,H l+1)∩C0(int I,H l+2)

and if (2.4) (or (2.5), respectively) is satisfied in H l.
Furthermore we introduce a new time

τ(r) =

{
log r if r ≤ r̄,
r if r ≥ 2r̄,

defined by smooth, monotone interpolation on (r̄, 2r̄) such that τ ∈ C∞(R+,R). The
exact value of the positive constant r̄ is of no importance for the statement of the
results.
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For r < r̄ the differential equation (2.4) becomes

uττ −Au = −e2τ (F̃ (λ, u)− Ccu).

Of course (2.4) remains unchanged for r ≥ 2r̄.
We conclude this section emphasizing the symmetry of (2.4). The rotation ϕ →

ϕ+ ϕ̄ on S1 ' SO(2) acts on H l(S1,RN ) by shifting functions on the circle: u(ϕ)→
u(ϕ− ϕ̄). Of course this symmetry is inherited from the Euclidean symmetry of the
original problem. Note that translations are ruled out by the ansatz for equilibria in a
fixed rotating coordinate system. Translations of any solution found with this ansatz
would be periodic solutions in our coordinate system.

3. Main results. We write (2.4) as a first-order differential equation,

d

dτ
u(τ) = A(τ)u(τ) + G(u(τ)), u =

(
u,

d

dτ
u(τ)

)
,(3.1)

on the space u ∈ X = H l+1(S1,RN )×H l(S1,RN ). Here

A(τ) =

(
0 1

A+ e2τBλ,c 0

)
, G(u) = −e2τ

(
0

F̃ (λ, u) +Bλ,cu− Ccu
)

if τ ≤ log r̄ and

A(τ) =

(
0 1

τ−2A+Bλ,c −τ−1

)
, G(u) = −

(
0

F̃ (λ, u) +Bλ,cu− Ccu
)

if τ ≥ 2r̄. For τ ∈ (log r̄, 2r̄), the exact form of the equation is not important, as
solutions arise from solutions of (2.4) by a bounded diffeomorphic rescaling of time.
The linearization of (3.1) along u = 0 is

d

dτ
u(τ) = A(τ)u(τ).(3.2)

We let

Yδ = {u ∈ C0(R, X); ‖u‖Yδ <∞}, where ‖u‖Yδ := sup
τ∈R

e−δ|τ ||u(τ)|Xτ ,

and, similarly,

Y ±δ = {u ∈ C0(R±, X); ‖u‖Yδ <∞}, where ‖u‖Y ±
δ

:= sup
τ∈R±

e−δ|τ ||u(τ)|Xτ .

The norm in Xτ of u(τ) = (u(τ), v(τ)) is defined as

|u(τ)|Xτ :=

{
τ−1|u|Hl+1 + |u|Hl+1/2 + |v|Hl if τ ≥ 2r̄,
|u(τ)|Hl+1 + |v(τ)|Hl if τ < 2r̄.

Let us denote by Ec(τ) the (possibly empty) linear subspace of initial values of the
linear equation (3.2) at time τ , which give rise to Yδ-bounded solutions. Of course Ec

depends also on δ.
Theorem 1. Suppose the superposition operator F̃ to the nonlinearity F be-

longs to the class CK(Rp × H l+1/2(S1,RN ), H l(S1,RN )), 1 ≤ K < ∞. Suppose,
furthermore, that for λ = λ0 and c = c0 we have P̃ c+(λ, c) 6= 0.
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Then there are ε, δ > 0 such that, if

Lipu[F̃ − F̃u(λ, 0)] + |λ− λ0|+ |c− c0| < ε,

there exists a unique finite-dimensional CK-center-manifold M⊂ X × R which con-
tains all solutions of (3.1) which are bounded in Yδ. The manifold M is given as a
graph over {Ec(τ); τ ∈ R} and depends smoothly on λ, c. In any section τ = τ0, it is
tangent to Ec(τ) at λ = λ0, c = c0.

Moreover we have
(i) flow property: for any u0 = u(τ0, c, λ) ∈ M, there is a unique Yδ-bounded

solution u(τ), τ ∈ R, to (3.1) with u(τ0) = u0;
(ii) invariance: this unique solution u(τ) lies on M for all times τ and depends

CK on u0, τ, λ, and c;
(iii) dimension: the dimension of Ec(τ) is dimR(P̃ c+(λ0, c0))+ dim P̃ c+(λ0, 0)RN ,

where the second summand is the dimension of the range when restricted on the ho-
mogeneous N -dimensional subspace of H l;

(iv) symmetry: the manifold M is invariant and the flow on M is equivariant
under the diagonal action of SO(2) on X = H l+1 ×H l.

Remarks.
(i) Let us emphasize that the operator D4+∂ϕ has continuous spectrum close

to the imaginary axis, which makes a standard, finite-dimensional bifurcation ap-
proach to the dynamical reaction-diffusion problem impossible.

(ii) We will later give expansions for the spaces Ec(τ) at τ = ∞ and describe
how to obtain expansions for M.

(iii) It is possible to treat the case of F depending on ∇u with the same methods.
Indeed, both components of the gradient, ur and 1

ruϕ, are bounded with respect to
|(u, ur)|Xτ .

(iv) A slight generalization could be obtained by the use of interpolation spaces
between Xτ and D(A(τ)). We avoided these additional technical difficulties for the
sake of clarity.

(v) Making δ larger it is possible to allow singularities of the rotating waves
at the origin, a phenomenon which is frequently attributed in the literature to spiral
waves. The manifold will be larger if we allow for this type of solution but will still
be finite-dimensional. However, the point in this work is that even spiral wave-like
solutions without singularities at the tip are created via Hopf bifurcation.

4. The linearized equation. The key to a center-manifold theorem is the con-
struction of exponential dichotomies for the linear equation. Background information
on exponential dichotomies might be found in the textbooks [2], [8], in [15], or in a
non-evolutionary, elliptic context in [16].

4.1. Bounded solutions for τ → −∞. We construct a family of projections
P cu− (τ) which project on the initial values of bounded solutions to (3.2) on (−∞, τ ].
In a more general context this problem has been studied in [16]. The main theorems
there (Theorem 1 and Theorem 3), applied to our setting, state the following lemma.

Lemma 2. Under the conditions of Theorem 1, suppose τ0, τ1, τ ≤ 2r̄. Then there
are families of evolution operators, smoothly depending on λ and c,

Φu−(τ, τ0) : X → X, τ ≤ τ0,
Φs−(τ, τ0) : X → X, τ ≥ τ0,

and constants C > 0, ηu− > ηs− > 0 such that
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(i) Φ
u/s
− (·, τ0)u is a solution of (3.2) for any u ∈ X,

(ii) Φ
u/s
− (·, ·)u is continuous in X,

(iii) Φu−(τ0, τ0) + Φs−(τ0, τ0) = id,

(iv) Φ
u/s
− (τ, τ1)Φ

u/s
− (τ1, τ0) = Φ

u/s
− (τ, τ0), Φ

u/s
− (τ, τ1)Φ

s/u
− (τ1, τ0) = 0, and

(v) |Φu−(τ, τ0)|L(X,X) ≤ Ce−η
u
−(τ−τ0), |Φs−(τ, τ0)|L(X,X) ≤ Ce−η

s
−(τ−τ0),

and we can choose any ηu− > 0. We define P cu− (τ) := Φu−(τ, τ).
We will later see how we can give a more explicit representation of the evolu-

tion operators Φ in terms of Bessel functions. This also will show why the uniqueness
assumption from [16] is automatically satisfied in our context because the linear equa-
tion splits into an infinite product of ODEs, which are all uniquely solvable in forward
and in backward time.

4.2. Bounded solutions for τ → +∞. The situation at τ = +∞ is consider-
ably more difficult as Bλ,c is no more τ -uniformly bounded with respect to τ−2A. It
is due to our careful choice of norms in Xτ that we still have an analogous result to
Lemma 2.

Lemma 3. Under the conditions of Theorem 1, suppose τ0, τ1, τ ≥ 2r̄. Then there
are families of evolution operators, smoothly depending on λ, c,

Φu+(τ, τ0) : Xτ0 → Xτ , τ ≤ τ0,
Φs+(τ, τ0) : Xτ0 → Xτ , τ ≥ τ0,

and constants C > 0, ηu+ > ηs+ > 0 such that

(i) Φ
u/s
+ (·, τ0)u is a solution of (3.2) for any u ∈ X,

(ii) Φ
u/s
+ (·, ·)u is continuous in X,

(iii) Φu+(τ0, τ0) + Φs+(τ0, τ0) = id,

(iv) Φ
u/s
+ (τ, τ1)Φ

u/s
+ (τ1, τ0) = Φ

u/s
+ (τ, τ0), Φ

u/s
+ (τ, τ1)Φ

s/u
+ (τ1, τ0) = 0, and

(v) |Φu+(τ, τ0)|L(Xτ0 ,Xτ ) ≤ Ceη
u
+(τ−τ0), |Φs−(τ, τ0)|L(Xτ0 ,Xτ ) ≤ Ceη

s
+(τ−τ0),

and we can choose any ηs+ > 0. We define P cs+ (τ) := Φs+(τ, τ).
Proof.
Step 1. Fourier ansatz. The proof of this lemma is the central part of our analysis.

Complexifying X, the subspaces

Ek = {(ueikϕ, veikϕ) ∈ X; u = (u, v) ∈ (CN )2} ≤ Xτ

are invariant under (3.2). Of course, we are primarily interested in the real subspace,
where we have a relation between the vectors in Ek and E−k. In Ek the differential
equation reads

u′′ +
1

τ
u′ − k2

τ2
u = −D−1(Fu(λ, 0) + cik)u =: Bkλ,cu.

If we expand u(τ) =
∑
k∈Z u

k(τ)eikϕ, then |u(τ)|Xτ is equivalent to (
∑
k∈Z |uk|2Ekτ )1/2,

where

|uk|Ekτ = kl
(

1

τ
|kuk|CN + |k1/2uk|CN + |v|CN

)
if k 6= 0 and |u0|Ekτ = |u0|(CN )2 .

By the above considerations we see that it is sufficient to construct the evolution
operators on Ekτ , and uniform exponential bounds on the norms in Ekτ will carry over
to Xτ .
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Step 2. Projections. According to the remarks in section 2, we decompose Ek

into Ekc,+ = P c+E
k and Ekh,+ = (1− P c+)Ek, where P c+ = diag (P̃ c+(λ0, c0), P̃ c+(λ0, c0))

and P̃ c+(λ0, c0) projects on the negative part of the spectrum of Bλ0,c0 .

Step 3. Stable projections, estimates. We show that all solutions in Ekc,+ are expo-

nentially bounded in Ekτ with an arbitrarily small exponent δ, keeping λ, c sufficiently
close to λ0, c0.

As the range of P̃ c+(λ0, c0) is finite-dimensional, only finitely many modes k are
involved in the computation. We therefore use the equivalent, standard, k- and τ -
independent norm on (CN )2. Furthermore decomposing Bkλ,c into Jordan blocks, it is
sufficient to consider

u′′ +
1

τ
u′ − k2

τ2
u+ Λ(k, λ, c)u = 0,

where Λ(k, λ0, c0) is a Jordan block. The eigenvalue of Λ(k, λ0, c0) belongs to R+

as u ∈ R(P̃ c+(λ0, c0). If we add α′ = −α2, then τ = 1/α and we see that at
λ = λ0, c = c0, the origin u = 0, u′ = 0, and α = 0 (alias τ = ∞) is an equilib-
rium with all eigenvalues of the linearization being situated on the imaginary axis.
Exponential growth with rate ηs+ > 0 arbitrarily small now follows from standard
Gronwall estimates for bounded α, that is, choosing r̄ bounded away from zero, and
λ, c sufficiently close to λ0, c0. This proves the second inequality in (v).

Step 4. Unstable projections, estimates. Now let u ∈ Ekh,+. Our aim is to

decompose Ekh,+ in subspaces of exponentially decaying and exponentially growing
solutions. We set

ũ(τ) =

(
k2

τ2
+Bkλ0,c0

)1/2

u(τ).

As here Bkλ,c does not have eigenvalues on R−, we can use the standard square root
cut along R−. Moreover the norm |u|Ekτ is equivalent to |ũ|CN + |v|CN . Note that

here we omitted the factor kl, as it is independent of time and does not change the
equations to be considered below. We write α = 1/τ and L(α) = (k2α2 +Bkλ0,c0

)1/2.

In the new variables, the differential equation on Ekh,+ reads

ũ′ = L(α)v + ∂αL(α)α′u
= L(α)v − α3k2L−2(α)ũ,

v′ = −αv + L(α)ũ,
α′ = −α2.

(4.1)

Next, we set |L−1(α)| ddτ = d
ds and obtain

dũ

ds
= L|L−1|v − α3k2L−2|L−1|ũ,

dv

ds
= −α|L−1|v + L|L−1|ũ,

dα

ds
= −α2|L−1|,

(4.2)
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with L = L(α). The linearization at ũ = v = 0, α = 0,

dũ

ds
= L|L−1|v,

dv

ds
= L|L−1|ũ,

dα

ds
= 0,

(4.3)

admits a projection P (ũ, v) = 1
2 (ũ + v, ũ + v), which is independent of k and α.

Therefore the flow Φ̃0 of (4.3) possesses uniform exponential dichotomies at ũ = v = 0.
To see this, we first observe that for s ≤ s0,

|Φ̃0(s, s0)P |L(C2N ) ≤ |eL|L
−1|(s−s0)|L(C2N ).

Now remember that by definition of the square root, the spectrum of L lies in the
right half plane and is, for |k| → ∞, α = 0, asymptotic to k1/2e±iπ/4. For finitely
many k, we therefore obtain∣∣∣e−L|L−1|t

∣∣∣
L(C2N )

≤ C1e
−η1t, t > 0,

with some constants C1, η1 > 0, independent of k, α. As k →∞, we consider first L̃ =
k−1/2L. Of course L̃|L̃−1| = L|L−1|. For k large, the operator L̃0 = (kα2 +D−1ci)1/2

is a small (uniformly in α, k) perturbation of L̃. As D > 0, the spectrum of D−1i lies
on iR+. Therefore the spectrum of L̃0 lies in the right half plane, uniformly bounded
away from the imaginary axis, and we can diagonalize L̃0 by a transformation which
is independent of α and k to obtain∣∣∣e−L̃0|L̃−1

0 |t
∣∣∣
L(C2N )

≤ C2e
−η2t, t > 0,

for some constants C2, η2 > 0, independent of α, k. By perturbation arguments, the
same estimate holds true for L̃ and L, and we conclude

|Φ̃0(s; s0)P |L(C2N ) ≤ Ceη(s−s0), s ≤ s0,

for some C, η > 0, independent of α and k. The calculation on R(1− P ) is the same
and we obtain

|Φ̃0(s; s0)(1− P )|L(C2N ) ≤
∣∣∣e−L|L−1|(s−s0)

∣∣∣
L(C2N )

≤ Ce−η(s−s0), s ≥ s0.

These two estimates together guarantee an exponential dichotomy for (4.3). Equa-
tion (4.2) is a perturbation of (4.3). We show that the perturbation of the vector
field is O(α), uniformly in k. By standard perturbation results on exponential di-
chotomies [2, 8], this then proves that (4.2) possesses an exponential dichotomy with
projection P̃ (k, α) and constants C̃, η̃ > 0, independent of k, α as long as α is bounded.

The error terms we have to deal with are α3k2L−2|L−1| and α|L−1|. Of course
for finite k these terms are O(α). Consider now the first expression for large k:

α3k2|L−3| = α3k2|[α2k2 +Bkλ0,c0 ]−3/2|
≤ α3k2|[α2k2 +D−1cik + O(1)]−1| · |D−1cik + O(1)|−1/2

=

∣∣∣∣∣
[
1 +D−1ci

1

α2k
(1 + O(1/k))

]−1
∣∣∣∣∣ ·O(αk−1/2).
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As |[1 + D−1ci 1
α2k ]−1| ≤ C3 uniformly in α, k, the above expression is O(αk−1/2),

uniformly in k. Next we consider the second error term α|L−1| :
α|L−1| = α|[α2k2 +D−1cik + O(1)]−1/2|

= αk−1/2|L̃−1
0 (1 + O(1/k))|

= O(αk−1/2).

This proves uniform smallness of the perturbation. It remains to translate the
exponential dichotomy rate η̃ into the correct time τ = τ(s).

As ds
dτ = |L−1(α)|−1, it is sufficient to get α, k-uniform bounds |L−1(α)|−1 ≥ η0 >

0. This is precisely the type of estimate we developed above for α|L−1|. Indeed we
showed that

|L−1| = k−1/2|L̃−1
0 |(1 + O(1/k));

therefore η0 can be chosen O(k1/2) as k →∞. This proves the lemma with ηu+ = η0η
and ηs+ from step 3.

4.3. Matching at τ̄ = 2r̄, the center space Ec(τ ). We define Ec(τ) =
Φs+(τ, τ)Φu−(τ, τ)X, which, by the previous two lemmata, coincides with the definition
of Ec(τ) as the initial values for Yδ-bounded solutions if we only choose δ small enough.
In order to prove the claim on the dimension of Ec(τ), we need a transversality result
from the theory of Bessel functions. Suppose first that u(τ̄) ∈ E0, the subspace of
radially homogeneous functions. For τ → −∞ the linear equation in E0 is uττ =
e2τΛu with some matrix Λ, and clearly any solution is Yδ-bounded as exponential
rates of solutions coincide with the rates of the autonomous part uττ = 0. So the
negative orbit of u(τ̄) is Yδ-bounded. The positive orbit is bounded in Yδ if and only
if u(τ̄) ∈ P c+(λ0, 0)E0; therefore dimEc ∩ E0 = 2 dim P̃ c+(λ0, 0)RN . For the rest of
this section we restrict to (E0)⊥, the nonhomogeneous Fourier modes. Recall that
P c+ = diag (P̃ c+(λ0, c0), P̃ c+(λ0, c0)) and Ph+ = 1 − P c+ projects on the hyperbolic part
of (3.2) at r =∞. We claim that

Φs+(τ̄ , τ̄)Φu−(τ̄ , τ̄)Ph+u = 0(4.4)

for u ∈ (E0)⊥. We decompose into Fourier modes eikϕ and minimal Jordan blocks Λ,
and we consider

u′′ +
1

τ
u′ − k2

τ2
u+ Λ(k, λ0, c0)u = 0.

If Λ is semisimple, that is, Λ ∈ C \R+, then the solutions of this scalar ODE are the
Bessel functions. Indeed, we can write this equation as

r2u′′ + ru′ + (−k2 + (r
√

Λ)2)u = 0;

therefore

u(r) = u0Jk(r
√

Λ) + u1Yk(r
√

Λ).

As Jk(r) = rk(1 + O(r)) and Yk(r) = r−k(1 + O(r)) for r → 0, if k 6= 0, solutions
bounded close to r = 0 satisfy u1 = 0. At infinity the Jk behave like

Jk(r) =

√
2

πr

[
cos

(
r − kπ

2
− π

4

)
+ O(1/r)

]
.
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Solutions u(r) = u0Jk(r
√

Λ) can stay exponentially bounded by eδr as r →∞, for a
small fixed δ, only if

√
Λ is real. But then Λ is real and positive, that is, u ∈ P̃ c+X.

This proves the required transversality result (4.4) for semisimple eigenvalues.
If Λ is a Jordan block we can rescale the principal vectors—without changing the

angle between stable and unstable subspaces—to make it a small perturbation of its
semisimple part. The transverse intersection persists for the nonsemisimple Jordan
block.

Now suppose u ∈ P̃ c+X. Then the above reasoning showed that for any such
u there is exactly one Yδ-bounded solution. This implies dim (Ec(τ) ∩ (E0)⊥) =
dimR(P̃ c+(λ0, c0)(E0)⊥) and proves the claim (iii) in Theorem 1 on the dimension of
the invariant manifold, once it is constructed as a graph over {Ec(τ); τ ∈ R}.

5. Nonlinear equations, proof of Theorem 1. With the estimates on the
linearized equation at hand, it is fairly standard to construct invariant manifolds for
the nonlinear equation. We consider (3.1).

Proposition 4. Under the conditions of Theorem 1, any Y −δ -bounded (or Y +
δ -

bounded) solution u(τ, τ0) on (−∞, τ0] (or [τ0,+∞), respectively) satisfies

u(τ, τ0) = Φu−(τ, τ0)u(τ0, τ0) +

∫ τ

τ0

Φu−(τ, σ)G(u(σ, τ0))dσ

+

∫ τ

−∞
Φs−(τ, σ)G(u(σ, τ0))dσ,

or

u(τ, τ0) = Φs+(τ, τ0)u(τ0, τ0) +

∫ τ

τ0

Φs+(τ, σ)G(u(σ, τ0))dσ

+

∫ τ

+∞
Φu+(τ, σ)G(u(σ, τ0))dσ,

respectively. On the other hand, the above integral equations possess for any u(τ0, τ0)
a unique solution u(τ, τ0) in Y ±δ which depends CK on u(τ0, τ0), λ, c, τ and τ0.

Proof. The integral operators are bounded operators on Y ±δ and the Lipschitz
constant of the nonlinearity G is small. Indeed

LipXτG ≤ LipHl+1/2→Hl [F̃ − F̃u],

which was supposed to be sufficiently small. Regularity of the unique fixed point can
be proved as usually for center-manifolds; see [24] for example.

We call the set{
Φu−(τ, τ)u+

∫ τ

−∞
Φs−(τ, σ)G(u(σ, τ))dσ =: Ψ−(Φu−(τ, τ)u); u ∈ X

}
the center-unstable manifold Mcu

− (τ) at −∞ and the set{
Φs+(τ, τ)u+

∫ τ

∞
Φu+(τ, σ)G(u(σ, τ))dσ =: Ψ+(Φs+(τ, τ)u); u ∈ X

}
the center-stable manifold Mcs

+ (τ) at +∞, and we define

M(τ) =Mcu
− (τ) ∩Mcs

+ (τ).
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By definition, M(τ) = {initial values at time τ of Yδ-bounded solutions}. We have
to show that M(τ) is a smooth manifold, parameterized over Ec(τ).

Therefore, we have to solve Ψ+ − Ψ− = 0. The linearization is given by Φu− −
Φs+ = 0. We already know that the kernel of this equation is exactly Ec, thus finite-
dimensional. In order to apply the implicit function theorem we have to show that
Φu−−Φs+ is surjective. We have to decompose u ∈ Ek into two vectors belonging to the
range of Φs+ and Φu−, respectively, with estimates on the norms uniform with respect
to k. The fact that we can decompose follows simply from the linear independence
of the Bessel functions of the first and second kind Jk and Yk (actually, we merely
refer to purely imaginary arguments, the hyperbolic case, where the notation is Ik for
the Bessel function bounded at r = 0 and Kk for the solution bounded at r = ∞).
Estimates on the norms—for a fixed time τ—follow from uniform estimates on the
Wronski determinant

det

(
Ik(τ) Kk(τ)
I ′k(τ) K ′k(τ)

)
,

which in turn are an immediate consequence of the Taylor expansions at r = 0 of
the Bessel functions; see for example [25]. As in section 4.3, Jordan blocks can be
considered as a small perturbation. By Lyapunov–Schmidt reduction we can now solve
Ψ+ −Ψ− = 0, parameterizing the set of solutions over the kernel of the linearization
Ec(τ). This proves Theorem 1.

6. Local center-manifolds. If the nonlinearity F̃ does not have a small Lip-
schitz constant, which is usually the case in applications, we have to modify F̃ .

We cut off F̃ outside a small neighborhood Bε0 of zero with a smooth cutoff
function in H l+1/2, for example, the norm, which is invariant under the action of
SO(2). Therefore let χ ∈ C∞([0,∞),R) with χ(t) = 1 if t ≤ 1 and χ(t) = 0 if t ≥ 2.
Then define

F̃mod(λ, u) = χ(|u|2Hl+1/2/ε0)(F̃ (λ, u)− F̃u(λ, 0)u) + F̃u(λ, 0)u.

The nonlinear part of F̃mod has an arbitrarily small Lipschitz constant if we make ε0
sufficiently small, and thereby satisfies the conditions of Theorem 1. Any solution on
the center-manifold to the modified nonlinearity F̃mod, which has norm supτ |u(τ)|Xτ
small enough, will have supτ |u(τ)|Hl+1/2 small such that the modified nonlinearity
coincides with the original nonlinearity on the solution u(τ), which is in consequence
a solution to the original equation. Note that bounds on the norm in Xτ are by
construction ofM equivalent to bounds on the norms of the projection of the solution
on {Ec(τ); τ ∈ R}.

7. Regularity of solutions. The solutions u(r, ϕ) we obtain are bounded in
Xτ . By the smoothing property of the equation (which can be considered for any l,
without changingM), any solution is actually of class C∞ with respect to r > 0 and
ϕ, if F is—although M is not C∞ in general! As r → ∞, the angular derivatives
∂mϕ u(r, ϕ) are bounded for any m, which implies that the derivatives along curves r ≡
const with respect to arclength rdϕ are of order 1/rm: patterns are slowly varying in
the angular direction far away from the origin.

At r = 0 we have to be careful about smoothness of the solution. Suppose first
that Ec(τ) does not contain solutions in the angular homogeneous subspace E0. Then
solutions in Ec(τ) are O(r) = O(eτ ) as r → 0 and smooth in a neighborhood of the
origin by interior elliptic regularity.
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The homogeneous subspace can be—and has been—treated separately studying
the ODE on Fix(SO(2)). Indeed there is a subspace of dimension N with solutions
which actually stay bounded, whereas solutions outside this subspace have singulari-
ties of order log r.

On the other hand, considering again τ -dynamics in M, this subspace of homo-
geneous functions is fibered by strongly unstable fibers such that any solution in M
converges with rate O(eτ ) to a solution in the homogeneous subspace and inherits its
regularity.

8. Center-manifolds at infinity. We construct a finite-dimensional invariant
manifold which contains all solutions which are bounded at τ = +∞ but do not decay
too rapidly. Recall that P c+ = diag (P̃ c+, P̃

c
+) projects on the center part of (3.2) at

α = 1/r = 1/τ = 0.
Proposition 5. Under the conditions of Theorem 1, consider equation (3.1)

close to u = 0. Fix δ > 0 sufficiently small and K <∞.
Then there is an invariant CK-manifold Mc

+, contained in Mcs
+ and containing

M, given as a graph over {R(P c+); τ ∈ R}, smoothly depending on λ, c.
Moreover there is a CK-flow onMc

+ such that any orbit is a solution of (3.1) and
any solution u(τ) of (3.1) with

sup
τ0≥τ>2τ̄

e−δ|τ−τ0|
|u(τ)|Xτ
|u(τ0)|Xτ0

<∞

is contained in Mc
+.

Proof. We start by constructingMc
+ for 0 < α = 1/r ≤ 1/2r̄ bounded. The man-

ifoldMc
+ is the union of center-unstable fibers of the zero-solution in the center-stable

manifoldMcs
+ . These fibers can easily be shown to exist, using graph transformation

(we have a smooth semiflow onMcs
+ ) or a Lyapunov–Perron approach as in [16]. The

dependence on time α = 1/τ is smooth as fibers are mapped into each other by the
flow.

We have to ensure that we can arrange to have M included in Mc
+. This can

be achieved by either starting the graph transformation with graphs that containM
(and “feeding in” such graphs appropriately) or, referring to the Lyapunov–Perron
approach of [16], including the manifoldM in the fixed initial unstable fiber at τ = 2r̄
(see, for example, [16, at the end of section 3]).

We next have to continue this manifold for α > 1/2r̄ or, equivalently, for τ → −∞.
This will again be done using the methods from [16]. If we had an evolution-type
equation we would propagate the manifold Mc

+ with the flow. Here we do not have
a flow! By [16], the equation possesses an exponential dichotomy which permits us
to prove the existence of the center-unstable manifold Mcu

− (the union of unstable
fibers over time τ), as pointed out in Lemma 2, and, furthermore, the existence of
stable fibrations to any solution inMcu

− for any fixed initial fiber at τ = 2r̄ (which is
transversely intersecting Mcu

− ∩ {τ = 2r̄}). We are interested in the stable fibration
induced by the manifoldMc

+, which is of course not complementary toMcu
− . However,

the methods from [16] can be adapted in order to guarantee precisely the existence of
such a manifold. In the following we indicate how to make the necessary changes.

We solve the integral equation for stable and unstable fibrations with the restric-
tion that the fiber at the initial time τ = 2r̄ belongs to a fixed manifold transverse to
Mcu
− which we can choose to contain Mc

+ ∩ {τ = 2r̄}. On this smaller subspace the
fixed-point equation for stable and unstable fibers still defines a contraction mapping
and the solution is the desired global continuation of Mc

+. The smoothness of the
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union of the fibers as a manifold follows, because we can differentiate the fixed-point
equation with respect to the base solution in the center-unstable manifoldMcu

− . The
exponential properties of the new fixed-point equation allow for a setting in the usual
scale of exponentially weighted spaces [23], because the equation for the stable fiber
at a fixed time τ involves only the finite time interval [τ, 1/2r̄]. We do not carry out
the details, which include only straightforward modifications of smoothness proofs
for fibrations (note, however, that we do not care about the limit τ = −∞—alias
r = 0—of the fibration, which would lead to limitation in regularity of the fibration).

Of course the projected vector field is also smooth and thereby defines a smooth
flow on the finite-dimensional manifold Mc

+.

The hypothesis F̃ (λ, 0) = 0 was only needed in order to fix a reference solution
in Mcs

+ , notably the zero solution. In general we could construct smooth fibrations
along any solution in Mcs

+ .
The manifold Mc

+ we constructed is very useful in order to describe bounded
solutions near infinity, although most solutions onMc

+ are not bounded at the origin
r = 0.

9. Hopf bifurcation and (λ, ω)-systems. We give the most simple nontrivial
application of our main theorem. Suppose D = id, F̃ (λ, 0) = 0, λ ∈ R, and N = 2;
that is, U ∈ R2, which we identify with C. Suppose that the homogeneous zero state
undergoes a nondegenerate Hopf bifurcation in the space of homogeneous solutions:

d

dU
F̃ (λ, 0) = iω + λ, ω 6= 0.

We write U as a complex Fourier series U(r, ϕ) =
∑
k∈Z U

k(r)eikϕ. The spaces Ek are

just the complex two-dimensional spans 〈(eikϕ, 0), (0, eikϕ)〉. The operator Bλ,c acts
on Ek as multiplication Bk(λ, c) : Uk → (cik − iω − λ)Uk. Thereby Ec(r) ≤ Ek0 if
c0k0 = ω. In other words, for any k(-armed spiral) there is a rotation speed c = ω/k
such that rotating waves with this speed may bifurcate. Our analysis has shown that
for other wave speeds, the homogeneous state is isolated as a rotating wave.

Let us comment on the symmetry. The flow on M projected on Ec(r) ≤ Ek is
equivariant with respect to the action of SO(2):

(U,U ′)→ (Ueiψ, U ′eiψ), ψ ∈ R/2πZ ' SO(2).

This is exactly the same symmetry that authors usually assumed to be present in
bifurcation equations, the so-called (λ, ω)-systems, modeling the creation of spiral
waves; see [1]. We showed rigorously that the symmetry of (λ, ω)-systems, without
any error term, is present in this type of bifurcation.

The actual solutions U = Uk(r)eikϕ of the linearized system in Ec(τ) are eas-
ily calculated: they solve (Uk)′′ + 1

r (Uk)′ = (k2/r2)Uk and are given as U(r, ϕ) =

U crkeikϕ, U c ∈ C. Note that the invariant complement in Ek, spanned by Ũ(r, ϕ) =
Ũ cr−keikϕ, Ũ c ∈ C, converges as Ec(r) to the same limit {(U,U ′); U ′ = 0} as ϕ→∞.
This is the reason why we constructedMc

+ tangent to Ek in section 8. The equation
onMc

+ is a nonautonomous, SO(2)-equivariant ODE in C2 with the linear part given
by Bessel’s differential equation. It can be smoothly extended to time τ =∞(α = 0),
where the equation becomes autonomous. In order to determine existence and shape
of rotating waves at r = ∞, we have to calculate expansions of the vector field on
Mc

+ and determine the ω-limit set of the two-dimensional slice M(τ) in Mc
+. We

examine a simple model problem in the next sections.
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10. An example. As an example we study the following reaction-diffusion sys-
tem:

ut = d14u+ κu− v − au3,

vt = d24v + bu− γv
in the plane x ∈ R2. When κ = γ and b−γκ > 0, the pure reaction system undergoes
a Hopf bifurcation in the origin u = v = 0. Rescaling u, v, t, and x, we may assume
the system to be in the particular form

ut = 4u+ αu− βv − au3,

vt = ν4v + βu− αv + λv,

with β2−α2 = 1 and α, β > 0. We assume in the following that λ is close to zero; that
is, we are close to a Hopf bifurcation with eigenvalues ±i of the linearized reaction
system. The rotating wave ansatz yields

cuϕ = 4r,ϕu+ αu− βv − au3,
cuϕ = ν4r,ϕv + βu− αv + λv,

(10.1)

where 4r,ϕ = ∂rr + 1
r∂r + 1

r2 ∂ϕϕ. The linearization at λ = 0, u = v = 0 is

cuϕ = 4r,ϕu+ αu− βv,
cvϕ = ν4r,ϕv + βu− αv.(10.2)

We now expand the solutions in Fourier series with respect to ϕ

(u, v) =
∑
k∈Z

(uk, vk)eikϕ, (u−k, v−k) = (uk, vk).

The linearization (10.2) then becomes an uncoupled system of ODEs for the Fourier
coefficients

4r,kuk = (cik − α)uk + βvk,
ν4r,kvk = −βuk + (cik + α)vk,

where 4r,k = ∂rr + 1
r∂r − k2

r2 . The right side has a kernel as a linear operator on C2

whenever ck = 1. We therefore set c = 1/k0 + µ with µ close to zero, having fixed
k0 ∈ N for the sequel.

Remember that together with the above equations we should write the equations
for the complex conjugates, which are just the conjugate equations.

The eigenvector in the kernel is easily calculated as

w0 = βuk + ν(i− α)vk, 4r,kw0 = 0,

and

w1 = −βuk + (i+ α)vk, 4r,kw1 =

(
i− α+

i+ α

ν

)
w1

is the complementary eigenvector to the eigenvalue i− α+ (i+ α)/ν.
Proposition 5 implies the existence of a center-manifoldMc

+ with a smooth vector
field, tangent to the span of w0e

ik0ϕ and ∂rw0e
ik0ϕ at any “time” r. The vector field

is obtained up to third order using the following strategy:
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(i) Write the linear equation for w0, depending on parameters λ, µ; this gives
the linear part of the vector field on Mc

+.
(ii) Calculate the quadratic (in w0) expansion of Mc

+ depending on time; this
is zero, due to the absence of quadratic terms in the reaction.

(iii) Evaluate the nonlinearity au3 on w0e
ik0ϕ.

(iv) Project away noncritical Fourier modes.
(v) Project on 〈w0e

ik0ϕ〉 along 〈w1e
ik0ϕ〉.

Carrying out the necessary calculations gives first, by projecting away the noncritical
Fourier modes,

4r,kuk = (i− α)uk + βvk + iµuk + auk|uk|2,
ν4r,kv = −βuk + (i+ αvk) + iµvk − λvk,

and therefore

4r,kw0 = iµβuk + βauk|uk|2 − (i− α)λvk + (i− α)iµvk.

Transforming back

uk =
i+ α

β(i+ α+ ν(i− α))
w0 +O(w1),

vk =
1

i+ α+ ν(i− α)
w0 +O(w1)

gives, on Mc
+, up to third order, the second-order-in-time ODE

4r,kw0 =
−2µ− (i− α)λ

i+ α+ ν(i− α)
w0 +

a

β2

1

1 + ν i−αi+α

∣∣∣∣∣ 1

1 + ν i−αi+α

∣∣∣∣∣
2

w0|w0|2.

The fifth-order terms might of course destroy the second-order structure of this equa-
tion, although keeping the structure of a local nonautonomous differential equation
in C2.

We write new parameters λ′, a′ ∈ C such that the truncated equation takes the
form

(w0)rr +
1

r
(w0)r − k2

r2
w0 = λ′w0 + a′w0|w0|2.(10.3)

Disregarding all of our efforts in reducing and simplifying the problem, this equa-
tion is in general still hard to solve analytically. In the following section we study
this problem, obtaining existence of bounded solutions w(r) (and thereby solutions
(u(r, ϕ), v(r, ϕ)) to (10.1)), when a′ is almost real. This is actually the approach taken
by [7, 11], who deal with a similar system.

By our explicit calculations, the imaginary part of a′ will be small if the diffusion
rate ν or the parameter α is close to zero.

The first condition has an interesting interpretation as the limit d2 → 0 is exactly
the interesting limit in excitable media, although we admit that our equation is dif-
ferent from the typical models for excitable media (the null-clines of αu− au3− v are
symmetric to the origin whereas this is not the usual assumption for excitable media,
modeled for example by the FitzHugh–Nagumo equation). We refer the reader to the
interesting, although formal, work on spiral waves in excitable media reviewed in [22].
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The second, alternative condition is merely an assumption on the location of equi-
libria in the pure reaction system, which are situated approximately at u ∼ ±√b/(aα)
and zero.

The important point to notice at this stage is that the full equation on Mc
+ is a

small perturbation of the truncated equation close to the bifurcation point; that is,
close to Reλ′ = 0. Indeed, scaling |Reλ′|r2 = r̃2 and w2

0 = |Reλ′|w̃0
2 makes the

higher-order terms O(|Reλ′|). Structurally stable dynamics of the truncated equation
persist for the full system on Mc

+ for sufficiently small |Reλ′|.
In this sense, we have established a rigorous proof of the validity of approxima-

tions of reaction-diffusion systems by λ-ω systems, at least when we restrict to the
question of existence of rotating wave solutions. This was proved up to now only using
formal multiscale methods. The advantage of our approach is that it gives rigorous
proofs and information on the domain of validity in parameter space of such kinds of
approximations.

Furthermore, we should comment on the symmetry. The equation possesses, as
announced, an SO(2)-symmetry w0 → w0e

iθ, θ ∈ S1. The additional reflection
(u, v) → (−u,−v) in the original reaction-diffusion system does not yield any more
symmetry in the bifurcation equation.

At Im a′ = Imλ′ = 0, there is the additional reflectional symmetry w0 → w0,
fixing the real subspace. Note also that Imλ′ = 0 can be achieved by adjusting the
wave speed c.

11. The bifurcation equations. During this section we omit the primes of λ
and a. We begin with a study of possible asymptotic states of (10.3) at r =∞. The
limit equation

w′′ = λw + aw|w|2, ′ =
d

dr
,

can be simplified by dividing out the symmetry with the new coordinates z = zR +
izI = w′/w ∈ C̄ and R = |w| ∈ R+:

R′ = zRR,
z′ = −z2 + λ+ aR2.

(11.1)

Reversibility of the w-equation (r → −r) is translated into reversibility with respect to
the reflection z → −z (and, of course, r → −r). Any equilibrium of (11.1) corresponds
to a periodic orbit of the w-equation, which we call a rotating wave, as it is a relative
equilibrium, for the dynamics in r, with respect to rotational symmetry SO(2). The
asymptotic shape of a spiral wave behaving like such a rotating wave for large r is just
a one-dimensional periodic wave-train, translation invariant in one space-direction.
There are two types of equilibria. Type I has R = 0 and corresponds to the origin of
the w-equation, and z = ±√λ are the blown up invariant manifolds of the equilibrium
w = w′ = 0. Type II has necessarily zR = 0 and

R2 = −λI
aI
, z2

I = −λR + aR
λI
aI
.

A linear stability analysis gives that the type I equilibrium with Re
√
λ > 0 is stable in

{R = 0, z ∈ C̄} and unstable in the direction of R. The equilibrium with Re
√
λ < 0

is unstable in {R = 0, z ∈ C̄} but stable in the direction of R. Along the type II
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equilibria the linearization is

L =

 0 R 0
2aRR 0 2zI
2aIR −2zI 0

 , detL = −4λIzI , traceL = 0,

such that one equilibrium is two-dimensional unstable and the other is two-dimensional
stable.

Bifurcations occur at Re
√
λ = 0, where type I equilibria coalesce, the origin

becomes a center, and when aλ̄ ∈ R, where a reversible saddle-node bifurcation of the
type II equilibria occurs.

For the nonautonomous system, we can interpret the manifold M as a shooting
manifold, which is two-dimensional in (w,w′)-space at any fixed time r, invariant
under the symmetry and therefore yields a one-dimensional shooting curve in the
reduced phase space (z,R). We focus here on asymptotically stationary behavior,
where the shooting curve intersects the stable manifold of an equilibrium of (11.1).
These are possibly not the only asymptotic shapes at large distances from the center of
rotation, but they seem to be of sufficient physical relevance, making such a restriction
reasonable.

In the following, we distinguish two different cases which we refer to as the sub-
critical case, when aR > 0, and the supercritical case, when aR < 0. These terms
are justified by the branching of equilibria of (11.1) at λI = aI = 0. In our model
problem of the preceding section, these two cases are distinguished by the sign of
a(1− ν(α2 − 1)/β2).

We now study the real subsystem in the nonautonomous setting.
Lemma 6 (supercritical [5, 11]). Suppose aR < 0 and λR > 0. Then for any

wave number k0 ∈ N, there exists a heteroclinic orbit w(r) > 0, with limr→0 w(r) = 0
and limr→∞ w(r) =

√−λR/aR. Moreover the heteroclinic orbit is transverse in the
real subsystem: the center-manifold M intersects transversely the stable manifold of√−λR/aR.

Proof. The proof of this lemma can be found in [11], where the necessary modi-
fications to the proof of a similar statement in [5] are indicated.

Lemma 7 (subcritical). Suppose aR > 0 and λR < 0. Then for any k0 ∈ N,
there exists a heteroclinic orbit w(r), with limr→0 w(r) = limr→∞ w(r) = 0. Moreover
the heteroclinic orbit is transverse in the real subsystem: the manifold M intersects
transversely the stable manifold of the origin at r =∞.

Proof. The proof, together with a more detailed description of such solutions, can
be found in [20].

We next examine the nondegenerate system with aI 6= 0.
Proposition 8 (supercritical, aI 6= 0). Suppose aR < 0 and λR > 0 and fix

any wave number k0 ∈ N. Then for any aI , λI sufficiently small and λI/aI − 1� a2
I

there exists a heteroclinic orbit w(r), with limr→0 w(r) = 0 and tending to a type II
equilibrium as r → ∞. The heteroclinic orbit is transverse. Moreover there exists
a unique value λ0

I = O(aI) such that the heteroclinic orbit tends to the other type II
equilibrium as r →∞. This heteroclinic orbit is transversely unfolded by the parameter
λI .

Proof. We suppose aR = −1 and λR = 1. We use singular perturbation methods
in order to establish the existence of heteroclinic orbits for the perturbed system. At
aI = λI = 0, there is a curve of type II equilibria for the asymptotic equations at
r = ∞, given by z2

I = 1 − R2, which intersects transversely the real subspace at the
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equilibrium z = 0, R = 1. Therefore the center-stable manifold of this line of equilibria
intersects transversely the shooting manifold M in (z,R, τ)-space. In the perturbed
system, the line of equilibria persists as a normally hyperbolic slow manifold (see [3]).
The heteroclinic as a transverse intersection persists as the intersection with a strong
stable fiber of the slow manifold for aI , λI small enough. On the slow manifold there
are two equilibria z2

I = −1 − λI/aI , which are close to the real subspace {zI = 0} if
−λI/aI is close to but bigger than one. By the above stability analysis, the equilibrium
which is stable within the slow manifold has det L > 0 and thereby λIzI < 0. We
now have to examine the perturbation of the shooting manifold M by the complex
perturbation terms involving λI and aI . The derivative along the real heteroclinic at
λI = aI = 0 of the nonautonomous equation for zI with respect to λI and aI gives

z′I = λI + aIR
2 = aI(λI/aI +R2).

Thereby the Melnikov integral along the heteroclinic gives a contribution O(aI), which
shows that the shooting manifold M intersects transversely a stable fiber of a point
on the slow manifold with z0

I = O(aI).

With these ingredients we can establish the existence of the desired connections.
First choosing λI as a parameter, the shooting manifold M crosses transversely the
strong stable fibers of the slow manifold. The type II equilibria on the slow manifold
are located at O(

√|λI/aI + 1|). If |z0
I | <

√|λI/aI − 1|, there is a heteroclinic trajec-
tory connecting to the type II equilibrium, which is stable within the slow manifold.
If (z0

I )2 = −λI/aI − 1, the heteroclinic trajectory connects to the type II equilibrium,
which is unstable on the slow manifold. This proves the proposition.

Proposition 9 (subcritical, aI 6= 0). Suppose aR > 0 and λR < 0 and fix any
wave number k0 ∈ N. Then for any aI sufficiently small, there exists a smooth function
λI = λI(aI) such that there exists a heteroclinic orbit w(r), with limr→0 w(r) =
limr→∞ w(r) = 0. The heteroclinic orbit is transversely unfolded by the parameter
λI .

Proof. We suppose aR = 1 and λR = −1. In the real subspace at λI = aI = 0,
the heteroclinic orbit joining the origin at r = 0 to the origin at r =∞ is transverse
by Lemma 7. Transverse to the real subspace, the origin is unstable at both r = 0 and
r = ∞: the heteroclinic is nontransverse in full-space. We now need the parameter
λI (alias the speed of rotation) in order to obtain connections for specific values
of the parameter λI = λI(aI). For this it is sufficient to show that the Melnikov
integral with respect to the parameter λI along the heteroclinic does not vanish.
The adjoint variational equation along the heteroclinic has a unique (up to scalar
multiples) bounded solution which lies strictly in the half space zI > 0, because zI = 0
is invariant. The derivative of the vector field with respect to λI in the direction of
this half space is just 1, which proves that the Melnikov integral is nonzero. In other
words we can push through the stable and unstable manifolds with the help of λI
with nonzero speed. This proofs the proposition.

12. Conclusions. For a large class of reaction-diffusion systems we have shown
the existence of spiral wave solutions. In contrast to the previous results on λ-ω
systems, our reduction to a nonautonomous ODE is not based on the assumption that
Fourier modes decouple. We merely show that, close to the threshold of instability of a
homogeneous equilibrium, there is some kind of decoupling. The interaction between
critical modes is in a smooth sense of higher order than the projection on the critical
modes. Compared to similar reduction methods, technical complications arise here
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because the problem is nonautonomous, even in the principal part (from a regularity
point of view).

As another advantage of our method, we are able to determine explicitly co-
efficients in our bifurcation equations. These are in general still hard to analyze
analytically—we considered a simple but interesting model problem in the last
section—but can easily be studied numerically.

The reduction procedure can be applied to other problems, possibly involving
higher-dimensional center-manifolds. A systematic treatise of such equations (as
known for elliptic problems in infinite cylinders, exploiting reversibility, integrabil-
ity, and normal forms of the reduced bifurcation equations) would be interesting.

The rotating waves we discover are of various shape, depending on the nature
of the bifurcation. In supercritical bifurcations, they are approximately archimedian
spirals at large distances from the tip. Indeed, the derivative of the phase of u is
given by zI and approaches for large values of the radius r a constant but nonzero
value. As a subtle difference we noticed that in the supercritical case there are two
different types of asymptotic states, given by the two different types of equilibria
zI = ±√−λI/aI − 1 (see the preceding section). For the first type, zI approaches
its limit value exponentially at a uniform rate with respect to λI , whereas for the
other type the exponential rate is close to zero. The sign of zI has another important
interpretation. If zI is positive, then the arms turn in the sense of the rotation of the
spiral; at a fixed ray, under time evolution of the reaction-diffusion system, the arms
move toward the center of rotation. Similarly, zI < 0 corresponds to an outwards
movement of the arms. Therefore the waves, appearing for discrete wave speeds,
move outward if aI < 0 and inward if aI > 0.

The rotating waves bifurcating subcritically are isolated as rotating waves and
appear for distinguished speeds of rotation. Their shape at large distances from the
center of rotation is determined by the phase varying according to ϕ ∼ e−const·r and
their amplitude decaying to zero exponentially.

Although we do not carry out here a stability analysis, we comment on the dif-
ference between sub- and supercritical bifurcation. Linearizing the reaction-diffusion
system along the subcritical waves in, say, L2(R2,R2) gives us a linearized operator
for the period map whose continuous spectrum is strictly contained in the left half
plane, bounded away from the imaginary axis. Zero is (at least) a triple eigenvalue
due to the Euclidean symmetry, generated by rotation and translations. An analysis
of secondary bifurcations from this type of spiral wave, including meandering and
drifting waves, has been carried out in [17, 18] and [4].

The linearized period map along supercritical waves has zero in the essential
spectrum and rigorous stability proofs seem to be hard. Hagan [7] showed that one-
armed spiral waves might be stable whereas multiarmed waves (k0 6= 1) should be
unstable.
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Abstract. We show existence and uniqueness of classical solutions for the motion of immersed
hypersurfaces driven by surface diffusion. If the initial surface is embedded and close to a sphere, we
prove that the solution exists globally and converges exponentially fast to a sphere. Furthermore,
we provide numerical simulations showing the creation of singularities for immersed curves.
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1. Introduction. In this paper we study the motion of a family of immersed
hypersurfaces whose normal velocity is equal to its surface diffusion. More precisely,
let Γ0 be a compact closed immersed orientable hypersurface in Rn of class C2+β . We
are looking for a family Γ = {Γ(t); t ≥ 0} of smooth immersed orientable hypersurfaces
satisfying the following evolution equation:

V (t) = ∆Γ(t)HΓ(t) , Γ(0) = Γ0 .(1.1)

Here V (t) denotes the velocity in the normal direction of Γ at time t, while ∆Γ(t)

and HΓ(t) stand for the Laplace–Beltrami operator and the mean curvature of Γ(t),
respectively. Both the normal velocity and the curvature depend on the local choice
of the orientation; however, (1.1) does not, and so we are free to choose whichever one
we like. In particular, if Γ(t) is embedded and encloses a region Ω(t), we always choose
the outer normal, so that V is positive if Ω(t) grows and so that HΓ(t) is positive if
Γ(t) is convex with respect to Ω(t). Due to the local nature of the evolution, we may
assume the hypersurface Γ0 to be connected.

In order to give precise results, let us introduce the following notation. Given an
open set U ⊂ Rn, let hs(U) denote the little Hölder spaces of order s > 0, that is,
the closure of BUC∞(U) in BUCs(U), the latter space being the Banach space of all
bounded and uniformly Hölder continuous functions of order s. If Σ is a (sufficiently)
smooth submanifold of Rn then the spaces hs(Σ) are defined by means of a smooth
atlas for Σ.

Theorem 1.1. Assume that 0 < β < 1, and let Γ0 be a compact closed immersed
orientable hypersurface in Rn belonging to the class h2+β.

(a) The surface diffusion flow (1.1) has a unique local classical solution Γ =
{Γ(t); t ∈ [0, T )} for some T > 0. Each hypersurface Γ(t) is of class C∞ for t ∈ (0, T ).
Moreover, the mapping [t 7→ Γ(t)] is continuous on [0, T ) with respect to the h2+β-
topology and smooth on (0, T ) with respect to the C∞-topology.
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(b) Suppose that the initial hypersurface Γ0 is a h2+β-graph in normal direction
over some smooth immersed hypersurface Σ. Then the mapping ϕ := [(t,Γ0) 7→ Γ(t)]
induces a smooth local semiflow on an open subset of h2+β(Σ).

Remark. The assumption that the initial surface be orientable is not necessary
for Theorem 1.1(a) to hold true.

This follows by evolving the double cover in case the initial hypersurface is not
orientable. The double cover remains a double cover by uniqueness of smooth so-
lutions, and (1.1) is invariant with respect to the local orientation, as noted before.
Hence, one can go back to the quotient space which therefore also evolves according
to the surface diffusion flow.

The motion given by (1.1) has some interesting geometrical features. Assume
that Γ is a smooth orientable solution to (1.1) and let A(t) denote the area of Γ(t).
Then the function A is smooth and we find for its derivative (e.g., see [22, Theorem
4] or [15, p. 70])

1

n− 1

d

dt
A(t) =

∫
Γ(t)

V (t)HΓ(t) dσ =

∫
Γ(t)

[∆Γ(t)HΓ(t)]HΓ(t) dσ(1.2)

= −
∫

Γ(t)

|gradΓ(t)HΓ(t)|2Γ(t)dσ ≤ 0 .

Hence the motion driven by surface diffusion is area decreasing.
It is also possible to identify the surface diffusion flow as an H−1-gradient flow

for the area functional; see [10, 25]. The notion of such gradient flows was proposed
by Fife [19, 20].

Assume that Γ is a smooth solution to (1.1) consisting of embedded hypersurfaces
which enclose a region Ω(t), and let Vol(t) denote the volume of Ω(t). The derivative
of the smooth function Vol is then given by

d

dt
Vol(t) =

∫
Γ(t)

V (t) dσ =

∫
Γ(t)

∆Γ(t)HΓ(t) dσ = 0 ,

thus the motion driven by surface diffusion is also volume preserving in the embed-
ded case. Every Euclidean sphere is an equilibrium for (1.1), and it follows from
Alexandrov’s characterization [1] of embedded constant mean curvature surfaces that
spheres are the only equilibria. However, none of these equilibria is isolated, since in
every neighborhood of a fixed sphere there is a continuum of further spheres. Thus
the dynamics of the flow generated by (1.1) is even locally quite copious.

Theorem 1.2. Let S be a fixed Euclidean sphere and let M denote the set of
all spheres which are sufficiently close to S. Then M attracts all embedded solutions
which are h2+β(S)-close to M at an exponential rate. In particular, if Γ0 is suffi-
ciently close to S in h2+β(S), then Γ exists globally and converges exponentially fast
to some sphere in M enclosing the same volume as Γ0. The convergence is in the
Ck-topology for every initial hypersurface Γ0 which is in a sufficiently small h2+β(S)-
neighborhood W = W (k) of S, where k ∈ N is a fixed number.

The surface diffusion flow (1.1) was first proposed by Mullins [26] to model surface
dynamics for phase interfaces when the evolution is only governed by mass diffusion in
the interface. It has also been examined in a more general mathematical and physical
context by Dav̀ı and Gurtin [13], and by Cahn and Taylor [9]. More recently, Cahn,
Elliott, and Novick-Cohen [8] showed by formal asymptotics that the surface diffusion
flow is the singular limit of the zero level set of the solution to the Cahn–Hilliard
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equation with a concentration-dependent mobility. In the case of constant mobility
in the Cahn–Hilliard equation, Alikakos, Bates, and Chen [2] proved that the motion
of the singular limit is governed by the Mullins–Sekerka model (also called the Hele–
Shaw model with surface tension), rigorously establishing a result that was formally
derived by Pego [27]. The Mullins–Sekerka model shares many properties with the
surface diffusion flow (1.1). They both preserve the enclosed volume and decrease the
area of the interface, and for both the invariant manifoldM of spheres is exponentially
attracting; see [16, 17, 18].

In two dimensions and for strip-like domains, the surface diffusion flow was inves-
tigated by Baras, Duchon, and Robert [7]. They prove global existence of weak solu-
tions. Also in two dimensions, the surface diffusion flow for closed embedded curves
was analytically investigated by Elliott and Garcke [14]. They show local existence
and regularization for C4-initial curves, and global existence for small perturbations
of circles. Furthermore, assuming global existence, they show that any closed curve
will become circular under this evolution. They do not obtain uniqueness of solutions.
Recently, Giga and Ito [21] established the existence of unique (local) solutions for
immersed H4-initial curves. Moreover, they prove that the surface diffusion flow can
drive an initially embedded curve to a self intersection. The techniques in [14, 21]
seem to be restricted to two dimensions.

Our methods work in any dimension, and we obtain existence and uniqueness for
immersed hypersurfaces. This is of particular interest since embedded hypersurfaces
can become immersed under the surface diffusion flow, which is in clear contrast to
the mean curvature flow where smooth solutions remain embedded if their initial
surface is embedded. Our numerical simulations show that an immersed curve can
develop singularities under the surface diffusion flow. Our example consists of a curve
with a loop within a loop where the inner loop tightens and then contracts to a
point. This situation has been analyzed in great detail by Angenent [6] for the mean
curvature flow. In case of surface diffusion we do not have an analytical proof for
the occurrence of singularities. We also give an example showing that an immersed
curve evolves towards a stable limiting configuration which is not an embedded circle,
but a multiply covered immersed circle. Finally, we provide evidence that the surface
diffusion flow shrinks a figure eight to a point in finite time. Our approach for proving
existence and uniqueness of solutions can be used to set up the numerical scheme for
our simulations.

In case the initial hypersurface has several components, it is clear that some
components may collide under the surface diffusion flow. This is most easily seen by
choosing any nonstationary initial hypersurface, and then placing a stationary sphere
in its path.

Theorem 1.1 constitutes a precise local existence and uniqueness result for clas-
sical solutions to (1.1) starting out as immersed hypersurfaces. In particular, the
results disclose a parabolic regularization of the flow ϕ since we are allowed to choose
initial surfaces Γ0 of class h2+β , although ∆Γ0

HΓ0
is for such Γ0 in general not a

classical function. This parabolic structure also provides the foundation for the study
of the qualitative behavior of the semiflow ϕ. Our approach for proving existence,
uniqueness, and regularity of solutions is based on the general theory of Amann [3, 4]
for quasi-linear parabolic evolution equations.

The proof of Theorem 1.2 consists of two steps. We first show that the semiflow
ϕ admits a stable (n+ 1)-dimensional local center manifoldMc. This means, in par-
ticular, thatMc is a locally invariant manifold and thatMc contains all small global
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solutions of ϕ. In a second step we then prove that Mc coincides with the mani-
foldM of the theorem. It is well-known that local center manifolds are generally not
unique. However, since each local center manifold of the surface diffusion flow consists
only of equilibria, this forces uniqueness. Under suitable spectral assumptions for the
linearization, the existence of center manifolds is well known for finite-dimensional dy-
namical systems. The corresponding construction for quasi-linear infinite-dimensional
semiflows (e.g., for ϕ) is considerably more involved. The basic technical tool here is
the theory of maximal regularity, due to Da Prato and Grisvard [11]; see also [4, 5, 23].
In particular, these results allow to treat (1.1) as a fully nonlinear perturbed linear
evolution equation; see [12, 23, 29].

2. Existence and uniqueness. In this section we introduce the mathematical
setting in order to reformulate (1.1) as a quasi-linear parabolic evolution equation.
Let Σ be a smooth compact closed immersed oriented hypersurface in Rn, and assume
that Γ0 is close to this fixed reference manifold Σ. Let ν be the unit normal field on
Σ commensurable with the chosen orientation. Choose a > 0 and an open covering
{Ul ; l = 1, . . . ,m} of Σ such that

Xl : Ul × (−a, a)→ Rn , Xl(s, r) := s+ rν(s)

is a smooth diffeomorphism onto its image Rl := im(Xl), that is,

Xl ∈ Diff∞(Ul × (−a, a),Rl) , 1 ≤ l ≤ m.

This can be done by choosing the open sets Ul ⊂ Σ in such a way that they are
embedded in Rn instead of only immersed, and then taking a > 0 sufficiently small
so that each of the Ul has a tubular neighborhood of radius a. It is convenient to
decompose the inverse of Xl into X−1

l = (Sl,Λl), where

Sl ∈ C∞(Rl, Ul) and Λl ∈ C∞(Rl, (−a, a)) .

Note that Sl(x) is the nearest point on Ul to x ∈ Rl, and that Λl(x) is the signed
distance from x to Ul (that is, to Sl(x)). Moreover, the union of the setsRl, 1 ≤ l ≤ m,
consists exactly of those points in Rn with distance less than a to Σ.

Let T > 0 be a fixed number. We assume that Γ := {Γ(t), t ∈ [0, T )} is a family
of immersed graphs in normal direction over Σ. To be precise, we ask that there is a
globally defined function

ρ : Σ× [0, T )→ (−a, a)

such that for fixed t ∈ [0, T ), a manifold Γ(t) is locally given by the images of the
maps [s 7→ Xl(s, ρ(s, t))], 1 ≤ l ≤ m.

Conversely, given any (sufficiently) smooth function ρ : Σ× [0, T )→ (−a, a), let

Φl,ρ : Rl × [0, T )→ R , Φl,ρ(x, t) := Λl(x)− ρ(Sl(x), t) , 1 ≤ l ≤ m.(2.1)

Then for each t ∈ [0, T ), the zero-level set Φ−1
l,ρ (0, t) ⊂ Rl defines a smooth hypersur-

face, and the hypersurfaces Φ−1
l,ρ (0, t) can be glued together to constitute a compact

closed immersed orientable hypersurface Γρ(t). It is then easy to see that

Γρ(t) = Γ(t) =
m⋃
l=1

Im
(
Xl : Ul → Rn , [s 7→ Xl(s, ρ(s, t))]

)
.
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In addition, the normal velocity V of Γ := {Γρ(t) ; t ∈ [0, T )} at time t and at the
point x = Xl(s, ρ(s, t)), expressed as a function over Ul, is given by

V (s, t) = − ∂tΦl,ρ(x, t)

|∇xΦl,ρ(x, t)|
∣∣∣∣
x=Xl(s,ρ(s,t))

=
∂tρ(s, t)

|∇xΦl,ρ(x, t)|
∣∣∣∣
x=Xl(s,ρ(s,t))

for (s, t) ∈ Ul × (0, T ). In the following, we fix t ∈ [0, T ) and drop it in our notation.
Moreover, we fix 0 < α < β < 1 and define

A := {ρ ∈ h2+α(Σ) ; ||ρ||C(Σ) < a} .
Then for any ρ ∈ A,

θρ : Σ→ Γρ, θρ(s) := Xl(s, ρ(s)) for s ∈ Ul ,
is a well-defined global (2+α)-diffeomorphism. We write ∆Γρ for the Laplace–Beltrami
operator of Γρ and HΓρ for the mean curvature of Γρ. Finally, let

G(ρ) := −Lρθ∗ρ(∆ΓρHΓρ) for ρ ∈ h4+α(Σ) ∩ A ,

where Lρ(s) := θ∗ρ|∇xΦl,ρ|(s) for s ∈ Ul, 1 ≤ l ≤ m. On the phase space

V := h2+β(Σ) ∩ A,

we are now considering the following evolution equation for the distance function ρ :

∂tρ+G(ρ) = 0 , ρ(0) = ρ0 ,(2.2)

where ρ0 is a function on Σ determined by Γ0. More precisely, given ρ ∈ V, we call a
family ρ : [0, T )→ V a classical solution of (2.2) if

ρ ∈ C([0, T ),V) ∩ C∞((0, T ), C∞(Γ))

and if ρ satisfies (2.2) pointwise for t ∈ (0, T ). It is not difficult to see that the surface
diffusion flow (1.1) and the evolution equation (2.2) are equivalent on R := ∪ml=1Rl.
That is, if Γ := {Γ(t) ; t ∈ [0, T )} is a classical solution of (1.1) such that Γ(t) ⊂ R
for t ∈ [0, T ), then the above construction yields a classical solution of (2.2) and vice-
versa; if ρ : [0, T )→ V is a classical solution of (2.2), then Γ := {Γρ(t) ; t ∈ [0, T )} is
a classical solution of (1.1).

In order to state our next result, let E1 and E0 be Banach spaces with E1 ↪→ E0,
and let H(E1, E0) be the set of all A ∈ L(E1, E0) such that −A, considered as an
unbounded operator in E0, generates a strongly continuous analytic semigroup on
E0. It can be shown that H(E1, E0) is open in L(E1, E0); cf. [4, Theorem 1.3.1].
We always assume that H(E1, E0) carries the corresponding relative topology. Recall
that we already fixed 0 < α < β < 1. Now, in addition, pick β0 ∈ (α, β) and let

U := h2+β0(Σ) ∩ A .

Lemma 2.1. There exist

P ∈ C∞(U ,H(h4+α(Σ), hα(Σ))) , F ∈ C∞(U , hβ0(Σ)) ,

such that

G(ρ) = P (ρ)ρ+ F (ρ), ρ ∈ h4+α(Σ) ∩ A .
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Proof. (a) The first step is to define a metric on Σ that lends itself well for
computations in local coordinates. We choose a system of local coordinates on Σ,
where we can assume that the sets Ul, 1 ≤ l ≤ m, are exactly the domains of the
charts. We fix some index l ∈ {1, . . . ,m} and we let η be the restriction of the
Euclidean metric on Rl ⊂ Rn. Now define the pull-back metric

gl := X∗l η on T (Ul × (−a, a)) .

The mapping Xl is exactly translation into the normal direction of Ul, and hence
it is easily seen that the metric gl splits along the fibers of Ul × (−a, a), i.e., gl =
wl(r) + dr ⊗ dr. Here r denotes the coordinate in the normal direction of Ul, and
wl(r) is a metric on the tangent space to Ul × {r} ≡ Ul. Given ρ ∈ U , we set

g(ρ) := w(ρ) + dr ⊗ dr := gl|(s,ρ(s)) on T(s,ρ(s))(Ul × (−a, a)) .

In particular w(ρ) constitutes a metric on T (Ul) with components wjk(ρ). Fur-
thermore, let w∗(ρ) be the induced metric on the cotangent bundle T ∗(Ul), that
is, w∗(ρ)(ξ, ζ) := wjk(ρ)ξjζk for ξ, ζ ∈ T ∗(Ul), where wjk(ρ) are the entries of the
inverse matrix of [wjk(ρ)]. Note that the metric w(ρ) is not the same as θ∗ρη. In
particular, w(ρ) does not involve any derivatives of ρ, whereas θ∗ρη does. We define
Ul,ρ := (Ul, w(ρ)) and Ξl := (Ul × (−a, a), gl). As a consequence of the special form

(2.1) of Φl,ρ, we have Φ̂l,ρ(s, r) := Φl,ρ(Xl(s, r)) = r − ρ(s) on Rl, and hence

∇ΞlΦ̂l,ρ(s, r) = ∂
∂r
−∇Ul,ρρ(s) , (s, r) ∈ Ul × (−a, a) .

Therefore we get for s ∈ Ul
L2
ρ(s) = |∇RnΦl,ρ|2

∣∣∣
x=Xl(s,ρ(s))

= gl(∇ΞlΦ̂l,ρ,∇ΞlΦ̂l,ρ)
∣∣∣
(s,ρ(s))

= 1 + w(ρ)(∇Ul,ρρ,∇Ul,ρρ)
∣∣∣
s

= 1 + w∗(ρ)(dρ, dρ)
∣∣∣
s
,

(2.3)

where dρ := ∂jρdx
j ∈ T ∗(Σ) denotes the exterior differential of any ρ ∈ C1(Σ). We

did not label the metrics g(ρ) and w(ρ) with an index l as they can be defined globally
on Σ.

To simplify the notation we set Hρ := θ∗ρHΓρ . It is known that the mean curvature
operator Hρ is a second order quasi-linear elliptic operator acting on functions defined
on Σ; see, for instance, [18, Lemma 3.1]. Moreover, it follows from the proof of that
lemma presented in [18] that

Hρ = P1(ρ)ρ+ F1(ρ), ρ ∈ U .
P1(ρ) and F1(ρ) are represented in local coordinates by

P1(ρ) = 1
(n−1)L3

ρ

[ (− L2
ρw

jk(ρ) + wjl(ρ)wkm(ρ)∂lρ∂mρ
)
∂j∂k

+
(
L2
ρw

jk(ρ)Γijk(ρ) + wjl(ρ)wki(ρ)Γnjk(ρ)∂lρ

+2wkm(ρ)Γink(ρ)∂mρ− wjl(ρ)wkm(ρ)Γijk(ρ)∂lρ∂mρ
)
∂i

]
,

F1(ρ) = − 1

(n− 1)Lρ
wjk(ρ)Γnjk(ρ).

Here the summation runs from 1 to (n − 1) for all repeated indices. Moreover,
Γijk are the Christoffel symbols of the metric gl and

Γijk(ρ) := Γijk

∣∣∣
(s,ρ(s))

on T(s,ρ(s))(Ξl) .
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An important observation here is that wjk(ρ) and Γijk(ρ) are all independent of the
derivatives of ρ, and hence the above equations together with (2.3) give complete
information on how derivatives of ρ go into the operators P1(ρ) and F1(ρ).

Given ξ ∈ T ∗(Σ), let pπ1 (ρ)(ξ) denote the symbol of the principal part of P1(ρ).
Then (2.3) and the Cauchy–Schwarz inequality yield

pπ1 (ρ)(ξ) =
1

(n− 1)L3
ρ

[
w∗(ρ)(ξ, ξ) + w∗(ρ)(dρ, dρ)w∗(ρ)(ξ, ξ)− (w∗(ρ)(dρ, ξ))2

]
≥ w∗(ρ)(ξ, ξ)

(n− 1)L3
ρ

for any ξ ∈ T ∗(Σ).
(b) Let us now turn to the operator θ∗ρ∆Γρ . Since θρ is a diffeomorphism between

Σ and Γρ, we obtain that

θ∗ρ∆Γρ = ∆ρθ
∗
ρ , ρ ∈ U ,

where ∆ρ is the Laplace–Beltrami operator on (Σ, θ∗ρη). Here η is the Euclidean metric
on the immersed manifold Γρ and θ∗ρη denotes the Riemannian metric that is induced
by θρ on the manifold Σ. To simplify the notation we set σ(ρ) := θ∗ρη. Let σjk(ρ) be
the components of σ(ρ) in local coordinates and let σ∗(ρ) be the induced metric on
T ∗(Σ), that is, σ∗(ρ)(ξ, ζ) := σjk(ρ)ξjζk for ξ, ζ ∈ T ∗(Σ). As usual, σjk(ρ) are the
entries of the inverse matrix of [σjk(ρ)]. Finally, γijk(ρ) denote the Christoffel symbols
of σ(ρ). Using local coordinates, we find

∆ρ = σjk(ρ)
(
∂j∂k − γijk(ρ)∂i

)
, ρ ∈ U .

(c) Let ρ ∈ U be given. Then we define Pπ(ρ) ∈ L(h4+α(Σ), hα(Σ)) by

Pπ(ρ) := − 1

(n− 1)L2
ρ

σrs(ρ)
[− L2

ρw
jk(ρ) + wjl(ρ)wkm(ρ)∂lρ∂mρ

]
∂r∂s∂j∂k .

We show that there exists a mapping Q(ρ) ∈ L(h3+α(Σ), hα(Σ)) such that

−Lρ∆ρP1(ρ)ρ− Pπ(ρ)ρ = Q(ρ)ρ, ρ ∈ U ∩ h4+α(Σ) .

Using the representations of ∆ρ and P1(ρ)ρ in local coordinates we see that fourth
order derivatives of ρ can only occur when ∂r∂s falls on ∂j∂kρ, and these terms are
collected exactly in the operator Pπ(ρ). Third order derivatives of ρ can only enter
in a linear way. For this recall that wjk(ρ) and Γijk(ρ) do depend on ρ, but not on
its derivatives. So ∂r∂s applied to these functions will only generate second order
derivatives of ρ. Hence

∂r∂s(w
jl(ρ)wkm(ρ)∂lρ∂mρ)

will, for instance, produce a third order derivative of ρ exactly when ∂r∂s falls on ∂lρ
or on ∂mρ. The result is clearly linear in the third order derivatives. Next observe
that Lρ is represented in local coordinates by

Lρ =
√

1 + wjk(ρ)∂jρ∂kρ ,

see (2.3). It is then easily seen that ∂r∂sL
−1
ρ generates, once again, third order

derivatives which enter linearly. Similar arguments apply to all of the remaining
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terms. Finally, in case that an expression does not contain third order derivatives we
can always split off a linear term ∂j∂kρ or ∂iρ. By similar arguments we also conclude
that there exists a mapping R(ρ) ∈ L(h3+α(Σ), hα(Σ)) such that

−Lρ
(

∆ρ
1

Lρ

)
LρF1(ρ) = R(ρ)ρ , ρ ∈ U ∩ h3+α(Σ) .

We set

P (ρ) := Pπ(ρ) +Q(ρ) +R(ρ), ρ ∈ U ,
F (ρ) := −Lρ∆ρF1(ρ)−R(ρ)ρ, ρ ∈ U ∩ h3+α(Σ) .

It follows from the above considerations and from the representation of F1(ρ) in local
coordinates that

P ∈ C∞(U ,L(h4+α(Σ), hα(Σ))) , F ∈ C∞(U , hβ0(Σ))

and that G(ρ) = P (ρ)ρ+ F (ρ) for ρ ∈ h4+α(Σ) ∩ A.
(d) It remains to show that P (ρ) ∈ H(h4+α(Σ), hα(Σ)) for ρ ∈ U . Given ρ ∈ U ,

let pπ(ρ) denote the symbol of Pπ(ρ). Then the results in steps (a)–(c) yield

pπ(ρ)(ξ) = Lρ σ
∗(ρ)(ξ, ξ) pπ1 (ρ)(ξ) ≥ 1

(n− 1)L2
ρ

σ∗(ρ)(ξ, ξ)w∗(ρ)(ξ, ξ)

for all ξ ∈ T ∗(Σ). Hence, for any fixed ρ ∈ U , the operator Pπ(ρ) is a uniformly elliptic
fourth order operator acting on functions over the compact manifold Σ. Consequently,
−Pπ(ρ) generates a strongly continuous analytic semigroup on hα(Σ), that is, we have
that

Pπ(ρ) ∈ H(h4+α(Σ), hα(Σ)), ρ ∈ U .
Since Q(ρ) and R(ρ) are lower order perturbations, we can now conclude that −P (ρ)
generates an analytic semigroup on hα(Σ) as well.

Now we are in a position to apply the general theory of quasi-linear evolution equa-
tions developed by H. Amann providing a unique classical solution of problem (2.2).
More precisely, we have the following theorem.

Theorem 2.2. Given any ρ ∈ V, there exists a unique classical solution

ρ ∈ C([0, t+),V) ∩ C∞((0, t+), C∞(Σ))

of problem (2.2). Here, t+ := t+(ρ0) > 0 stands for the maximal time of existence.
The map [(t, ρ0) 7→ ρ(t, ρ0)] defines a smooth local semiflow on V.

Proof. Set E0 := hα(Σ) and E1 := h4+α(Σ) and let

Eθ := (E0, E1)0
θ,∞, θ ∈ (0, 1) ,

denote the continuous interpolation spaces between E1 and E0; see [23] or [4]. Next
we fix

θ1 :=
2 + β − α

4
, θ0 :=

2 + β0 − α
4

, θ :=
β0 − α

4
.

Since the little Hölder spaces are stable under continuous interpolation, we get the
following identities

Eθ1 = h2+β(Σ) , Eθ0 = h2+β0(Σ) , Eθ = hβ0(Σ) .
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Hence Lemma 2.1 and [3, Theorem 12.1] imply that there exists a unique solution in
the class

C([0, t+),V) ∩ C((0, t+), h4+α(Σ)) ∩ C1((0, t+), hα(Σ)) .

The additional regularity in the assertion follows from a bootstrapping argument in
the scale of Banach spaces hs(Σ), cf. the proof of [17, Theorem 1]. Moreover, the
results in [3, section 12] also show that the map [(t, ρ0) 7→ ρ(t, ρ0)] defines a smooth
local semiflow on V.

3. Global existence. To prove Theorem 1.2, we fix a Euclidean sphere S and
set Σ = S in the construction of section 2. Without loss of generality we may assume
that S is the unit sphere centered at 0. Observe that Lemma 2.1 implies that

G : U ∩ h4+α(S)→ hα(S) , ρ 7→ G(ρ)

is smooth. Let A := ∂G(0) be the Fréchet derivative of G at 0. Then we have the
following representation of A.

Lemma 3.1.

A =
1

n− 1
∆2
S + ∆S ,

where ∆S denotes the Laplace–Beltrami operator on S.
Proof. Recall that G(ρ) = −Lρ∆ρHρ for ρ ∈ U ∩ h4+α(S). Thus we get

Ah = ∂G(0)h = −∂(Lρ∆ρ

)∣∣
ρ=0

[h,H0]− L0∆0∂Hρ

∣∣
ρ=0

h(3.1)

for h ∈ h4+α(S). Furthermore, observe that

L0 ≡ 1, ∆0 = ∆S , H0 ≡ 1 .(3.2)

In particular, given ρ ∈ U , we have that Lρ∆ρH0 = 0. Hence

∂
(
Lρ∆ρ

)∣∣
ρ=0

[h,H0] =
d

dε

(
Lεh∆εh

)∣∣
ε=0

H0 = 0 .(3.3)

Finally, it was shown in [18, Lemma 3.1] that

∂Hρ

∣∣
ρ=0

h = − 1

n− 1

(
n− 1 + ∆S

)
h,(3.4)

and the assertion follows from (3.1)–(3.4).
Lemma 3.2. The spectrum of −A consists of a sequence of real eigenvalues

· · · < µk+1 < µk < µk−1 < · · · < µ1 < µ0 = 0 .

In addition, µ0 is an eigenvalue of geometric multiplicity (n+ 1).
Proof. (a) Due to the compact embedding of h4+α(S) in hα(S) it is clear that

the spectrum of −A consists only of eigenvalues.
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(b) Assume that

Ah =
1

n− 1
∆S(n− 1 + ∆S)h = 0

for some h ∈ h4+α(S). Then

(n− 1 + ∆S)h = c(3.5)

for some constant c. Observe that g0 = c/(n− 1) is a solution of (3.5). Consequently,
we find that

(n− 1 + ∆S)(h− g0) = 0 .

On the other hand it is well known that (n−1) is an eigenvalue of −∆S of multiplicity
n and that the spherical harmonics {Yk ; 1 ≤ k ≤ n} of degree 1 span the corresponding
eigenspace. Let Y0 = 1 and set N := span{Yk ; 0 ≤ k ≤ n}. We have shown that 0 is
an eigenvalue of A of geometric multiplicity (n+ 1) with eigenspace N .

(c) Suppose that λ ∈ C \ {0} and h ∈ h4+α(S) satisfy the equation (λ+A)h = 0.
Then h belongs to N⊥, where the orthogonal complement has to be taken in L2(S).
Indeed, given k ∈ {0, . . . , n}, we have that

0 =
(
(λ+A)h|Yk

)
= λ (h|Yk) ,

showing that h ∈ N⊥. Next observe that there are positive constants c1 and c2 such
that (

(∆S)−1g|g) ≤ −c1(g|g), (
(n− 1 + ∆S)g|g) ≤ −c2(g|g)

for all g ∈ h2+α(S) ∩ N⊥, where ( · | · ) denotes the inner product in L2(S). Now,
multiplying the equation (λ+A)h = 0 in L2(S) with (∆S)−1h, we get

λ (h|(∆S)−1h) +
1

n− 1

(
(n− 1 + ∆S)h|h) = 0 .

It follows that λ < 0 and this completes the proof.
We are now ready to prove our Theorem 1.2. Here we follow [18].
(i) In a first step we sketch the construction of a center manifold Mc over N.

For g ∈ hr(S), r > 0, let Pg :=
∑n
k=0(g|Yk)Yk . Then it is easily verified that P is a

continuous projection of hr(S) onto N = {Yk ; 0 ≤ k ≤ n}, the kernel of the operator
A. Moreover, P commutes with A, that is, PAg = APg = 0 for all g ∈ h4+α(S).
Therefore, N and h4+α

s (S) := ker(P ) provide topologically complementary subspaces
of h4+α(S), which reduce the operator A. We conclude that σ(−πcA) = {0} and
σ(−πsA) ⊂ (−∞, µ1] with µ1 < 0, where πc = P and πs = id − P denote the
projections onto N and h4+α

s (S), respectively, the center subspace and the stable
subspace of −A. It is now clear that the eigenvalue 0 also has algebraic multiplicity
(n + 1). We can now apply [29, Theorem 4.1]; see also [23, Theorem 9.2.2]. These
results imply that, given m ∈ N∗, there exists an open neighborhood U of 0 in N and
a mapping

γ ∈ Cm(U, h4+α
s (S)) with γ(0) = 0, ∂γ(0) = 0

such that Mc := graph(γ) is a locally invariant manifold for the semiflow generated
by the solutions of (2.2). Mc is an (n + 1)-dimensional submanifold of h4+α(S)
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with T0(Mc) = N . In addition, the manifold Mc is exponentially attractive. More
precisely, it follows from [29, Theorem 5.8] that given ω ∈ (0,−µ1), there exist a
positive constant c and a neighborhood W of 0 in h2+β(S) such that

‖πsρ(t, ρ0)− γ(πcρ(t, ρ0))‖h4+α(S) ≤ c

t1−θ
e−ωt‖πsρ0 − γ(πcρ0)‖h2+β(S)(3.6)

for each ρ0 in W. Estimate (3.6) is valid for all t ∈ (0, t+(ρ0)) with πcρ(t, ρ0) ∈ U.
Moreover, θ := (2 + β − α)/4.

(ii) Step (i) implies that Mc contains all small equilibria of (2.2). We show that
Mc and M coincide near 0. Suppose that S′ is a sphere which is sufficiently close to
S. Let (z1, . . . , zn) be the coordinates of its center and r be its radius. Recall that S
is the unit sphere in Rn and let z0 := 1− r. If ρ measures the distance from S to S′

in normal direction with respect to S, we get the identity

(1 + z0)2 =
n∑
k=1

(
(1 + ρ)Yk − zk

)2
.(3.7)

Here we used that the spherical harmonics Yk, k = 1, . . . , n, are just the restrictions
of the harmonic polynomials [x 7→ xk]. Solving (3.7) for ρ we obtain that S′ can be
parameterized over S by the distance function

ρ(z) =

n∑
k=1

zkYk − 1 +

√√√√( n∑
k=1

zkYk

)2

+ (1 + z0)2 −
n∑
k=1

z2
k ,(3.8)

where z := (z0, . . . , zn) ∈ Rn+1. If O is a sufficiently small neighborhood of 0 in Rn+1,
then it is clear that any sphere S′ which is close to S can be characterized by (3.8)
with z ∈ O. Furthermore, the mapping [z 7→ ρ(z)] : O → h4+α(S) is smooth and its
derivative at 0 is given by

∂ρ(0)h =
n∑
k=0

hkYk, h ∈ Rn+1 .(3.9)

Now, let {F0(z), . . . , Fn(z)} be the coordinates of πcρ(z) with respect to the basis
{Y0, . . . , Yn} of N . Then (3.9) yields that ∂F (0) = idRn+1 . Consequently, the inverse
function theorem implies that F is a smooth diffeomorphism from O onto its image
V := im(F ), provided O is small enough. Let M := {ρ(z) ; z ∈ O}. Then it follows
that πcM is an open neighborhood of 0 in N which can be assumed to coincide with
the open neighborhood U of 0 in N obtained in step (i). Hence we conclude that
M =Mc.

(iii) It follows from step (ii) that the reduced flow of (2.2) on Mc consists of
equilibria. Therefore, 0 is a stable equilibrium for the reduced flow and we conclude
that 0 is also stable for the evolution equation (2.2); see [28, Theorem 3.3]. In partic-
ular, there exists a neighborhood W of 0 in h2+β(S) such that solutions of (2.2) exist
globally for every initial value ρ0 ∈W and such that estimate (3.6) is satisfied for all
t > 0.

(iv) As in [18, Theorems 6.5 and 6.6] one can show the following result. Given
k ∈ N and ω ∈ (0,−µ1), there exists a neighborhood W = W (k, ω) of 0 in h2+β(S)
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Fig. 1. The limaçon r(θ) = 1 + 1.7 sin(θ).

with the following property. Given ρ0 ∈W , the solution ρ(·, ρ0) of (2.2) exists globally
and there exist c = c(k, ω) > 0 and a unique z0 = z0(ρ0) ∈ U such that

||(πcρ(t, ρ0), πsρ(t, ρ0)
)− (z0, γ(z0)

)||Ck(S) ≤ ce−ωt||πsρ0 − γ(πcρ0)||h2+β(S)

for t ≥ 1. According to step (ii), (z0, γ(z0)) ∈Mc is a sphere. Hence we have proved
that given ρ0 ∈ W the solution ρ(t, ρ0) of (2.2) exists globally and converges to the
sphere (z0, γ(z0)) exponentially fast in the Ck-topology as t→∞. And so, the proof
of Theorem 1.2 is now completed.

4. Numerical simulations. The general theory from the previous sections can
be used to set up a numerical scheme as well. The idea is to discretize in time and to
use an implicit scheme for stability reasons. Linearization of the dependence on the
next time step leads to a semi-implicit scheme. Discretization of the interface leads
then to a front-tracking method. We implement this here for two space dimensions;
for three space dimensions, and for further details see [24, 25].

4.1. A limaçon. The example of a limaçon shows that the surface diffusion
flow can produce singularities. This is not unlike the mean curvature flow, for which
Angenent [6] has investigated the singularities arising from the evolution of this shape.
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Fig. 2. The rose r(θ) = sin(2θ).
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The smaller loop tightens, having a maximum for the curvature. Therefore the
curvature increases for the smaller loop. This leads to a blow-up of the curvature in
finite time (Figure 1.)

4.2. A four-leafed rose. The rose exhibits the phenomenon that the stable
limiting configuration need not necessarily be an embedded circle, it can also be a
multiply covered immersed circle. For positive time the winding number of the curve
with respect to the origin does not change, and hence the limiting curve is a triply
covered circle (Figure 2.)

4.3. A figure eight. One can make perfect sense of the enclosed signed area of
a figure eight, which is for a symmetric figure eight equal to zero. As the evolution
decreases the length of the curve and preserves the enclosed area, it can be expected
that the limiting figure has zero area and zero length. This is exactly what happens,
the figure eight shrinks in finite time to a point. As the curve shortens it is necessary
to remove vertices from the numerical simulation to maintain the ratio of temporal
versus spatial resolution. In other words, as the length of the curve decreases one
needs to remove vertices to maintain a given lower bound on the distance between
any two consecutive points of the discretized curve. This is somewhat visible in the last
picture where the curve has shrunk so much that because of the increased curvature
one can discern faint corners (Figure 3.)
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Abstract. This paper is concerned with the Cauchy problem{
ut = ∆u+ |u|p−1u in RN × (0,∞),
u(x, 0) = u0(x) in RN ,

where p > 1. Let Ω be a set in RN given by

Ω ≡
{

(r, ω) ∈ R+ × SN−1 : r > R, d(ω, ω0) < cr−µ
}

for some R > 0, c > 0, ω0 ∈ SN−1, and 0 ≤ µ < 1, where d(·, ·) denotes the standard distance on
SN−1. It is shown that if u0 decays like |x|−α as |x| → ∞ in Ω with 0 < α < 2(1 − µ)/(p − 1),
then the solution blows up in finite time regardless of the behavior of u0 outside Ω. Moreover the
life span of such a solution with u0 = λϕ is estimated from above for small λ > 0 in terms of p, α,
and µ. The optimality of these results is also studied.

Key words. blowup, life span, semilinear parabolic equations
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1. Introduction. In this paper, we consider the Cauchy problem for the semi-
linear parabolic equation{

ut = ∆u+ |u|p−1u in RN × (0,∞),
u(x, 0) = u0(x) in RN ,

(1.1)

where p > 1. Since the pioneering work of Fujita [1] on the critical exponent for global
existence and blowup, many results concerning the blowup of solutions have been
obtained by many authors. Among them, Lee and Ni [7] proved that any nonnegative
solution of (1.1) blows up in finite time if the nonnegative initial data u0 decays more
slowly than |x|−2/(p−1) as |x| → ∞. Later, Gui and Wang [5] obtained some related
results. See the survey paper by Levine [8] and the book by Samarskii et al. [12] for
detailed information on this subject.

On the other hand, it seems that little is known about the blowup of sign-changing
solutions. In fact, the methods of the above authors cannot be applied to such so-
lutions. Recently, the result of Fujita was extended in [9, 10] for a one-dimensional
problem when the number of sign changes of initial data is prescribed. It was also
shown in [10] that any (sign-changing) solution of (1.1) in one-dimensional space blows
up in finite time provided that u0 decays more slowly than |x|−2/(p−1) as x → +∞
or −∞. This implies that in this case, the number of sign changes of initial data are
irrelevant to the blowup or global existence of solutions of (1.1). Since the existence
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of forward self-similar solutions of (1.1) in RN decaying like |x|−2/(p−1) is shown in
[6, 11, 13], |x|−2/(p−1) is the critical decay order of initial data for the blowup in the
one-dimensional case.

Our first purpose in this paper is to generalize the results of Lee and Ni [7] and
obtain a sufficient condition on the decay order of initial data, which may change
sign, such that the solution of (1.1) blows up in finite time. Let (r, ω) be the polar
coordinate in RN with r > 0 and ω ∈ SN−1, and d(·, ·) denotes the usual distance on
SN−1. We denote by Ω = Ω(R, c, ω0, µ) a set in RN defined by

Ω ≡ {(r, ω) ∈ R+ × SN−1 : r > R, d(ω, ω0) < cr−µ
}

for some R > 0, c > 0, ω0 ∈ SN−1, and 0 ≤ µ < 1. We note that if µ > 0, Ω can be
regarded as a small set in the sense that the Lebesgue measure of the set

{ω ∈ SN−1 : (r, ω) ∈ Ω}
tends to zero as r → ∞. We also note that if µ = 0, then Ω is a cone. Let ϕ be
any bounded function on RN that decays like |x|−α as |x| → ∞ in Ω with 0 < α <
2(1−µ)/(p− 1). We will show that the solution with initial data ϕ blows up in finite
time, regardless of the value of p > 1 and the behavior of ϕ outside Ω. Moreover we
will show that the condition on α is sharp if p ≥ (N + 1)/(N − 1).

Our second purpose is to estimate the life span of solutions. We call the maximal
existence time of a solution u in the classical sense the life span (or blowup time) of u.
We denote by T (λ) for λ > 0 the life span of the solution u of (1.1) with initial data
u0 = λϕ. Under the same assumption on ϕ as above, we will give an upper estimate
of T (λ) in terms of α, µ, and p, and study the best possibility of this estimate.

The difficulty in studying the blowup when solutions are allowed to change sign lies
in the fact that the standard comparison theorem is not useful, because sign-changing
solutions have two directions of blowup, that is, +∞ and −∞. In order to overcome
it, the nonincrease (in time) of intersection number of two solutions was essentially
used in [10] in one-dimensional problems. However, this tool cannot be applied to
higher-dimensional problems. In this paper, we make use of the transformed equation
and the corresponding energy which were effectively used by Giga and Kohn [2, 3, 4]
to study the backward self-similarity of solutions of (1.1) near a blowup point. We
also modify the method of Lee and Ni [7] to study the best possibility.

This paper is organized as follows. In the next section, we introduce precise
assumptions on initial data and state our main results. In section 3, we derive a
sufficient condition on initial data for the blowup of solutions and obtain an upper
estimate of the life span. In section 4, we study the optimality of these results.

2. Main results. We begin this section by introducing precise assumptions. We
will impose the following conditions on initial data:

(A1) ϕ ≥ K1r
−α in Ω for some α > 0 and K1 > 0.

(A2) |∇ϕ| ≤ K2r
−α−1+µ in Ω for some α > 0 and K2 > 0.

It should be noted that these conditions impose no restriction on the behavior of ϕ
outside Ω.

In our first result, we show that if the initial data decay slowly only in Ω, then
the solution blows up in finite time.

Theorem 2.1. Suppose that ϕ ∈W 1,∞(RN ) satisfies (A1) and (A2) with

0 < α <
2(1− µ)

p− 1
.
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Then the solution of (1.1) with initial data u0 = ϕ blows up in finite time.
For nonnegative initial data, the condition above can be weakened somewhat.

In fact, by using the comparison theorem, we can obtain the same result under the
assumption that ϕ ∈ L∞(RN ) is nonnegative in RN and satisfies (A1) with 0 < α <
2(1− µ)/(p− 1).

It is shown in [6, 11, 13] that there exists a global self-similar solution with radial
symmetry that decays like |x|−2/(p−1) as |x| → ∞. Therefore the condition on α in
Theorem 2.1 is sharp in case µ = 0.

In the next theorem, we show that if α is large, then there exists a global solution
of (1.1) with initial data satisfying (A1) and (A2).

Theorem 2.2. Let

α >


2(1− µ)

p− 1
if p ≥ N + 1

N − 1
,

2

p− 1
− (N − 1)µ if 1 < p <

N + 1

N − 1
.

Then there exists ϕ ∈ W 1,∞(RN ) satisfying (A1) and (A2) such that the solution of
(1.1) with initial data u0 = ϕ exists globally in time.

We note that the above theorem implies that if p ≥ (N + 1)/(N − 1), then the
condition on α in Theorem 2.1 is sharp. However, since

2(1− µ)

p− 1
<

2

p− 1
− (N − 1)µ

if 1 < p < (N + 1)/(N − 1), there is a gap between the ranges of α in Theorems 2.1
and 2.2. It seems that this gap comes from a technical reason (see Remark 4.1).

Next we consider the life span of solutions of (1.1) with initial data u0 = λϕ.
Theorem 2.3. Suppose that ϕ ∈W 1,∞(RN ) satisfies (A1) and (A2) with

0 < α <
2(1− µ)

p− 1
.

Then for any ε > 0, there exists λε > 0 such that

T (λ) ≤ λ−
(

1
p−1− α

2(1−µ)

)−1−ε
(2.1)

for 0 < λ ≤ λε.
As noted above, the condition can be weakened somewhat for nonnegative initial

data.
In the next result, we provide some lower bounds that complement (2.1) in The-

orem 2.3.
Theorem 2.4. Let

0 < α <
2(1− µ)

p− 1
.

Then there exists ϕ ∈ W 1,∞(RN ) satisfying (A1) and (A2) such that for any ε > 0,
T (λ) satisfies

T (λ) ≥
 λ

−
(

1
p−1− α

2(1−µ)

)−1
+ε

if α ≤ (1− µ)(N − 1),

λ
−
(

1
p−1−α+(N−1)µ

2

)−1
+ε

if α > (1− µ)(N − 1)
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for 0 < λ ≤ λε with some λε > 0.
We note that if p ≥ (N + 1)/(N − 1) and 0 < α < 2(1− µ)/(p− 1), then

α <
2(1− µ)

p− 1
≤ (1− µ)(N − 1).

This implies that if p ≥ (N + 1)/(N − 1), then the estimate of T (λ) in Theorem 2.3
is sharp. However, if 1 < p < (N + 1)/(N − 1) and α > (1−µ)(N − 1), there is a gap
between the exponents in Theorems 2.3 and 2.4. Again the authors conjecture that
the gap comes from a technical reason, and the estimate of T (λ) in Theorem 2.3 is
optimal (see Remark 4.1).

Finally we remark that a sharp estimate from below for positive solutions was
obtained in [7], but one cannot expect a similar one in our situation. Indeed, the
solution can blow up independently of the assumption in Ω, because no restriction is
imposed on the behavior of initial data outside Ω.

3. Blowup and life span. Let τ > 0 and a ∈ RN be fixed. For a solution u of
(1.1), we set

w(y, s) = (τ − t)1/(p−1)u(x, t)

with

y = (τ − t)−1/2(x− a), s = − log(τ − t).
Then (1.1) is written as ws = ∆w − y

2
∇w − 1

p− 1
w + |w|p−1w in RN × (s0,∞),

w(y, s0) = τ1/(p−1)u0(τ1/2y + a) in RN ,
(3.1)

where s0 = − log τ . We define

Ia,τ (u0) ≡
∫

RN

{
1

2
|∇u0|2 − 1

p+ 1
|u0|p+1

}
· exp

(
−|x− a|

2

4τ

)
dx

+ τ−1

∫
RN

1

2(p− 1)
u2

0 · exp

(
−|x− a|

2

4τ

)
dx.

The following lemma is obtained by a minor modification of the argument in [3].
Lemma 3.1. If Ia,τ (u0) < 0 for some a ∈ RN and τ > 0, then the solution of

(1.1) blows up at some t < τ .
Proof. We define the energy associated with (3.1) by

E(w) ≡
∫

RN

{
1

2
|∇w|2 +

1

2(p− 1)
w2 − 1

p+ 1
|w|p+1

}
ρdy,

where

ρ(y) = exp

(
−|y|

2

4

)
.

Multiplying (3.1) by wsρ and integrating it by parts, we obtain

d

ds
E(w(y, s)) = −

∫
RN

w2
sρdy ≤ 0.
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Hence E(w(y, s)) is nonincreasing in s. Multiplying (3.1) by wρ and integrating it by
parts, we get

1

2

d

ds

∫
RN

w(y, s)2ρdy = −2E(w(y, s)) +
p− 1

p+ 1

∫
RN

|w(y, s)|p+1ρdy

≥ −2E(w(y, s0)) +
p− 1

p+ 1

∫
RN

|w(y, s)|p+1ρdy.

Assume here E(w(y, s0)) < 0. Then, by Jensen’s inequality, there is C1 > 0 such
that

1

2

d

ds

∫
RN

w(y, s)2ρdy ≥ C1

(∫
RN

w(y, s)2ρdy

)(p+1)/2

.

Hence
∫
RN w(y, s)2ρdy diverges to ∞ at some finite s, which implies the blowup of

w(y, s). Thus, if E(w(y, s0)) < 0, the corresponding solution u of (1.1) blows up at
some t < τ . Since

E(w(y, s0)) = τ
2
p−1−N2 +1Ia,τ (u0),

the proof is complete.
We set

I1(u0) =

∫
RN

|∇u0|2 · exp

(
−|x− a|

2

4τ

)
dx,

I2(u0) =

∫
RN

|u0|p+1 · exp

(
−|x− a|

2

4τ

)
dx,

I3(u0) =

∫
RN

u2
0 · exp

(
−|x− a|

2

4τ

)
dx.

Lemma 3.2. Suppose that ϕ ∈W 1,∞(RN ) satisfies (A1) and (A2) with 0 < α <

2(1− µ)/(p− 1). If a = (τ
β

1−µ , ω0) ∈ Ω with some β > 1/2, then the following hold:
(a) limτ→∞ I1(ϕ)/I2(ϕ) = 0.
(b) limτ→∞ I1(ϕ)/τ−1I3(ϕ) = 0.

(c) lim supτ→∞ τ−
αβ(p−1)

1−µ I3(ϕ)/I2(ϕ) <∞.
Proof. We define

Ωβ =

{
(r, ω) ∈ RN : |r − τ β

1−µ | ≤ 1

2
τβ , d(ω, ω0) ≤ c

2
τ
−µβ
1−µ

}
.

Then Ωβ ⊂ Ω for sufficiently large τ > 0. Since

exp

(
−|x− a|

2

4τ

)
= O

(
exp

(
−τ

2β−1

4

))
in RN\Ωβ

as τ →∞, the contribution from RN\Ωβ is smaller than any power of τ .
By (A1) and (A2), we have

|∇ϕ|2
|ϕ|p+1

≤ K2
2r

2(−α−1+µ)

Kp+1
1 r−(p+1)α

in Ωβ .
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Since

2(−α− 1 + µ) < −(p+ 1)α

by assumption on α, we obtain (a). Similarly we have

τ |∇ϕ|2
ϕ2

≤ τK2
2r

2(−α−1+µ)

K2
1r
−2α

=
τK2

2r
2(−1+µ)

K2
1

≤ C1τ
−2β+1 in Ωβ

for some C1 > 0 and large τ > 0. Since β > 1/2, (b) is proved. Finally, we have

τ−
αβ(p−1)

1−µ ϕ2

|ϕ|p+1
≤ τ−

αβ(p−1)
1−µ

Kp+1
1 r−α(p−1)

≤ C2 in Ωβ

for some C2 > 0 and large τ > 0. Thus (c) holds.
We are now in a position to prove Theorems 2.1 and 2.3.
Proof of Theorem 2.1. By assumption on α, we can take β satisfying

1

2
< β <

1− µ
α(p− 1)

.(3.2)

Let a = (τ
β

1−µ , ω0) ∈ Ω. Then, by Lemma 3.2 and the above inequality, I1(ϕ) and
τ−1I3(ϕ) are negligible compared with I2(ϕ). Hence

Ia,τ (ϕ) =
1

2
I1(ϕ)− 1

p+ 1
I2(ϕ) +

1

2(p− 1)
τ−1I3(ϕ) < 0

if τ > 0 is sufficiently large. Thus, by virtue of Lemma 3.1, the solution of (1.1) with
initial data u0 = ϕ must blow up in finite time.

Proof of Theorem 2.3. Let u(t) be a spatially homogeneous solution of (1.1) with
initial data u(0) = λ|ϕ|L∞ . Then u(t) is explicitly obtained as

u(t) =
{
λ1−p|ϕ|1−pL∞ − (p− 1)t

}−1/(p−1)

,

which blows up at t = λ1−p|ϕ|1−pL∞ /(p− 1). By the comparison theorem, the solution
of (1.1) with initial data u0 = λϕ satisfies

−u(t) ≤ u(x, t) ≤ u(t)

for 0 ≤ t < λ1−p|ϕ|1−pL∞ /(p− 1). Hence we obtain

T (λ) ≥ λ1−p|ϕ|1−pL∞

p− 1

for all λ, which implies that T (λ)→∞ as λ→ 0.
By Lemma 3.1, we have

Ia,T (λ)(λϕ) =
1

2
λ2I1(ϕ)− 1

p+ 1
λp+1I2(ϕ) +

1

2(p− 1)
λ2T (λ)−1I3(ϕ) ≥ 0

for any a ∈ RN . (Otherwise the solution must blow up at some t < T (λ), contra-

dicting the definition of T (λ).) Let a = (T (λ)
β

1−µ , ω0) ∈ Ω with β as in (3.2). Since
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T (λ)→∞ as λ→ 0, it follows from Lemma 3.2 (b) that I1(ϕ) is negligible compared
with T (λ)−1I3(ϕ). Hence, by Lemma 3.2 (c), we obtain

T (λ) ≤ C1λ
2I3(ϕ)

λp+1I2(ϕ)

=
C1

λp−1T (λ)−
αβ(p−1)

1−µ
· T (λ)−

αβ(p−1)
1−µ I3(ϕ)

I2(ϕ)

≤ C2

λp−1T (λ)−
αβ(p−1)

1−µ

for some positive constants C1 and C2. Namely, we have

T (λ) ≤ C3λ
−( 1

p−1− αβ
1−µ )

−1

for some C3 > 0 and small λ > 0. Since β > 1/2 can be chosen arbitrarily close to
1/2, the proof is complete.

4. Optimality of blowup results. This section is devoted to proofs of The-
orems 2.2 and 2.4. To do that, we employ the technique of Lee and Ni [7], who
constructed and effectively used positive supersolutions with radial symmetry. Since
we are concerned with solutions that are not necessarily positive, we need to modify
their method.

We rewrite x = (x1, x2, . . . , xN ) ∈ RN and y = (y1, y2, . . . , yN ) ∈ RN as

x = (ξ cos θ, ξ sin θ, x′), y = (η cosκ, η sinκ, y′),

where x′, y′ ∈ RN−2. We put

θ0 = π/m

for some positive integer m, and define a domain D by

D =

{
x = (ξ cos θ, ξ sin θ, x′) : ξ > 0, −θ0

2
< θ <

θ0

2

}
.

Let G(x, y, t) be a fundamental solution of the heat equation on D with Dirichlet
condition on ∂D. It is known that G(x, y, t) = G(y, x, t) > 0 on D. Set

g(x, y, t) =
1

(4πt)N/2
exp

(
−|x− y|

2

4t

)
.

Since g(x, y, t) is a fundamental solution of the heat equation on RN , it follows from
the comparison theorem that

G(x, y, t) <
1

(4πt)N/2
exp

(
−|x− y|

2

4t

)
(4.1)

for (x, y, t) ∈ D ×D × (0,∞). Moreover the following estimate is obtained.
Lemma 4.1. For any positive integer m, there exists a constant C > 0 such that

0 < G(x, y, t) ≤ Ct−N2 −m|x|m|y|m
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for (x, y, t) ∈ D ×D × (0,∞).
Proof. For y = (η cosκ, η sinκ, y′) ∈ RN , we put

κ+
j = κ+ 2(j − 1)θ0, κ−j = −κ+ (2j − 1)θ0, j = 1, 2, . . . ,m,

and define 2m points in RN by

y+
j = (η cosκ+

j , η sinκ+
j , y

′), y−j = (η cosκ−j , η sinκ−j , y
′).

Then G(x, y, t) is explicitly written by the superposition of g as

G(x, y, t) =

m∑
j=1

g(x, y+
j , t)−

m∑
j=1

g(x, y−j , t).

Set

h(x, y, t) ≡ 1

g(x, y, t)
·


m∑
j=1

g(x, y+
j , t)−

m∑
j=1

g(x, y−j , t)


=

m∑
j=1

exp

(
〈 x, y+

j 〉 − 〈 x, y 〉
2t

)
−

m∑
j=1

exp

(
〈 x, y−j 〉 − 〈 x, y 〉

2t

)
,

where 〈 ·, · 〉 denotes the usual inner product of two vectors in RN . It is easy to see
that

h(t−1/2x, t−1/2y, 1) ≡ h(x, y, t).

Hence, if there exists a constant C1 > 0 such that

h(x, y, 1) ≤ C1|x|m|y|m(4.2)

for (x, y) ∈ RN ×RN , then

G(x, y, t) = g(x, y, t)h(x, y, t)

= g(x, y, t)h(t−1/2x, t−1/2y, 1)

≤ 1

(4πt)N/2
· C1|t−1/2x|m|t−1/2y|m in D,

which proves the lemma.
Let us prove (4.2). Since h(γx, γ−1y, t) ≡ h(x, y, t) for any γ 6= 0, it suffices to

show that (4.2) holds for any |x| > 1 and |y| = 1. By the location of the points y+
j

and y−j , we have h(x, y, t) = 0 if x is on the plane θ = (j−1/2)θ0 for some j. Namely,
h(x, y, t) = 0 if ajx1 + bjx2 = 0 , where

aj = sin

(
j − 1

2

)
θ0, bj = − cos

(
j − 1

2

)
θ0, j = 1, 2, . . . ,m.

Since h(x, y, t) is analytic in x and y and h(x, y, t) ≡ h(y, x, t), we can write h(x, y, 1)
as

h(x, y, 1) =


m∏
j=1

(ajx1 + bjx2)




m∏
j=1

(ajy1 + bjy2)

h0(x, y),
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where h0(x, y) is analytic in (x, y) ∈ R×R. Thus, if we take

C1 > sup { |h0(x, y)| : |x| ≤ 1, |y| = 1},
then (4.2) holds for |x| ≤ 1 and |y| = 1, because |ajx1 +bjx2| ≤ |x| and |ajy1 +bjy2| ≤
|y|.

It remains to show (4.2) in the case where |x| > 1 and |y| = 1. Since

〈 x, y+
j 〉 − 〈 x, y 〉 = ξ cos θ · η cosκ+

j + ξ sin θ · η sinκ+
j

−ξ cos θ · η cosκ− ξ sin θ · η sinκ

= ξη { cos(θ − κ+
j )− cos(θ − κ) }

= −2ξη sin(θ − κ− (j − 1)θ0) sin(−(j − 1)θ0)

≤ 0,

we have

h(x, y, 1) =

m∑
j=1

exp

(
〈 x, y+

j 〉 − 〈 x, y 〉
2

)
−

m∑
j=1

exp

(
〈 x, y−j 〉 − 〈 x, y 〉

2

)
≤ m.

Hence, if we take C1 ≥ m, then (4.2) holds for |x| > 1 and |y| = 1. Thus the proof is
complete.

We assume ω0 = (1, 0, . . . , 0) and choose a nonnegative function ψ ∈ W 1,∞
0 (D)

such that
(i) ψ(r, ω) satisfies (A1), (A2) and ψ(r, ω) ≤ K3r

−α in Ω for some K3;
(ii) ψ(r, ω) is rotationally symmetric with respect to ω0;
(iii) ψ(r, ω) is nonincreasing in d(ω, ω0) ∈ [0, 2cr−µ] for each r > R/2;
(iv) ψ(r, ω) ≡ 0 if r ≤ R/2 or d(ω, ω0) ≥ 2cr−µ.

It is easy to verify that such a function ψ(r, ω) exists.
Now we consider the following auxiliary problems: wt = ∆w + |w|p−1w in D × (0,∞),

w(x, t) = 0 on ∂D × (0,∞),
w(x, 0) = λψ(x) in D

(4.3)

and  Ut = ∆U in D × (0,∞),
U(x, t) = 0 on ∂D × (0,∞),
U(x, 0) = ψ(x) in D.

(4.4)

Lemma 4.2. Let w(x, t) = h(t)U(x, t), where U(x, t) is the solution of (4.4) and

h(t) =

{
λ1−p − (p− 1)

∫ t

0

|U(x, t)|p−1
L∞(D)dt

}1/(1−p)
.

Then w(x, t) is a supersolution of (4.3) with initial data u0 = λψ as long as h(t) is
positive.

Proof. If h(t) > 0, then we have

wt(x, t)−∆wt(x, t)− wp
= ht(t)U(x, t) + h(t)Ut(x, t)− h(t)∆U(x, t)− {h(t)U(x, t)}p
= h(t)p|U(x, t)|p−1

L∞(D)U(x, t)− {h(t)U(x, t)}p
≥ 0.
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Since w(x, t) = 0 on ∂D, w(x, t) is a supersolution. The equality w(x, 0) = λψ(x) is
obvious.

In order to apply Lemma 4.2 to our problem, we need an upper estimate of
|U(x, t)|L∞(D). The next lemma is crucial for the proofs of Theorems 2.2 and 2.4.

Lemma 4.3. Let m be a positive integer satisfying

m− α+ (1− µ)(N − 1) > 0,

and let U(x, t) be the solution of (4.4). Then for any ε > 0, there exists t0 such that

|U(x, t)|L∞(D) ≤ t−N2 + ν
2 +ε

for t ≥ t0, where

ν = max

{
1− α+ (1− µ)(N − 1), − α

1− µ +N

}
.

Proof. We first note that U(x, t) is given by

U(x, t) =

∫
D

G(x, y, t)ψ(y)dy.

We see from (ii) and (iii) that

|U(x, t)|L∞(D) = sup
x∈Γ

U(x, t)

for t > 0, where Γ = {(r, ω0) : r > 0}. Therefore it suffices to estimate U(x, t) for
x ∈ Γ and t > 0.

We take a constant β > 1/2 arbitrarily, and set

Dβ = {x ∈ D : |x| ≤ 3tβ}.
Let x ∈ Γ with |x| ≤ 2tβ . Then, by (4.1), Lemma 4.1, and the assumption on m, we
have

U(x, t) ≤ C
∫
Dβ

G(x, y, t)ψ(y)dy

≤ Ct−N2 −m
∫
Dβ

|x|m|y|mψ(y)dy

≤ Ct−N2 −m+mβ

∫ 3tβ

0

rm(1 + r)−αr(1−µ)(N−1)dr

≤ Ct−N2 −m+mβ

∫ 3tβ

0

rm−α+(1−µ)(N−1)dr

= Ct−
N
2 +β{1−α+(1−µ)(N−1)}+m(2β−1)

for sufficiently large t > 0. (Here and hereafter, C denotes a generic positive constant
which may vary from line to line.)

Next, let x ∈ Γ with 2tβ < |x| ≤ tβ/(1−µ). Then

1

2
|x| ≤ |x| − tβ ≤ |x|+ tβ ≤ 2|x|.
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Hence we have

U(x, t) ≤ Ct−N2
∫ |x|+tβ
|x|−tβ

(1 + r)−αr(1−µ)(N−1)dr

≤ Ct−N2
∫ |x|+tβ
|x|−tβ

r−α+(1−µ)(N−1)dr

≤ Ct−N2 +β |x|−α+(1−µ)(N−1)

for sufficiently large t > 0. Putting |x| = 2tβ or |x| = tβ/(1−µ) in the right-hand side
of the last inequality, U(x, t) is estimated as

U(x, t) ≤ Ct−N2 +βν .

Finally, for x ∈ Γ with |x| > tβ/(1−µ) (or |x|1−µ > tβ), we have

U(x, t) ≤ Ct−N2
∫ |x|+tβ
|x|−tβ

r−αtβ(N−1)dr

≤ Ct−N2 |x|−αtβ(N−1)tβ

≤ Ct−N2 +β
{
− α

(1−µ)
+N
}

for sufficiently large t > 0.
Thus U(x, t) is estimated as

U(x, t) ≤ Ct−N2 +βν+m(2β−1)

for sufficiently large t > 0. Since β > 1/2 can be arbitrarily close to 1/2, the proof is
complete.

Now we are in a position to prove Theorems 2.2 and 2.4.
Proof of Theorem 2.2. Without loss of generality, we may assume ω0 = (1, 0, . . .).

For x = (ξ cos θ, ξ sin θ, x′) with θ ∈ [−θ0/2, θ0/2), we put

θ+
j = θ + 2(j − 1)θ0, θ−j = −θ + (2j − 1)θ0, j = 1, 2, . . . ,m,

and

x+
j = (ξ cos θ+

j , ξ sin θ+
j , x

′), x−j = (ξ cos θ−j , ξ sin θ−j , x
′).

We define a function ϕ ∈W 1,∞(RN ) by

ϕ(x+
j ) = ψ(x), ϕ(x−j ) = −ψ(x), j = 1, 2, . . . ,m.(4.5)

It is clear that λϕ satisfies (A1) and (A2) for any λ > 0. Then the solution of (1.1)
with initial data u0 = λϕ satisfies

u(x+
j , t) = w(x, t), u(x−j , t) = −w(x, t), j = 1, 2, . . . ,m,

for all x ∈ D and t > 0. Hence u exists globally in time if and only if w exists globally
in time.

Let w be a supersolution of (4.3) given as in Lemma 4.2. Suppose that∫ ∞
0

|U(x, t)|p−1
L∞(D)dt <∞.
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Then, by taking

0 < λ <

{
(p− 1)

∫ ∞
0

|U(x, t)|p−1
L∞(D)dt

}1/(1−p)
,

h(t) is positive for all t ≥ 0 so that w exists globally in time. Then, by the comparison
theorem, the solution w of (1.1) with initial data u0 = λϕ exists globally.

Therefore, by Lemma 4.3, it suffices to show that(
−N

2
+
ν

2

)
(p− 1) < −1.

By definition of ν, this inequality holds if and only if

α >
2

p− 1
− (N − 1)µ and α >

2(1− µ)

p− 1
.

Since

2

p− 1
− (N − 1)µ >

2(1− µ)

p− 1

is equivalent to p < (N + 1)/(N − 1), the proof is complete.
Proof of Theorem 2.4. Let ϕ be given as in (4.5). By Theorem 2.1, the solution

u of (1.1) blows up in finite time. Let T (λ) be the life span of w given in Lemma 4.2.
Then it follows from the comparison theorem that T (λ) ≤ T (λ) < ∞. On the other
hand, we have

(p− 1)−1λ1−p =

∫ T (λ)

0

|U(x, t)|p−1
L∞(D)dt.

Thus, making use of Lemma 4.3, we obtain

(p− 1)−1λ1−p ≤
∫ T (λ)

0

|U(x, t)|p−1
L∞(D)dt

≤
∫ t0

0

|U(x, t)|p−1
L∞(D)dt+

∫ T (λ)

t0

t(−
N
2 + ν

2 +ε)(p−1)dt

≤ C0 +

∫ T (λ)

t0

t(−
N
2 + ν

2 +ε)(p−1)dt

for some positive constants t0 and C0. Since(
−N

2
+
ν

2

)
(p− 1) > −1

by our assumption on α, T (λ) satisfies

λ1−p ≤ T (λ)(−
N
2 + ν

2 +2ε)(p−1)+1

for sufficiently small λ > 0, or equivalently,

T (λ) ≥ λ−(−N2 + ν
2 + 1

p−1 )
−1

+ε.
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Since the inequality

1− α+ (1− µ)(N − 1) ≤ − α

1− µ +N

is equivalent to

α ≤ (1− µ)(N − 1),

the proof is complete.
Remark 4.1. As we noted in section 2, there is a gap between the ranges of α

in Theorems 2.1 and 2.2 if 1 < p < (N + 1)/(N − 1). Also, there is a gap between
the exponents of λ in Theorems 2.3 and 2.4 if 1 < p < (N + 1)/(N − 1) and α >
(1 − µ)(N − 1). We notice that p = (N + 1)/(N − 1) is Fujita’s exponent [1] for
the blowup of positive solutions in RN−1. We suspect that the gaps arise from the
assumption that ψ is nonnegative in D.
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Abstract. This paper addresses the qualitative behavior of a nonlinear convection-diffusion
equation on a smooth bounded domain in Rn, in which the strength of the convection grows super-
linearly as the density increases. While the initial-boundary value problem is guaranteed to have
a local-in-time solution for smooth initial data, it is possible for this solution to be extinguished in
finite time. We demonstrate that the way this may occur is through finite-time “blow up,” i.e., the
unboundedness of the solution in arbitrarily small neighborhoods of one or more points in the closure
of the spatial domain. In special circumstances, such as the presence of radial symmetry, the set of
blowup points can be identified; these points may be either on the boundary or on the interior of the
domain. Furthermore, criteria can be established that guarantee that blowup occurs. In this paper,
such criteria are presented, involving the dimension of the space, the growth rate of the nonlinearity,
the strength of the imposed convection field, the diameter of the domain, and the mass of the initial
data. Furthermore, the temporal rate of blowup is estimated.
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1. Introduction. Let Ω ⊂ Rn be a bounded domain with smooth boundary,
and consider the initial-boundary value problem

ut = div(∇u− uq~a), (x, t) ∈ Ω× (0, T ),

uν = uq~a · ~ν, (x, t) ∈ ∂Ω× (0, T ),

u(x, 0) = u0(x), x ∈ Ω,

(1.1)

where ~ν is the unit outward normal on ∂Ω and uν is the corresponding directional
derivative, and (for simplicity) the initial data u0 are assumed to be extendable to a
smooth, positive function on Ω that satisfies the boundary conditions.

The unknown quantity u = u(x, t) represents the local density of some material
that is evolving in response to diffusion and the effects of an imposed convection field
~a : Ω→ Rn. The exponent q (which we shall call the exponent of the nonlinearity) is
assumed to be greater than 1, so the magnitude of the convection term is superlinear
in u.

Although (1.1) is similar in many respects to equations appearing in the scientific
literature (see, e.g., [6] and [10]), the motivation for studying it has less to do with its
applicability to any specific physical problem than with its role as an archetype for
interacting diffusion and nonlinear convection. In this sense, it plays a role similar to
the one that the nonlinear heat equation of Fujita [5],

ut = ∆u+ up,(1.2)

has come to play for the study of the interaction between diffusion and nonlinear
reaction. (For a survey of (1.2) and related equations, see [8].)
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The Cauchy problem corresponding to (1.1) in the special case that the convection
field is constant has been studied in a series of papers [3], [4], [12]. In that context,
solutions decay to zero as t→∞, with the asymptotic profile of the decaying solution
depending on the particular value of the exponent q.

The one-dimensional version of (1.1) with constant convection
ut = (ux + uq)x, (x, t) ∈ (0, 1)× (0, T ),

ux + uq = 0, (x, t) ∈ {0, 1} × (0, T ),

u(x, 0) = u0(x), x ∈ (0, 1),

(1.3)

was studied in [1] and [2]. While solutions to (1.3) stabilize as t→∞ if q < 2, if q > 2
the convection is strong enough that its concentrating force, in combination with the
obstacle posed by the boundary, can overwhelm the diffusion’s homogenizing force on
the boundary, and solutions can blow up in finite time. By this it is meant that there
is a time T such that (1.3) has a classical solution for t ∈ (0, T ), but

lim sup
t→T

‖u(·, t)‖∞ = +∞.(1.4)

(Here and throughout this paper ‖ψ‖p will represent the Lp norm on the domain
of ψ.) The value of T for which (1.4) holds, if it exists, is called the blowup time of
the solution.

The purpose of this paper is to address questions about the qualitative behavior
of solutions to (1.1): Do solutions exist globally (i.e., for T = +∞)? Can solutions
blow up in finite time? At what points in Ω does blowup occur? What can be said
about the asymptotic form of u as the blowup time is approached?

Throughout the remainder of this paper, we will confine our attention to the case
that ~a is conservative. More precisely, we shall assume the existence of a continuous
function f : Ω → R such that ∇f = ~a. Note that this case includes the case of
constant convection.

The first thing that we will show is that the only way solutions to (1.1) can cease
to exist is by blowing up.

Theorem 1.1. Given u0 and sufficiently smooth ~a, (1.1) has a (unique) positive
classical solution for some T > 0. Furthermore, if T ∗ is the supremum of all T > 0
for which (1.1) has a solution and T ∗ < +∞, then lim supt→T∗ ‖u(·, t)‖∞ = +∞.

In order to obtain more detailed information about the way that blowup can
occur, we will focus on the special case of radial symmetry. Consider the following
conditions:

(R1) Ω = B(0, R) := {x ∈ Rn : |x| < R}.
(R2) ~a(x) = −g(r)x/r for some function g : [0, R]→ [0,∞). (Here and through-

out this paper, r := |x|.)
(R3) ~a(x) = g(r)x/r for some function g : [0, R]→ [0,∞).
(R4) u0(x) = U0(r).
The following theorem limits the set of possible blowup points for (1.1). (We will

call a point x ∈ Ω a blowup point if there is not a neighborhood N of x in Ω such
that u remains bounded on N ∩ Ω.)

Theorem 1.2. Under conditions (R1), (R2), and (R4), the only possible blowup
point for (1.1) is the origin. Under conditions (R1), (R3), and (R4), all blowup points
lie on the sphere ∂Ω.
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In keeping with our interpretation of u as a density, we define the mass M of u
by

M = M(u) =

∫
Ω

u dx.

Note that (1.1) conserves mass, since

Mt =

(∫
Ω

u dx

)
t

=

∫
Ω

ut dx =

∫
Ω

div(∇u− uq~a) dx

=

∫
∂Ω

(∇u− uq~a) · ~ν dσ = 0.

If, in addition to assuming that the convection is unidirectional and radially
oriented, we assume that the convection is inward at the origin and not too weak
and that the mass is not too small, we can show that finite-time blowup does occur.
More precisely, we have the following result.

Theorem 1.3. Suppose q > 2, (R1) and (R2) hold, and there exist constants
C > 0 and p < n(q−1)−1 such that g(r) ≥ Crp for all r ∈ [0, R]. Then there exists a
constant M0 = M0(C, p, q, n,R) such that if the mass M(u0) > M0, then the solution
u of (1.1) blows up in finite time.

Note that Theorem 1.3 makes no assumption about the radial symmetry of the
initial data (and, therefore, of the solution). If this assumption is added, then Theorem
1.2 identifies the point where the blowup takes place.

In situations where finite-time blowup does occur and the strength of the con-
vection field can be appropriately bounded, the rate at which blowup occurs can be
estimated.

Theorem 1.4. Suppose hypotheses (R1) and (R2) hold and the solution u of
(1.1) blows up at the origin at time T ∈ (0,∞). If g(r) ≤ Crp for some constants
C > 0 and p < n(q − 1) − 1 and all r ∈ [0, R], then there exists a constant K such
that, for all t < T ,

‖u(·, t)‖∞ ≥ K

(T − t)β ,(1.5)

where

β =
p+ 1

(n+ p+ 1)(q − 1)
.(1.6)

If, in addition, hypothesis (R4) holds, then (1.5) holds for

β =
p+ 1

n(q − 1)− (p+ 1)
.(1.7)

We will proceed as follows. In section 2 we will prove that a unique solution of
(1.1) exists locally for smooth initial data and that the only way this solution can fail
to be global is for it to blow up. In section 3 we will prove the specific results about
radially symmetric systems.
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2. Existence until blowup. For the proof of Theorem 1.1, as well as for other
reasons, it will be helpful to understand the set E of positive equilibrium solutions,
i.e., functions u0 : Ω→ (0,∞) for which u(x, t) ≡ u0(x) solves (1.1).

Suppose u = u(x) is a positive equilibrium solution, and let w = u(1−q)/(1−q)−f .
A calculation shows that

div(uq∇w) = 0(2.1)

in Ω and

uq
∂w

∂ν
= 0(2.2)

on ∂Ω. Multiplying (2.1) by w and using the generalized divergence theorem and the
boundary condition (2.2) yields ∫

Ω

uq|∇w|2dx = 0.

Thus, ∇w ≡ 0, which implies that

u(x) =
1

[(q − 1)(C − f(x))]1/(q−1)
(2.3)

for some constant C. It is easy to check that (2.3) defines an equilibrium solution of
(1.1) for every C > ‖f‖∞.

Among the facts about E that follow immediately from this explicit formula is
the one that we state without proof in the following lemma.

Lemma 2.1. If E is the set of positive equilibrium solutions of (1.1) and k ∈
(0,∞), then

#{u ∈ E : ‖u‖∞ = k} = 1.

We now proceed to prove that the only way that solutions can fail to be global is
for them to blow up in finite time.

Proof of Theorem 1.1. Let positive initial data u0 be given. Pick b, c > 0 such
that u0(x) ∈ (b, c) for every x ∈ Ω, and pick b′ ∈ (0, b) and c′ ∈ (c,∞). Now, choose
h : R→ R to be a C∞ function, such that h(σ) = σq for σ ∈ (b′, c′) and h(σ) = 0 if
σ < b′/2 or if σ > 2c′. Let (1.1′) be the initial-boundary value problem that results
when uq in (1.1) is replaced by h(u). From Theorem 7.4 in [7], we know (1.1′) has
a unique solution ũ and it exists globally. (In fact, for given θ > 0, existence of a
solution in C2+θ,1+θ/2 is guaranteed if ~a ∈ C1+θ and ∂Ω ∈ C2+θ.) Note that for some
T > 0, u = ũ is also a solution of (1.1) for t < T . This proves the first half of the
theorem.

Let T ∗ be as defined in the statement of the theorem, and suppose

lim sup
t→T∗

‖u(·, t)‖∞ < +∞.

Let b and c be as above. By Lemma 2.1, we can choose u1 ∈ E with ‖u1‖∞ < b. Pick
b′ > 0 small enough that u1(x) > b′ for every x ∈ Ω. Pick the value c′ > c large
enough that u(x, t) < c′ − 1 for all t < T ∗. Now, consider the solution ũ to (1.1′).
Note that u1 is an equilibrium solution for the modified equation as well, so by the
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strong maximum principle ũ > u1. Thus, ũ never leaves the interval (b′, c′) where
the cutoff function h agrees with u 7→ uq. Hence, u = ũ is a global solution to (1.1),
which implies that T ∗ = +∞. This proves the second half of the theorem.

Throughout the remainder of this paper we shall assume that ~a ∈ C1+θ for some
θ > 0.

3. Radially symmetric systems. The proof of Theorem 1.2 hinges on the
existence of quantities which remain bounded and which tie u to ur. Such quantities
are described in the following lemma.

Lemma 3.1. Suppose hypotheses (R1) and (R4) are satisfied. Suppose also that
initial data u0 are given and u is the corresponding solution to (1.1). Then

1. if hypothesis (R2) is satisfied, then u is radially symmetric and the quantity
Q(x, t) := rn−1(ur + uqg(r)) is bounded on Ω× (0, T );

2. if hypothesis (R3) is satisfied, then u is radially symmetric and the quantity
Q(x, t) := rn−1(ur − uqg(r)) is bounded on Ω× (0, T ).

Proof. The radial symmetry of u in either case is a consequence of the uniqueness
of solutions to (1.1) (which was established in Theorem 1.1).

Suppose hypotheses (R1), (R2), and (R4) are satisfied, and let

Q(x, t) = rn−1(ur + uqg(r)).

A calculation shows that Q satisfies the initial-boundary problem
Qt = ∆Q+ quq−1g(r)Qr, (x, t) ∈ Ω× (0, T ),

Q = 0, (x, t) ∈ ∂Ω× (0, T ),

Q(x, 0) = Q0(x, t) := rn−1(u0r + uq0g(r)), x ∈ Ω.

By the weak maximum principle for parabolic equations (see [9]),

−‖Q0‖∞ ≤ Q(x, t) ≤ ‖Q0‖∞(3.1)

for all x ∈ Ω and all t > 0. This completes the proof of part 1.
Now, suppose hypotheses (R1), (R3), and (R4) are satisfied, and let Q(x, t) =

rn−1(ur − uqg(r)). By an argument similar to the one before, we find, once again,
that (3.1) holds for all x ∈ Ω and all t > 0, where, now, Q0(x) = rn−1(u0r − uq0g(r)).
This completes the proof of part 2.

Proof of Theorem 1.2. Under hypotheses (R1), (R2), and (R4), part 1 of Lemma
3.1 states that the quantity Q := rn−1(ur + uqg(r)) is bounded, say, by C. Thus,

ur ≤ C

rn−1
− uqg(r)(3.2)

for all nonzero x ∈ Ω and all t > 0.
If u had a blowup point x0 6= 0, then (3.2) would imply the existence of ε > 0

and a sequence of times t1, t2, t3, . . . such that u(x, tn) > n for every x ∈ B(0, |x0|) \
B(0, |x0|−ε). Because of the nonnegativity of u, this would contradict the conservation
of mass. Hence, 0 is the only possible blowup point.

If hypothesis (R2) is replaced by (R3), part 2 of Lemma 3.1 states that the
quantity Q := rn−1(ur − uqg(r)) is bounded, say, by C. Thus,

− C

rn−1
+ uqg(r) ≤ ur(3.3)
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for all nonzero x ∈ Ω and all t > 0.
If u had a blowup point x0 with 0 < |x0| < R, then (3.2) would imply the

existence of ε > 0 and a sequence of times t1, t2, t3, . . . such that u(x, tn) > n for
every x ∈ B(0, |x0| + ε) \ B(0, |x0|). Because of the nonnegativity of u, this would
again contradict the conservation of mass.

Now, note that, from the definition of blowup point, if x0 ∈ Ω is not a blowup
point, then there exists δ > 0 such that if x1 ∈ Ω and |x1 − x0| < δ, then x1 is not
a blowup point either. Hence, the complement of the set of blowup points is open
(relative to Ω) and the set of blowup points is closed (relative to Ω). In combination
with the result of the previous paragraph, this implies that 0 is not a blowup point.
Thus, any blowup points must lie on ∂Ω.

The crucial idea in proving Theorem 1.3 is focusing on the amount of mass that
has accumulated in a neighborhood of a potential blowup point rather than focusing
on the density itself.

Proof of Theorem 1.3. Suppose hypotheses (R1) and (R2) hold and that p, q,
and C satisfy the conditions in the statement of the theorem. To prove blowup, we
measure the concentration of mass near the origin with the variable w : [0, Rn]×(0, T )
defined by

w(ρ, t) =

∫
B(0,ρ1/n)

u(x, t) dx.

Straightforward computations reveal that

wt =

∫
S(0,ρ1/n)

(ur + uqg(ρ1/n)) dσ(x),(3.4)

wρ =
ρ(1−n)/n

n

∫
S(0,ρ1/n)

u dσ(x),(3.5)

and

wρρ =
ρ(2−2n)/n

n2

∫
S(0,ρ1/n)

ur dσ(x).(3.6)

Since ξ 7→ ξq is convex on (0,∞), applying Jensen’s inequality [11] to (3.5) (after
scaling dσ(x) so that it is a probability measure) and combining it with (3.4) and
(3.6) yield

wt ≥ n2ρ2γwρρ + nqω1−q
n ργg(ρ1/n)wqρ(3.7)

for all ρ ∈ (0, Rn), where ωn is the area of the unit sphere in Rn and γ = (n− 1)/n.
Let p′ = max{p, n− 1}. Since, by hypothesis, g(r) ≥ Crp, we have

g(r) ≥ C ′rp′ ,(3.8)

for all r ∈ [0, R], where C ′ = CRp−p
′
> 0. Using (3.8) and the fact that, by definition,

wρ is nonnegative, (3.7) implies that

wt ≥ n2ρ2γwρρ + C ′nqω1−q
n ργ+p′/nwqρ.(3.9)
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Now, define

M0 = ωn

(
p′ + 1

C ′(q − 1)

)1/(q−1)
Rn−(p′+1)/(q−1)

n− p′+1
q−1

.

By hypothesis, p < n(q−1)−1 and q > 2. The first implies that n−(p+1)/(q−1) > 0
and the second implies that n − ((n − 1) + 1)/(q − 1) > 0. Since either p′ = p or
p′ = n − 1, we can conclude that n − (p′ + 1)/(q − 1) > 0, so M0 is well defined,
positive, and finite.

Suppose that M = M(u0) > M0, and set

z(ρ, t) =


0 if ρ ∈ [0, α(t)),

M

(
ρ− α(t)

Rn

)λ
if ρ ∈ [α(t), Rn],

where

λ = 1− p′ + 1

n(q − 1)

and α(t) is a continuous, decreasing function of t yet to be determined. Note that,
from the discussion in the previous paragraph, λ ∈ (0, 1). Thus, in particular, z is
continuous.

If possible, we want to choose α so that z can serve as a comparison function
with which we can estimate w and, thereby, u. In particular, we want z to satisfy the
opposite inequality to (3.9); i.e., we want z to satisfy

zt ≤ n2ρ2γzρρ + C ′nqω1−q
n ργ+p′/nzqρ(3.10)

whenever ρ 6= α(t). Clearly, (3.10) is satisfied whenever ρ < α(t). A straightforward
calculation reveals that (3.10) is satisfied for ρ > α(t) if and only if

−α′(t) ≤ (ρ− α(t))−µρ2γ(Aρµ−1 −B(ρ− α(t))µ−1),(3.11)

where µ = (p′ + 1)/n,

A = C ′
(
Mλ

ωn

)q−1

nqRn(µ−q+1),

and B = n2(1−λ). Another calculation reveals that, because M > M0, A > B. Since
ρ > α(t), ρ > ρ− α(t), and µ− 1 ≥ 0, this means that (3.11) will be satisfied if

−α′(t) ≤ (A−B)(α(t))1−2/n.(3.12)

If we take α(t) to be the solution of the initial value problem{
α′(t) = −(A−B)(α(t))1−2/n,

α(0) = Rn,

then (3.12) will be satisfied, and furthermore, there will be some finite T ∗ such that
α(t)→ 0 as t→ T ∗.

Now, suppose that the solution u to (1.1) does not blow up by time T ∗. Then, by
Theorem 1.1, u is defined for t ∈ [0, T ∗]. Consider the function y : [0, Rn]×[0, T ∗]→ R
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defined by y(ρ, t) = e−t(z(ρ, t)−w(ρ, t)). We claim that y ≤ 0 on its domain D. If it
is not, then since y is continuous, it must achieve a positive maximum on D.

Note that

y(ρ, 0) = z(ρ, 0)− w(ρ, 0) = −
∫
B(0,ρ1/n)

u0(x) dx ≤ 0,

y(0, t) = e−t(z(0, t)− w(0, t)) = 0, and

y(Rn, t) = e−t(z(Rn, t)− w(Rn, t)) = e−t
(
M

(
Rn − α(t)

Rn

)λ
−M

)
≤ 0,

so y does not achieve a positive maximum on

{(ρ, 0) : ρ ∈ [0, Rn]} ∪ {(0, t) : t ∈ [0, T ∗]} ∪ {(Rn, t) : t ∈ [0, T ∗]}.
Also, because λ < 1,

lim
ρ→α(t)+

zρ(ρ, t) = −∞,

so y cannot achieve a positive maximum at a point where ρ = α(t). This implies that
at a positive maximum, y must satisfy yρ = 0, yρρ ≤ 0, and yt ≥ 0. But, using (3.9)
and (3.10), that would mean that at such a point

yt = −y + e−t(zt − wt)
≤ −y + e−t(n2ρ2γ(z − w)ρρ + C ′nqω1−q

n ργ+p′/n(zqρ − wqρ))
= −y + n2ρ2γyρρ < 0,

which is a contradiction.
This contradiction verifies the nonnegativity of y, which means that w ≥ z on all

of D. But it is not hard to see that sup{z(ρ, t)/ρ : ρ ∈ (0, Rn)} becomes unbounded
as t → T ∗, so sup{w(ρ, t)/ρ : ρ ∈ (0, Rn)} must also become unbounded. From the
definition of w and the mean value theorem for integrals, this, in turn, implies that
‖u(·, t)‖∞ becomes unbounded as t → T ∗, contradicting the assumption that u does
not blow up by time T ∗. This completes the proof.

In order to prove the estimates on the temporal blowup rate, it will be helpful to
have the following technical lemma, which estimates the degree to which equilibrium
solutions concentrate mass near the origin.

Lemma 3.2. Suppose that (R1) and (R2) hold and that g(r) ≤ Crp for some
p < n(q − 1)− 1 and all r ∈ [0, R], and let

wc(ρ) =

∫
B(0,ρ1/n)

uc(x) dx,

where

uc(x) = sup{u(x) : u ∈ E}.
Then

ρ 7→ −
∫
B(0,ρ1/n)

u(x) dx
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is convex for any u ∈ E, and so is −wc. Furthermore, there exists a positive constant
K ′ such that

sup{wc(ρ)− λρ : ρ ∈ [0, Rn]} ≥ K ′λµ(3.13)

for every λ sufficiently large, where

µ = 1− n(q − 1)

p+ 1
.(3.14)

Proof. It is not hard to see (e.g., by examining (2.3)) that uc is radially symmetric
and satisfies the same equation as the members of E but has a singularity at the origin.
Furthermore, its radial symmetry implies that equality holds in (3.7) for w = wc
(because Jensen’s inequality is an equality in that case). Hence,

w′′c = −K ′ρ−(n−1)/ng(ρ1/n)(w′c)
q(3.15)

for some positive constant K ′. (Throughout this proof, K ′ will represent a positive
constant whose value may change from line to line.) Note that (3.15) implies the
convexity of −wc, and since

ρ 7→ −
∫
B(0,ρ1/n)

u(x) dx

satisfies a similar equation for any u ∈ E , it is convex also.
Integrating (3.15) and using the fact that w′c(ρ)→ +∞ as ρ approaches zero from

the right yield

w′c(ρ) = K ′
(∫ ρ

0

σ(1−n)/ng(σ1/n) dσ

)−1/(q−1)

.(3.16)

Applying the fact that wc(0) = 0 and the assumption that g(r) ≤ Crp in (3.16) yields

wc(ρ) ≥ K ′ρµ,(3.17)

where µ is as in (3.14). Using (3.17), it is a straightforward calculus exercise to verify
that (3.13) holds for all λ sufficiently large.

Lemma 3.2 provides a crucial estimate for constructing a type of supersolution
that will provide an estimate of the blowup rate.

Proof of Theorem 1.4. Assume that the hypotheses (R1) and (R2) hold and that
g(r) ≤ Crp for some constants C > 0 and p < n(q − 1) − 1 and for all r ∈ [0, R].
Assume also that the solution u of (1.1) blows up at the origin at time T ∈ (0,∞).
Fix t0 ∈ (0, T ), and let λ = (ωn/n)‖u(·, t0)‖∞.

Pick ũ ∈ E such that ‖ũ‖∞ > ‖u(·, t0)‖∞, and let

w̃(ρ) =

∫
B(0,ρ1/n)

ũ(x) dx.

For y between 0 and

G[w̃] := sup{w̃(ρ)− λρ : ρ ∈ [0, Rn]},
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let %(y) be the leftmost zero of w̃(ρ)− λρ− y. For t ≥ t0 consider the function

z(ρ, t) =

{
w̃(ρ) if ρ ∈ [0, %(v(t− t0))],
λρ+ v(t− t0) if ρ ∈ [%(v(t− t0)), Rn],

where v is a positive constant to be specified later. The intention is that by picking
v appropriately, z(ρ, t) will serve as an upper bound for

w(ρ, t) :=

∫
B(0,ρ1/n)

u(x, t) dx,(3.18)

and therefore, ‖ũ‖∞ will bound u in a neighborhood of the origin.
Under the assumptions made above, let v = CRpnqω1−q

n λq. We claim that w ≤ z
as long as z is well defined (i.e., until w̃(ρ) − λρ − v(t − t0) has no zeros). By the
strong maximum principle, it suffices to prove that W ≤ z, where

W (ρ, t) :=

∫
B(0,ρ1/n)

U(x, t) dx,

and U is a radially symmetric solution of (1.1) for t ≥ t0 that satisfies u(x, t0) ≤
U(x, t0) ≤ ‖u(·, t0)‖∞.

Suppose that W (ρ, t) > z(ρ, t) for some ρ ∈ [0, Rn] and some t ≥ t0. Note that
by the choice of λ, W (ρ, t0) ≤ z(ρ, t0). Also, W (0, t) = z(0, t) = 0 and W (Rn, t) =
W (Rn, t0) ≤ z(Rn, t0) ≤ z(Rn, t) for every t ≥ t0. Thus, there must be some t1 > t0
and ρ1 ∈ (0, Rn) for which ζ := (W−z)e−t satisfies ζ(ρ1, t1) > 0 and ζ(ρ1, t1) ≥ ζ(ρ, t)
for every t ∈ [t0, t1] and every ρ ∈ [0, Rn]. Note that (ρ1, t1) cannot be a point
(%(v(t1 − t0)), t1) at which ζ is not smooth because W is continuously differentiable
and the limit of zρ(ρ, t1) as ρ approaches %(v(t1− t0)) from the left is higher than the
corresponding right-hand limit. Hence, it must be the case that

ζρ(ρ1, t1) = 0,(3.19)

ζρρ(ρ1, t1) ≤ 0,(3.20)

and

ζt(ρ1, t1) ≥ 0.(3.21)

Equation (3.19) implies that

Wρ(ρ1, t1) = zρ(ρ1, t1),(3.22)

and (3.20) implies that

Wρρ(ρ1, t1) ≤ zρρ(ρ1, t1).(3.23)

But, because z = w̃ for ρ < %(v(t1 − t0)), and because of the choice of v,

zt ≥ n2ρ2γzρρ + nqω1−q
n ργg(ρ1/n)zqρ(3.24)

at (ρ1, t1). Also, the radial symmetry of W implies that

Wt = n2ρ2γWρρ + nqω1−q
n ργg(ρ1/n)W q

ρ .(3.25)
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Using (3.22)−(3.25) we find that at (ρ1, t1)

ζt = −ζ + (Wt − zt)e−t ≤ −ζ < 0,

which contradicts (3.21), so w(ρ, t) ≤ z(ρ, t) for all ρ ∈ [0, Rn] and all t ≥ t0 for which
z is defined. As was mentioned above, this implies that u does not blow up in this
time interval.

Note that the length of this time interval past t0 on which u is guaranteed not
to blow up is proportional to G[w̃] (because of the convexity of −w̃) and inversely
proportional to v. Letting ũ → uc (and, therefore, w̃ → wc) and using Lemma 3.2
(which estimates G[wc]), we find that

T − t0 ≥ C̃‖u(·, t0)‖µ−q∞ ,(3.26)

for some constant C̃ (independent of t0), if ‖u(·, t0)‖∞ is sufficiently large. It is not
hard to see that (by possibly decreasing C̃) we can get (3.26) to hold for t0 bounded
away from T as well, so (3.26) holds for all t0 ≥ 0. Replacing t0 by t and rewriting
(3.26) we get (1.5) and (1.6).

Now, suppose that the hypothesis of radial symmetry for u is added. Let w be
defined as in (3.18). By part 1 of Lemma 3.1, Q := rn−1(ur+uqg(r)) is bounded by a
constant v, and a calculation shows that wt = Q. Using this fact, an improved lower
bound on the size of the remaining interval existence until blowup can be obtained
in much the same way as the previous bound. In particular, we can define z as
previously but pick v in the definition of z to be equal to the constant that bounds Q.
An argument similar to the one used before implies that w ≤ z as long as z is defined;
the only difference is that for ρ > %(v(t1 − t0)), the inequality (3.24) no longer holds,
so we use the fact that the constant v bounds wt in place of the combination of (3.24)
and (3.25) to conclude directly that zt ≥ wt for such ρ. Since v is now independent
of λ, we obtain

T − t0 ≥ C̃‖u(·, t0)‖µ∞
in place of (3.26). The estimate (1.5) with (1.7) is an immediate consequence.
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Abstract. Let

Fn(x; c) = (Ψ(n)(x))2 − cΨ(n−1)(x)Ψ(n+1)(x) (x > 0),

where Ψ denotes the logarithmic derivative of the gamma function, n ≥ 2 is an integer, and c is a
real number. The authors prove that the function x 7→ Fn(x;α) is strictly completely monotonic on
(0,∞) if and only if α ≤ (n− 1)/n, while x 7→ −Fn(x;β) is strictly completely monotonic on (0,∞)
if and only if β ≥ n/(n+ 1).

Key words. polygamma functions, complete monotonicity, convexity, concavity, superadditiv-
ity, inequalities
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1. Introduction. The psi (or digamma) function Ψ is defined for all positive
real numbers x by

Ψ(x) = Γ′(x)/Γ(x) = −C +
∞∑
i=0

(
1

1 + i
− 1

x+ i

)
,

where Γ denotes Euler’s gamma function and C = 0.5772 . . . is Euler’s constant. Ψ
and its derivatives are called polygamma functions.

Polygamma functions arise naturally in the study of beta distributions-probability
models for random variables restricted to [0, 1]. There, geometric properties, such as
concavity, assist in determining the uniqueness of maximum likelihood estimates.

Several important inequalities involving the polygamma functions have been ob-
tained in the recent past (cf. [2], [3], [4], [5], [10], [11], [12], [13], [14], [15]). The
following inequality was given by S.Y. Trimble, J. Wells, and F.T. Wright [17] in
1989:

(1.1)
1

2
Ψ′(x)Ψ′′′(x) ≤ (Ψ′′(x))2 (x > 0).

The authors, however, did not give a proof for (1.1). They only remarked that “a
rather tedious argument” [17, p. 1257] is necessary to establish this inequality. Re-
cently, B.J. English and G. Rousseau [7, Prop. 1] presented a short proof for (1.1)
(with “<” instead of “≤”) and used this result to establish monotonicity properties
of certain harmonic sums.

It is natural to look for an extension of (1.1) involving Ψ(n). The direction of our
investigation is suggested by the inequality

(1.2) (Ψ(n)(x))2 ≤ Ψ(n−1)(x)Ψ(n+1)(x) (x > 0;n = 2, 3, . . .),
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which follows from a result of A.M. Fink [9, Thm. 1]. For n = 2, this provides a
converse version of inequality (1.1).

In this paper we establish sharp upper and lower bounds, depending only on n,
for the ratio

(Ψ(n)(x))2

Ψ(n−1)(x)Ψ(n+1)(x)
(x > 0;n = 2, 3, . . .).

In particular, we obtain a generalization of (1.1) and a refinement of (1.2).
Our approach is based on the observation that many inequalities involving Ψ(n)

flow from monotonicity properties of functions connected with the psi function. In-
deed, in many cases it is shown that these functions are not only monotonic but
actually completely monotonic (cf. [2], [3], [5], [12], [16]).

A function f is said to be completely monotonic on an interval I, if f ∈ C∞(I)
and

(1.3) (−1)kf (k)(x) ≥ 0

for all x ∈ I and for all integers k ≥ 0. If inequality (1.3) is strict for all x ∈ I and
for all k ≥ 0, then f is said to be strictly completely monotonic on I.

Completely monotonic functions play an important role in physics, numerical
analysis, probability theory, and in other fields (cf. [6], [8], [16], [19]). An exposition
of the most interesting properties on completely monotonic functions can be found in
[18].

The main purpose of this paper is to present new completely monotonic functions
which involve the polygamma functions. More precisely, we consider the function

Fn(x; c) = (Ψ(n)(x))2 − cΨ(n−1)(x)Ψ(n+1)(x) (x > 0),

where n ≥ 2 is an integer and c is a real number, and we determine all real numbers α
and β such that x 7→ Fn(x;α) and x 7→ −Fn(x;β) are strictly completely monotonic
on (0,∞).

2. Main result. Our main result is the following theorem.
Theorem 2.1. Let n ≥ 2 be an integer, and let α and β be real numbers. The

function

x 7→ Fn(x;α)

is strictly completely monotonic on (0,∞) if and only if

α ≤ (n− 1)/n,

and

x 7→ −Fn(x;β)

is strictly completely monotonic on (0,∞) if and only if

β ≥ n/(n+ 1).

The proof of this theorem needs the following technical lemma.
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Lemma 2.2. For any fixed integer n ≥ 2, let

In(a) =

∫ 1

0

[(2n− 1)x2 − 1]fn(a(1− x))fn(a(1 + x))dx,

where

fn(t) = tn−1/(1− e−t).

Then In(a) < 0 for all a > 0.
Proof. Let

hn(x) = [(2n− 1)x2 − 1](1− x2)n−2

and

u(x; a) =
a(1− x)

1− e−a(1−x)

a(1 + x)

1− e−a(1+x)
.

Then

(2.1) In(a) = a2(n−2)

∫ 1

0

hn(x)u(x; a)dx.

Now, we show that x 7→ u(x; a) is strictly decreasing on (0, 1). In order to prove
that

∂

∂x
u(x; a) < 0 (0 < x < 1; a > 0),

we define

v(x; a) = log u(x; a).

Then we have

∂

∂x
v(x; a) = a[w(a(1 + x))− w(a(1− x))],

where

w(z) =
1

z
− 1

ez − 1
.

Since

d

dz
w(z) =

[(z
2

)2

−
(

sinh
z

2

)2
]/(

z sinh
z

2

)2

< 0 for z > 0,

and since 0 < a(1− x) < a(1 + x) we have

w(a(1 + x)) < w(a(1− x)),

so that

∂

∂x
u(x; a) = u(x, a)

∂

∂x
v(x; a) < 0,
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and, hence,

(2.2) hn(x)u(x; a) < hn(x)u((2n− 1)−1/2; a)

for 0 < x < 1, x 6= (2n− 1)−1/2, a > 0. From (2.1), (2.2), and∫ 1

0

hn(x)dx =
[−x(1− x2)n−1

]1
0

= 0,

it follows that

In(a) < a2(n−2)u((2n− 1)−1/2; a)

∫ 1

0

hn(x)dx = 0.

Proof of Theorem 2.1. First we show that

x 7→ Fn(x; (n− 1)/n)

is strictly completely monotonic on (0,∞). From the series representation

(2.3) (−1)m+1Ψ(m)(x) = m!
∞∑
i=0

1

(x+ i)m+1
(x > 0;m = 1, 2, . . .)

we obtain for x > 0 and n ≥ 2:

(2.4) (−1)nΨ(n−1)(x) =

∫ ∞
0

e−xtfn(t)dt,

where fn is as in Lemma 2.2 (cf. [1, p. 260]). Differentiation leads to

(2.5) (−1)n+1Ψ(n)(x) =

∫ ∞
0

e−xttfn(t)dt,

and

(2.6) (−1)n+2Ψ(n+1)(x) =

∫ ∞
0

e−xtt2fn(t)dt.

It follows from (2.4), (2.5), and (2.6) that

(2.7)

Fn(x; (n− 1)/n) = [(−1)n+1Ψ(n)(x)]2

− n− 1

n
[(−1)nΨ(n−1)(x)(−1)n+2Ψ(n+1)(x)]

=

∫ ∞
0

e−xtgn(t)dt,

where

gn(t) = (tfn(t) ∗ tfn(t))− n− 1

n
(fn(t) ∗ t2fn(t))

and ∗ denotes the Laplace convolution. We have

gn(t) =

∫ t

0

(
t− 2n− 1

n
s

)
sfn(t− s)fn(s)ds.
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Let s = t
2 (1 + x). Then

gn(t) =
t3

8n

∫ 1

−1

[1− 2(n− 1)x− (2n− 1)x2]fn

(
t

2
(1− x)

)
fn

(
t

2
(1 + x)

)
dx.

Since x 7→ xfn( t2 (1− x))fn( t2 (1 + x)) is an odd function, we obtain

gn(t) =
t3

8n

∫ 1

−1

[1− (2n− 1)x2]fn

(
t

2
(1− x)

)
fn

(
t

2
(1 + x)

)
dx

= − t
3

4n
In

(
t

2

)
,

where In is as in Lemma 2.2. Hence, it follows from Lemma 2.2 and (2.7) that

(−1)k
dk

dxk
Fn(x; (n− 1)/n) =

∫ ∞
0

e−xttkgn(t)dt > 0 (x > 0; k = 0, 1 . . .).

This proves that x 7→ Fn(x; (n− 1)/n) is strictly completely monotonic on (0,∞).
The series representation (2.3) implies that (−1)m+1Ψ(m)(m ≥ 1) is strictly com-

pletely monotonic on (0,∞). Since the sum and the product of two strictly completely
monotonic functions are also strictly completely monotonic, we get from

Fn(x;α) = Fn(x; (n− 1)/n)

+ ((n− 1)/n− α)(−1)nΨ(n−1)(x)(−1)n+2Ψ(n+1)(x)

that x 7→ Fn(x;α) is strictly completely monotonic on (0,∞) if α ≤ (n− 1)/n.
Conversely, if x 7→ Fn(x;α) is strictly completely monotonic on (0,∞), then we

obtain

(2.8) α < (Ψ(n)(x))2/[Ψ(n−1)(x)Ψ(n+1)(x)] (x > 0).

From the asymptotic expansion

Ψ(m)(x) ∼ (−1)m−1

[
(m− 1)!

xm
+

m!

2xm+1
+

∞∑
k=1

B2k
(2k +m− 1)!

(2k)!x2k+m

]
(x→∞;m = 1, 2, . . .)

(cf. [1, p. 260]), we conclude

lim
x→∞x

mΨ(m)(x) = (−1)m−1(m− 1)!,

and, hence,

(2.9) lim
x→∞

(Ψ(n)(x))2

Ψ(n−1)(x)Ψ(n+1)(x)
=
n− 1

n
,

so that (2.8) and (2.9) imply α ≤ (n− 1)/n.
Next, we prove that

x 7→ −Fn(x;n/(n+ 1))
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is strictly completely monotonic on (0,∞). From (2.3) and Lagrange’s identity (cf. [15,
p. 41]), we obtain

−Fn(x;n/(n+ 1)) = (n/(n+ 1))Ψ(n−1)(x)Ψ(n+1)(x)− (Ψ(n)(x))2

= (n!)2

 ∞∑
i=0

(x+ i)−n
∞∑
i=0

(x+ i)−n−2

−
( ∞∑
i=0

(x+ i)−n−1

)2


= (n!)2
∞∑
i=0

∞∑
j=i+1

(j − i)2[(x+ i)(x+ j)]−n−2.

Hence, for all integers k ≥ 0,

(−1)k
dk

dxk
(−Fn(x;n/(n+ 1)))

= (n!)2

∞∑
i=0

∞∑
j=i+1

(j − i)2
k∑
r=0

(
k

r

)
(x+ i)−n−2−r(x+ j)−n−2−k+r

×
r−1∏
s=0

(n+ 2 + s)
k−r−1∏
s=0

(n+ 2 + s) > 0 (x > 0).

The representation

−Fn(x;β) = −Fn(x;n/(n+ 1))

+ (β − n/(n+ 1))(−1)nΨ(n−1)(x)(−1)n+2Ψ(n+1)(x)

implies that x 7→ −Fn(x;β) is strictly completely monotonic on (0,∞) if β ≥ n/(n+1).
Finally, we assume that x 7→ −Fn(x;β) is strictly completely monotonic on (0,∞).

Then we obtain

(2.10) (Ψ(n)(x))2/[Ψ(n−1)(x)Ψ(n+1)(x)] < β (x > 0).

Using the identity

(2.11) Ψ(m)(x) = Ψ(m)(x+ 1) + (−1)m+1m!x−m−1 (x > 0;m = 0, 1, . . .),

we conclude

(2.12) lim
x→0

(Ψ(n)(x))2

Ψ(n−1)(x)Ψ(n+1)(x)
=

n

n+ 1
.

From (2.10) and (2.12) we obtain β ≥ n/(n + 1). This completes the proof of the
theorem.

As an immediate consequence of the theorem and the limit relations (2.9) and
(2.12) we get sharp bounds for the ratio

(Ψ(n)(x))2/[Ψ(n−1)(x)Ψ(n+1)(x)].
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Corollary 2.3. Let n ≥ 2 be an integer. Then for all positive real numbers x,

(2.13)
n− 1

n
<

(Ψ(n)(x))2

Ψ(n−1)(x)Ψ(n+1)(x)
<

n

n+ 1
.

Both bounds are best possible.
Remark 2.4. The series representation (2.3) and the left-hand inequality of (2.13)

lead to an inequality for infinite series, which can be considered as a converse of the
Cauchy–Schwarz inequality:

(2.14)

n2 − 1

n2

∞∑
i=0

(x+ i)−n
∞∑
i=0

(x+ i)−n−2 <

( ∞∑
i=0

(x+ i)−n−1

)2

(x > 0;n = 2, 3, . . .).

From (2.9) we conclude that the constant factor (n2 − 1)/n2 is best possible. The
special case n = 2 (with “≤” instead of “<”) was given in [17] without a proof. We
note that slight modifications in the proof of Theorem 2.1 reveal that inequality (2.14)
holds for all real numbers n > 1.

It was mentioned in [17] that inequality (1.1) implies the convexity of 1/Ψ′ on
(0,∞). This result can be generalized.

Corollary 2.5. Let

fn(x; c) = ((−1)n+1Ψ(n)(x))c (x > 0),

where n ≥ 1 is an integer and c is a real number. The function x 7→ fn(x;α) is strictly
convex on (0,∞) if and only if α ≤ −1/n or α > 0, while x 7→ fn(x;β) is strictly
concave on (0,∞) if and only if −1/(n+ 1) ≤ β < 0.

Proof. Let α 6= 0 and x > 0; we have

(2.15)

1

α
(Ψ(n+1)(x))−2(fn(x;α))−1+2/α ∂2

∂x2
fn(x;α)

= α− 1 + Ψ(n)(x)Ψ(n+2)(x)(Ψ(n+1)(x))−2.

If α ≤ −1/n, then we conclude from the first inequality of (2.13) that the expression
on the right-hand side of (2.15) is negative. And, if α > 0, then the second inequality
of (2.13) implies that the right-hand side of (2.15) is positive. In both cases we obtain

∂2

∂x2
fn(x;α) > 0.

Now, let x 7→ fn(x;α) be strictly convex on (0,∞). Then we have

(2.16)
fn(δx+ (1− δ)y;α) < δfn(x;α) + (1− δ)fn(y;α)

(x, y > 0, x 6= y; 0 < δ < 1).

We assume (for a contradiction) that α ∈ (−1/n, 0). If we multiply both sides of
(2.16) by xnα and let x tend to ∞, then we get δ−nα((n− 1)!)α ≤ δ((n− 1)!)α, which
implies α ≤ −1/n.

Similarly, we can prove that x 7→ fn(x;β) is strictly concave on (0,∞) if and only
if −1/(n+ 1) ≤ β < 0. We omit the details.
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Remark 2.6. If a function f is strictly convex on (0,∞) and satisfies limx→0 f(x) =
0, then f is strictly superadditive, that is, we have

f(x) + f(y) < f(x+ y) (x, y > 0)

(cf. [17]). From (2.11) we obtain limx→0(−1)m+1Ψ(m)(x) =∞(m ≥ 0). This implies
that the functions ((−1)n+1Ψ(n))α(n ≥ 1;α ≤ −1/n) and −((−1)n+1Ψ(n))β(n ≥
1;−1/(n + 1) ≤ β < 0) are strictly superadditive on (0,∞). Hence, we get the
following bounds for (−1)n+1Ψ(n)(x+ y):

[((−1)n+1Ψ(n)(x))β + ((−1)n+1Ψ(n)(y))β ]1/β

< (−1)n+1Ψ(n)(x+ y)

< [((−1)n+1Ψ(n)(x))α + ((−1)n+1Ψ(n)(y))α]1/α

(x, y > 0;n = 1, 2, . . . ;α ≤ −1/n,−1/(n+ 1) ≤ β < 0).

Acknowledgments. The authors thank the referees for helpful comments which
improved the presentation of the paper.
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Abstract. We study systems of conservation laws which belong to the Temple class. Some
algebraic formulas are derived and used to integrate the Cauchy problem. In particular, the method
of characteristics is extended to the case of a system of two coupled equations.
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Introduction. This paper deals with n× n systems of conservation law,

ut + f(u)x = 0, t > 0,

u(x, 0) = u0(x),

which belong to the Temple class [19]. A system of the Temple class is defined by the
following algebraic requirements:

• It is strictly hyperbolic and diagonalizable.
• Its characteristic hypersurfaces are included in hyperplanes.

Examples of such systems arise in the study of nonlinear motion in elastic strings,
or multicomponent chromatography. From a mathematical point of view, the main
interest of Temple systems is that no secondary waves can be generated by interaction.

The Temple class has been studied by numerous authors (see [17] for a survey),
and most of the scalar theory has been generalized to that frame. The reader may
refer to [2], [3], [4], [5], [6], [11], [14], and [15] for existence and uniqueness results.
However, unlike the scalar case, no system (n ≥ 2) has been integrated explicitly. The
aim of this paper is to give integration formulas. Our main result can be stated as
follows.

for a “general” 2 × 2 system of the Temple class (we mainly exclude uncoupled
equations), if two characteristics issued from two given points of the real axis happen
to intersect, then the location of the intersection can be computed by a quadrature
of the initial data and the inversion of a linear system.

Our method is valid for piecewise smooth solutions and can therefore be used
after the formation of shocks.

This paper is divided into seven parts. The second part is introductory. The
third contains the algebraic part of our study (Theorem 2.4). We give some proper-
ties related to functions f(u)−λi(u)u and, in particular, establish by a new proof that
systems of the Temple class are semi-Hamiltonian. Various consequences of Theorem
2.4 are presented in part four, including a statement on the generic smoothness of
admissible solutions. Next, we give an explicit formula for the infinitesimal displace-
ment of characteristics. The sixth part is devoted to our explicit integration formula
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for the 2× 2 systems. Last, we discuss a generalized Lax formula (introduced in [2])
in term of saddle points.

1. Definitions and notations. First results. Let D be a domain of Rn, and
let f : D → Rn be a smooth function. For u ∈ D, we denote by A(u) the Jacobian
matrix of f(u). Throughout this paper, we assume that the system of conservation
laws with initial data u0 : D → Rn,

ut + f(u)x = 0, x ∈ R, t > 0,(1.1)

u(x, 0) = u0(x), x ∈ R,(1.2)

is strictly hyperbolic (i.e., the eigenvalues of A(u) are real and simple). The eigen-
values of A(u) are indexed in a natural fashion: λ1(u) < · · · < λn(u). We de-
note by ri(u) (resp., li(u)) (1 ≤ i ≤ n) a right eigenvector (resp., a left eigenvec-
tor) of A(u) associated with λi(u). Without loss of generality, we can assume that
(l1(u), · · · , ln(u)) is the dual basis of (r1(u), · · · , rn(u)), i.e., the basis of (co)vectors
satisfying < li(u), rj(u) >= δij . Last, recall that a function wi : D → R (1 ≤ i ≤ n) is
a (strict) i-Riemann invariant of system 1.1 if

(a) ∀u ∈ D, dwi(u) ∧ li(u) = 0,
(b) ∀u ∈ D, dwi(u) 6= 0.

We now give a definition of the Temple class.
Definition 1.1. (1) Let i ∈ {1, . . . , n}. We say that the ith characteristic field

of system 1.1 is a Temple field if
(i) there exists a (strict) i-Riemann invariant.
(ii) for any s ∈ R, the level sets Hi(s) = {u ∈ D/wi(u) = s} are (linear) affine

submanifolds in the u-space D.
(2) We say that system 1.1 belongs to the Temple class if any of its characteristic

fields is a Temple field.
Example 1. (a) Any conservation law (n = 1) belongs to the Temple class.
(b) The system of isotachophoresis can be written as (see [2])

∂tui + ∂x

(aiui
m

)
= 0, m =

n∑
i=1

ui,

where ai are positive constants. We assume that a1 < a2 < · · · < an and set D =
(R∗+)n. The linear function w1(u) =

∑n
i=1(ui/ai) is a Riemann invariant associated

with the eigenvalue λ1 = 0. For any i ∈ {2, · · · , n}, there exists a smooth function wi
with values in ]ai−1, ai[ such that

∀u ∈ D,
n∑
j=1

uj
aj − wi(u)

= 0.

Function wi is a Riemann invariant associated with the eigenvalue λi = wi/m. More-
over, m = w1(a1 . . . an)/(w2 . . . wn). The characteristic hypersurfaces are given by
Hi(s) = {u ∈ D/∑n

j=1(uj)/(aj − s) = 0}, with s ∈]ai−1, ai[ (i ∈ {2, . . . , n}). There-
fore, the general system of isotachophoresis belongs to the Temple class. Last, choos-
ing li(u) = ((wi(u)− a1)−1, ..., (wi(u)− an)−1) as a left eigenvector (i ∈ {2, . . . , n}),
we notice that for any u ∈ D, li(u)·u = 0 and li(u)·f(u) = −1 (i ∈ {2, . . . , n}). Hence,
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the previous quantities are independent of the wj (j ∈ {1, . . . , n}). See Proposition
2.2 below.

(c) Let n = 2,U =]0,+∞[×R, φ ∈ C1(U ,R), andD = {u ∈ U ,∑2
j=1(∂Φ/∂uj)(u)uj

6= 0}. The Keyfitz–Kranzer system

ut + (φ(u)u)x = 0

has one Temple field. In fact, the speed λ = φ is associated with the Riemann
invariant θ = arctan(u2/u1). Hence, the characteristic sets θ = cte are included in
straight lines.

From now on, in order to simplify the statements, we assume that system 1.1
belongs to the Temple class. Nevertheless (except in Theorem 3.1 and Proposition
5.2) we may assume that one single field is Temple and state our results “field by
field.”

2. Systems of the Temple class are semi-Hamiltonian. Systems of the
Temple class are conservative and endowed with a complete set of (strict) Riemann
invariants, i.e., they are semi-Hamiltonian (see [16] or [20]). Hence, there exist
functions Ni : D → R∗+ (i ∈ {1, . . . , n}) with the following properties:

∀u ∈ D, ∀j ∈ {1, . . . , n} \ {i},
(
Ni

∂λi
∂wj

)
(u) =

(
(λj − λi)

(
∂Ni
∂wj

))
(u).

Expressions of functions Ni are given in [15]. We shall derived these formulae by
different means. First, we recall some formal consequences of Definition 1.1.

2.1. Definition of functions mi and qi (i ∈ {1, . . . , n}). Results of this
section are classical (see, for example, [5] or [15]). We fix i ∈ {1, . . . , n} and notice that
function li (up to a scalar multiplicative function) is constant along each characteristic
hyperplane Hi(a) = {u ∈ D/wi(u) = a}, a ∈ R (cf. Definition 1.1). Hence, we may
write li(wi(u)) instead of li(u).

Lemma 2.1. Assume that system 1.1 belongs to the Temple class. The following
assertion holds (i ∈ {1, . . . , n}):

∀(u, v) ∈ D2, li(wi(u)) · (u− v) = 0 =⇒ li(wi(u)) · (f(u)− f(v)) = 0.

Proof. Equality li(wi(v)) · (u−v) = 0 is nothing but v ∈ Hi(wi(u)). We also have
u ∈ Hi(wi(u)). Therefore, for any s ∈ [0, 1], v + s(u− v) ∈ Hi(wi(u)) and

li(wi(u)) · [f(u)− f(v)] =

∫ 1

0

li(wi(u)) ·A(v + s(u− v)) · (u− v)ds

=

∫ 1

0

λi(v + s(u− v)) li(wi(u)) · (u− v)ds = 0.

We deduce from Lemma 2.1 the following proposition.
Proposition 2.2. Assume that system 1.1 belongs to the Temple class. Then, for

any i ∈ {1, . . . , n}, there exist smooth functions mi : wi(D)→ R and qi : wi(D)→ R
such that

∀u ∈ D, mi(wi(u)) = li(wi(u)) · u and qi(wi(u)) = li(wi(u)) · f(u).
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Proof. Due to Definition 1.1, for any u ∈ D and v ∈ Hi(wi(u)), li(u) is orthogonal
to v − u, i.e.,

wi(u) = wi(v) =⇒ li(wi(u)) · u = li(wi(v)) · v,
and it follows that li(wi(u)) · u is a function of wi(u) alone. We set mi(wi(u)) =
li(wi(u)) ·u. Similarly, due to Lemma 2.1, li(wi(u)) ·f(u) is a function of wi(u) alone.
We set qi(wi(u)) = li(wi(u)) · f(u). Functions mi and qi are smooth.

From now on, we note mi(wi), instead of mi(wi(u)), qi(wi) instead of qi(wi(u)),
etc.

2.2. Functions Ni. Expressions of functions Ni are given in Theorem 2.4. First
we need a lemma.

Lemma 2.3. ∀u ∈ D, ∀i ∈ {1, . . . , n}, l′i(wi) · u−m′i(wi) 6= 0.
Proof. Assume that l′i(wi(u0)) ·u0 = m′i(wi(u0)) for some point u0 ∈ D and some

index i ∈ {1, . . . , n}. Differentiating the expression of mi, with respect to wi, we find
that

∀u ∈ D, l′i(wi) · u−m′i(wi) + li(wi)
∂u

∂wi
= 0.

Therefore (li(wi) · (∂u/∂wi))(u0) = 0. Next, equality dwj(u) ∧ lj(u) = 0 implies that
(lj(wj) · (∂u/∂wi))(u) = 0 for any j 6= i and u ∈ D. Finally, (∂u/∂wi)(u0) = 0, which
is impossible since u 7→ (w1(u), w2(u), · · · , wn(u)) is a local diffeomorphism.

From now on, we assume (changing function li into −li if necessary) that

∀u ∈ D, ∀i ∈ {1, . . . , n}, m′i(wi)− l′i(wi) · u > 0.

The following theorem is the first step in our method of characteristics.
Theorem 2.4. (a)∀u ∈ D,∀i ∈ {1, . . . , n},{

li(wi)(f(u)− λi(u)u) = qi(wi)− λi(u)mi(wi),
l′i(wi)(f(u)− λi(u)u) = q′i(wi)− λi(u)m′i(wi),

(b) ∀i ∈ {1, . . . , n},∃Ni : D → R∗+,∀j ∈ {1, . . . , n} \ {i}, ∀u ∈ D,(
Ni

∂λi
∂wj

)
(u) =

(
(λj − λi)

(
∂Ni
∂wj

))
(u).

Moreover, we can choose Ni(u) = m′i(wi)− l′i(wi) · u.
(c) ∀u ∈ D,∀i ∈ {1, . . . , n},(

Ni
∂λi
∂wi

)
(u) = q′′i (wi)− λi(u)m′′i (wi)− l′′i (wi) · (f(u)− λi(u)u),

(with Ni(u) = m′i(wi)− l′i(wi) · u).
Proof. (a) The first equality is a consequence of the definition of the functions mi

and the functions qi. Next, we differentiate this equality with respect to wi,

l′i(wi)(f(u)− λi(u)u) + li(wi) · (A(u)− λi(u)) · (∂u/∂wi)− (∂λi/∂wi)(u)
(li(wi) · u) = q′(wi)− λi(u)m′i(wi)− (∂λi/∂wi)(u)mi(wi).

Therefore, the second formula follows from the definition of mi and the identity
li(wi) · (A(u)− λi(u)) = 0.
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(b) We differentiate the second identity of (a) with respect to wj , j 6= i. We get

l′i(wi) · (∂f/∂wj)(u)− λi(u) · (∂u/∂wj)(u)− (∂λi/∂wj)(u)(l′i(wi) · u)
= −(∂λi/∂wj)(u) ·m′i(wi).

We use the identity (∂f/∂wj)− λj(∂u/∂wj) = 0 and find that

(m′i(wi)− l′i(wi) · u)(∂λi/∂wj)(u) = (λj − λi)(∂/∂wj)(m′i(wi)− l′i(wi) · u).

Now, Lemma 2.3 asserts that m′i(wi)− l′i(wi) · u doesn’t vanish.
(c) Differentiate the second identity of (a) with respect to wi and use identity

(∂f/∂wi)− λi(∂u/∂wi) = 0.
Remark 1. (a) A proof of Theorem 2.4 (b) is given in [15].
(b) For a general hyperbolic system of conservation laws, the existence of a com-

plete set of (strict) Riemann invariants (w1, . . . , wn) implies the integrability condi-
tions of Theorem 2.4 (b). See [16] and [18].

(c) Functions Ni and Ni(∂λi/∂wi) were introduced by Lax (cf. [9]) in the 2 × 2
case. Recall that for a general semi-Hamiltonian system of conservation laws, the
following Riccati equation holds (here, the function u is a smooth solutions of (1.1,
1.2)):

∀i ∈ {1, . . . , n}, (∂t + λi∂x)

(
∂xwi
Ni

)
= −Ni ∂λi

∂wi

(
∂xwi
Ni

)2

.

Example 2. Theorem 2.4 (a) is a generalization of Dafermos–Geng’s results. Fol-
lowing [4], we consider the 2 × 2 system (which can be derived from the 3 × 3 iso-
tachophoresis system), {

∂tu1 − ∂x(u2/u1) = 0,
∂tu2 − ∂x(1/u1) = 0.

The domain of strict hyperbolicity is

D = {(u1, u2) ∈ R2/u1 6= 0 andu2
2 − 4u1 > 0}.

We set 4 = u2
2 − 4u1. The eigenvalues of f ′(u) are λi(u) = (u2 + εi

√4)/(2u2
1) (ε2 =

−ε1 = 1). Corresponding Riemann invariants are given by wi(u) = −(u1λi(u))−1.
Corresponding left and right eigenvectors are given by li(wi) = (1, wi) and ri(wi) =
t(−wj , 1) (j 6= i). Hence, the system belongs to the Temple class. One checks that
u1 = w1w2, u2 = −(w1 + w2),mi(wi) = −w2

i , and qi(wi) = 1/wi. Therefore, for any
u ∈ D,Ni(u) =| w2(u)− w1(u) | .

3. A few consequences of Theorem 2.4.

3.1. Generic smoothness of admissible solutions. We assume that n = 2,
li(wi) = (1, wi), i ∈ {1, 2}, and that D is a compact convex subset of Rn. Moreover
assume that system (1.1) is strictly hyperbolic on D. Under the hypothesis of genuine
nonlinearity,

∀i ∈ {1, 2}, ∀u ∈ D, ∂λi
∂wi

(u) > 0,

the following statement still holds (cf. [4]).
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Theorem 3.1. Solutions of the Cauchy problem (1.1, 1.2) (with bounded vari-
ation, constructed as limits in L1

loc(R × R+) of Glimm’s approximate solutions) and
with initial data in Ck (k ≥ 4), are generically piecewise Ck smooth and do not
contain centered compression waves. Solutions of (1.1, 1.2) (with bounded variation,
constructed as limits in L1

loc(R×R+) of Glimm’s approximate solutions) and with real
analytic initial data are always piecewise smooth.

In the previous statement, the expression “solutions of the Cauchy problem (1.1,
1.2) are generically piecewise Ck smooth” means that the set of initial data which does
not lead to piecewise Ck smooth solutions of (1.1, 1.2) is a set of the first category.

The proof of Theorem 3.1 is similar to the original proof of [4] in the case of
the 2 × 2 isotachophoresis system. It makes use of Theorem 2.4 and of a one-sided
inequality on Riemann invariants (analogous to the Oleinik E-inequality; see [12])
proved in [6] and [13] by means of the Glimm scheme (see also [1]). The restriction
n = 2 comes from the term l′′i (wi) · (f(u) − λi(u)u) in Theorem 2.4 (c). Indeed the
function l′′i (wi) · (f(u) − λi(u)u) is not identically equal to zero in the general case
n > 2 and cannot be written nicely as a function of wi and λi(u) (see Proposition 3.3
(b)). In our case (n = 2), following Dafermos and Geng, we make use of functions
Zi (i ∈ {1, 2}) defined by

∀ (y, x, t) ∈ R2 × R+,
Zi(y, x, t) = Ni(u0(y)) + [tq′′(wi(y, 0))− (x− y)m′′(wi(y, 0))]w′i(y, 0).

See details in [4] and [13]. See also Proposition 4.2 below.

3.2. The case of a linearly degenerate field. In the case of a linearly degen-
erate field, we can generalize Theorem 2.4 (a) as follows (Proposition 3.2(b)).

Proposition 3.2. (a) Let n ≥ 3. Then, for any pair of functions Q and M :
wi(D)→ R, we have

∀i ∈ {1, ..., n}, ∃u ∈ D, f(u)− λi(u)u 6= Q(wi)− λi(u)M(wi).

(b) Let n ∈ N∗. Assume that the ith characteristic field is linearly degenerate
(i ∈ {1, . . . , n} is a fixed index). Then

∀k ∈ N, ∀u ∈ D, l
(k)
i (wi) · (f(u)− λi(u)u) = q

(k)
i (wi)− λi(u) ·m(k)

i (wi).

Moreover, assume that n ≥ 3. Then, for any u ∈ D, the family (li(wi), ..., l
(n−1)
i (wi))

is not a basis of (Rn)∗.
Proof. (a) Assume that, for some index i ∈ {1, ..., n},

∀u ∈ D, f(u)− λi(u)u = Q(wi)− λi(u)M(wi).

Differentiate this expression with respect to wj (j 6= i) and use identity (∂f/∂wj)−
λj(∂u/∂wj) = 0. We get

∀u ∈ D, (∂u/∂wj)(u) = (λj(u)− λi(u))−1(∂λi/∂wj)(u)(u−M(wi)),

(strict hyperbolicity ensures that λj(u) − λi(u) 6= 0). Therefore, for j 6= k and
j 6= i 6= k,

∀u ∈ D, rj(u) ∧ rk(u) = 0,

contradicting the assumption that (r1(u), r2(u), . . . , rn(u)) is a basis.
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(b) In the case k = 0, or 1, it is just Theorem 2.4 (a). In the case k = 2, we
use (∂λi/∂wi) = 0 and Theorem 2.4 (c). The general case k ≥ 2 is similar. Finally,

assume that n ≥ 3. If (li(wi), . . . , l
(n−1)
i (wi)) were a basis of (Rn)∗, we could find

functions Qi : wi(D)→ Rn and Mi : wi(D)→ Rn such that

∀u ∈ D, f(u)− λi(u)u = Qi(wi)− λi(u)Mi(wi),

contradicting (a).

3.3. The general case. We return to the general case, i.e., we do not assume
any longer that system (1.1) is linearly degenerate. The aim of this section is to
discuss formula (c) of Theorem 2.4.

Proposition 3.3. (a) Assume n = 2 and li(wi) = (1, wi) for any i ∈ {1, 2} and
u ∈ D. Then, (

Ni
∂λi
∂wi

)
(u) = q′′i (wi)− λi(u)m′′i (wi).(3.1)

(b) Let n = 3, and let i ∈ {1, 2, 3} be a fixed index. Assume that, for all u ∈
D, det(li(u), l′i(u), l′′i (u)) 6= 0. Then, for any pair of functions g and h: wi(D) → R,
we have

∃u ∈ D,
(
Ni

∂λi
∂wi

)
(u) 6= h(wi)− λi(u)g(wi).

Proof. (a) The proof follows from Theorem 2.4 (c).
(b) Assume that, for all u ∈ D,Ni(∂λi/∂wi)(u) = h(wi) − λi(u)g(wi). Theorem

2.4 (c) asserts that

∀u ∈ D, l′′i (wi) · (f(u)− λi(u)u) = h(wi)− λi(u) g(wi),

with h = q′′i −h and g = m′′i−g.We now use Theorem 2.4 (a), hypothesis det(li(u), l′i(u),
l′′i (u)) 6= 0 and Proposition 3.2 (a) to get a contradiction.

It is a straightforward computation to check that the isotachophoresis system
(Example 1 (b)) satisfies the assumption of Proposition 3.3 (b) (n = 3, i = 2, 3).

Remark 2. Set n = 2. For any i ∈ {1, 2}, li(wi) = (φi(wi), γi(wi)) with
φi : wi(D) → R and γi : wi(D) → R. Let v ∈ D, and assume that φi 6= 0 in a
neighborhood Ω of v. Then the covector Li(wi) = (1, (γi/φi)(wi)) is a left eigenvector
of f ′(u) in Ω, and function (γi/φi) forms a Riemann invariant. Of course (see The-
orem 3.1 and Proposition 3.3), it is easier to assume directly that li(wi) = (1, wi) in
D.

4. The method of characteristics. We now give two formulas which can be
viewed as a generalization of the method of characteristics. Following [9], we introduce
a function v defined by

v(x, t) =

∫ x

α

u(ξ, t)dξ −
∫ t

0

f(u(α, τ)) dτ.(4.1)

Here, α ∈ R is a fixed number. We set v0 = v(., 0).
Recall that a function u is piecewise smooth solution if, for any compact K ⊂

R× R+, the restriction of u on K is smooth on domains Dj (1 ≤ j ≤ MK ,MK ∈ N)
separated by smooth (shock) curves t 7→ γj(t), with left and right C1 limits along
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γj (1 ≤ j ≤ MK). If u is a piecewise smooth solution of (1.1, 1.2) on the strip
R × [0, T ], and y is a C1 regularity point of u0, we denote by t 7→ ξi(y, t) the ith
characteristic with foot y ∈ R, i.e., the maximal solution of the ordinary differential
equation (O.D.E.)

∂tξi(y, t) = λi(u(ξi(y, t), t)),(4.2)

ξi(y, 0) = y.(4.3)

In the above system, we admit Lipschitz “solutions” ξi such that equation (4.2)
may fail across the j-shock curves of u (j 6= i).

We write wi instead of wi(u). Obviously, t 7→ wj(ξi(y, t), t) may not be equal to
a constant for j 6= i. Hence, the i-characteristics of system (1) may not be straight
lines. Nevertheless, we can (in some sense) integrate system (4.2, 4.3).

First we claim that, for any entropy, piecewise smooth solution u of (1.1, 1.2),
wi(ξi(y, t), t) = wi(y, 0) along an i-characteristic curve (see [15]). Indeed, any j-wave
curve Oj(v0) (j 6= i, v0 ∈ D) is included in the intersection of the (n−1) characteristic
hyperplanes ∩k 6=jHk(v0) = ∩k 6=jw−1

k (v0). Hence, t 7→ wi(ξi(y, t), t) (i 6= j) is constant
through a j (j 6= i) shock curve. Of course, an i-characteristic curve never crosses an
i-shock curve, due to the Lax shock conditions. This proves the claims.

Finally, for (x, t) ∈ R×R+, notice that any backward characteristic through (x, t)
is defined on the whole interval [0, t] (see [17]).

We are now in a position to prove Proposition 4.1. Earlier statements are given
in [15] and [17].

Proposition 4.1. Let u be an entropy, piecewise smooth solution of (1.1, 1.2)
and let (x, t) ∈ R × R+ be a point of continuity of u. Let y be the foot of the ith
characteristic (1 ≤ i ≤ n) through (x, t). Then,{

li(wi(y, 0)) · (v(y, 0)− v(x, t)) + (x− y)mi(wi(y, 0))− tqi(wi(y, 0)) = 0,
l′i(wi(y, 0)) · (v(y, 0)− v(x, t)) + (x− y)m′i(wi(y, 0))− tq′i(wi(y, 0)) = 0.

Here, wi is the i-Riemann invariant associated with the function u, i .e., wi = wi(u).
Proof. We integrate equations (1.1, 1.2) over the domain delimited by the x-axis,

the vertical axis {(z, s) ∈ R × R+/z = x}, and the ith characteristic s 7→ ξi(y, s).
Using Green’s formula (for functions with bounded variation), we have

−
∫ x

y

u0(ξ)dξ +

∫ t

0

f(u(x, s))ds−
∫ t

0

(f(u)− λi(u)u)(ξi(y, s), s)ds = 0.

Notice that

v0(y)− v(x, t) = −
∫ x

y

u0(ξ)dξ +

∫ t

0

f(u(x, s))ds.

Hence,

v0(y)− v(x, t)−
∫ t

0

(f(u)− λi(u)u)(ξi(y, s), s)ds = 0.

We multiply this equality by li(wi(ξi(y, s), s)) = li(wi(y, 0)), and we use Theorem
2.4 to get the first equality. Using l′i(wi(ξi(y, s), s)) instead of li(wi(y, s), s), we get
the second equality.
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From the previous proposition we deduce a formula for ∂yξi(y, t), which general-
izes the classical formula in the scalar case (see Example 3(a) below).

Proposition 4.2. Let u ∈ C1(R × [0, T [) (T > 0) be a solution of system (1.1).
Then, for any (y, t) ∈ R× [0, T [, we have,

Ni(u(ξi(y, t), t)) ∂yξi(y, t) = [tq′′(wi(y, 0))− l′′i (wi(y, 0)) · (v(y, 0)− v(ξi(y, t), t))
−(ξi(y, t)− y)m′′i (wi(y, 0))]w′i(y, 0) +Ni(u0(y)).

Proof. Let ξi : [0, T1] → R, t 7→ ξi(y, t) be the ith characteristic curve with
foot y ∈ R. We first prove that the function y → ξi(y, t) (1 ≤ i ≤ n, t ∈ [0, T1]) is
differentiable. Set

H(x, y) = l′i(wi(y, 0)) · (v(y, 0)− v(x, t)) + (x− y)m′i(wi(y, 0))− tq′i(wi(y, 0)),

and notice that H(ξi(y, t), y) = 0, due to Proposition 4.1. A straightforward compu-
tation gives us

∂H

∂x
(ξi(y, t), y) = −l′i(wi(y, 0)) · u(ξi(y, t), t) +m′i(wi(y, 0))

= Ni(u(ξi(y, t), t)) 6= 0.

Hence, function y 7→ ξi(y, t) is differentiable. Moreover, if we differentiate equality
H(ξi(y, t), y) = 0 with respect to y, we get our formula.

Remark 3. The ith characteristics may not be straight lines. Nevertheless, in
the previous formula, intermediate values of ξi (say, ξi(y, s) with 0 < s < t) are not
required.

Example 3. (a) In the scalar case (n = 1), one may choose l1(u) = 1 and N1(u) =
1. Proposition 4.2 reads as follows: ∂yξ1(y, t) = 1+tf ′′(u0(y))u′0(y). Since ξ1(y, 0) = y,
we get ξ1(y, t) = y + tf ′(u0(y)).

(b) For the case of the 3× 3 isotachophoresis system, see [4].

5. The case n = 2. In the case n = 2, we can derive from Theorem 2.4 (a)
an explicit integration formula. We assume that system (1.1) is coupled, in the sense
that

∀i ∈ {1, 2}, ∀u ∈ D, li(wi(u)) ∧ l′i(wi(u)) 6= 0,(5.1)

i.e., the system cannot be reduced to two scalar equations. To be precise, if li ∧ l′i
were (identically) equal to zero for some index i ∈ {1, 2}, we could, up to affine
transformation in the u-plane, assume that li(v) = (δij)j=1,2 and fi(v) = fi(vi)
identically. Therefore, in order to solve the Cauchy problem (1.1, 1.2), we would have
to solve two scalar Cauchy problems (i.e., ∂tui+∂xfi(ui) = 0 and ui(x, 0) = u0,i(x, 0),
and the other equation).

Recall now that (see the proof of Proposition 3.2) the following holds.
Lemma 5.1. Assume that system (1.1) belongs to the 2×2 Temple class and that

property (5.1) is satisfied. Then, for any i ∈ {1, 2}, we can find two smooth functions
Qi : wi(D)→ R2 and Mi : wi(D)→ R2, such that

∀u ∈ D, f(u)− λi(u)u = Qi(wi)− λi(u) ·Mi(wi).

Proof. It is a consequence of Theorem 2.4 (a) and hypothesis (5.1).
In the following statement, function v is still given by formula (4.1).
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Proposition 5.2. Assume that system (1.1) belongs to the 2×2 Temple class and
that property (5.1) is satisfied. Let u ∈ C1

ps(R× [0, T [) (T > 0) be a piecewise smooth
solution of the Cauchy problem (1.1, 1.2), and let (y1, y2) ∈ R2, y2 < y1. Assume
that the i1th characteristic with foot y1 intersects the i2th characteristic with foot y2

((i1, i2) ∈ {1, 2}2), at a point (X,T0) in R × [0, T [. Then (X,T0) is a solution of the
following linear system

[Mi1(wi1(y1, 0))−Mi2(wi2(y2, 0))]X + [Qi2(wi2(y2, 0))−Qi1(wi1(y1, 0))]T0

= v0(y2)− v0(y1) + y1Mi1(wi1(y1, 0))− y2Mi2(wi2(y2, 0)).

Proof. We denote by Ω the domain delimited by the i1th characteristic with foot
y1, the i2th characteristic with foot y2, and the axis {(x, t) ∈ R×R+, t = 0, y2 ≤ x ≤
y1}. We integrate equations (1.1, 1.2) over Ω,∫ y1

y2

u0(ξ)dξ −
∫ T0

0

(f(u)− λi1(u)u)(ξi1(y, s), s)ds

+

∫ T0

0

(f(u)− λi2(u)u)(ξi2(y, s), s)ds = 0.

On the other hand (see Lemma 5.1),

∀i ∈ {1, 2}, f(u)− λi(u)u = Qi(wi)− λi(u)Mi(wi).

Notice also that (i ∈ {1, 2}),

X − yj =

∫ T0

0

λij (u)(ξij (y, s), s)ds.

Hence,

v0(y1)− v0(y2) + [Qi2(wi2(y2, 0))−Qi1(wi1(y1, 0))]T0

− (X − y2)Mi2(wi2(y2, 0)) + (X − y1)Mi1(wi1(y1, 0)) = 0.

Under the hypothesis det [Mi2(wi2(y2, 0)) −Mi1(wi1(y1, 0)), Qi2(wi2(y2, 0)) −
Qi1(wi1(y1, 0))] 6= 0, one can solve (uniquely) the previous system. Take now i1 = 1
and i2 = 2. We get, for any i ∈ {1, 2}, wi(X,T0) = wi(yi, 0), which are the formulae
we were looking for. In the case i1 = i2, the point (X,T0) lies on a shock curve.

Example 4. The following system (cf. [10]) belongs to the Temple class:{
∂tu1 + ∂x(u1u2) = 0,
∂tu2 + ∂x(u2

2 + u1) = 0.

Set ∆ = {(u1, u2) ∈ R2/u2
2 +4u1 > 0}. One checks that λ1(u) = w2 +2w1 and λ2(u) =

w1+2w2, with w1+w2 = u2 and w1w2 = −u1, for u ∈ ∆. Define D by D = {(w1, w2) ∈
R2/α1 ≤ w1 ≤ β1 < α2 ≤ w2 ≤ β2} (we assume that the constants αi and βi satisfy
α1 ≤ β1 < α2 ≤ β2 and D ⊂⊂ ∆). For i = 1, 2, we choose li(u) = (1, wi), and we check
that mi(wi) = w2

i , qi(wi) = w3
i , Qi(wi) = t(−2w3

i , 3w
2
i ) and Mi(wi) = t(−w2

i , 2wi).
Let i1 = 1, i2 = 2, y2 < y1, and set w1 = w1(y1, 0), w2 = w2(y2, 0). Set also
u0 = (u0,1, u0,2) and let (u1, u2) ∈ D be the point with Riemann invariants (w1, w2).
We have det(M2(w2)−M1(w1), Q1(w1)−Q2(w2)) = −(w2−w1)4 ≤ −(α2−β1)4 < 0.
Assume now that u0 ∈ C∞(R, D) and that functions (wi ◦ u0) are bounded and
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nondecreasing (i ∈ {1, 2}). Since (∂λi/∂wi) > 0, system (1.1, 1.2) admits a smooth
solution. Characteristics are defined globally in time. Moreover, the 2-characteristic
with foot y2 intersects the 1-characteristic with foot y1 > y2. The intersection point
(X,T ) is given by X = y1 + Λ(y1−y2)/(w2−w1) and T = C(y1−y2)/(w2−w1) with

Λ =

∫ y1

y2

3u0,1u2 + 2(u2
2 + u1)u0,2 − w2(4w2

1 + w1w2 + w2
2)

(w2 − w1)
2 (ξ)

dξ

y1 − y2
,

C =

∫ y1

y2

u0,1u1 + 2(u0,1 + u1)

u2
2 + 4u1

(ξ)
dξ

y1 − y2
.

These formulas can be used in a numerical scheme (see [6]). Finally, notice that,
in the case of constant initial data u0, the previous equalities reduce to Λ = λ1(u0)
and C = 1, as expected.

6. Lax formula. The smooth case. The aim of this section is to discuss an
inf sup formula introduced in [2]. This formula, similar to the well-known Lax formula
in the scalar case [9], is recalled below. But first, we need a few notations.

Let n ∈ N∗ and i ∈ {1, . . . , n} be a fixed index. We assume that D is compact,
and that system 1.1 is strictly hyperbolic on D. Moreover, we assume that the ith
characteristic field is genuinely nonlinear, i.e.,

∀v ∈ D, (∂λi/∂wi)(v) > 0.

Throughout this section, we denote by u ∈ C∞(R × [0, T [) a smooth solution of the
Cauchy problem (1.1, 1.2). In order to simplify our statements, we assume that u
is equal to a constant u∞ ∈ D outside a compact K ⊂ R × [0, T ] (T > 0) and takes
values in D. Function v is defined by equality (4.1). We set Di = wi(D) and define
the function Li by

∀ (y, a, x, t) ∈ R×Di × R× R+,

Li(y, a, x, t) = li(a) · [v(y, 0)− v(x, t)] + (x− y)mi(a)− tqi(a).

Following [2], the conjectured representation formula reads as follows:

∀(x, t) ∈ R× R+, inf
y∈R

sup
a∈Di

Li(y, a, x, t) = 0.(6.1)

As noticed in [2], this formula reduces to the Lax formula in the convex scalar case.
Then indeed, equation (6.1) just means that infy∈R supa∈R{v0(y)−v(x, t)+(x−y)a−
tf(a)} = 0. Which is, for t > 0,

v(x, t) = inf
y∈R

{
v0(y) + tf∗

(
x− y
t

)}
.

Here, function f∗ denotes the Legendre transform of the scalar function f.
Coming back to the general case n ≥ 1, we now define T ∗ by

T ∗ = sup{t ∈ [0, T [, such that ∂yξi(., t) > 0}.
Inequality T ∗ > 0 is a consequence of ∂yξi(., 0) = 1. We now fix a time t ∈]0, T ∗[ and
x ∈ R. Let y be the foot of the ith characteristic defined by x = ξi(y, t). Our goal is
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to prove that (y, wi(y, 0)) is a (critical) hyperbolic point of Li(., ., x, t) (see Theorem
6.2 below). Set P = (y, wi(y, 0), x, t). We will need the following lemma.

Lemma 6.1. Let u ∈ C∞(R × [0, T [)(T > 0) be a smooth solution of the system
(1.1, 1.2). Assume that u is equal to a constant u∞ ∈ D outside a compact K ⊂
R× [0, T ]. Then, for y ∈ R and i ∈ {1, . . . , n}, we have

(1) ∀t ∈ [0, T [,∫ t

0

(
Ni

∂λi
∂wi

)
(ξi(y, s), s)ds = tq′′i (wi(y, 0))− (ξi(y, t)− y)m′′i (wi(y, 0))

−l′′i (wi(y, 0))[v0(y)− v(ξi(y, t), t)].
(2) ∀t ∈ [0, T [,

∂yξi(y, t) =

[
1 +

(∫ t

0

(
Ni

∂λi
∂wi

)
(ξi(y, s), s)ds

)
w′i(y, 0)

Ni(u0(y))

]
Ni(u0(y))

Ni(u(ξi(y, t), t))
.

Proof. (1) Let y ∈ R. We now choose z ∈ R−, |z| large enough, and set x = ξi(y, t)

and z = ξi(z, t). We want to prove that
∫ t

0
(f(u) − λi(u)u)(ξi(y, s), s)ds = v0(y) −

v(x, t). Indeed, integrate equations (1.1, 1.2) over the domain Ω delimited by the two
ith characteristics with feet y and z, and the lines {(ξ, 0) ∈ R× R+, z ≤ ξ ≤ y} and
{(ξ, s) ∈ R× [0, t], ξi(z, s) ≤ ξ ≤ ξi(y, s)}. We find∫ y

z

u0(ξ)dξ −
∫ x

z

u(ξ, t)dξ −
∫ t

0

(f(u)− λi(u)u)(ξi(y, s), s)ds

+

∫ t

0

(f(u)− λi(u)u)(ξi(z, s), s)ds = 0.

A straightforward computation shows that, for |z| large enough,

v0(y) −v(x, t)− f(u∞)t+ λi(u∞)u∞ t−
∫ t

0

(f(u)− λi(u)u)(ξi(y, s), s)ds

+[f(u∞)− λi(u∞)u∞]t = 0.

Hence, ∫ t

0

(f(u)− λi(u)u)(ξi(y, s), s)ds = v0(y)− v(x, t).

We now integrate identity (c) of Theorem 2.4, along the ith characteristic with foot

y ∈ R. We use wi(ξi(y, s), s) = wi(y, 0) and
∫ t

0
λi(ξ(y, s), s)ds = ξi(y, t)− y to obtain

our formula.
(2) This follows from equations (1.1, 1.2) and Proposition 4.2.
We deduce the following from Lemma 6.1.
Theorem 6.2. Assume 0 < t < T ∗. Then, (y, wi(y, 0)) is a (critical) hyperbolic

point of function (y, a) 7→ Li(y, a, x, t). Moreover, (∂2Li/∂2a)(P ) < 0 (here, P =
(y, wi(y, 0), x, t)).

Proof. From Proposition 4.1, we have Li(P ) = 0. Let (y, a, x, t) ∈ R×Di×R×R+.
We differentiate function Li, with respect to the a variable,

(∂Li/∂a)(y, a, x, t) = l′i(a)[v(y, 0)− v(x, t)] + (x− y)m′i(a)− tq′i(a).

Proposition 4.1 gives us (∂Li/∂a)(P ) = 0. Next, we differentiate Li with respect
to the y variable,

(∂Li/∂y)(y, a, x, t) = li(a) · u(y, 0)−mi(a).
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Hence, from definition of mi, we get (∂Li/∂y)(P ) = 0. Now, (∂2Li/∂2y)(y, a, x, t) =
li(a) · u′0(y). Therefore (∂2Li/∂2y)(P ) = li(wi(y, 0)) · u′0(y). We use identities
mi(wi(y, 0)) −(li(wi) · u(y, 0)) = 0 and Ni(u(y, 0)) = m′i(wi(y, 0)) − l′i(wi(y, 0)) · u
to conclude that li(wi(y, 0)) · u′0(y) = Ni(u(y, 0)) · w′i(y, 0). Hence,

(∂2Li/∂2y)(P ) = Ni(u(y, 0)) · w′i(y, 0).

We also have (∂2Li/∂y∂a)(y, a, x, t) = l′i(a) · u0(y)−m′i(a). It follows that

(∂2Li/∂y∂a)(P ) = −Ni(u(y, 0)).

Next, (∂2Li/∂2a)(y, a, x, t) = l′′i (a)·[v(y, 0)−v(x, t)]+(x−y)m′′i (a)−tq′′i (a). Therefore,

(∂2Li/∂2a)(P ) = l′′i (wi(y, 0)) · [v(y, 0)− v(x, t)] + (x− y)m′′i (wi(y, 0))− tq′′i (wi(y, 0))

= −
∫ t

0

(
Ni

∂λi
∂wi

)
(ξi(y, s), s)ds,

(cf. Lemma 6.1). In particular, genuine nonlinearity and Ni > 0 implies (∂2Li/∂2a)
(P ) < 0. Lastly,

det(L′′i )(P ) = −Ni(u(y, 0))w′i(y, 0)

(∫ t

0

Ni
∂λi
∂wi

(ξi(y, s), s)ds

)
− (Ni(u(y, 0)))2

= −(Ni(u(y, 0)))2

[
1 +

(∫ t

0

Ni
∂λi
∂wi

(ξi(y, s), s)ds

)(
w′i(y, 0)

Ni(u(y, 0))

)]
= −Ni(u(y, 0))Ni(u(x, t)) ∂yξi(y, t),

(cf. Lemma 6.1). But, t ∈]0, T ∗[ implies that ∂yξi(y, t) > 0. Since Ni is a positive
function, we get det(L′′i (P )) < 0.

For y ∈ R, we set φ(y) = supa∈Di Li(y, a, x, t). Function φ has finite values (the

set D is compact) and is continuous on R. Moreover, we have the following.
Corollary 6.3. Under the assumption (and with the notations) of Theorem 6.2,

there exists a neighborhood V (y) of y and a bounded interval J (which may depend on
(x, t)) such that

(1)∀y ∈ V (y), φ(y) ≥ 0.
(2) infy∈V (y) supa∈Di Li(y, a, x, t) = 0.
(3) infy∈R supa∈Di Li(y, a, x, t) = infy∈J supa∈Di Li(y, a, x, t).
Proof. (1) This follows from Theorem 6.2 and the Morse lemma.
(2) Inequality infy∈V (y) supa∈Di Li(y, a, x, t) ≥ 0 follows from (1). The opposite

inequality is proved in [2].
(3) Let A0 ∈ D and set a0 = wi(A0). Obviously a0 ∈ Di. Since D is an open set

and u∞ ∈ D, we can choose A0 ∈ D in such a way that li(a0) · (u∞ −A0) > 0. Next,
notice that

Li(y, a0, x, t) = li(a0) ·
[∫ y

x

(u0(ξ)−A0)dξ +

∫ t

0

(f(u(x, τ))− f(A0))dτ

]
,

and assume, for instance, that y ∈ R+. We fix β ∈ R+, β large enough. We have, as
y > β,

Li(y, a0, x, t) = li(a0) ·
∫ y

β

(u∞ −A0)dξ + li(a0) ·
[∫ β

x

(u0(ξ)−A0)dξ∫ t

0

(f(u(x, τ))− f(A0)) dτ

]
.
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Hence, Li(y, a0, x, t) → +∞ when y → +∞. In the case y → −∞, we argue in
the same way. It follows that supa∈Di Li(y, a0, x, t) > 0 for |y| large enough.

See [9] for an inf sup equality in the scalar case and [2] for the Temple case for the
inequality infy∈R supa∈Di Li(y, a, x, t) ≤ 0. In the case of a general solution u (with
bounded variations), equality infy∈R supa∈Di Li(y, a, x, t) = 0 is still an open problem.

Acknowledgments. The authors are indebted to the referee for various im-
provements to the text.
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Abstract. We give sufficient conditions for the existence of solutions to the Hamilton–Jacobi
equations with Dirichlet boundary condition:{

g(x, detDu(x)) = 0, for a.e. x ∈ Ω,
u(x) = ϕ(x), for x ∈ ∂Ω,

obtaining, in addition, an application to the theory of existence of minimizers for a class of nonconvex
variational problems.

Key words. Hamilton–Jacobi equations, minimum problem, Jacobian determinant, Baire cat-
egory method
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1. Introduction. The purpose of this paper is to contribute to the theory of
existence of solutions for the Dirichlet problem for Hamilton–Jacobi equations and to
give applications of such a theory to the minimum problem in the vectorial case of
the calculus of variations.

Consider the problem of minimizing the energy functional (see, for example, [D],
[CZ2])

G(u) =

∫
Ω

g(x,detDu(x))dx,

on the space of maps u ∈ W 1,p(Ω,Rn) (p ≥ 1) satisfying the boundary condition
u = ϕ on ∂Ω, where g = g(x, ξ) is a map from Ω(⊆ Rn) × R to R. The existence
of minimum points for G cannot be deduced by the direct method of the calculus of
variations since, in general, the minimizing sequences of G are not weakly compact in
W 1,p(Ω,Rn) and, moreover, if no convexity assumption is made on g (with respect to
its second variable), the functional G fails to be weakly lower semicontinuous.

Suppose then g(x, ξ) ≥ 0 for any (x, ξ) ∈ Ω×R; clearly a solution of the problem

(P)

{
g(x,detDu(x)) = 0, for a.e. x ∈ Ω,
u(x) = ϕ(x), for x ∈ ∂Ω,

which is the vectorial Hamilton–Jacobi equation with Dirichlet boundary condition
studied in this paper, is a minimum point for G.

To solve problem P we follow the idea, contained in a recent paper of Dacorogna
and Marcellini ([DMa]), of making use of the Baire category argument. To overcome
the difficulties due to the x-dependence of g we impose, instead of global condition
on g, suitable compatibility conditions between the set Z(x) in which the map g(x, ·)
vanishes and the boundary datum ϕ. More precisely we take ϕ in W 1,∞(Ω,Rn) and
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assume that for any x ∈ Ω there exist real positive numbers α(x) and β(x) such that
g(x, α(x)) = g(x, β(x)) = 0 and α(x) ≤ detDϕ(x) ≤ β(x) almost everywhere. Hence,
problem P reduces to the differential inclusion:

(E)

{
detDu(x) ∈ {α(x), β(x)}, for a. e. x ∈ Ω,
u(x) = ϕ(x), for x ∈ ∂Ω.

By this way no convexity, continuity, or growth condition assumption on g are needed,
and the only difficulty consists in finding a suitable complete metric space in which to
apply Baire’s method. In our main result (Theorem 3.1) we will show that if α and
β are (essentially) strictly positive elements of L∞(Ω,R), which can be approximated
in L1(Ω,R) from above and below, respectively, by continuous functions, then the
differential inclusion E admits solutions in W 1,∞(Ω,Rn).

2. Preliminaries and notations. In this paper Ω is an open subset of Rn
(n ≥ 1), | · | and 〈·, ·〉 denote, respectively, the Euclidean norm and the scalar product
in Rn; µ denotes the Lebesgue measure. Given that E ⊆ Rn, co(E), extr(E), int(E),
diam(E), and Ls(E) are, respectively, the convex hull, the set of extreme points, the
interior, the diameter, and the linear span of E, relint(E) is the interior of E relative
to Ls(E).

Given a set of vectors V = {yi ∈ Rn : i = 1, . . . ,m} (m ≤ n+1), co(V ) is said to be
an (m−1)-simplex (of Rn) if the dimension of Ls(co(V )) is m−1. Moreover, for y ∈ Rn
we call (y)⊥ the orthogonal complement of Ls({y}), i.e., (y)⊥ := {z ∈ Rn : 〈z, y〉 = 0}.

A real n× n matrix A is written as

A =
(
Aij
)
i=1,...,n
j=1,...,n

=

A1
1 . . . A1

n
...

. . .
...

An1 · · · Ann

 =

A1

...
An

 = (A1, . . . , An)

and the space Mn of real n× n matrices is endowed with the norm

‖A‖Mn := max{|Ai|, i = 1, . . . , n}.
Following [D] (p. 186 ff.), we introduce the vectors of Rn (adjn−1A)i, i = 1, . . . n,

defined by (adjn−1A)ij = (−1)(i+j) (cofA)
i
j where(

(cofA)
i
j

)
i=1,...,n
j=1,...,n

is the adjoint matrix of A and recall that

(2.1) detA = 〈Ai, (adjn−1A)i〉
for any i = 1, . . . , n.

A map u : Ω→ Rn is written as

u =

 u1

...
un


and its Jacobian matrix will be

Du =

Du1

...
Dun

 .
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We shall use the spaces C0(Ω,R), L∞(Ω,R), L∞(Ω,Rn), L∞(Ω,Mn), W 1,∞(Ω,R),
W 1,∞(Ω,Rn), W 1,∞

0 (Ω,R), W 1,∞
0 (Ω,Rn) endowed with their usual norms.

An element u ∈W 1,∞(Ω,Rm) (m = 1 or m = n) is said to be countably piecewise
affine (CPA) if there exists a countable collection {Ωj , j ∈ N} of open, pairwise disjoint
subsets of Ω with Lipschitz boundary, such that Ω = (

⋃
j∈N Ωj)

⋃
N (where N is a

null set) and the restriction of u to Ωj is affine.
We shall make use of tools and results obtained by Baire category methods in

the study of differential inclusions (see, for example, [B], [C1], [DP]). To do this let I
be the set of compact intervals of R endowed with the Hausdorff topology, following
Bressan ([B]), we define the map h : R× I → R ∪ {−∞} by setting

(2.2)

h(ξ, I) =

 sup

{(∫ 1

0
|ξ − φ(t)|2dt

) 1
2

, φ : [0, 1]→ I :
∫ 1

0
φ(t)dt = ξ,

}
if ξ ∈ I,

−∞ if ξ /∈ I.

By the properties of the map h listed in [B], we have that, if I = [a, b], then

h(ξ, I) = [ξ(a+ b)− ab− ξ2]
1
2 ;

hence, the following properties are trivial.
Proposition 2.1.
(i) The map R× I 3 (ξ, I) 7→ h(ξ, I) is upper semicontinuous;
(ii) the map I 3 ξ 7→ h(ξ, I) is strictly concave for every I ∈ I;
(iii) if I = [a, b] then h(ξ, I) = 0 if and only if ξ ∈ {a, b} and, moreover, h(ξ, I) ≤
min{|ξ − a|, |ξ − b|} for every ξ ∈ I.
In the proof of our main result we will make use of the likelihood functional:

L(u) :=

∫
Ω

h(detDu(x), J(x))dx,

where u ∈W 1,∞(Ω,R) and J : Ω→ I.
We will need the following tool (see [C2], [CZ1]).
Proposition 2.2. Let Ω be an open subset of Rn, ε > 0 and let S be an n-simplex

with 0 ∈ int(S). Then there exists a CPA u ∈W 1,∞
0 (Ω,R) such that

(i) Du(x) ∈ extr(S)S for almost every x ∈ Ω;
(ii) ‖u‖L∞(Ω,R) ≤ ε.
Proof. Let S = co

({si, i = 0, 1, . . . , n}) (i.e. {si, i = 0, 1, . . . , n} is the set of
vertices of S coinciding with the set of extreme points of S) and define the polar set
of S, S∗ :=

⋂n
i=0{x ∈ Rn : 〈si, x〉 ≤ 1}. Applying Lemma 1 of [C2] we construct

v ∈ W 1,∞
0 (S∗,R) such that Dv ∈ extr(S)S almost everywhere. Then consider the

following collection of subsets of Ω:

U :=
{
z + ρS∗ ⊆ Ω, z ∈ Ω, 0 < ρ < ε(diam(S))−1 subject to diam(z + ρS∗) ≤ 1

}
.

By Vitali covering lemma we may select a countable subfamily of disjoint elements
of U , say V = {Vj = zj + ρjS

∗, zj ∈ Ω, 0 < ρj < ε(diam(S))−1, j ∈ N} and define

maps wj ∈W 1,∞
0 (Vj ,R) by setting

wj(x) := ρjv

(
x− zj
ρj

)
.
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Clearly, Dwj ∈ extr(S) almost everywhere and |wj(x)| ≤ ρj(supVj |Dwj |)diam(Vj) ≤
ε almost everywhere.

Setting u := lim
∑
j∈N wj , (the limit is intended in W 1,1) we have the the-

sis.
We also need the following simple geometric argument.
Proposition 2.3. Let a, b ∈ Rn such that 〈a, b〉 6= 0. Let Σ = co({σi, i =

1, . . . , n}) be an (n − 1)-simplex contained in (b)⊥ such that 0 ∈ relint(Σ). Let
λ−, λ+, ρ ∈ R such that ρ > 0 and λ− < 0 < λ+. Set s0 = λ+a, si = λ−a + ρσi,
i = 1, . . . , n, and S := co({si, i = 0, . . . , n}). Then S is an n-simplex and 0 ∈ int(S).

Proof. First of all remark that the dimension of W := Ls({λ−a + ρσi, i =
1, . . . , n}) = λ−a + (b)⊥, is n − 1. Since λ+a /∈ W it follows that the dimension
of Ls(S) is n. Since 0 ∈ relint(Σ) there exist µ1, . . . , µn ∈]0, 1[ such that

∑n
i=1 µi = 1

and
∑n
i=1 µiσ

i = 0 Then

0 =

( −λ−
λ+ − λ−

)
(λ+a) +

(
λ+

λ+ − λ−
)

(λ−a) +
n∑
i=1

µiσ
i

=

( −λ−
λ+ − λ−

)
(λ+a) +

(
λ+

λ+ − λ−
)( n∑

i=1

µi

)
(λ−a) +

n∑
i=1

(
λ+

λ+ − λ− ρ
)
µiσ

i

=
n∑
i=0

νis
i,

where

ν0 =
−λ−

λ+ − λ− , νi =
λ+

λ+ − λ−µi, i = 1, . . . , n.

Since ν0, . . . , νn ∈]0, 1[ and
∑n
i=1 νi = 1, this means 0 ∈ int(S).

3. Main result. We are interested in the following problem:

(P)

{
g(x,detDu(x)) = 0, for a. e. x ∈ Ω,
u(x) = ϕ(x), for x ∈ ∂Ω,

where g = g(x, ξ) is a map from Ω×R to R, and we assume that for every x ∈ Ω there
exist α(x), β(x) ∈ R such that 0 < α(x) < β(x) for every x ∈ Ω, and g(x, α(x)) =
g(x, β(x)) = 0.

Hence, problem (P) reduces to the solution of the differential inclusion:{
detDu(x) ∈ {α(x), β(x)}, for a. e. x ∈ Ω,
u(x) = ϕ(x), for x ∈ ∂Ω.

Before stating our main result we specify the assumption on the map α and β.
No more assumptions on g are needed.

Definition 3.1. Let α, β ∈ L∞(Ω,R). We say that α and β satisfy condition (A)
if there exist two numbers α, β ∈ R+ and two sequences {αl}l∈N, {βl}l∈N in C0(Ω,R)
such that

0 < α ≤ α(x) < β(x) ≤ β a.e. in Ω;

αl(x) ≥ α(x) and βl(x) ≤ β(x) a.e. in Ω, ∀l ∈ N;

αl
l→∞−→ α, βl

l→∞−→ β in L1(Ω,R).

We have the following result.
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Theorem 3.1. Let Ω be a bounded open subset of Rn and α, β ∈ L∞(Ω,R) satisfy
(A). Let ϕ ∈W 1,∞(Ω,Rn) be a countably piecewise affine map such that detDϕ(x) ∈
[α(x), β(x)] for almost every x ∈ Ω. Then there exists u ∈ ϕ+W 1,∞

0 (Ω,Rn) such that
detDu(x) ∈ {α(x), β(x)} for almost every x ∈ Ω.

Moreover,

‖Du‖L∞(Ω,Mn) ≤ max

{
‖Dϕ‖L∞(Ω,Mn), 2

β‖Dϕ‖nL∞(Ω,Mn)

α
2n−1
n

}
.

Proof. Set

γ =
1

2
essinfx∈Ω

{
min

detDϕ(x)

|Dϕi(x)||(adjn−1Dϕ(x))i| , i = 1, . . . , n

}
.

Since, for every A ∈Mn, we have that

(
(adjn−1A)ij

)2 ≤ n∏
k=1
k 6=i

n∑
l=1
l 6=j

(Akl )2,

it follows that

|(adjn−1A)i|2 ≤
n∑
j=1

n∏
k=1
k 6=i

n∑
l=1
l 6=j

(Akl )2 ≤
n∏
k=1
l 6=i

n∑
l=1

(Akl )2 =

n∏
k=1
k 6=i

|Ak|2.

Hence, recalling that detDϕ ≥ α almost everywhere, we have that

(3.1) γ ≥ 1

2

α

‖Dϕ‖nL∞(Ω,Mn)

.

We set

(3.2) M := max

{
‖Dϕ‖L∞(Ω,Mn),

β

α
n−1
n γ

}

and consider the elements u of W 1,∞(Ω,Rn) such that

‖Du(x)‖Mn
≤M a.e.,(3.3)

detDu(x) ∈ [α(x), β(x)] a.e.,(3.4)

detDu(x)

|Dui(x)||(adjn−1Du(x))i| > γ ∀i = 1, . . . , n, a.e.(3.5)

More precisely, we introduce the set

VM,γ :=
{
u ∈ ϕ+W 1,∞

0 (Ω,Rn) such that u is CPA and satisfies (3.3), (3.4), (3.5)
}
,

remarking that VM,γ is nonempty since it contains ϕ.
Now we call V the completion of VM,γ with respect to the L∞(Ω,Rn) topology

and observe that

V ⊆
{
u ∈ ϕ+W 1,∞

0 (Ω,Rn) : (3.3), (3.4) hold
}
.
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To prove the last assertion take a sequence (uk)k∈N in VM,γ converging to some
u in L∞(Ω,Rn). Since ‖Duk(x)‖Mn

≤ M a.e. we may extract a subsequence, that
we still call (uk), converging to u in the weak* topology of W 1,∞. Hence, clearly,
‖Du(x)‖Mn ≤ M a.e. Moreover, for every p > n, (uk) ⇀ u in (the weak topology
of) W 1,p(Ω,Rn); hence, (see, for example, [E, p. 31]) detDuk ⇀ detDu in (the weak
topology of) Lp/n(Ω,R) consequently, recalling that (3.4) holds for any element of the
sequence (uk)k∈N we have that detDu(x) ∈ [α(x), β(x)] for almost every x ∈ Ω.

Consider now the multifunction J : Ω→ I, J(x) = [α(x), β(x)] and the likelihood
functional L : V → R:

L(u) :=

∫
Ω

h(detDu(x), J(x))dx,

where the map h is defined in (2.2). We define the sets

Vs :=

{
u ∈ V : L(u) <

1

s

}
, s ∈ N.

Our aim is now to show that (Vs)s∈N is a collection of open and dense subsets of
V .

Step 1. The sets Vs are open in V .
First of all remark that the map J is continuous with respect to Hausdorff topol-

ogy; moreover, by the properties of h listed in Proposition 2.1, the map Mn 3 A 7→
h(detA, J(x)) is quasi-concave for every x ∈ Ω (i.e., Mn 3 A 7→ −h(detA, J(x)) is
quasi-convex in Morrey sense), then L turns out to be upper semicontinuous on V
with respect to weak* topology of W 1,∞.

Fix s ∈ N and take now a sequence (uk)k∈N in V − Vs (so that, in particular,
L(uk) ≥ 1/s) converging in L∞(Ω,Mn) to some u ∈ V . By the previous argument

we may suppose that (uk)
∗
⇀ u in W 1,∞; hence,

L(u) ≥ lim sup
k→∞

L(uk) ≥ 1

s
.

This proves that V − Vs is closed in V and then Vs is open.
Step 2. The sets Vs are dense in V .
Fix s ∈ N, u ∈ VM,γ and ε > 0. We shall construct v ∈ VM,γ such that L(v) < 1

s
and ‖u− v‖L∞(Ω,Mn) ≤ ε. It will follow that Vs is dense in VM,γ and then in V too.

Consider the sequences {αl}l∈N and {βl}l∈N of Definition 3.1 and take an integer
l such that

(3.6)



l ≥ 1

10sµ(Ω)
,

‖αl − α‖L1(Ω,R) ≤ 1

5s

‖βl − β‖L1(Ω,R) ≤ 1

5s

,

and an open set Λ such that Λ ⊆ Ω and

(3.7) µ(Ω− Λ) ≤ 1

5s(β − α)
.



ON VECTORIAL HAMILTON–JACOBI EQUATIONS 1487

Recall that u is CPA i.e., there exists a collection {Ωj , j ∈ N} of open, pairwise
disjoint subsets of Ω such that Ω = (

⋃
Ωj)

⋃
N (N null set) and

u =
∞∑
j=1

ujχΩj ,

where uj is affine.
Now set Λj := Ωj

⋂
Λ and, for any j ∈ N, consider the open set

Λ∗j :=

{
x ∈ Λj : detDuj(x) ∈

(
αl(x) +

1

l
, βl(x)− 1

l

)}
.

We call

Λ∗ :=
∞⋃
j=1

Λ∗j ,

set

(3.8) v|Ω−Λ∗ := u|Ω−Λ∗ ,

and now proceed to define v on each Λ∗j .
By the uniform continuity of αl and βl on Λ∗ we may infer the existence of a

positive δ such that for any E ⊆ Λ∗ with diam(E) ≤ δ, each one of the multifunctions

E 3 x 7→
[
αl(x), αl(x) +

1

l

]
, E 3 x 7→

[
βl(x)− 1

l
, βl(x)

]
admits at least one constant selection, and by Vitali covering lemma, we may assume
that each Λ∗j has diameter less than δ.

Fix then j ∈ N such that Λ∗j 6= ∅. Let d−j , d
+
j be real numbers such that

(3.9) d−j ∈
[
αl(x), αl(x) +

1

l

]
, d+

j ∈
[
βl(x)− 1

l
, βl(x)

]
∀x ∈ Λ∗j ,

and, in order to simplify the notations, set

Duj = A =

A1

...
An

 ,

remarking that, by the definition of Λ∗j ,

(3.10) d−j < detA < d+
j .

Let i0 ∈ {1, . . . , n} be the index such that |(adjn−1A)i0 | ≥ |(adjn−1A)i| for i =
1, . . . , n, and assume, to fix the ideas, i0 = 1. We then have

(3.11)

|(adjn−1A)1|n ≥
n∏
i=1

|(adjn−1A)i| ≥det

((
(adjn−1A)ij

)
i=1,...,n
j=1,...,n

)
= det

((
(cofA)

i
j

)
i=1,...,n
j=1,...,n

)
= (detA)n−1.
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Now consider the (n− 1)-dimensional linear subspace of Rn:(
(adjn−1A)1

)⊥
= {y ∈ Rn : 〈y, (adjn−1A)1〉 = 0}

and take an (n − 1)-simplex Σ = co({σk, k = 1, . . . , n}) in
(
(adjn−1A)1

)⊥
such that

zero (of Rn) belongs to its relative interior and |σk| = 1 for every k. Then, for ρ ∈ R
such that

(3.12) 0 < ρ ≤ |A1|
(

1− d−j
detA

)
,

we define the vectors of Rn:

s0
ρ :=

d+
j − detA

detA
A1, skρ :=

d−j − detA

detA
A1 + ρσk, k = 1, . . . , n,

and the matrices

A(k, ρ) =


A1 + skρ
A2

...
An

 , k = 0, . . . , n.

Remark that for any i = 1, . . . , n and k = 0, 1, . . . , n the map

ρ 7→ gk,i(ρ) :=
detA(k, ρ)

|A(k, ρ)i|(adjn−1A(k, ρ))i|
is continuous in a neighborhood of ρ = 0, and that

gk,i(0) =
detA

|Ai|(adjn−1A)i| > γ.

Hence, we can choose a ρ sufficiently small so that

(3.13) gk,i(ρ) > γ

for any k and i.
Then set sk := skρ for k = 1, . . . , n and S := co

({sk, k = 0, 1, . . . , n}). By (3.10)
and Proposition 2.3, S is an n-simplex and 0 ∈ int(S). Applying Proposition 2.2 we
define a CPA map wj ∈W 1,∞

0 (Λ∗j ,R) such that ‖wj‖L∞(Λ∗
j
,R) ≤ ε and Dwj ∈ {sk, k =

0, 1, . . . , n} a.e. in Λ∗j . Now define, on Λ∗j ,

vj =


v1
j

v2
j

...
vnj

 =


u1
j + wj
u2
j

...
unj

 .

Clearly, vj is a CPA element of uj +W 1,∞
0 (Λ∗j ,Rn), ‖uj − vj‖L∞(Λ∗

j
,Rn) ≤ ε, and

Dvj ∈

A(k) =


A1 + sk

A2

...
An

 , k = 0, . . . , n


almost everywhere in Λ∗j . We now show that vj satisfies (3.3), (3.4), and (3.5).
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First of all remark that, by the choice of ρ ((3.13)), vj satisfies (3.5).
Recalling (2.1), we have, by elementary computations,

detA(k) = 〈A1 + sk, (adjn−1A)1〉 = detA+
d±j − detA

detA
〈A1, (adjn−1A)1〉 = d±j .

Hence,

(3.14) detDvj ∈ {d−j , d+
j }

almost everywhere in Λ∗j . Hence, by (3.9), (3.4) holds.
We are left to prove that vj satisfy (3.3), i.e., that ‖A(k)‖Mn

≤ M for any k.
This means |A1 +sk| ≤M for k = 0, 1, . . . , n. By (3.12) this is trivial for k = 1, . . . , n;
hence, we estimate |A1 + s0|. By (3.2), (3.5), (3.11), recalling that u belongs to VM,γ

and remarking that d+
j ≤ β, we have

|A1 + s0| = |A1| d
+
j

detA
=

d+
j

|(adjn−1A)1| detA
|A1||(adjn−1A)1|

≤ β

(detA)
n−1
n γ

≤ β

(α)
n−1
n γ

≤M.

Now we set

(3.15) v|Λ∗ =
∞∑
j=1

vj |Λ∗
j
.

Equations (3.8) and (3.15) define v on the whole Ω. Clearly, v turns out to be a
CPA element of u + W 1,∞

0 (Ω,Rn) = ϕ + W 1,∞
0 (Ω,Rn); moreover, by construction,

conditions (3.3), (3.4), and (3.5) are satisfied locally, and then hold on the whole Ω.
Hence v belongs to VM,γ . Moreover, by construction, ‖u − v‖L∞ ≤ ε and to end the
proof of Step 2 we are left to show that v belongs to Vs.

Let us estimate L(v). By (3.9), (3.14) and by the definition of Λ∗, we have that

detDv(x) ∈
[
α(x), αl(x) +

1

l

]⋃[
βl(x)− 1

l
, β(x)

]
almost everywhere in Λ. Hence, recalling point (iii) of Proposition 2.1, (3.6) and (3.7)
we have

L(v) =

∫
Ω−Λ

h(detDu(x), J(x))dx+

∫
Λ

h(detDv(x), J(x))dx

≤ µ(Ω− Λ)(β − α) +

∫
Λ

(∣∣∣∣β(x)− βl(x)− 1

l

∣∣∣∣+

∣∣∣∣α(x)− αl(x)− 1

l

∣∣∣∣) dx
≤ µ(Ω− Λ)(β − α) + ‖β − βl‖L1 + ‖α− αl‖L1 +

2

l
µ(Ω) ≤ 4

5s
<

1

s
.

By this way Step 2 is proved.
Now we apply the Baire theorem to conclude that U :=

⋂
s∈N Vs is nonempty.

Take any element in u ∈ U . Clearly, detDu(x) ∈ [α(x), β(x)] and ‖Du(x)‖Mn
≤ M

almost everywhere in Ω; moreover, L(u) = 0. Hence, h(x,detDu(x)) = 0 (a.e.) and
this implies, by point (iii) of Proposition 2.1, that detDu(x) ∈ {α(x), β(x)} almost
everywhere in Ω.

Recalling (3.1), this ends the proof.
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Remarks. 1. In the proof of the theorem we have supposed that Ω is bounded;
clearly, such a condition can be removed, considering arbitrary open subsets of Rn
and solving the problem on a countable family of open, bounded, disjoint subsets of Ω.

2. In Theorem 3.1 we impose a condition on the behavior of the boundary value
ϕ in the interior of Ω. This fact is in some sense unnatural. In Corollary 3.1 below
we show that under some additional hypothesis such conditions can be removed.

Corollary 3.1. Let Ω be an open bounded connected subset of Rn with C∞

boundary ∂Ω. Let α, β : Ω → R be elements of L∞(Ω,R) satisfying assumption (A)
and such that α(x) < β(x) for almost every x ∈ Ω. Let ϕ be a C∞–diffeomorphism
of Ω onto ϕ(Ω) such that∫

Ω

α(x)dx <

∫
Ω

detDϕ(x)dx = µ(ϕ(Ω)) <

∫
Ω

β(x)dx.

Then there exists u ∈ ϕ+W 1,∞
0 (Ω,Rn) such that detDu(x) ∈ {α(x), β(x)} almost

everywhere in Ω.
Proof. Let f ∈ C∞(Ω,R) be such that

α(x) < f(x) < β(x) ∀x ∈ Ω

and ∫
Ω

f(x)dx = µ(ϕ(Ω)).

By Theorem 5 in [DMo] there exists a C∞-diffeomorphism ψ of Ω onto itself such
that {

detDϕ(ψ(x))detDψ(x) = f(x), x ∈ Ω,
ψ(x) = x, x ∈ ∂Ω.

Since Φ := ϕ◦ψ is C∞, by standard approximation arguments (see [ET, Prop 2.1
p. 309]) we may find a sequence (Φk)k∈N of CPA elements of Φ +W 1,∞

0 (Ω,Rn) such

that Φk → Φ in W 1,∞(Ω,Rn) as k →∞. Consequently, we may choose an element Φ
of such sequence such that

detΦ(x) ∈ (α(x), β(x)),

almost everywhere in Ω. Then, applying Theorem 3.1, we can find u ∈ Φ+W 1,∞
0 (Ω,Rn) =

ϕ+W 1,∞
0 (Ω,Rn) such that detDu(x) ∈ {α(x), β(x)}.
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[DP] F.S. De Blasi and G. Pianigiani, A Baire category approach to the existence of solutions of

multivalued differental equations in Banach spaces, Funkcial Evac., 25 (1982), pp. 153–
162.

[E] L.C. Evans, Weak convergence methods for nonlinear partial differential equations, CBMS
74, Chicago, IL, 1980.

[ET] I. Ekeland and R. Temam, Convex analysis and variational problems, North–Holland,
Amsterdam, 1974.



ON THE STATIONARY CAHN–HILLIARD EQUATION:
BUBBLE SOLUTIONS∗

JUNCHENG WEI† AND MATTHIAS WINTER‡

SIAM J. MATH. ANAL. c© 1998 Society for Industrial and Applied Mathematics
Vol. 29, No. 6, pp. 1492–1518, November 1998 012

Abstract. We study stationary solutions of the Cahn–Hilliard equation in a bounded smooth
domain that have an interior spherical interface (bubbles). We show that a large class of interior
points (the “nondegenerate peak” points) have the following property: there exists such a solution
whose bubble center lies close to a given nondegenerate peak point. Our construction uses, among
others, the Liapunov–Schmidt reduction method and exponential asymptotics.
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1. Introduction. In this paper, we continue our investigation of stationary so-
lutions of the Cahn–Hilliard equation.

The Cahn–Hilliard equation is the simplest model for the separation of a binary
mixture in the presence of a mass constraint (see [7]). It can be derived from a
Helmholtz-free energy

E(u) =

∫
Ω

[
F
(
u(x)

)
+

1

2
ε2|Ou(x)|2

]
dx(1.1)

subject to the constraint 1
|Ω|
∫

Ω
u dx = m. Here Ω is a bounded smooth domain

corresponding to the region occupied by the body, u(x) is a conserved order parameter
representing, for example, the concentration, ε is the range of intermolecular forces,
the gradient term is a contribution to the free energy coming from spatial fluctuations
of the order parameter, and F (u) is the free energy density which has a double-well
structure at low temperatures. The simplest one is F (u) = 1

4 (1 − u2)2. Hence,

f(u) := F
′
(u) = u3 − u. For the rest of the paper we often write u3 − u instead of

f(u). However, since we are looking for solutions of (1.2) with ‖u‖L∞(Ω) ≤ C, we
can modify the nonlinearity f(u) = u3 − u for u large so that the mapping u 7→ u3,
H2(Ω)→ L2(Ω) is compact regardless of the dimension N . See [32] and [34] for more
general nonlinearities.

A stationary solution of E(u) satisfies the following Euler–Lagrange equation:
ε24u− f(u) = σε in Ω,
∂u

∂ν
= 0 on ∂Ω,

1

Ω

∫
Ω

u dx = m,

(1.2)

where f(u) = F ′(u), σε is a constant, and ν(x) is the unit outer normal at x ∈ ∂Ω.
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Equation (1.2) has been studied extensively by many authors. It was first observed
by Modica in [19] that global minimizers uε of E(u) under m = 1

|Ω|
∫

Ω
u dx have a

transition layer. Namely, there exists an open set Γ ⊂ Ω such that if a sequence
uε converges, then uε −→ 1 on Ω\Γ̄, uε −→ −1 on Γ as ε −→ 0, and ∂Γ ∩ Ω̄ is a
minimal surface having constant mean curvature. Kohn and Sternberg in [16] studied
local minimizers of the functional without mass conservation by using Γ-convergence.
Chen and Kowalczyk [9] proved the existence of local minimizers using a geometric
approach. The dynamics of the transition layer solution have been studied by many
authors, e.g., Chen [8], Alikakos, Bates, and Fusco [3], Alikakos, Bates, and Chen [2],
Alikakos, Fusco, and Kowalczyk [4], Pego [25], etc.

The study of the solution set of (1.2) is the key to understanding the global
dynamics, as this has been illustrated by Bates and Fife in one dimension [6], Alikakos,
Fusco, and Kowalczyk [4], and Grinfeld and Novick-Cohen [13], [14].

In the one-dimensional case, Grinfeld and Novick-Cohen [13], [14] completely
determined all stationary solutions and proved some properties of their connecting
orbits. In the higher-dimensional case (N > 2), little is known about stationary solu-
tions except for the transition layer solution. In [32], we first established the existence
of boundary spike layer solutions, namely, solutions that are “almost” constant and

have a spike on the boundary. More precisely, suppose that
√

1
3 < m < 1 and P0 ∈ ∂Ω

such that OτP0
H(P0) = 0, (O2

τP0
H(P0)) := GB(P0) is nondegenerate, where H(P0) is

the mean curvature function at P0 and ∇τP0
is the tangential derivative at P0. Then

for ε sufficiently small there exists a solution uε of (1.2) such that uε(x) → m for
x ∈ Ω̄\{P0}. Moreover, uε has only one local minimum Pε, where Pε ∈ ∂Ω, Pε −→ P0

and uε(Pε) −→ β < m. Multiple boundary spikes are also constructed in [33].
In [34], we established the existence of interior spike layer solutions under some

geometric conditions on the domain.
We first introduced the following set: For each P ∈ Ω, we define

ΛP :=

dµP (z) ∈M(∂Ω)

∣∣∣∣ ∃εk −→ 0 such that

dµP (z) = lim
εk→0

e−(|z−P |/εk)dz∫
∂Ω
e(−|z−P |/εk)dz

 ,(1.3)

where M(∂Ω) are the bounded Borel measures on ∂Ω, and the convergence is the
weak convergence of measures.

A point P0 ∈ Ω is called a nondegenerate peak point if it satisfies the following
conditions:

(1) ΛP0
= {dµP0

(z)}.
(2) There exists a ∈ RN such that

∫
∂Ω
e〈z−P0,a〉(z − P0)dµP0

(z) = 0 and∫
∂Ω

{
e(−|z−P0|/ε)e〈z−P0,a〉∫
∂Ω
e(−|z−P0|/ε)dz

}
(z − P0) dz = O(εα0)

for some α0 > 0. Here and throughout the paper 〈A,B〉 means the inner product of
A ∈ RN and B ∈ RN .

(3) The matrixG(P ) :=
(∫
∂Ω
e〈z−P0,a〉(z−P0)i(z−P0)j dµP0

(z)
)

is nondegenerate,
where a is given in (2).

Remark. The vector a ∈ RN in (2) and (3) is unique. A more geometric charac-
terization of a nondegenerate peak point is the following fact: P0 is a nondegenerate
peak point if and only if P0 ∈ int (conv(supp (dµP0))) where int (conv(supp (dµP0)))
is the interior of the convex hull of the support of dµP0 . Moreover, when Ω is strictly
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convex, the maximum point of the distance function, d(x, ∂Ω), is a nondegenerate
peak point. See [29]. This is much in line with the formal analysis done in [27] (but
here we don’t need N = 2).

Under conditions (1)–(3), we proved in [34] that if
√

1
3 < m < 1, then for ε

sufficiently small, there exist solutions uε of (1.2) with the property that uε has only
one local minimum Pε and uε → m for x ∈ Ω \ {P0}, uε(Pε)→ β < m, Pε → P0.

In this paper, we shall construct another kind of solution: bubbles. A bubble
solution is a transition layer solution with a spherical interface. More precisely, uε is a
bubble solution if there exists an open ball (with center x0 and radius rb) Brb(x0) ⊂ Ω

such that uε → +1 in Brb(x0) and uε → −1 in Ω\Brb(x0).
Bubble-like solutions have been studied recently by some authors. Alikakos and

Fusco [5] and Ward [27] studied the dynamics of bubbles. It was proved that bubble
solutions are metastable, and the bubble drifts across the domain with exponentially
small velocity without changing shape while maintaining a constant radius (to prin-
cipal order) to conserve mass. In [27], Ward used matched asymptotics expansions
to give a careful but formal (nonrigorous) analysis on stationary bubbles for equation
(1.2) in a strictly convex domain in R2 and some special domains in R3. More pre-
cisely, it was shown in [27] that for a strictly convex domain Ω in R2, the center of
a bubble is at an O(ε) distance from the center of the largest inscribed circle in Ω.
Some special results for R3 were also contained in [27]. As far as we know, a rigorous
proof of the existence of stationary bubbles in general domains has not been given.

The goal of this paper is to give an explicit and rigorous construction of bubble-
like solutions in general domains. Our analysis is based on the Liapunov–Schmidt
reduction method which was used in a similar context by Floer and Weinstein [11]
and extended by Oh [23], [24] in the study of semiclassical states of the following
nonlinear Schrödinger equation

ε2∆u− V (x)u+ up = 0, x ∈ RN .

There they studied the role of the potential V (x) for the existence of concentrated
solutions, and the order of the error is algebraic (i.e., O(ε)). Here we have to overcome
two additional difficulties. First, the error term is exponentially small, and we use
the method of viscosity solutions as introduced in [18] and used in [22] to estimate
exponentially small terms. Second, the linearized operator, modulo its approximate
kernel, is not uniformly invertible with respect to ε (it is uniformly invertible in [11],
[23], [24], and [34]). We have to estimate the order of small eigenvalues of the linearized
operator (modulo its kernel).

The following is the main result of this paper.

Theorem 1.1. Let P0 ∈ Ω and m ∈ (−1,
2|Bd(P0,∂Ω)(P0)|

|Ω| − 1). Suppose P0 is a

“nondegenerate peak” point. Then for ε sufficiently small there exists a solution uε of
(1.2) such that uε → 1 in Brb(P0) and uε → −1 in Ω \Brb(P0), where rb is such that

|Brb(P0)| = m+ 1

2
|Ω|.(1.4)

Examples. (1) A bubble in a dumbbell domain (see Fig. 1.1).
By explicit computation, we know that P1 and P2 are nondegenerate peak points.

There are two bubble solutions for (1.2).
(2) Let Ω ⊂ R2. If the support of dµP0(z) contains more than two points, then

P0 is a nondegenerate peak point (see Fig. 1.2).
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1 P2P0
 P

Fig. 1.1. Dumbbell domain.

P
0

3

P1

P
2

P

Fig. 1.2. Support of dµP0
contains exactly 3 points.

To lay down the proof of Theorem 1.1, we first transform equation (1.2). It is
easy to see that equation (1.2) is equivalent to the following:

ε24u+ u− u3 = m− 1

|Ω|
∫

Ω

u(x)3 dx in Ω,

∂u

∂ν
= 0 on ∂Ω,

1

|Ω|
∫

Ω

u dx = m.

(1.5)

We prove Theorem 1.1 in the following steps.
We first study a problem in RN , namely, the following:{ 4v + v − v3 = σ in RN ,

v(0) = maxy∈RN v(y), v > τσ, v(y) −→ τσ as |y| → +∞,(1.6)

where τσ is such that

v − v3 − σ = (v − τσ)(v − aσ)(bσ − v), τσ < aσ < bσ.

Note that as σ → 0, τσ → −1, aσ → 0, bσ → 1. Moreover, if σ > 0, we have∫ bσ

τσ

[v − v3 − σ]dv > 0.
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It is well known (see [10] and [26]) that the equation{ 4w + w(w − a)(b− w) = 0 in RN ,
w(0) = maxz∈RN w(z), w(z) > 0, w(z)→ 0 as |z| → ∞(1.7)

has a unique solution which is radial if

0 < a < b

and ∫ b

0

w(w − a)(b− w)dw > 0.

Hence, σ > 0 fixed and small (1.6) has a unique solution vσ which is radial.
In section 2, we study the asymptotic behavior of vσ as σ → 0. By a special

choice of σ (namely, σ = O(ε)), we have

vσ

( |x− P0|
ε

)
→ +1 in Brb(P0), vσ

( |x− P0|
ε

)
→ −1 in Ω \Brb(P0)

for some rb > 0. Hence, vσ is a bubble solution to (1.6). However, vσ does not satisfy
the boundary condition (which is why we need to introduce the geometric conditions
(1)–(3)).

Set

Ωε = {y|εy ∈ Ω}, Ωε,P = {y|εy + P ∈ Ω}.

In section 3, we study a function PΩε,P vσ which is a modification of vσ. It satisfies
the Neumann boundary condition on ∂Ωε,P .

In section 4, we choose σ such that

σ = m− 1

|Ω|
∫

Ω

(PΩε,P0
vσ)3 dx.(1.8)

We set PΩε,P vσ = wε,P . We use wε,P as our approximate solution.
In section 5, we set

uε = wε,P0+z + Φε,z,(1.9)

where

z = ε

(
1

2
√

2
d(P0, ∂Ω)a+ z̃

)
,

and substitute into equation (1.2). We linearize equation (1.2) around wε,P0+z. The
linearized operator is

LεΦ = 4Φ + (1− 3w2
ε,P0+z)Φ + 3

1

|Ω|
∫

Ω

w2
ε,P0+zΦ dx.

The error term Φε,z is exponentially small. We need to obtain the precise exponential
asymptotics. This is done in section 5.
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In section 6, we use the classical Liapunov–Schmidt reduction procedure. We first
define the approximate kernel

Kε,z = span

{
∂wε,P0+z

∂zi

∣∣∣∣i = 1, . . . , N

}
⊂ H2(Ωε)

and approximate cokernel

Cε,z = span

{
∂wε,P0+z

∂zi
|i = 1, . . . , N

}
⊂ L2(Ωε).

We solve Φε,z in the approximate kernel. To this end, we need to analyze the small
eigenvalues of Lε (modulo Kε,z). We will show that these small eigenvalues are of
order O(ε2). Thus Φε,z can be solved. Equation (1.2) is reduced to finite dimensions.

In section 7 we apply a degree-theoretic argument to solve the reduced finite-
dimensional problem (in which the nondegeneracy of the peak point P0 is essential)
and complete the proof of Theorem 1.1.

We note that Ward in [27] obtained identities similar to condition (2) about
bubbles. In [28], he also derived a similar identity for the location of peaks of localized
solutions for a semilinear elliptic equations with Robin boundary conditions. Such
kind of identities have also appeared in the analysis of interior spike solutions for the
stationary reaction-diffusion equation

{
ε24u+ f(u) = 0 in Ω,
∂u

∂ν
= 0 or u = 0 on ∂Ω.

(1.10)

See [22], [29], [30], [31], [34], etc.

Throughout this paper, we use C,C0, CN , c, etc. to denote various generic con-
stants. The symbols O(A), o(A) mean that |O(A)| ≤ C|A|, o(A)/|A| → 0, respectively.
A ∼ B means A/B → C in some limit. The numbers µ, δ are small positive numbers.

2. Equation in RN. In this section, we study a parametrized semilinear elliptic
equation in RN .

Let vσ be the unique solution of the problem

{ 4v + v − v3 = σ in RN ,
v(0) = maxy∈RN v(y), v > τσ, v(y) −→ τσ as |y| → +∞.(2.11)

For σ small, let v − v3 − σ = (v − τσ)(v − aσ)(bσ − v), where τσ < aσ < bσ. Then

τσ = −1 + c0σ +O(σ2), aσ = 0 + c1σ +O(σ2), bσ = 1 + c2σ +O(σ2),(2.12)

where c0, c1, c2 are constants.
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Let Rσ be the radius such that

vσ(Rσ) = 0.(2.13)

We have the following.

Lemma 2.1.

σRσ = cb +O(σ)(2.14)

as σ → 0 where cb > 0 is a positive constant.

Proof. We divide the proof into the following steps.

Step 1. Rσ →∞ as σ → 0.

We have vσ → v0 uniformly in any compact set, where v0 satisfies{ 4v0 + v0 − v3
0 = 0,

v0(0) = 1, v
′
0(0) = 0.

(2.15)

This implies v0 ≡ 1 (since v0 is radial). Therefore, Rσ → ∞ as σ → 0 and Step 1 is
proved.

Step 2. vσ(Rσ + s) → U0(s) in C2
loc(R) as σ → 0, where U0(s) is the unique

solution of the ODE{
u
′′

+ u− u3 = 0, −∞ < r < +∞,
u(0) = 0, limr→−∞ u(r) = −1, limr→+∞ u(r) = +1.

(2.16)

Set v̂σ(|x|) := vσ(x) and ṽσ(s) := v̂σ(Rσ + s). Note that ṽσ satisfies

ṽ′′σ +
N − 1

Rσ + s
ṽ′σ + ṽσ − ṽ3

σ = σ.(2.17)

Now

1

Rσ + s
→ 0(2.18)

uniformly with respect to s in any compact subset of the real line R since Rσ →∞.

This implies that ṽσ → U0 in C2
loc(R), where U0 satisfies (2.16). Step 2 is thus

proved.

Step 3. σRσ = cb +O(σ) as σ → 0.

Set Φσ(s) = ṽσ(s)− U0(s). Then Φσ satisfies

Φ′′σ + (1− 3U2
0 )Φσ +O(|Φσ|)Φσ = σ − N − 1

Rσ + s
ṽ′σ(2.19)

uniformly in any compact subset of R. This implies

‖Φσ‖C2
loc

[−Rσ,∞) ≤ CMax(σ,R−1
σ ).(2.20)

Furthermore, U ′0 satisfies

(U ′0)′′ + (1− 3U2
0 )U ′0 = 0.(2.21)
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Multiplying (2.19) by U ′0 and (2.21) by Φσ, integrating, and taking the difference, we
get

Φ′σU
′
0 − ΦσU

′′
0 |∞−Rσ +

∫ ∞
−Rσ

O(|Φσ|2)U ′0 ds

= σ

∫ ∞
−Rσ

U ′0 ds−
∫ ∞
−Rσ

N − 1

Rσ + s
ṽ′σU

′
0 ds.(2.22)

This implies

σRσ =
N − 1

2

∫ ∞
−∞

(U ′0)2 ds+O(RσMax(σ2, R−2
σ ))(2.23)

as σ → 0. Therefore, Step 3 is proved and Lemma 2.1 follows.
Let U0(r) be the solution of (2.16). We then have the following.
Lemma 2.2.

vσ(r) = U0(r −Rσ) +O(σ).(2.24)

Proof. Lemma 2.2 follows by Lemma 2.1 and (2.20).
Next we shall study the eigenvalues associated with the linearized operator

LσΦ := 4Φ + (1− 3v2
σ)Φ,

Lσ : H2
N (Ωε,P )→ L2(Ωε,P ),

where

Ωε,P = {y|εy + P ∈ Ω}
and

H2
N (Ωε,P ) =

{
u ∈ H2(Ωε,P )

∣∣∣∣∂u∂ν = 0 on ∂Ωε,P

}
.

We first consider the operator on RN :

LΦ := 4Φ + (1− 3v2
σ)Φ,

L : H2(RN )→ L2(RN ).

Lemma 2.3. For σ > 0 sufficiently small

Kernel(L) := X = span

{
∂vσ
∂yj

∣∣∣∣ j = 1, 2, . . . , N

}
⊂ H2(RN ).

Proof. By [26], Lσ is invertible in the space H2
r (RN ) = {u = u(|y|) ∈ H2(RN )}.

Similar to the proof of Lemma B.2 in [21], we have Lemma 2.3.
We now use a perturbation analysis to extend Lemma 2.3 to the operator defined

on Ωε,P . Similar to [32], we introduce a notion of “distance” between two closed
subspaces E,F of a Hilbert space H := L2(Ωε). Following [15], we set

→
d (E,F ) = sup{d(x, F )|x ∈ E, ‖x‖H = 1}.
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It is easy to see that
→
d is nonsymmetric,

→
d (E,F ) 6 1, and that

~d(E,F ) = 1 if and only if E ⊥ F.(2.25)

Moreover, it is not hard to show that

→
d (E,F ) =

→
d (F⊥, E⊥).

Then the following two lemmata are proved in [15].
Lemma 2.4. Let A be a self-adjoint operator on a Hilbert space H, I a compact

interval in R, and {Ψ1, . . . ,ΨN} linearly independent normalized elements in D(A).
Assume that the following conditions are true:

(i) {
AΨj = µjΨj + rj , ‖rj‖ < ε′,

µj ∈ I, j = 1, . . . , N.

(ii) There is a number a > 0 such that I is a-isolated in the spectrum of A :

(σ(A) \ I) ∩ (I + (−a, a)) = ∅.
Then

→
d (E,F ) = sup{d(x, F )|x ∈ E, ‖x‖H = 1} ≤ N1/2ε′

a(λmin)1/2
,

where

E = span{Ψ1, . . . ,ΨN},

F = closed subspace associated to σ(A) ∩ I,

λmin = the smallest eigenvalue of the matrix (〈Ψi, Ψj〉).
Lemma 2.5. Let K > 0, and consider that part of the spectra of two linear

operators L and M which lie in I(ε) = (−∞,Kε2). Let E and F be the corresponding
spectral subspaces. Assume, moreover, that I(ε) is ε2-isolated in σ(L) for ε < ε0:

σ(L) ∩ (Kε2, (K + a)ε2
)

= ∅
for some a > 0. Then there is a bijection

b : σ(L) ∩ I(ε)→ σ(M) ∩ I(ε)

(counting multiplicities) such that for ε < ε0 the following estimates hold:

b(λ)− λ = O(e−C/ε),(2.26)

→
d (E,F ) = O(e−C/ε),(2.27)

→
d (F,E) = O(e−C/ε),(2.28)

for some C > 0.
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The following result gives an approximation of the kernel of the linear operator
Lσ defined on Ωε,P .

Lemma 2.6. Suppose that σ = cε + O(ε2), where c > 0 is constant. For ε > 0
sufficiently small there exists C > 0 such that

~d(Kernel(L), Xσ) = O(e−C/ε)

and

~d(Xσ,Kernel(L)) = O(e−C/ε),

where

Xσ = span

{
∂vσ
∂yj
∈ L2(Ωε,P )

∣∣∣∣ j = 1, 2, . . . , N

}
is the kernel of Lσ defined on Ωε,P .

Proof. The lemma is an immediate consequence of Lemma 2.5.
Now we estimate the eigenvalues of the operator defined on Ωε,P .
Lemma 2.7. Let (τ,Φτ ) with Φτ ∈ H2(Ωε,P ) be a solution of the following

eigenvalue problem {
∆Φ + (1− 3v2

σ)Φ = τΦ in Ωε,P ,
∂Φ

∂ν
= 0 on ∂Ωε,P .

(2.29)

Suppose that σ = cε+O(ε2) and Φτ ⊥ Xσ, where c > 0 and

Xσ := span

{
∂vσ
∂yj
∈ L2(Ωε,P )

∣∣∣∣ j = 1, 2, . . . , N

}
.

Then |τ | ≥ Cσ2, where C is independent of σ � 1.
Proof. Suppose Lemma 2.7 is not true. Then there exist sequences τk and σk,

k = 1, 2, . . . such that τk
σ2
k

→ 0 as k → ∞. Here τk is an eigenvalue of Lσk and

τk 6= 0, i.e.,

LσkΦk = τkΦk, Φk ⊥ Xσk ,

where

Xσk =

{
∂vσk
∂yj

, j = 1, 2, . . . , N

}
⊂ L2(Ωε,P ).

Φk satisfies

Φ′′k +
N − 1

r
Φ′k +

1

r2
4SN−1Φk + (1− 3v2

σk
)Φk = τkΦk.(2.30)

Assume that

‖Φk‖H2(Ωε,P ) = 1.(2.31)

Extend Φk from Ωε,P to a function in RN such that Φk = O(e−C|y|) for y ∈ RN \Ωε,P
and such that the same result holds for the first and second derivatives of Φk.
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We make the following decomposition:

Φk(r) =
∞∑
m=1

Φk,m(r −Rσk)em(θ),(2.32)

where r = |y|. Here em(θ) are the eigenfunctions of ∆SN−1 , i.e.,

4SN−1em + µmem = 0.

Note that Φk(r) = O(e−δRσ ) for |r − Rσ| ≥ βδ0 > 0. Hence, there exists δ > 0 such
that

Φk,m(r) =

∫
|θ|=1

Φk(r)em(θ) dθ = O(e−δRσ ) for |r −Rσ| ≥ βδ0 > 0.

It is well known that

µ0 = 0, µ1 = · · · = µN = N − 1, µN+1 > N − 1, µm ∼ m2 as m→∞.
Furthermore, Φk,m satisfies

Φ′′k,m +
N − 1

Rσk + s
Φ′k,m −

µm
(Rσk + s)2

Φk,m + (1− 3ṽ2
σk

)Φk,m = τkΦk,m(2.33)

in [−Rσ,∞). Note that ṽ′σk satisfies

(ṽ′σk)′′ +
N − 1

Rσk + s
(ṽ′σk)′ + (1− 3ṽ2

σk
)ṽ′σk =

N − 1

(Rσk + s)2
ṽ′σk in [−Rσ,∞).(2.34)

We next decompose Φk,m into

Φk,m = Ck,mṽ
′
σk

+ Φ2
k,m,

where

Φ2
k,m ⊥ ṽ′σk .

Multiplying (2.33) by ṽ′σk , multiplying (2.34) by Φk,m, taking the difference, and
integrating we obtain∫ ∞

−Rσ

(
τk +

µm − (N − 1)

(Rσk + s)2

)
Φk,mṽ

′
σk
ds = O(e−δRσ ).(2.35)

Since τk = o(1)σ2
k, we have

Ck,m = O

(
R2
σe
−δRσ

µm

)
.(2.36)

Note that Φ2
k,m satisfies

(Φ2
k,m)

′′
+

N − 1

Rσk + s
(Φ2

k,m)
′
+ (1− 3ṽ2

σk
)(Φ2

k,m) =
µm

(Rσk + s)2
Φ2
k,m

+ τkΦ2
k,m +

µm − (N − 1)

(Rσk + s)2
Ck,mṽ

′
σk

+ τkCk,mṽ
′
σk

in [−Rσ,∞).(2.37)
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Multiplying (2.37) by Φ2
k,m and integrating by parts, we have∫ ∞

−Rσ

[
((Φ2

k,m)′)2 − (1− 3ṽ2
σk

)(Φ2
k,m)2 +

(
µm

(Rσk + s)2
+ τk

)
(Φ2

k,m)2

− N − 1

Rσk + s
(Φ2

k,m)′Φ2
k,m

]
ds = O(e−δRσ ).(2.38)

Since Φ2
k,m ⊥ ṽ′σk , we have that∫ ∞
−Rσ

[
((Φ2

k,m)′)2 − (1− 3ṽ2
σk

)(Φ2
k,m)2 +

(
µm

(Rσk + s)2
+ τk

)
(Φ2

k,m)2

− N − 1

Rσk + s
(Φ2

k,m)′Φ2
k,m

]
ds ≥

∫ ∞
−Rσ

σ0[((Φ2
k,m)′)2 + (Φ2

k,m)2] ds.(2.39)

(Suppose not. Then there exists a subsequence, again denoted by Φ2
k,m, such that

Φ2
k,m → Φ0 in H1(−∞,∞), where

∫∞
−∞((Φ0)′)2 + (Φ0)2 = 1 and Φ0 ⊥ U ′0. Further-

more, Φ0 satisfies ∫ ∞
−∞

[((Φ0)′)2 − (1− 3(U0)2)(Φ0)2] ds = 0.

This is a contradiction since the operator −∆ + (1 − 3U2
0 ) is positive and has the

kernel span(U ′0).)
Hence, combining (2.38) and (2.39),∫ ∞

−Rσ
[((Φ2

k,m)′)2 + (Φ2
k,m)2] ds = O

(
e−δRσ

R2
σ + µm

)
= O

(
e−δRσ

µm

)
,

or, in other words,

‖Φ2
k,m‖2H1([−Rσ,∞)) = O(e−δRσ/µm).

By elliptic regularity theory we also know that

‖Φ2
k,m‖H2([−Rσ,∞)) = O(e−δRσ/µm).

Hence,

‖Φ2
k,m‖2H2(RN ) = O(RN−1

σ e−δRσ/µm).(2.40)

By (2.36) and (2.40),

‖Φk‖2H2(Ωε,P ) ≤
∞∑

m=N+1

‖Φk,m‖2H2(RN ) = O(RN+1
σ e−δRσ )

∞∑
m=N+1

1

µm
= o(1).

This is a contradiction! The proof is finished.
Corollary 2.1. For all Φ ∈ H2

N (Ωε,P ), where Φ is orthogonal to the kernel of
Lσ, we have

‖LσΦ‖L2(Ωε,P ) ≥ Cσ2‖Φ‖H2(Ωε,P ),(2.41)

where C > 0 is independent of σ � 1.
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Proof. Let LσΦ = σ2f. Then by Lemma 2.4, we have

‖σ2f‖L2(Ωε,P ) ≥ Cσ2‖Φ‖L2(Ωε,P ).

On the other hand, Φ satisfies

∆Φ− 2Φ = (3v2
σ − 3)Φ + σ2f.

Hence, by elliptic regularity estimates, we have

‖Φ‖H2(Ωε,P ) ≤ C(‖Φ‖L2(Ωε,P ) + σ2‖f‖L2(Ωε,P ))

≤ C‖f‖L2(Ωε,P ) ≤ Cσ−2‖LσΦ‖L2(Ωε,P ).

The corollary is thus proved.
Finally, we study the asymptotic behavior of vσ.
Lemma 2.8. For σ sufficiently small, we have

vσ − τσ = C

(
r

Rσ

)−N−1
2

eν̄σ(Rσ−r)(1 +O(σ)) for r ≥ Rσ,(2.42)

where τσ is defined in section 2 (note that τσ → −1 as σ → 0), C 6= 0 is a generic
constant, and

ν̄σ =
√

3τ2
σ − 1.

Proof. We use matched asymptotics as in [27], although the proof can be made
rigorous by ODE arguments and the maximum principle.

Let v̂σ = vσ − τσ. Linearizing (2.1) around τσ, we have that v̂σ satisfies

v̂
′′
σ +

N − 1

r
v̂
′
σ − ν̄2

σ v̂σ +O(v̂2
σ) = 0.

Note that ν̄σ =
√

2 +O(σ), and the exact solution of the following problem

u
′′

+
N − 1

r
u
′ − ν̄2

σu = 0, u(Rσ) = −τσ, r ≥ Rσ, u(r)→ 0 as r →∞

is (−τσ)( r
Rσ

)1−N/2Km(ν̄σr)(Km(ν̄σRσ))−1, where m = (N − 2)/2 and Km(z) is the
modified Bessel function of the second kind of order m.

Since

Km(z) =

(
1 +O

(
1

z

))
(π/(2z))1/2e−z

as z →∞, we have

v̂σ = Cσ

(
r

Rσ

)1−N2 ( π

2r

) 1
2

e−ν̄σr(1 +O(σ)) as r →∞,(2.43)

where Cσ may depend on σ. On the other hand, let r = Rσ + s; then

v̂σ = C0e
−ν̄σs(1 +O(σ))(2.44)
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for s large, where C0 6= 0 is a generic constant. Combining (2.43) and (2.44), we have

Cσ = C0π
−1/2(2ν̄σRσ)1/2eν̄σRσ .

Hence Lemma 2.8 is proved.
In the following, it will be more convenient to rewrite (2.42) as follows:

vσ − τσ = Cσlr−
N−1

2 eν̄σ(Rσ−r)(1 +O(σ)) for r ≥ Rσ,(2.45)

where l = −(N − 1)/2.

3. The projection of vσ. In this section, we construct a modified function
PΩε,P vσ. It is close to vσ and satisfies the Neumann boundary condition. Furthermore,
we provide an error estimate for Ψε,P = vσ − PΩε,P vσ.

Let Ψε,P be the unique solution of{
ε24u− ν̄2

σu = 0 in Ω,
∂u

∂ν
=
∂vσ((x− P )/ε)

∂ν
on ∂Ω.

(3.46)

Define PΩε,P vσ := vσ − Ψε,P . Later, in section 4, we will show that for every small
ε > 0 there exists exactly one σ = σ(ε) satisfying a certain nonlinear equation, and,
furthermore, we have σ(ε) = γ0ε+O(ε2) as ε→ 0, where γ0 is some positive constant.
In this section we will write σ and ε with the understanding that this relation holds.
We set

νε = ν̄σ(ε).

Note that by (2.45) on the boundary of ∂Ω,

vσ

(
x− P
ε

)
= τσ + Cσl

( |x− P |
ε

)−N−1
2

e−νε(|x−P |/ε−Rσ)(1 +O(σ)).

In particular, we have the following asymptotic expansion of Ψε,P . A proof can be
found in [34].

Lemma 3.1. For ε sufficiently small, we have

Ψε,P (x) = (CN +O(ε))εl1eνεRσ

×
∫
∂Ω

{
e−νε

|t−P |+|t−x|
ε |t− P |−N−1

2 |t− x|−N−1
2
〈t− x, ν〉
|t− x|

}
dt,(3.47)

where l1 is a rational number.
Let us introduce the following notation:

ϕ̃ε,P (P ) :=

[∫ ∞
0

(τ2
σ − v2

σ(r))v
′
σ(r)u′σ(r)rN−1 dr

]
Ψε,P (P ),(3.48)

where uσ is the unique solution of

∆u− ν2
ε u = 0, u(0) = 1, u > 0, u = u(r) for r ∈ [0,∞).(3.49)

We have the following key computations.
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Lemma 3.2. Let P0 be a nondegenerate peak point of Ω, and α0 > 0 is given
by condition (2) in section 1. Suppose Pε = P0 + ε( a

2
√

2
d(P0, ∂Ω) + z̃) with |z̃| =

O(εα), 0 < α < α0. Then

Lj(ε, z̃) :=

∫
Ωε,Pε

(τ2
σ − v2

σ)Ψε,Pε

∂vσ
∂yj

= Lj(z̃)ϕ̃ε,Pε(Pε) +O
(
ϕ̃ε,Pε(Pε)ε

min(1,2α,α0)
)
,

(3.50)

where L(z̃) := (L1(z̃), . . . , LN (z̃)) is a matrix which satisfies

Lj(z̃) = γ

∫
∂Ω
e〈t−P0,a〉〈t− P0, z̃〉

(
tj − P0,j

)
dµP0(t)∫

∂Ω
e〉t−P0,a〈 dµP0

(t)
,

where γ 6= 0 is a constant depending on N and d(P0, ∂Ω) only.
Proof. Since the proof is quite similar to the proof of Lemma 3.4 in [34], we will

merely sketch it. Note that

Lj(ε, z̃) =

∫
Ωε,Pε

(τ2
σ − v2

σ)Ψε,Pε

∂vσ
∂yj

=

∫ ∞
0

(τ2
σ − v2

σ)v
′
σr
N−1 dr

∫
|θ|=1

θjΨε,Pε(εy + Pε) dθ +O(ϕ̃1+µ
ε,Pε

(Pε)).

However (let x = εy + Pε),

Ψε,Pε(εy + Pε)

= Ψε,Pε(Pε)

∫
∂Ω

{
e−νε

|t−Pε|+|t−x|
ε |t− Pε|−N−1

2 |t− x|−N−1
2 (〈t− x, ν〉/|t− x|)

}
dt∫

∂Ω

{
e−νε

2|t−Pε|
ε |t− Pε|−N−1

2 |t− x|−N−1
2 (〈t− x, ν〉/|t− x|)

}
dt

= Ψε,Pε(Pε)

×
∫
∂Ω

{
e−νε

2|t−Pε|
ε eνε〈

t−Pε
|t−Pε| ,y〉|t− Pε|−N−1

2 |t− x|−N−1
2 (〈t− x, ν〉/|t− x|)

}
dt∫

∂Ω

{
e−νε

2|t−Pε|
ε |t− Pε|−N−1

2 |t− x|−N−1
2 (〈t− x, ν〉/|t− x|)

}
dt

= Ψε,Pε(Pε)

∫
∂Ω

e〈t−P0,a〉eνε〈
t−P0
|t−P0| ,y〉 dµaP0

(t)(1 +O(εα0))

by condition (2) in section 1, where

dµaP (t) = lim
ε→0

e−2νε|t−Pε|/ε dt∫
∂Ω
e−2νε|t−Pε|/ε dt

.

Hence,

Lj(ε, z̃) =

[∫ ∞
0

(τ2
σ − v2

σ(r))v
′
σ(r)u

′
σ(r)rN−1 dr

]
Ψε,Pε(Pε)Lj(z̃)

+O(ϕ̃ε,Pε(Pε)ε
min(1,2α,α0))

= Lj(z̃)ϕ̃ε,Pε(Pε) +O
(
ϕ̃ε,Pε(Pε)ε

min(1,2α,α0)
)
.
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4. Choosing σ. In this section we choose σ and give an asymptotic expansion
including error estimate for its behavior as ε→ 0.

Let PΩε,P vσ be defined as in section 3. Set

σ = m− 1

|Ω|
∫

Ω

PΩε,P vσ dx.(4.51)

We show that this equation has a unique solution σ if ε is small enough.
Note that ∫

Ω

(PΩε,P vσ)3 dx =

∫
Ω

v3
σ dx+

∫
Ω

[(PΩε,P vσ)3 − v3
σ] dx.

Now choose Rσ such that, for rb = εRσ,

|Brb | − |Ω \Brb |
|Ω| = m+O(σ) +O(ε)(4.52)

as σ, ε→ 0. This implies

1

|Ω|
∫

Ω

v3
σ dx = m+ cσ +O(σ2)

for some constant c > 0. Furthermore, there exists C > 0 such that∫
Ω

[
(PΩε,P vσ)3 − v3

σ

]
dx ≤ C

∫
Ω

|Ψε,P | = O(e−C/ε).

Therefore, by the implicit function theorem, if ε is small enough, there exists exactly
one solution σ of (4.51). Furthermore, this σ satisfies

σ = γ0ε+O(ε2)(4.53)

as ε→ 0, where γ0 = cb/rb.

5. Technical framework. In this section, we set up the technical framework to
solve equation (1.2). As we mentioned in section 1, this framework was originated by
Floer and Weinstein [11] and later used by Oh [23], [24]. We modified their approach
to the Cahn–Hilliard equation in [32], [33], and [34]. We shall follow [34].

Without loss of generality, we assume that P0 = 0 ∈ Ω is a nondegenerate peak
point, i.e.,

(1) Λ0 = {dµ0(t)},
(2) ∃a ∈ RN such that ∫

∂Ω

e〈t,a〉t dµ0(t) = 0

and ∫
∂Ω

{
e−
|t|
ε e〈t,a〉∫

∂Ω
e−
|t|
ε dt

}
t dt = O(εα0)

for some α0 > 0,
(3) the matrix G(0) :=

(∫
∂Ω
e〈t,a〉(titj) dµ0(t)

)
is nondegenerate.
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Let z = ε( a
2
√

2
d(0, ∂Ω) + z̃), where |z̃| < εα, with 0 < α < 1 to be chosen later.

We assume that σ = σ(ε), where σ(ε) is defined in section 4.
Define Hε : H2

N (Ωε)→ L2(Ωε) by

Hε(u) := 4u+ u− u3 −m+
1

|Ωε|
∫

Ωε

u3 dy,(5.54)

where

H2
N (Ωε) :=

{
u ∈ H2(Ωε) :

∂u

∂ν
= 0 on ∂Ωε

}
.

We are looking for a nontrivial zero of (5.1). We make the ansatz

u = PΩε,zvσ + Φε,

where Φε is now the unknown. Recall that we set wε,z = PΩε,zvσ. We assume that
ε > 0 is small and Φε is small in C2

loc(Ωε). We shall see that solutions of this particular
form correspond to bubble solutions of (1.2), where the center of the bubble is located
near zero. Inserting this into the equation gives

4Φε + Φε +4(PΩε,zvσ) + PΩε,zvσ − (PΩε,zvσ + Φε)
3

= m− 1

|Ωε|
∫

Ωε

(PΩε,zvσ + Φε)
3 dy.

Recall that

4(PΩε,zvσ) + PΩε,zvσ = ∆vσ −4Ψε,z + vσ −Ψε,z

= v3
σ + σ − 3τ2

σΨε,z.

This implies

4Φε + Φε + v3
σ + σ − 3τ2

σΨε,z − (PΩε,zvσ + Φε)
3

= m− 1

|Ωε|
∫

Ωε

(PΩε,zvσ + Φε)
3 dy.

By the choice of σ,

LεΦε + v3
σ − 3τ2

σΨε,z − (vσ −Ψε,z)
3 +Nε,z(Φε) = 0,

where

LεΦε := 4Φε + Φε − 3(PΩε,zvσ)2Φε + 3
1

|Ωε|
∫

Ωε

(PΩε,zvσ)2Φε dy

and

Nε,z(Φε) = −3PΩε,zvσΦ2
ε − Φ3

ε +
1

|Ωε|
∫

Ωε

[3PΩε,zvσΦ2
ε + Φ3

ε ] dy.
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Recalling that Φε → 0 as ε→ 0 in C2
loc(Ωε), we finally arrive at

LεΦε + 3(v2
σ − τ2

σ)Ψε,z +Nε,z(Φε) +Mε,z(Ψε,z) = 0,

where

Mε,z(Ψε,z) = −3vσΨ2
ε,z + Ψ3

ε,z.

It is easy to see the following.
Lemma 5.1. For ε sufficiently small,

‖Nε,z(Φε)‖L2(Ωε,z) 6 c‖Φε‖2H2(Ωε,z),

‖Mε,z(Ψε,z)‖L2(Ωε,z) 6 c‖Ψε,z‖2L2(Ωε,z) ≤ c|ϕ̃ε,z(z)|.
Furthermore,

‖Nε,z(Φ(1)
ε )−Nε,z(Φ(2)

ε )‖L2(Ωε,z) ≤ c‖Φ(1)
ε − Φ(2)

ε ‖2H2(Ωε,z).

It remains then to estimate the term 3(v2
σ − τ2

σ)Ψε,z. We have the following.
Lemma 5.2. For ε sufficiently small, we have

‖(v2
σ − τ2

σ)Ψε,z‖2L2(Ωε,z)
≤ C|ϕ̃ε,z(z)|1.5.(5.55)

Proof. In fact,

(v2
σ − τ2

σ)Ψε,z = eνεRσuσ(v2
σ − τ2

σ)u−1
σ e−νεRσΨε,z,

where uσ is the unique radial solution of ∆u− ν2
ε u = 0, u(0) = 1, u > 0.

Now

|uσ(v2
σ − τσ)| ≤ e(νε+δ)Rσ ,(5.56)

where δ > 0 is small. Furthermore, by Lemma 3.1, (note that εy + z = x),

e−νεRσΨε,z

= (CN +O(ε))

∫
∂Ω

{
e−νε

|t−z|+|t−x|
ε |t− z|−N−1

2 |t− x|−N−1
2
〈t− x, ν〉
|t− x|

}
dt

≤ eνεRσe−2νεd(z,∂Ω)/εe(νε+δ)|y|.

Therefore,

|u−1
σ e−νεRσΨε,z| ≤ Ce−2νε d(z,∂Ω)/εe(νε+δ)Rσ .(5.57)

Combining (5.56) and (5.57), we obtain

|(v2
σ − τ2

σ)Ψε,z| ≤ Ce−2νε(d(z,∂Ω)−εRσ)+2(δ+νε)Rσ

≤ C(ϕ̃ε,z(z))
0.8.

This implies

‖(v2
σ − τ2

σ)Ψε,z‖2L2(Ωε,z) ≤ ϕ̃ε,z(z)1.5.

The lemma is thus proved.
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6. Reduction to finite dimensions: Fredholm inverses. In this section, we
show that H ′ε(wε,z), modulo its approximate kernel, is an invertible linear operator if
ε is small enough. Moreover, we show that the operator norm of the inverse operator
is bounded by Cε−2. (Note that in [11], [23], [24], and [34] the operator norm of the
inverse operator is uniformly bounded.)

Set

Kε,z = span

{
∂wε,z
∂zi

∣∣i = 1, . . . , N

}
⊂ H2

N (Ωε)(6.58)

and

Cε,z = span

{
∂wε,z
∂zi

∣∣i = 1, . . . , N

}
⊂ L2(Ωε).(6.59)

Kε,z is called the approximate kernel, while Cε,z is called the approximate cokernel.
Note that a function Φ ∈ cokernel of H ′ε(wε,z) if and only if for all ψ ∈ H2

N (Ωε) we
have ∫

Ωε

ΦH ′ε(wε,z)ψ dy = 0.

Integrating by parts, we have∫
∂Ωε

ψ
∂Φ

∂ν
do+

∫
Ωε

[(∆Φ + (1− 3w2
ε,z)Φ)ψ] dy

+ 3
1

|Ωε|
∫

Ωε

Φ dy

∫
Ωε

w2
ε,zψ dy = 0, for all ψ ∈ H2

N (Ωε).

Hence, Φ ∈ cokernel of H ′ε(wε,z) if and only if
∆Φ + (1− 3w2

ε,z)Φ + 3w2
ε,z

1

|Ωε|
∫

Ωε

Φ dy = 0 in Ωε,

∂Φ

∂ν
= 0 in ∂Ωε.

Observe also that span{(∂vσ/∂yi)|i = 1, . . . , N} is the kernel of L, where L is the
linear operator defined as

LΦ := ∆Φ + Φ− 3v2
σΦ, Φ ∈ H2(RN ).

Our main result in this section can be stated as follows.
Proposition 6.1. There exist positive constants ε1, λ such that, for all ε ∈ (0, ε1),

‖Lε,zΦ‖L2(Ωε) > λσ2‖Φ‖H2(Ωε)(6.60)

for all |z| ≤ Cε and for all Φ ∈ K⊥ε,z, where

Lε,z = πε,z ◦H ′ε(wε,z),(6.61)

and πε,z is the L2-orthogonal projection from L2(Ωε) to C⊥ε,z.
The next proposition gives the surjectivity of Lε,z.
Proposition 6.2. There exists a positive constant ε2 such that, for all ε ∈ (0, ε2)

and |z| ≤ Cε, the map

Lε,z = πε,z ◦H ′ε(wε,z) : K⊥ε,z −→ C⊥ε,z

is surjective.
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Combining Propositions 6.1 and 6.2 gives us the invertibility of Lε,z.
Proposition 6.3.

Lε,z : K⊥ε,z −→ C⊥ε,z

is invertible, namely,

L−1
ε,z : C⊥ε,z −→ K⊥ε,z

exists. Furthermore, L−1
ε,z is bounded in the operator norm by Cε−2.

We now begin to prove Proposition 6.1.
Proof of Proposition 6.1. We use a different strategy than in [32].
Suppose (6.60) is false. Then there exist sequences {εk}, {zk}, and {Φk}, with

|zk| 6 Cεk and εk → 0 as k →∞ such that

Φk ∈ K⊥εk,zk
and

‖Lεk,zk(Φk)‖L2(Ωεk ) = o(1)ε2k, ‖Φk‖H2(Ωεk ) = 1.(6.62)

We denote, for i = 1, . . . , N,

ek,i =
(∂wεk,zk/∂zi)

‖(∂wεk,εk/∂zi)‖L2(Ωεk )
, e∗k,i =

(∂vσk/∂yi)

‖(∂vσk/∂yi)‖L2(Ωεk )
.(6.63)

Note that the difference between ek,i and e∗k,i is exponentially small. Hence, after
applying the Gram–Schmidt process to {ek,i|i = 1, . . . , N}, we obtain a family of
orthonormal functions {ẽk,i|i = 1, . . . , N} with

ẽk,i = ek,i + δk,i, i = 1, . . . , N,

where δk,i = O(e−δ/ε) in L2(Ωεk) as k →∞ for each i = 1, . . . , N .
Hence,

Lεk,zkΦk = H ′εk(wεk,zk)Φk −
N−1∑
i=1

(∫
Ωεk

[H ′εk(wεk,zk)Φk]ek,i dy

)
ek,i + Ek,(6.64)

where Ek is defined by (6.64), and it is easy to see that ‖Ek‖L2(Ωεk ) = O(e−δ/εk) as
k →∞.

Note that

‖Lεk,zkΦk‖2L2(Ωεk ) = ‖H ′εk(wεk,zk)Φk‖2L2(Ωεk )

−
n∑
i=1

(∫
Ωεk

[H ′εk(wεk,zk)Φk]ek,i dy

)2

+O(e−δ/εk)
(6.65)

as k →∞.
Let us denote

∆Φk + (1− 3w2
εk,zk

)Φk + 3
1

|Ωεk |
∫

Ωεk

w2
εk,zk

Φk dy = σ2
kfk.
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By Corollary 2.1, we have∥∥∥∥∥fk − 3
1

|Ωεk |σ2
k

∫
Ωεk

w2
εk,zk

Φk dy

∥∥∥∥∥
L2(Ωεk )

≥ C‖Φk‖H2(Ωεk ).(6.66)

Note that since Φk satisfies the Neumann boundary condition, we have∣∣∣∣∫
Ωεk

Φk

∣∣∣∣ =

∣∣∣∣σ2
k

∫
Ωεk

fk dy

∣∣∣∣ ≤ Cε2−N2k ‖fk‖L2(Ωεk ).

Hence,

3
1

|Ωεk |σ2
k

∫
Ωεk

w2
εk,zk

Φk dy ≤ Cε
N
2

k ‖fk‖L2(Ωεk ).

Thus, ∥∥∥∥3
1

|Ωεk |σ2
k

∫
Ωεk

w2
εk,zk

Φk dy

∥∥∥∥
L2(Ωεk )

≤ C‖fk‖L2(Ωεk ).

The last inequality and (6.66) imply that

‖fk‖L2(Ωεk ) ≥ C‖Φk‖H2(Ωεk ) ≥ C.

Therefore,

‖H ′εk(wεk,zk)Φk‖2L2(Ωεk ) ≥ Cσ2
k.(6.67)

Now we estimate∫
Ωεk

[H ′εk(wεk,zk)Φk]ek,i dy

=

∫
Ωεk

[H ′εk(wεk,zk)Φk]
∂wεk,zk
∂zi

dy +O(e−δ/εk)

=

∫
Ωεk

[
∆Φk + (1− 3v2

σk
)Φk + 3

1

|Ωεk |
∫

Ωεk

v2
σk

Φk dy

]
∂vσk
∂yi

dy +O(e−δ/εk)

=

∫
∂Ωεk

[
∂vσk
∂yi

∂Φk
∂ν
− Φk

∂

∂ν

(
∂vσk
∂yi

)]
do

+ 3
1

|Ωεk |
∫

Ωεk

v2
σk

Φk dy

∫
Ωεk

∂vσk
∂yi

dy

+O(e−δ/εk) = O(e−δ/εk).

Therefore, (6.65) implies that

o(1)ε2k ≥ Cσ2
k − o(e−δ/εk).(6.68)

This is a contradiction! Proposition 6.1 is thus proved.
The following lemma, which can be found in [15], will be needed in the proof of

Proposition 6.2.
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Lemma 6.1 (see [15, Lemma 1.3]). If
→
d (E,F ) := sup{d(x, F )|x ∈ E, ‖x‖H =

1} < 1, then πF |E : E → F is injective and πE|F : F → E has a bounded right inverse,
where πE (πF , respectively) is the orthogonal projection from H to E (F, respectively).
In particular, πE|F : F → E is surjective.

We are now ready to prove Proposition 6.2.
Proof of Proposition 6.2. Let CKε,z = cokernel of H ′ε(wε,z). We first claim that

~d(CKε,z, Cε,z) < 1(6.69)

for all ε > 0 sufficiently small.
In fact, suppose (6.69) is not true. Then there exist εk → 0 and Φk ∈ CKεk,zk

such that

∆Φk + (1− 3w2
εk,zk

)Φk + 3w2
εk,zk

1

|Ωεk |
∫

Ωεk

Φk dy = 0 in Ωεk ,(6.70)

∂Φk
∂ν

= 0 on ∂Ωεk ,(6.71)

‖Φk‖L2(Ωεk ) = 1,(6.72)

∫
Ωεk

Φk
∂(wεk,zk)

∂zi
dy = 0, i = 1, . . . , N.(6.73)

By (6.70) and (6.71), we have∫
Ωεk

(1− 3w2
εk,zk

)Φk dy + 3

∫
Ωεk

w2
εk,zk

dy
1

|Ωεk |
∫

Ωεk

Φk dy = 0.

Note that ∫
Ωεk

w2
εk,zk

dy = |Ωεk |(1 +O(εk)).

Hence, we have∫
Ωεk

Φk dy =

∫
Ωεk

(1/3− w2
εk,zk

)Φk dy(1 +O(εk)) ≤ O(ε
N+1

2

k )‖Φk‖L2(Ωεk ).

Similar to the proof of Proposition 6.1, we conclude that

‖Φk‖H2(Ωεk ) = o(1).(6.74)

This is a contradiction! Hence, (6.69) is true.

Now by the fact that ~d(E,F ) = ~d(F⊥, E⊥), we have

~d(C
⊥
ε,z, CK

⊥
ε,z) < 1,

where C
⊥
ε,z (CK

⊥
ε,z, respectively) is the orthogonal complement of Cε,z (CKε,z, re-

spectively) in L2(Ωε). Thus, the map

π
C
⊥
ε,z

∣∣
CK
⊥
ε,z

: CK
⊥
ε,z → C

⊥
ε,z(6.75)

is surjective by Lemma 6.1.
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Since CK
⊥
ε,z is the range of Lε, it suffices to show that the map in (6.75), when

restricted to CK⊥ε,z, which is just πε,z, is onto C⊥ε,z. However, this follows easily from
the expression

π
C
⊥
ε,z

(Φ) = Φ− πCε,zΦ.

Finally, in this section we solve the following equation for Φε ∈ K⊥ε,z:

πε,z ◦Hε(wε,z)(wε,z + Φε) = 0.(6.76)

Since Lε,z
∣∣
K⊥ε,z

is invertible (and we shall denote its inverse just by L−1
ε,z ) by

Proposition 6.3, this is equivalent to solving

Φε = L−1
ε,z ◦ πε,z(Lε(Φε)) = −L−1

ε,z ◦ πε,z(3(v2
σ − τ2

σ)Ψε,z +Nε,z(Φε) +Mε,z(Ψε,z))

:≡ Qε,z(Φε),

where Qε,z is defined in the last equality for every Φε ∈ H2
N (Ωε).

By Proposition 6.3, we have

‖L−1
ε,z‖ ≤ Cε−2.

Hence,

‖Qε,z(Φε)‖H2(Ωε) 6 Cε−2(‖(v2
σ − τ2

σ)Ψε,z‖L2(Ωε) + ‖Nz,ε(Φε)‖L2(Ωε)

+‖Mz,ε(Ψε,z)‖L2(Ωε))

6 cε−2(ϕ̃
1
2 +η̃
ε,z + δ‖Φε‖H2(Ωε))

for some η̃ > 0 (in fact, we can take η̃ = 1
4 by Lemma 5.1).

Take δ = |ϕ̃ε,z(z)| 1+η
2 for 0 < η < 2η̃. Then we have (since δε−2 = o(1))

‖Qε,z(Φε)‖H2(Ωε) 6 C(ϕ̃
1+η

2
ε,z (z)).(6.77)

Equation (6.77) says that Qε,z(Φ) is a continuous map:

Bδ(0) ∩H2
N (Ωε) −→ Bδ(0) ∩H2

N (Ωε).

Furthermore, Qε,z(Φ) is a contracting map if ε is small by Lemma 5.1. Hence, by the
contraction mapping principle we have the following proposition.

Proposition 6.4. There exists ε0 > 0 such that, for ε < ε0, |z| ≤ Cε there is a
unique Φε,z ∈ K⊥ε,z such that

Hε(wε,z + Φε,z) ∈ Cε,z.(6.78)

Furthermore,

‖Φε,z‖H2(Ωε) ≤ Cϕ̃
1+µ

2
ε,z (z).(6.79)
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7. The reduced problem. In this section, we shall prove our main result,
Theorem 1.1.

By Proposition 6.4, for ε 6 ε0 and |z| ≤ Cε, there exists a unique Φε,z such that

Hε(wε,z + Φε,z) ∈ Cε,z.(7.80)

Therefore, it is enough to show that for some |z| ≤ Cε, we have

Hε(wε,z + Φε,z) ⊥ Cε,z.
To this end, we now define a vector field

Vε,j(z̃) :=
1

εα−1ϕ̃ε,z(z)

[∫
Ωε

Hε(wε,z + Φε,z)
∂wε,z
∂zj

dy

]
,(7.81)

where z = ε a
2
√

2
d(0, ∂Ω) + εα+1z̃, |z̃| 6 1, and ~a is given by conditions (2) and (3) in

section 1.
The main estimate of this section is the following.
Lemma 7.1. For every 0 < α < α0, the vector field Vε converges uniformly to V0

in B1(0) as ε→ 0, where

V0 = (V0,1, . . . , V0,N ),

V0,j =
γ∫

∂Ω
e〈t−P0,a〉 dµP0

(t)

N∑
i=1

(∫
∂Ω

e〈x−P0,a〉xixj dµP0(x)z̃i

)
, j = 1, . . . , N,

and γ is given by Lemma 3.2.
Once Lemma 7.1 is proved, then Theorem 1.1 follows easily. In fact, since 0 is a

nondegenerate peak point, V0 has a nondegenerate zero at 0 (with degree different from
0). Then Lemma 7.1 and a simple degree theoretic argument imply that Vε has a zero
z̃(ε) ∈ B 1

2
(0) for every ε sufficiently small. This solves the equation Hε(wε,z+Φε,z) = 0

for every ε sufficiently small. Setting z(ε) = ε a
2
√

2
d(0, ∂Ω) + εα+1z̃(ε) and

vε = wε,z(ε) + Φε,z(ε)

for x ∈ Ω and ε sufficiently small, it then follows that

vε 6≡ 0 since Φε,z(ε) → 0 in H2(Ωε) as ε→ 0,

while wε,z(ε) remains bounded away from 0 in H2(Ωε) as ε→ 0.
In other words, vε is a nontrivial solution of (1.2). By the structure of vε, vε has

all the properties of Theorem 1.1.
It remains to prove Lemma 7.1. To this end, we have∫

Ωε,z

Hε(wε,z + Φε,z)
∂wε,z
∂zj

=

∫
Ωε,z

[H
′
ε(wε,z)Φε,z]

∂wε,z
∂zj

+

∫
Ωε,z

[Nε,z(Φε,z)]
∂wε,z
∂zj

+

∫
Ωε,z

Mε,z(Ψε,z)
∂wz,ε
∂zj

+

∫
Ωε,z

3[v2
σ − τ2

σ ]Ψε,z
∂wε,z
∂zj

= I1 + I2 + I3 + I4,

where Ii, i = 1, 2, 3, 4 are defined by the last equality.
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Note that

I1 = 3

∫
Ωε,z

[
(PΩε,zvσ)2 − v2

σ

]
Φε,z

∂wε,z
∂zj

dy

+ 3

∫
Ωε,z

∂wε,z
∂zj

dy

∫
Ωε,z

(PΩε,zvσ)2Φε,z dy

≤ C
∥∥∥∥(PΩε,zvσ − vσ)

∂wε,z
∂zj

∥∥∥∥
L2(Ωε,z)

‖Φε,z‖L2(Ωε,z)

+ 3

∫
Ωε,z

∂wε,z
∂zj

dyε−N/2‖Φε,z‖L2(Ωε,z)

≤ Cϕ̃ε,z(z)
1+µ

2 ϕ̃ε,z(z)
1+µ

2

= O(ϕ̃1+µ
ε,z (z)),

where µ > 0 is some small number. By Lemma 5.1 and Proposition 6.4, we have

|I2| ≤ C|ϕ̃ε,z(z)|1+µ

and

|I3| ≤ C|ϕ̃ε,z(z)|1+µ,

since Nε,z(·) and Mε,z(·) depend on their arguments only in the second or higher
powers. So we just need to compute I4. In fact,

I4 = −
∫

Ωε,z

3
[
τ2
σ − v2

σ

]
Ψε,z

∂PΩε,zvσ

∂zj

= −ε
∫

Ωε,z

3[τ2
σ − v2

σ]Ψε,z
∂vσ
∂yj

+O
(
e−
√
νε

(2+µ)d(z,∂Ω)
ε

)
.

By Lemma 3.2, we conclude the proof of Lemma 7.1.

Acknowledgment. The first author wishes to thank Professor Wei-Ming Ni for
his constant encouragement.

Note Added in Proof. After the paper was accepted for publication we were
informed by Professor Alikakos that in [35] an implicit proof of the existence of sta-
tionary bubbles in a general domain is given. However, the exact location of stationary
bubbles is left open.
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SINGULAR PERTURBATION APPROACH TO A 3-COMPONENT
REACTION-DIFFUSION SYSTEM ARISING IN
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Abstract. In order to understand theoretically predation-mediated coexistence of competing
species which is often observed in ecological systems, we consider a 3-component reaction-diffusion
system describing the interaction of one predator and two competing prey species which move by
diffusion. It is shown that there exist stable spatially inhomogeneous positive equilibrium solutions of
the one-dimensional system under the Neumann boundary condition. This implies ecologically that
in the presence of the predator, two competing species coexist with spatially segregating structures.
The main tools we use are the singular perturbation technique and the associated singular limit
spectral analysis.

Key words. prey-predator model, singular perturbation, stability

AMS subject classification. 35B25

PII. S0036141097318328

1. Introduction. It is often observed that predation may have a tendency to in-
crease species diversity in competitive communities. This is called predation-mediated
coexistence. There have been a number of theoretical studies on the possibility of
temporal coexistence of competing species under predation pressure by using ODE
models with Lotka–Volterra prey-predator interaction (for example, see Takeuchi and
Adachi [18]). In this paper, we consider the situation where all species can move by
diffusion and study the spatial structure of competing species that may coexist in the
presence of predators.

In order to study this situation, we propose here the following 3-component
reaction-diffusion system for two prey and one predator species:

u1t = d1 ∆u1 + u1 (a1 − b1 u1 − c1 u2 − k1 v),

u2t = d2 ∆u2 + u2 (a2 − c2 u1 − b2 u2 − k2 v),

vt = dv ∆v + v (−r + α1 k1 u1 + α2 k2 u2), x ∈ Ω, t > 0,

(1.1a)

where u1 and u2 are the population densities of two competing prey species, and v is
that of their predator. d1, d2, and dv are the diffusion rates, r is the death rate for the
predator, ai is the intrinsic growth rate, bi and ci are the intraspecific and interspecific
competition rates, respectively, ki is the predation rate, and αi is the transformation
rate of predation (i = 1, 2). All of the coefficients are positive constants. Ω is a
bounded domain with smooth boundary ∂Ω. We assume that u1, u2, and v satisfy
the Neumann boundary conditions on the boundary ∂Ω, given by

∂
∂νu1 = 0, ∂

∂νu2 = 0, ∂
∂ν v = 0, x ∈ ∂Ω, t > 0,(1.1b)
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where ν is the outward normal unit vector on ∂Ω.
Let us begin by reviewing the qualitative behaviors of solutions of two 2-species

systems deriving from (1.1). The first system is a two-competing-species model for
(u1, u2) in the absence of the predator (v = 0):

u1t = d1 ∆u1 + u1 (a1 − b1 u1 − c1 u2),

u2t = d2 ∆u2 + u2 (a2 − c2 u1 − b2 u2), x ∈ Ω, t > 0,
∂
∂νu1 = 0, ∂

∂νu2 = 0, x ∈ ∂Ω, t > 0.

(1.2)

Suppose

b1
c2
<
a1

a2
<
c1
b2
,(1.3)

which indicates that the interspecific competition is stronger than the intraspecific
one for the competing species. For an arbitrary convex domain Ω, Kishimoto and
Weinberger [11] proved that any spatially inhomogeneous positive (SIP) equilibrium
solution of (1.2) is unstable even if it exists, that is, any stable positive equilibrium
solution of (1.2) has to be spatially homogeneous. The condition (1.3) means that any
positive solution (u1, u2) of (1.2) generically tends to either (0, a2/b2) or (a1/b1, 0) as
t → +∞, which ecologically implies that competitive exclusion occurs between two
species. On the other hand, Matano and Mimura [13] showed that when the domain
Ω is of suitable dumbbell shape, there are stable SIP equilibrium solutions which
exhibit regionally segregating coexistence of two competing species. These results
indicate that the stability as well as the existence of SIP equilibrium solutions of the
competition-diffusion system (1.2) depends on the shapes of the domain Ω.

The second system is a one prey–one predator model in the absence of one of the
competing species (either u1 = 0 or u2 = 0), under which (1.1) becomes

ut = d∆u+ u (a− b u− k v),

vt = dv ∆v + v (−r + αk u), x ∈ Ω, t > 0,
∂
∂νu = 0, ∂

∂ν v = 0, x ∈ ∂Ω, t > 0,

(1.4)

where d, a, b, k, and α are positive constants which have the same meanings as di,
ai, bi, ki, and αi, respectively, in (1.1). For any domain Ω, it is shown in Rothe [17]
that any positive solution of (1.4) tends to a homogeneous equilibrium solution(

r

α k
, max

{
0,
a α k − b r
α k2

})
as t→ +∞.

Integrating the above results, we address the following questions: (i) Does the
system (1.1) possess stable SIP equilibrium solutions when Ω is convex? (ii) If such
solutions exist, what is the spatial profile of the two competing species (u1, u2)?
In a previous paper [15], we numerically answered that solutions stably exist such
that u1 and u2 exhibit spatially segregating structures for values of parameters in a
suitable region. Figure 1 demonstrates that in the absence of the predator (t < t0),
the u1-species occupies almost the whole interval and the u2-species is extinct due
to competition, but when the predator is present (t ≥ t0), the spatial segregating
coexistence occurs for two competing species. This clearly shows the occurrence of
predation-mediated coexistence of two competing species which move by diffusion.
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u1 u2 v

t

x
t  =  t0

Fig. 1. Spatially segregating coexistence of u1 and u2 in the presence of v. The predator is
absent for 0 < t < t0 and is present for t > t0.

In this paper, we restrict our discussion to the one-dimensional problem of (1.1)
in the interval (0, 1) and show the existence of stable SIP equilibrium solutions when
the diffusion rates of u1 and u2 are sufficiently smaller than that of v. To express
(1.1) in nondimensional variables, we set

t̄ = a1 t, ū1 = b1 u1/a1, ū2 = c2 u2/a1, v̄ = k1 v/a1, r̄ = r b1/(a1 α1 k1),

a = a2/a1, b = b2/b1, c = c1/c2, d = d2/d1, k = k2/k1,

ε2 = d1/a1, σ = a1/dv, α = α1 k1/b1, β = α2 b1/(α1 c2).

Dropping the overbar of t̄, ū1, ū2, v̄, and r̄, we can rewrite (1.1) as
ut = ε2Duxx + f(u, v),

σ vt = vxx + σ g(u, v), x ∈ (0, 1), t > 0,

ux = 0, vx = 0, x = 0, 1, t > 0,

(1.5)

where u = (u1, u2), D = diag(1, d), f(u, v) = (f1, f2)(u, v) with

f1(u, v) = u1 (1− u1 − c u2 − v),

f2(u, v) = u2 (a− b u1 − u2 − k v),

g(u, v) = α v (−r + u1 + β k u2),

and all of the coefficients in the system are positive constants.
For the kinetics (f , g) in (1.5), we first assume

k < a < 1/c < b,(H.1)

which is ecologically interpreted as follows: Suppose that the predator v is always
constant. Then (1.5) is reduced to a two-competing-species model with a parameter
v: {

ut = ε2Duxx + f(u, v), x ∈ (0, 1), t > 0,

ux = 0, x = 0, 1, t > 0.
(1.6)
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Let v± and h±(v) be

v− =
1− a c
1− c k , v+ =

b− a
b− k , h−(v) = (0, a− k v), h+(v) = (1− v, 0)

(0 < v− < v+ by (H.1)). If the initial condition u(x, 0) is nonnegative but not
identically zero on [0, 1], then the asymptotic behavior of the solution u(x, t) of (1.6)
can be classified into the following three cases (see de Mottoni [3], for instance):

(a) If v ≤ v−, then limt→+∞ u(x, t) = h+(v).
(b) If v ∈ (v−, v+), then almost every solution converges to either h−(v) or h+(v)

as t→ +∞, depending on the initial condition.
(c) If v ≥ v+, then limt→+∞ u(x, t) = h−(v).

Inequalities k < a < 1/c in (H.1) mean that the predator prefers to eat the u1-species
over the u2-species. Therefore, cases (a), (b), and (c) can be easily interpreted as the
following: Suppose that v is constant. Then only the u1-species always survives and
the u2-species is extinct for smaller v > 0, while the situation is the reverse for larger
v > 0.

First of all, we consider the situation where all of the diffusion rates are very large
(that is, ε > 0 and σ−1 > 0 are both very large) in (1.5). Under this situation, it
turns out that any solution of (1.5) becomes spatially homogeneous asymptotically so
that the asymptotic state of solutions of (1.5) is described by the diffusionless system
of (1.5):

ut = f(u, v), vt = g(u, v), t > 0(1.7)

(see Conway, Hoff, and Smoller [1]). The existence and stability of positive solutions
of the ODEs (1.7) have been intensively studied, from viewpoints on the possibility of
temporally segregating coexistence of two competing species (see Fujii [5], Hsu [6], and
Takeuchi and Adachi [18], for instance). Let E+++ be an equilibrium point of (1.7)
in the positive quadrant, which indicates the coexistence of two competing species.
When r and k are taken as free parameters and the others appropriately fixed, the
existence region of E+++ is shown in Figure 2. The region consists of two subregions
A and B which are surrounded by the curves r = r−c (k) and r = r+

c (k), where

r−c (k) = β k
a− k

1− c k , r+
c (k) =

a− k
b− k .

In region A, the stability of E+++ depends on the values of the parameters a, b,
c, α, and β. If E+++ is not stable, there exist not only periodic solutions but also
chaotic ones (for more information, we refer to [15]). On the other hand, in the region
B, E+++ is always unstable. In the region not including A, numerical calculations
suggest that neither stable positive equilibria nor stable positive periodic solutions
exist. In view of these results, we may conclude that there occurs no predation-
mediated coexistence for arbitrarily fixed (r, k) in the region not including A, if all of
the diffusion rates are very large.

We now propose the following problem: Under the situation where (r, k) is arbi-
trarily fixed in the region not including A (that is, there occurs no predation-mediated
coexistence under spatially homogeneous situations), is it possible for two competing
species to coexist in the presence of a predator when one of the diffusion rates is not
necessarily large?

In order to study this problem, we assume that
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r = rc(k)−

r = rc(k)+

Fig. 2. Existence region of E+++.

(H.2) ε > 0 is sufficiently small compared with other parameters,
which indicates that the prey species diffuse very slowly compared to the predator.

(H.3) r and k satisfy

(r−t (k) ≡) a0 β k
a− k
a0 − k < r <

a− k
a0 − k (≡ r+

t (k)),

where a0 is given by Lemma 2.1 in the next section. If k > 0 is sufficiently small,
the inequalities 1/c < a0 < b give the inequalities r−t (k) < r−c (k) < r+

c (k) < r+
t (k).

Hence it turns out that (r, k) does not lie in the region A shown in Figure 2 if (r, k)
satisfies either

r−t (k) < r < r−c (k) or r+
c (k) < r < r+

t (k).

Our main theorem is stated as follows.
Theorem 1.1. Under the assumptions (H.1), (H.2), and (H.3), there exist ε0 > 0,

σ0 > 0, and k0 > 0 such that (1.5) has a stable SIP equilibrium solution (uε,σ, vε,σ)(x)
for any (ε, σ, k) ∈ (0, ε0] × (0, σ0] × (0, k0]. Furthermore (uε,σ, vε,σ)(x) satisfies the
following properties:

(i) (uε,σ, vε,σ) is bounded in Zε × C2([0, 1]),
(ii) lim(ε,σ)→(0,0) u

ε,σ(x) = h(x, v0, x0) uniformly on [0, x0 − κ) ∪ (x0 + κ, 1] for
any κ > 0,

(iii) lim(ε,σ)→(0,0) v
ε,σ(x) = v0 uniformly on [0, 1]

(see Figure 3), where v0 is given in Lemma 2.1 and satisfies

g(h−(v0), v0) < 0 < g(h+(v0), v0),

and Zε, x0, and h(x, v, τ) are defined by

Zε = {u ∈ C0([0, 1],R2) | ‖u ‖Zε < +∞},
‖u ‖Zε =

∑2
j=0‖ (ε d

dx )ju ‖C0([0,x0)∪(x0,1],R2),

x0 =
g(h+(v0), v0)

g(h+(v0), v0)− g(h−(v0), v0)
and h(x, v, τ) =

{
h−(v) for x < τ,

h+(v) for x > τ,

respectively.
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u1 u2 v

0 111 0 0
x x x

Fig. 3. Spatial profiles of SIP equilibrium solution (u1, u2, v)(x) of (1.5).

The proof is achieved by the singular perturbation technique and the associated
singular limit eigenvalue problem (SLEP) method. It is stated in sections 2 and 3.

Figure 3 demonstrates the spatial profiles of the SIP equilibrium solution (u, v)(x),
where the solution u(x) clearly exhibits spatial segregation of two competing species,
which are separated by an internal layer, while v(x) is distributed smoothly in (0, 1).

2. Construction of equilibrium solutions. In order to obtain SIP equilib-
rium solutions shown in Figure 3, we use singular perturbation methods for sufficiently
small ε > 0. Since the case of multi-internal layers can be treated similarly, we restrict
our discussion to the case of a single internal layer.

Let us consider the situation where such an internal layer exists in the vicinity
of x = τ , where τ is not known a priori. The resulting problem is the following
stationary problem of (1.5):

0 = ε2Duxx + f(u, v),

0 = vxx + σ g(u, v), x ∈ (0, τ),

ux(0) = 0, vx(0) = 0,

u(τ) = û, v(τ) = v̂,

(2.1L)


0 = ε2Duxx + f(u, v),

0 = vxx + σ g(u, v), x ∈ (τ, 1),

u(τ) = û, v(τ) = v̂,

ux(1) = 0, vx(1) = 0,

(2.1R)

ux(τ−) = ux(τ+), vx(τ−) = vx(τ+),(2.1B)

where û, v̂, and τ are constants to be determined appropriately, and u(x−) and u(x+)
are denoted by

u(x−) = lim
δ↑0

u(x+ δ), u(x+) = lim
δ↓0

u(x+ δ),

respectively. Our strategy to construct SIP equilibrium solutions is stated as follows:

(i) Construct an inner (respectively, outer) approximated solution of (2.1L), (2.1R)
in a neighborhood of (respectively, outside of) x = τ which is of C1-class in (ε, û, v̂)
(respectively, (σ, v̂, τ)).

(ii) Assume ε > 0 and σ > 0 to be sufficiently small, and seek a solution of (2.1L),
(2.1R) by using the inner and outer approximated solutions constructed in (i).
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(iii) Determine û, v̂, and τ as C1-class functions of (ε, σ) such that the solution
given in (ii) satisfies the boundary condition (2.1B).
This is a modified version of the usual singular perturbation method (for instance,
see Fife [4]).

2.1. Inner approximation. In this subsection, we obtain an approximated so-
lution of (2.1) in a neighborhood of x = τ . To do this, we use the stretched variable
ξ = (x− τ)/ε to rewrite (2.1) as

0 = Duξξ + f(u, v), 0 = vξξ + ε2 σ g(u, v).

When ε → 0, the second equation formally becomes vξξ = 0, so that v becomes
constant because of the Neumann boundary condition, which implies v(.) → v̂ as
ε→ 0. Hence as ε→ 0, the above equation can be approximated by{

0 = Duξξ + f(u, v̂), ξ ∈ R− ∪R+,

u(0) = û,
(2.2a)

where R− = (−∞, 0) and R+ = (0,+∞). For the boundary conditions of u at
ξ = ±∞, we may take

u(−∞) = h−(v̂), u(+∞) = h+(v̂).(2.2b)

Let us define the order relations �s and �o in the following manner:

(u1, u2) �s (ū1, ū2) ⇐⇒ u1 ≤ ū1, u2 ≤ ū2,

(u1, u2) �o (ū1, ū2) ⇐⇒ u1 ≤ ū1, u2 ≥ ū2.

Similarly to the above definition, ≺s and ≺o are also defined by replacing ≤ with <.
We shall say that u(ξ) is monotone if uξ(ξ) �o (0, 0) holds for any ξ ∈ R.

Lemma 2.1 (Theorem A2 in [14]). Under the assumption (H.1), there exists
a0 = a0(b, c) ∈ (1/c, b) such that (2.2) with

v̂ =
a0 − a
a0 − k (≡ v0 ∈ (v−, v+))

has a monotone solution u0(ξ) = (u01, u02)(ξ) ∈ C2(R,R2).
Let us define the linear operators L0 and L∗0 by L0 u = Duξξ + fu(u0(ξ), v0)u

and its formal adjoint operator, respectively. Setting

γ±1 =
√
−f1u1(h±(v0), v0), γ±2 =

√
−f2u2(h±(v0), v0)/d,

Γ±1 = min{ γ±1 , γ±2 }, Γ±2 = max{ γ±1 , γ±2 }, m± = 2− #{ γ±1 , γ±2 },
where #A is the number of elements of the set A, we obtain the following lemmas.

Lemma 2.2 (section 3.2 in [7]). There exists a fundamental set {U j(ξ) }4j=1 of
solutions of L0 u = 0 such that the limits as ξ → ±∞ given by

lim
ξ→−∞

∣∣∣U1(ξ) ξ−m− eΓ−2 ξ
∣∣∣ , lim

ξ→+∞

∣∣∣U1(ξ) eΓ+
2 ξ
∣∣∣ ,

lim
ξ→−∞

∣∣∣U2(ξ) eΓ−1 ξ
∣∣∣ , lim

ξ→+∞

∣∣∣U2(ξ) e−Γ+
1 ξ
∣∣∣ ,

lim
ξ→−∞

∣∣∣U3(ξ) ξ−m− e−Γ−1 ξ
∣∣∣ , lim

ξ→+∞

∣∣∣U3(ξ) ξ−m+ eΓ+
1 ξ
∣∣∣ ,

lim
ξ→−∞

∣∣∣U4(ξ) e−Γ−2 ξ
∣∣∣ , lim

ξ→+∞

∣∣∣U4(ξ) ξ−m+ e−Γ+
2 ξ
∣∣∣
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exist and all of the limits are positive. Furthermore, U1(ξ), U3(ξ), and U4(ξ) can be
chosen to satisfy

U1(ξ) �s (0, 0), U3(ξ) = u0ξ(ξ), U4(ξ) �s (0, 0)

for any ξ ∈ R.
Lemma 2.3 (Theorem A.2 in [10]). Any nontrivial solution (u∗1, u

∗
2)(ξ) of L∗0 u =

0 satisfies u∗1(ξ)u∗2(ξ) < 0 for any ξ ∈ R.
Lemma 2.4 (Theorem 3.6 in [9]). There exists µ0 > 0 such that

σ(L0) ⊂ { 0 } ∪ {λ ∈ C |Re λ ≤ −µ0 }
holds, where σ(L0) is the set of spectra of L0 relative to the space of bounded uniformly
continuous functions from R to R2 with the supremum norm. Furthermore 0 ∈ σ(L0)
is a simple eigenvalue.

Putting v̂ = v0 + ω, we show that (2.2) has a positive solution for any ω in
a neighborhood of ω = 0. To do this, we use the new variable y with the form
y (≡ (y1, y2, y3, y4)) = (u,uξ) so that{

d
dξy = F (y, ω), ξ ∈ R− ∪R+,

y(±∞) = H±(ω), (y1, y2)(0) = û,
(2.3)

where F (y, ω) = (uξ,−D−1 f(u, v0 + ω)) and H±(ω) = (h±(v0 + ω), 0, 0). Without
loss of generality, we may assume û = u0(0)+(0, η), where η will be determined later.
Setting

y = y0(ξ) +H±(ω)−H±(0) + z on R±,

we rewrite (2.3) as{
d
dξz = A(ξ) z +N(ξ,z, ω), ξ ∈ R− ∪R+,

z(±∞) = 0, z(0±) = H±(0)−H±(ω) + (0, η, q±),
(2.4)

where

A(ξ) = F y(y0(ξ), 0), N(ξ,z, ω) = F (y, ω)− F (y0(ξ), 0)−A(ξ) z

for y0(ξ) = (u0,u0ξ)(ξ), and η, ω, and q = (q−, q+) will be determined later.
We define X(ξ) by

X(ξ) =

(
U3 U4 U1 U2

U3ξ U4ξ U1ξ U2ξ

)
(ξ),

where {U j(ξ) }4j=1 is a fundamental set of solutions of L0 u = 0 given in Lemma 2.2.

We easily see that X(ξ) is a fundamental matrix of d
dξx = A(ξ)x. It follows from

Lemma 2.2 and the definition of Coppel [2] that d
dξx = A(ξ)x has an exponential

dichotomy on R− (respectively, R+) with the projection matrix P− = diag(0, 0, 1, 1)
(respectively, P+ = diag(1, 0, 1, 0)). Let x∗i (ξ) and x∗ij(ξ) be the ith row vector and

the (i, j)th element, respectively, of X(ξ)
−1

. Using the estimates in Lemma 2.2, we

can calculate X(ξ)
−1

directly, and then obtain

x∗4(ξ) =

{
O(ξm− eΓ−1 ξ) as ξ → −∞,
O(ξm+ e−Γ+

1 ξ) as ξ → +∞,
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which means that (u∗01, u
∗
02)(ξ) ≡ (x∗43, x

∗
44/d)(ξ) is a bounded solution of L∗0 u = 0.

By Lemma 2.3, we have u∗01(ξ)u∗02(ξ) < 0 for any ξ ∈ R.
Lemma 2.5 (Lemma 3.2 in Kokubu [12]). z(ξ, q, η, ω) is a solution of (2.4) if

and only if z(ξ, q, η, ω) satisfies

E(q, η, ω) ≡


x∗3(0)z(0−, q, η, ω)− ∫

R−
x∗3(ξ)N(ξ,z(ξ, q, η, ω), ω) dξ

x∗4(0)z(0−, q, η, ω)− ∫
R−
x∗4(ξ)N(ξ,z(ξ, q, η, ω), ω) dξ

x∗2(0)z(0+, q, η, ω) +
∫
R+
x∗2(ξ)N(ξ,z(ξ, q, η, ω), ω) dξ

x∗4(0)z(0+, q, η, ω) +
∫
R+
x∗4(ξ)N(ξ,z(ξ, q, η, ω), ω) dξ

 = 0.

Let B = (bij) be an arbitrary n×n matrix. We denote by ∆i1,... ,i`
j1,... ,j`

(B) the deter-
minant of the (n− `)× (n− `)-matrix obtained by eliminating the i1th, . . . , i`th rows
and j1th, . . . , j`th columns in B. By definition, we have bij = (−1)i+j ∆j

i (B
−1) detB

for each i and j, if the inverse matrix B−1 exists. We know the following formula (for
example, see [19, p. 379]):

∆i1,i2
j1,j2

(B) detB = ∆i1
j1

(B) ∆i2
j2

(B)−∆i1
j2

(B) ∆i2
j1

(B)(2.5)

holds for any i1 < i2 and j1 < j2.
Clearly we know that E(0, 0, 0) = 0 because z(ξ, 0, 0, 0) = 0 for any ξ ∈ R.

Since Nz(ξ, 0, 0) = 0 on R and Nω(ξ, 0, 0) = A(ξ)H ′±(0) + F ω(y0(ξ), 0) on R± are
satisfied, we obtain

∂

∂q

∫ ξ

0

x∗j (ζ)N(ζ,z(ζ, q, 0, 0), 0) dζ

∣∣∣∣∣
q=0

= 0,

∂

∂η

∫ ξ

0

x∗j (ζ)N(ζ,z(ζ, 0, η, 0), 0) dζ

∣∣∣∣∣
η=0

= 0,

∂

∂ω

∫ ξ

0

x∗j (ζ)N(ζ,z(ζ, 0, 0, ω), ω) dζ

∣∣∣∣∣
ω=0

= (x∗j (0)− x∗j (ξ))H ′±(0) +

∫ ξ

0

x∗j (ζ)F ω(y0(ζ), 0) dζ,

and then we have

Eq(0, 0, 0) =


x̂∗33 x̂∗34 0 0
x̂∗43 x̂∗44 0 0
0 0 x̂∗23 x̂∗24

0 0 x̂∗43 x̂∗44

 ,
∂E

∂(η, ω)
(0, 0, 0) =


x̂∗32 −F−3
x̂∗42 −F−4
x̂∗22 F+

2

x̂∗42 F+
4

 ,

where x̂∗ij = x∗ij(0) and

F±j =

∫
R±
x∗j (ξ)F ω(y0(ξ), 0) dξ =

∫
R±

(x∗j3(ξ)u01(ξ) + k x∗j4(ξ)u02(ξ)/d) dξ.

By (2.5) and Lemma 2.2, we have

detEq(0, 0, 0) = −det(U3,U4)(0) det(U3,U1)(0)

(detX(0))2
6= 0.
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Consequently it follows from the implicit function theorem that there exists a C1-
class function q(η, ω) = (q−, q+)(η, ω) defined in a neighborhood of (η, ω) = (0, 0)
such that E(q(η, ω), η, ω) = 0 is satisfied for each (η, ω). Since

∂(q+ − q−)

∂η
(0, 0) =

(
x̂∗33 x̂∗34

x̂∗43 x̂∗44

)−1 (
x̂∗32

x̂∗42

)
−
(
x̂∗23 x̂∗24

x̂∗43 x̂∗44

)−1 (
x̂∗22

x̂∗42

)
=

u01ξ(0)

detX(0) detEq(0, 0, 0)

(−x̂∗44

x̂∗43

)
and

∂(q+ − q−)

∂ω
(0, 0) =−

(
x̂∗23 x̂∗24

x̂∗43 x̂∗44

)−1 (
F+

2

F+
4

)
−
(
x̂∗33 x̂∗34

x̂∗43 x̂∗44

)−1 (
F−3
F−4

)
=

(
F+

2

∆1,3
1,2(X(0)

−1
)

+
F−3

∆1,2
1,2(X(0)

−1
)

) (−x̂∗44

x̂∗43

)
+

F+
4

∆1,3
1,2(X(0)

−1
)

(
x̂∗24

−x̂∗23

)
+

F−4
∆1,2

1,2(X(0)
−1

)

(
x̂∗34

−x̂∗33

)
hold by virtue of (2.5), we have

det
∂(q+ − q−)

∂(η, ω)
(0, 0) =

u01ξ(0)

detX(0) detEq(0, 0, 0)

×
∫

R

(u01(ξ)u∗01(ξ) + k u02(ξ)u∗02(ξ)) dξ (≡ J1(k)).

By combining the above argument with the comparison principle, we obtain the fol-
lowing lemma.

Lemma 2.6. There exists a C1-class function uI(., η, ω) defined on a neighborhood
of (η, ω) = (0, 0) such that (2.2) has a positive solution uI(ξ, η, ω) for each (η, ω),
which satisfies uI(., η, ω)→ u0 in the C2-sense as (η, ω)→ (0, 0), and furthermore

det
∂(uIξ(0+, η, ω)− uIξ(0−, η, ω))

∂(η, ω)

∣∣∣∣∣
(η,ω)=(0,0)

= J1(k).

2.2. Outer approximation. In this subsection, we shall construct an approxi-
mate solution of (2.1) outside of x = τ . As ε→ 0, (2.1) is formally reduced to

0 = f(u, v),

0 = vxx + σ g(u, v), x ∈ (0, τ) ∪ (τ, 1),

vx(0) = 0, v(τ) = v0 + ω, vx(1) = 0.

(2.6)

By the definition of h(x, v, τ), we easily have f(h(x, v, τ), v) = 0 for any x ∈ [0, τ) ∪
(τ, 1]. Substituting u = h(x, v, τ) into the second equation of (2.6), we obtain the
following equation for v only:{

0 = vxx + σ g(h(x, v, τ), v), x ∈ (0, τ) ∪ (τ, 1),

vx(0) = 0, v(τ) = v0 + ω, vx(1) = 0.
(2.7)
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Setting J2(v, τ) =
∫ 1

0
g(h(x, v, τ), v) dx, we find J2(v0, x0) = 0 and

J2τ (v0, x0) = g(h−(v0), v0)− g(h+(v0), v0) < 0.

Lemma 2.7. Under the assumptions (H.1) and (H.3), there exist σ1 > 0, δ1 > 0,
and ω1 > 0 such that (2.7) with τ = x0 + δ has a unique solution vO(x, σ, δ, ω) for
any σ ∈ [0, σ1], | δ | ≤ δ1, and |ω | ≤ ω1 which satisfies the following properties:

(i) vO(x, σ, δ, ω) is of C1-class with respect to (σ, δ, ω);
(ii) ∂

∂δ [vOx (x0 + δ−, σ, δ, ω)− vOx (x0 + δ+, σ, δ, ω)]/σ → −J2τ (v0, x0) as (σ, δ, ω)→
(0, 0, 0).

Proof. Setting v = v0 + ω + σ V , we see that V (x) satisfies{
0 = Vxx + g(h(x, v, x0 + δ), v), x ∈ (0, x0 + δ) ∪ (x0 + δ, 1),

Vx(0) = 0, V (x0 + δ) = 0, Vx(1) = 0.
(2.8)

Since J2(v0, x0) = 0 holds and the variational problem of (2.8) with respect to V at
(σ, δ, ω) = 0 is represented as{

0 = Vxx, x ∈ (0, x0) ∪ (x0, 1),

Vx(0) = 0, V (x0) = 0, Vx(1) = 0,

property (i) can be shown by virtue of the implicit function theorem. Furthermore
by (2.7), we obtain

1

σ

∂

∂δ
[vOx (x0 + δ−, σ, δ, ω)− vOx (x0 + δ+, σ, δ, ω)]

= − ∂

∂δ

∫ 1

0

g(h(x, vO(x, σ, δ, ω), x0 + δ), vO(x, σ, δ, ω)) dx→ −J2τ (v0, x0)

as (σ, δ, ω)→ (0, 0, 0), which proves property (ii).

2.3. Construction of solutions. In this subsection, we shall prove the exis-
tence of a C2-class solution (u, v)(x) of (2.1) on the whole interval [0, 1] by matching
the inner and outer approximated solutions which were constructed in the previous
subsections. In order to do this, we define ua(x, ρ) and va(x, ρ) with ρ = (ε, σ, δ, η, ω)
by

ua(x, ρ) = h(x, vO(x, σ, δ, ω), x0 + δ)

+ θ(x) (uI((x− x0 − δ)/ε, η, ω)− h(x, v0 + ω, x0 + δ)),

va(x, ρ) = vO(x, σ, δ, ω),

where

θ(x) =

{
θ0(x/(x0 + δ)) for x ≤ x0 + δ,

θ0((1− x)/(1− x0 − δ)) for x > x0 + δ

with a C∞-cutoff function θ0(x) which satisfies 0 ≤ θ0(x) ≤ 1 for any x ≥ 0 and

θ0(x) =

{
0 for 0 ≤ x ≤ 1/4,

1 for x ≥ 3/4.
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We shall find a solution (u, v) of (2.1) in the following form:

(u, v) = (ua, va)(x, ρ) + t, t = (r, s).

Here we define T : X → Y by

T (t, ρ) =

(
ε2Duyy + χ(., δ)f(u, v)
vyy + σ χ(., δ) g(u, v)

)
,

where

y =


x0 x

x0 + δ
for x < x0 + δ,

x0 +
(1− x0) (x− x0 − δ)

1− x0 − δ for x > x0 + δ,

χ(y, δ) =


(x0 + δ)2

x2
0

for y < x0,

(1− x0 − δ)2

(1− x0)2
for y > x0,

X = Xu × (H2(0, 1) ∩ Z0([0, 1],R)), Xu = Zε ∩ Z0([0, 1],R2),

Y = Yu × L2(0, 1), Yu = C0([0, 1],R2),

Z0([0, 1],R`) = {u ∈ C1([0, 1],R`) |uy(0) = 0, u(x0) = 0, uy(1) = 0 }.
Lemma 2.8. The following properties are satisfied in a neighborhood of ρ = 0:
(i) T is of C1-class with respect to t, and there exists C1 > 0 such that

‖ Tt(t1, ρ)− Tt(t2, ρ) ‖L(X ,Y) ≤ C1 ‖ t1 − t2 ‖X
for any t1, t2 ∈ X .

(ii) Tt(0, ρ) has an inverse.
(iii) ‖ T (0, ρ) ‖Y → 0 as ε→ 0 uniformly in (σ, δ, η, ω).
Proof. Using the arguments in Fife [4], we may only show that there exist

C2 > 0, ε1 > 0, and σ2 > 0 such that ‖ (L̂ε,σ)−1 ‖L(Xu,Yu) ≤ C2 holds for any

(ε, σ) ∈ (0, ε1] × (0, σ2], where fau(y, ε, σ) = fu((ua, va)(y, ε, σ, 0, 0, 0)) and L̂ε,σ u =
ε2Duyy + fau(y, ε, σ)u.

Contrary to the conclusion, suppose that there exists { (ûn(y), ε̂n, σ̂n) }∞n=1 such
that limn→∞(ε̂n, σ̂n) = (0, 0) and 1 = ‖ ûn ‖Xu ≥ n ‖Lε̂n,σ̂n ûn ‖Yu for any n ∈ N.
Since

fau(x0 + ε ξ, ε, σ)→ fu(u0(ξ), v0) as (ε, σ)→ (0, 0)

uniformly on any compact set of R in the C0-sense, it follows from the Ascoli–Arzelà
theorem that there exists û0(ξ) such that û0(ξ) is a solution of L0 u = 0 on R− ∪R+

and satisfies û0(0) = 0 and ‖ û0 ‖C2(R−∪R+,R2) = 1. By Lemma 2.2, we have û0(ξ) =
0 for any ξ ∈ R. This contradiction implies that the desired result holds.

By the above lemma and the implicit function theorem [4, Theorem 3.4], we see
that there exists a solution family (u, v)(x, ρ) of (2.1L) and (2.1R) in a neighborhood
of ρ = 0 such that

‖u(., ρ)− ua(., ρ) ‖Zε + ‖ v(., ρ)− va(., ρ) ‖H2(0,1) → 0(2.9)

as ε→ 0.
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We now define (Φ,Ψ)(ρ) by

(Φ,Ψ)(ρ) = (εux, vx/σ)(x0 + δ+, ρ)− (εux, vx/σ)(x0 + δ−, ρ).

By Lemma 2.7 and (2.9), it is obvious that (Φ,Ψ)(0) = 0,

∂Φ

∂δ
(0) = 0, and

∂Ψ

∂δ
(0) = J2τ (v0, x0) (< 0)

hold. Lemma 2.3 implies that there exists k0 > 0 such that∫
R

(u01(ξ)u∗01(ξ) + k u02(ξ)u∗02(ξ)) dξ 6= 0

holds for any k ∈ [0, k0]. Thus we find

det
∂(Φ,Ψ)

∂(δ, η, ω)
(0) = −J1(k) J2τ (v0, x0) 6= 0

for k ∈ [0, k0]. By using the implicit function theorem, we find that there exist ε2 > 0
and σ3 > 0 such that (2.1) has a solution (uε,σ, vε,σ)(x) for any (ε, σ) ∈ (0, ε2]×(0, σ3].

We thus find that the spatial profile of uε,σ(x) indicates that two competing
species exhibit spatial segregation with a small overlapping zone in [0, 1], as was
shown in Figure 3.

3. Stability. In this section, we shall discuss the stability of the equilibrium
solution (uε,σ, vε,σ)(x) of (1.5) which was given in the previous section. To do this, it
is enough to study the distribution of eigenvalues of the following linearized eigenvalue
problem of (1.5) around (uε,σ, vε,σ)(x) for (ε, σ) ∈ (0, ε2]× (0, σ3]:

λw = ε2Dwxx + fε,σu (x)w + fε,σv (x) z,

λ σ z = zxx + σ gε,σu (x)w + σ gε,σv (x) z, x ∈ (0, 1),

wx = 0, zx = 0, x = 0, 1,

(3.1)

where fε,σu (x) = fu((uε,σ, vε,σ)(x)), and the other functions fε,σv (x), gε,σu (x), and
gε,σv (x) are similarly defined.

We define the operators Lε,σ and L∗ ε,σ by

Lε,σw = ε2Dwxx + fε,σu (x)w and L∗ ε,σw = ε2Dwxx + tfε,σu (x)w,

respectively. Let { ζε,σn }∞n=0 be the set of eigenvalues of Lε,σ with the Neumann
boundary condition, and let φε,σn (respectively, φ∗ ε,σn ) be an eigenfunction of Lε,σ
(respectively, L∗ ε,σ) corresponding to the eigenvalue ζε,σn (respectively, ζε,σn ) for each
n. Here we normalize φε,σn and φ∗ ε,σn as ‖φε,σn ‖L2(0,1) = 1 and 〈φε,σn , φ∗ ε,σn 〉 = 1 for
each n ≥ 0, where 〈., .〉 is the inner product in L2(0, 1). Without loss of generality, we
may assume that ζε,σn satisfies Re ζε,σn ≤ Re ζε,σ0 for any n ≥ 1. In a similar manner to
the proof of Lemma 1.4 in Nishiura and Fujii [16], the following lemma can be proved
by using Lemma 2.4.

Lemma 3.1. { ζε,σn }∞n=0 satisfies the following properties:
(i) Re ζε,σ0 = o(ε) as (ε, σ)→ (0, 0).
(ii) There exist ε3 > 0, σ4 > 0, and µ1 > 0 such that Re ζε,σn ≤ −µ1 for any

(ε, σ) ∈ (0, ε3]× (0, σ4] and n ≥ 1.
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We denote by Σε,σ the set of eigenvalues of (3.1) for (ε, σ). Let the projection Pε,σ
be Pε,σ u = u − 〈u, φ∗ ε,σ0 〉φε,σ0 . By setting µ2 = µ1/2 and Λ(µ) = {λ ∈ C |Re λ ≥
−µ }, Lemma 3.1 shows that (Lε,σ − λ)Pε,σ has a uniformly L2-bounded inverse for
any (ε, σ) ∈ (0, ε3]× (0, σ4] and λ ∈ Λ(µ2), i.e.,

‖ [(Lε,σ − λ)Pε,σ]
−1 ‖ ≤ C3

|µ2 + λ |
for some C3 > 0. Hence we see that the solution w of (Lε,σ − λ)w = −fε,σv z is
represented as

w = −〈f
ε,σ
v z, φ∗ ε,σ0 〉
ζε,σ0 − λ φε,σ0 − [(Lε,σ − λ)Pε,σ]−1 Pε,σ [fε,σv z].

Substituting the above formula into the second equation of (3.1), we obtain the fol-
lowing eigenvalue problem:

0 =
1

σ
zxx − 〈f

ε,σ
v z, φ∗ ε,σ0 〉
ζε,σ0 − λ gε,σu φε,σ0

−gε,σu [(Lε,σ − λ)Pε,σ]−1 Pε,σ [fε,σv z]

+gε,σv z − λ z, x ∈ (0, 1),

zx = 0, x = 0, 1,

(3.2)

so that

0 =Kε,σ(z, λ) ≡ 〈f
ε,σ
v z, φ∗ ε,σ0 〉
ζε,σ0 − λ 〈 gε,σu φε,σ0 , 1 〉

+ 〈 gε,σu [(Lε,σ − λ)Pε,σ]−1 Pε,σ [fε,σv z], 1 〉 − 〈 gε,σv z, 1 〉+ λ 〈 z, 1 〉
is satisfied for any eigenvalue λ ∈ Σε,σ and its eigenfunction z(x).

Let Bδ be a closed ball with center at the origin and radius δ in the complex plane
C. We set Λδ(µ) = Λ(µ) \ Bδ for an arbitrarily fixed small constant δ > 0. For a
given (ε, σ)-dependent function uε,σ, we define u0,0 by u0,0 = lim(ε,σ)→(0,0) u

ε,σ. We
obtain the following lemma.

Lemma 3.2 (Sublemma 2.1 and Corollary 2.1 in [16]). There exists C4 > 0 such
that for each (ε, σ) ∈ (0, ε3]× (0, σ4], |λ | ≤ C4 and 1 ≤ ‖ z ‖H1(0,1) ≤

√
1 + σ C4 hold

for any eigenvalue λ ∈ Λδ(µ2) and its eigenfunction z(x) with ‖ z ‖L2(0,1) = 1.
Lemma 3.3 (Lemmas 2.2 and 2.3 in [16]). As (ε, σ) → (0, 0), the following

assertion holds: For z ∈ L2(0, 1) ∩ L∞(0, 1),
(i) [(Lε,σ − λ)Pε,σ]−1 Pε,σ [fε,σv z]→ (f0,0

u − λ)−1 [f0,0
v z] strongly in the L2(0, 1)-

sense;
(ii) 〈fε,σv z, φ∗ ε,σ0 〉 〈 gε,σu φε,σ0 , 1 〉/ε→ C0 z(x0),

where

C0 =(g(h−(v0), v0)− g(h+(v0), v0))

×
∫
R

(u01(ξ)u∗01(ξ) + k u02(ξ)u∗02(ξ)) dξ∫
R

(u01ξ(ξ)u∗01(ξ) + u02ξ(ξ)u∗02(ξ)) dξ
.

The convergence in (i) and (ii) is uniform for λ ∈ Λ(µ2). Furthermore if z ∈ H1(0, 1),
then the convergence in (i) is also uniform on a bounded set in H1(0, 1).

By (H.3) and Lemma 2.3, we easily find C0 < 0 for k ∈ (0, k0].
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We set

Σ1 = ∩(p,q)∈(0,ε3]×(0,σ4]∪(ε,σ)∈(0,p]×(0,q]Σε,σ,

Q1(x) =

{
f2u2

(h−(v0), v0) (< 0) for x < x0,

f1u1
(h+(v0), v0) (< 0) for x > x0,

Q2(x) =

{
f2v(h−(v0), v0) gu2(h−(v0), v0) (< 0) for x < x0,

f1v(h+(v0), v0) gu1(h+(v0), v0) (< 0) for x > x0,

µ3 = min

{
µ2, 〈Q2/(2Q1), 1 〉, inf

x∈[0,x0)∪(x0,1]
|Q1(x)/4 |

}
(> 0),

and assume that λ satisfies λ ∈ (Σ1 ∩ Λ(µ3)) \ { 0 }. By the definition of Σ1, we

see that there exists { (ε̂n, σ̂n, λ̂n) }∞n=1 such that limn→∞(ε̂n, σ̂n, λ̂n) = (0, 0, λ) and

λ̂n ∈ Σε̂n,σ̂n for each n. Let ẑn(x), which is normalized as ‖ ẑn ‖L2(0,1) = 1, be an

eigenfunction of (3.2) corresponding to λ̂n. We know 〈 g0,0
v , 1 〉 = 0 by construction.

Since ẑn(x)→ 1 as n→∞ by virtue of Lemma 3.2, we obtain

0 = K ε̂n,σ̂n(ẑn, λ̂n)→ K0(λ) ≡
〈

Q2

Q1 − λ + λ, 1

〉
as n→∞.

Since Q1(x) ≤ Q1(x) − λ < 0 holds for any x ∈ [0, x0) ∪ (x0, 1] and λ ∈ (−µ3, 0], we
have

0 = K0(λ)

{
> 0 if λ > 0,

≥ 〈Q2/Q1, 1 〉+ λ > 0 if λ ∈ (−µ3, 0],

0 = Re K0(λ)− Re λ

Im λ
Im K0(λ)

=

∫ 1

0

Q2(x) (Q1(x)− 2 Re λ)

|Q1(x)− λ|2 dx > 0 if λ ∈ Λ(µ3) \R.

This is a contradiction, which leads to Σ1 ∩ Λ(µ3) ⊂ { 0 }.
We define Kε,σ,λ by

Kε,σ,λ z =
1

σ
zxx − gε,σu [(Lε,σ − λ)Pε,σ]−1 Pε,σ [fε,σv z] + gε,σv z − λ z.

Then we have the following lemma.
Lemma 3.4 (Lemma 3.1 in [16]). There exist ε4 > 0, σ5 > 0, and µ4 > 0

such that Kε,σ,λ has a uniformly bounded inverse (Kε,σ,λ)−1 : H−1(0, 1) → H1
N (0, 1)

for any (ε, σ) ∈ (0, ε4] × (0, σ5] and λ ∈ Λ(µ4), which is continuous on (ε, σ) and
analytical on λ in the operator norm sense, where H1

N (0, 1) = { z ∈ H1(0, 1) | zx(0) =
0 = zx(1) }. Furthermore, (Kε,σ,λ)−1 z → −〈 z, 1 〉/K0(λ) as (ε, σ) → (0, 0) holds for
any λ ∈ Λ(µ4).

Let λε,σ be an eigenvalue of (3.1) for (ε, σ) which satisfies λε,σ → 0 as (ε, σ) →
(0, 0), and let (wε,σ, zε,σ)(x) be an eigenfunction of (3.1) corresponding to λε,σ. Since
zε,σ(x) is represented as

zε,σ =
〈fε,σv zε,σ, φ∗ ε,σ0 〉

ζε,σ0 − λε,σ
(
Kε,σ,λε,σ

)−1

[gε,σu φε,σ0 ],
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E0++

E+0+

E+++

X

rc
_

rc
+rt

_
rt
+ r

Fig. 4. Bifurcation picture of positive equilibrium solutions. Solid curves indicate the stable
branch, and broken ones the unstable branch. The profile of the u1-component on the branch is
shown. E0++ and E+0+ indicate the equilibrium points (0, r/(β k), (a β k−r)/(β k2)) and (r, 0, 1−r),
respectively.

we find

〈fε,σv zε,σ, φ∗ ε,σ0 〉
{

1− 〈f
ε,σ
v

(Kε,σ,λε,σ)−1
[gε,σu φε,σ0 ], φ∗ ε,σ0 〉

ζε,σ0 − λε,σ
}

= 0.

If 〈fε,σv zε,σ, φ∗ ε,σ0 〉 = 0 holds, then (wε,σ, zε,σ)(x) = 0 is satisfied for any x ∈ [0, 1].
Therefore we obtain 〈fε,σv zε,σ, φ∗ ε,σ0 〉 6= 0. From K0(0) > 0 and Lemmas 3.1, 3.3,
and 3.4, we have

λε,σ

ε
=

1

ε

{
ζε,σ0 −

〈
fε,σv

(
Kε,σ,λε,σ

)−1

[gε,σu φε,σ0 ], φ∗ ε,σ0

〉}
→ C0/K0(0) < 0

as (ε, σ)→ (0, 0) for any k ∈ (0, k0].
By summarizing the above results, we arrive at the fact that (uε,σ, vε,σ)(x) is

stable for sufficiently small ε > 0 and σ > 0.

4. Concluding remarks. In this paper, we have proved that there are stable
SIP equilibrium solutions of the 3-component reaction-diffusion system which de-
scribes the interaction of one predator and two competing prey species. This result
is ecologically stated in the following: Consider the situation where coexistence of
two competing species never occurs even in the presence of a predator if the diffusion
rates of the three species are very large. Then, if the diffusion rates of two competing
species are much smaller than that of the predator (ε > 0 and σ > 0 are sufficiently
small), predator-mediated coexistence possibly occurs so that two competing species
coexist with spatial segregation.

For the existence of stable SIP equilibrium solutions, we assumed r satisfied the
inequality (H.3) for fixed k > 0. It would be interesting to consider the case when
(H.3) is violated. In Figure 4, the global structure of positive equilibrium solutions is
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Figure 5a. a = 0.85, α = 0.1 and σ = 100.

Figure 5b. a = 0.95, α = 0.05 and σ = 100.

v

v

u1 u2

u1 u2

t

x

t

x

Fig. 5. Numerical simulations of equilibrium solutions (a) and periodic solutions (b), where
ε = 0.02, d = 1, b = 1.5, c = 1, k = 0.1, r = 0.4, and β = 1.

numerically shown when r is globally varied. The branch of SIP equilibrium solutions
with a single layer bifurcates from E+++ at r = r−c and r = r+

c and consists of three
parts: (i) an upper branch (r−t < r < r−c ), (ii) a middle branch (r−t < t < r+

t ), and
(iii) a lower branch (r+

c < r < r+
t ). The stable solutions which we discussed in the

previous section correspond to the middle branch. On the other hand, there are SIP
equilibrium solutions with a boundary layer in a neighborhood of x = 1 or x = 0
which correspond to the upper and lower branches, respectively. Quite recently the
existence and instability of such solutions have been proved in [8].

In this paper, we restricted our discussion to the case when σ > 0 is small. When
σ > 0 is not so small, the situation is changed and our equilibrium solutions might be
destabilized through Hopf bifurcation so that there are periodic solutions as shown
in Figure 5. These periodic solutions demonstrate spatially oscillating segregation of
two competing species. This will be discussed elsewhere.
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